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Preface

BeiDou Navigation Satellite System (BDS) is China’s global navigation satellite
system which has been developed independently. BDS is similar in principle to
global positioning system (GPS) and compatible with other global satellite navi-
gation systems (GNSSs) worldwide. BDS will provide highly reliable and precise
positioning, navigation and timing (PNT) services and short-message communi-
cation for all users under all-weather, all-time and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for academic
exchanges in the field of satellite navigation. It aims to encourage technological
innovation, accelerate GNSS engineering, and boost the development of the
satellite navigation industry in China and in the world.

The 9th China Satellite Navigation Conference (CSNC 2018) is held during May
23–25, 2018, Harbin, China. The theme of CSNC2018 is Location, Time of
Augmentation, including technical seminars, academic exchanges, forums, exhi-
bitions, and lectures. The main topics are as followed:

Conference Topics
S1 Satellite Navigation Technology
S2 Navigation and Location Service
S3 Satellite Navigation Signal and Anti-Jamming Technologies
S4 Satellite Orbit and Satellite Clock Error
S5 Precise Positioning Technology
S6 Time–Space Datum and Temporal Frequency Technologies
S7 Satellite Navigation Augmentation Technology
S8 Test and Assessment Technology
S9 User Terminal Technology
S10 Multi-Source Fusion Navigation Technology
S11 PNT New Concept, New Methods and New Technology
S12 Policies and Regulations, Standards and Intellectual Properties

ix



The proceedings have 208 papers in twelve topics of the conference, which were
selected through a strict peer-review process from 588 papers presented at
CSNC2018. In addition, another 274 papers were selected as the electronic pro-
ceedings of CSNC2018, which are also indexed by “China Proceedings of
Conferences Full-text Database (CPCD)” of CNKI and Wan Fang Data.

We thank the contribution of each author and extend our gratitude to 279 ref-
erees and 55 session chairmen who are listed as members of editorial board. The
assistance of CNSC2018’s organizing committees and the Springer editorial office
is highly appreciated.

Beijing, China Jiadong Sun
Changfeng Yang

Shuren Guo

x Preface
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A New Technique for Improving
the Anti-jamming Performance
of Vector Tracking Loop

Ruihua Zhang, Renbiao Wu and Qiongqiong Jia

Abstract The GNSS is vulnerable so that it often faces the risk of jamming, and
blanket jamming is one of the interference. Power inversion algorithm is a com-
monly method used to solve this problem, however, the receiver will lose lock
when GNSS satellites are close to RFI sources. To improve the receiver’s
anti-jamming performance in this harsh scene, a method of vector tracking loop
(VTL) based on despread-respread (DR) algorithm is present. Firstly, this paper
suppress oppressive interference. Secondly, local reference signal is reconstructed
according to predicted tracking loop parameters. Thirdly, beamforming algorithm is
present. Theoretical analysis and simulation experiments verify that the VTL based
on DR algorithm can reduce phase discriminator output errors, improve receiver’s
positioning performance, and has superior anti-jamming performance in harsh
scene. The method proposed in this paper can be applied to arbitrary array without
prior information of satellites’ directions and is not sensitive to the error of array.
Copared to VTL based on EIG, VTL based on DR algorithm has lower complexity.

Keywords Vector tracking loop � Anti-jamming � Despread-respread algorithm
Beamforming algorithm

1 Introduction

Satellite navigation is widely used in civil and military fields. The Global
Navigation Satellite Systems (GNSS) signals are vulnerable to interference, because
their powers are weak on the earth’s surface. For example, the signal powers of L1
frequency signals are −160 dBw. Therefore, satellite navigation receivers are vul-
nerable to various interference, and blanket jamming is a kind of the common
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jamming. It’s an important guarantee for the successful application of satellite
navigation to take research on anti-jamming technology effectively [1].

Vector tracking loop (VTL) algorithm, as a new tracking technology of GNSS in
recent years, combines the navigation filter with tracking loop in the Kalman filter
and has advantage of tracking attenuated signal in the scene of signal interruption.
Therefore, VTL has a certain of anti-jamming ability compared with the traditional
scalar receiver. Up to now, the anti-jamming technology of vector receiver is
concerned and studied by many scholars of the world [2]. However, VTL will lose
efficacy when the vector receiver is in the attenuation environment for a long time.
Therefore, the combination of array signal processing technique and VTL can
improve the anti-jamming performance of vector tracking loop. At present, the
research of anti-jamming based on VTL is divided into interference detection
technique and interference suppression technique [3]. Harbin Engineering
University used predicted signal from vector tracking loop as reference signal in
cross-SCORE algorithm to suppress interference. Xu Mingshan et al. combined
blind beamforming algorithm with VTL to improve robustness of VTL [4, 5]. DLR
firstly proposed VTL Based on EIG, but this method needs more correlators and has
more complexity [6–10].

In order to improve the anti-jamming performance of VTL in harsh scene. On
the basis of the existing VTL based on EIG, this paper combines despread-respread
(DR) algorithm [11] with VTL to propose a kind of VTL based on DR. Firstly, the
power inversion algorithm is used to suppress oppressive jamming. Secondly, the
local reference signal is reconstructed. Finally, beamforming algorithm based on
DR is present. This method has lower complexity and is not sensitive to the array
error. It can suppress oppressive jamming and provide gain to satellite signals
without knowing the direction of jamming and satellite signals. The contents of this
paper are as follows: the second section introduces the data model, the third section
introduces the VTL based on DR scheme, the fourth section gives the simulation
results and analysis, and the fifth section is a summary of this paper.

2 Data Model

Jamming signals are usually considered as zero-mean additive white Gaussian
noises (AWGN) with high power. G satellite signals and Q jamming signals are
incident on an uniform linear array. The satellite signals’ arrival angles are
respectively hgðg ¼ 1; 2. . .;GÞ, and jamming signals’ arrival angles are respectively
hq q ¼ 1; 2. . .;Qð Þ. The received signals can be written as:

xðtÞ ¼ xs tð Þþ xj tð Þþ e tð Þ

¼
XG
g¼1

a hg
� �

sg tð Þþ
XQ
q¼1

a hq
� �

jq tð Þþ e tð Þ ð1Þ
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Where x tð Þ ¼ x1 tð Þ; x2 tð Þ; . . .; xM tð Þ½ �T represents M � 1 dimensional array data
vector, eðtÞ is noise vector assumed to obey zero-mean gauss distribution, sg tð Þ is
complex envelope of gth satellite signals, jq tð Þ is jamming signals, a hq

� �
is steering

vector of qth jamming signal, a hg
� �

is steering vector of gth satellite signal. And the
a hg
� �

can be expressed as:

a hg
� � ¼ 1; e

�j2pd sin hg
k ; . . .; e

�j2pðM�1Þd sin hg
k

h iT
ð2Þ

where d means spacing of array element, k means wavelength of incident signals.
GPS signal can be expressed as:

sg tð Þ ¼ ffiffiffiffiffiffiffiffi
2Ag

p
Dg t � sg
� �

Cg t � sg
� �

exp j 2pf0tþug

� �� � ð3Þ

where Ag means the power of gth satellite navigation signal. Dg tð Þ means the
navigation message. Cg tð Þ means the C/A code. sg means the code phase. f0 means
carrier frequency. ug means initial carrier phase. Therefore, the received signals can
be expressed as as:

x tð Þ ¼
XG
g¼1

ffiffiffiffiffiffiffiffi
2Ag

p
Dg t � sg
� �

Cg t � sg
� �

exp j 2pf0tþug

� �� �
a hg
� �

þ
XQ
q¼1

jq tð Þa hq
� � þ e tð Þ

ð4Þ

Existing studies show that Power Invert (PI) algorithm can effectively suppress
oppressive jamming signals when satellite signals direction hg is far from inter-
ference’s direction hq. However, the satellite signals’ direction and jamming sig-
nals’ direction are gradually changing in the actual scene. In the case of satellite
signals are near to RFI sources, PI algorithm will lose efficacy and this will make
receiver lose lock. Because VTL can track attenuated signals, this paper combines
DR algorithm with VTL to design beamforming algorithm, which can further give
gain for satellite signals. This method can achieve the purpose of enhancing satellite
signals while suppressing jamming signals, and it improves the anti-jamming
performance of vector receiver in the harsh scene.

3 Proposed Method

We embed DR algorithm into VTL in this section and take the gth satellite signal as
an example to introduce principle of the proposed method. The principle block
diagram is shown in Fig. 1: Firstly, PI algorithm is used to suppress jamming
signal. Secondly, the reference signal is reconstructed. Tirdly, beamforming algo-
rithm is taken through coherent integration results between reference signal and

A New Technique for Improving the Anti-jamming Performance … 5



data without blanket jamming. Lastly, the received data is weighted to complete the
whole tracking process. Interference suppression algorithm and weight vector
calculation are introduced in this section.

3.1 Suppression of Jamming

PI algorithm is usually used to suppress oppressive jamming and noise in satellite
navigation system because of its simple principle. Inputs of the method is x tð Þ, and
the covariance matrix can be expressed as:

Rx ¼ E x tð ÞxH tð Þ� � ¼ Rs þRj þRn ð5Þ

Where Ef:g means solving of mathematical expectation; f:gH means conjugate
transpose operation. As GPS signal is very weak, which is generally submerged in
noise, the signal-to-noise ratio is about −20 dB. And the formula (5) can be
approximately expressed as:

Rx � Rj þRn ¼ r2
j a hj
� �

aH hj
� �þr2

nI ð6Þ

According to the inverse matrix theorem:

R�1
x ¼ 1

r2n
I� a hj

� � r2n
r2j

þ aH hj
� �

a hj
� � !�1

aH hj
� �0

@
1
A ð7Þ

Because the interference powers are far higher than the noise powers, R�1
x can be

expressed as:

R�1
x ¼ 1

r2n
I� a hj

� �
aH hj
� �

a hj
� �� ��1

aH hj
� �	 


ð8Þ

EKF

AccumulationCorrelator Discriminator
Pseudo range error

Pseudo range rate error

Code/Carrier NCO 

Prediction
Prediction of pseudo range 

and pseudo range rate

Position of satellite

PI

weight

w Reference signal of gth 
satellite signal

Arrary1

Array2

ArrayM

Fig. 1 Scheme diagram of VTL based on DR
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where I� a hj
� �

aH hj
� �

a hj
� �� ��1aH hj

� �
means orthogonal projection matrix of

oppressive jamming.
In the practice, we usually use the sample covariance matrix instead of the

theoretical covariance matrix

R̂x¼ 1
K

XK
k¼1

x kð Þ xH kð Þ ð9Þ

where K means the number of the sampling points. Therefore, the outputs of the
power inversion algorithm can be obtained through the orthogonal projection to the
received signal.

y tð Þ ¼ R̂
�1
x x tð Þ ð10Þ

Therefore, we get the data after suppressing strong interference.

3.2 Calculation of Weight Vector

Traditional PI algorithm can only suppress interference, but can not give gain to the
satellite signals. In addition, when the satellite signals are close to interference, the
algorithm will fail. This section uses the prediction function of VTL and array
processing technology to solve this problem. We combine the VTL and yðtÞ after
suppressing interference to take beamforming algorithm, which can provide high
gain to satellite signals and make up for the shortcomings of traditional PI algo-
rithm. The calculation of weight vector mainly includes the following three steps:
prediction of parameters, construction of reference signal and development of
beamforming algorithm.

The prediction of receiver parameters mainly includes prediction of state vector
and tracking loop parameters. The state vector can be defined as x ¼
½x; y; z; ctb; vx; vy;; vz;; ctd�T according to receiver’s three dimensional coordinate

p ¼ x y z½ �T, three dimensional velocity v ¼ vx vy vz
� �T

, clock error ctb and clock
drift ctd . It is assumed that the receiver moves uniformly when time interval tk;kþ 1

is short enough. Therefore, we can predict x̂kþ 1 according to xk. The prediction
process is as follows:

p̂kþ 1 ¼ pk þ tk;kþ 1vk
v̂kþ 1 ¼ vk

ð11Þ

The prediction of clock error and clock bias in kþ 1 is given by:

t̂b;kþ 1 ¼ tb;k þ tk;kþ 1td;k
t̂d;kþ 1 ¼ td;k

ð12Þ

A New Technique for Improving the Anti-jamming Performance … 7



Through formula (11)–(12), the prediction of receiver’s state vector in kþ 1 can
be expressed as:

x̂kþ 1 ¼ ½x̂kþ 1; ŷkþ 1; ẑkþ 1; ĉtb;kþ 1; v̂x;kþ 1; v̂y;kþ 1; v̂z;kþ 1; ĉtd;kþ 1�T ð13Þ

Pseudo range q̂g;kþ 1 and pseudo range rate _̂qg;kþ 1 of gth satellite signal can be
expressed as:

q̂g;kþ 1 ¼ r̂g;kþ 1 þ ĉtb;kþ 1

_̂qg;kþ 1 ¼ _̂rg;kþ 1 þ ĉtd;kþ 1

(
ð14Þ

Where r̂g;kþ 1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xg;kþ 1 � x̂kþ 1
� �2 þ yg;kþ 1 � ŷkþ 1

� �2 þ zg;kþ 1 � ẑkþ 1
� �2q

means geometric distance between the gth satellite and receiver in kþ 1. According
to the formula (14), the doppler shift of satellite can be obtained as:

f̂d;kþ 1¼� _̂qg;kþ 1

k
¼ � _̂qg;kþ 1

f
c

ð15Þ

The code frequency and carrier frequency in kþ 1 can be expressed as:

f̂code;kþ 1 ¼ fcode þ f̂d;kþ 1 ¼ fcode � _̂qg;kþ 1
fcode
c

ð16Þ

f̂0;kþ 1 ¼ f0 þ f̂d;kþ 1 ¼ f0 � _̂qg;kþ 1
f0
c

ð17Þ

where fcode means C/A code frequency, and code phase in kþ 1 can be expressed as
follows:

ŝkþ 1 ¼ sk þ q̂g;kþ 1 � qg;k
� � fcode

c
ð18Þ

According to code frequency f̂code;kþ 1, carrier frequency f̂0;kþ 1, code phase ŝkþ 1,
and carrier phase ûkþ 1, the reference signal can be obtained as [1]:

ŝg tð Þ ¼ Dg t � ŝkþ 1ð ÞCg t � ŝkþ 1ð Þ exp j 2pf̂0;kþ 1tþ ûkþ 1

� �� � ð19Þ

Then prompt coherent integration results of yðtÞ and ŝg tð Þ are obtained as:

Pg nð Þ ¼ ffiffiffiffiffiffiffiffi
2Ag

p
DgR Dskþ 1ð Þ sin cðDf0;kþ 1TcohÞ exp jDukþ 1

� �
a hg
� � ð20Þ

Where R Dskþ 1ð Þ represents the autocorrelation function of the C/A code, Dskþ 1
is the time difference between the prompt local code and the received signal,
Df0;kþ 1 is frequency tracking errors, Tcoh is coherent time, Dukþ 1 is carrier phase

8 R. Zhang et al.



tracking errors, e is AWGN. The coherent integration results for single antenna is
defined as PgðnÞ and formula (20) can be expressed as:

Pg nð Þ ¼ Pg nð Þa hg
� � ð21Þ

The estimation of covariance matrix by PgðnÞ in N ms can be expressed as
follows:

R̂p ¼
XN
n¼1

Pg nð ÞPg nð ÞH ð22Þ

We get normalized weight vector wl through eigenvector corresponding to the
largest eigenvalue, which can enhance satellite signal.

wl ¼ â hg
� � ð23Þ

The method proposed in this paper is a two-stage anti-jamming processor. In the
first stage, the PI algorithm is used to suppress the interference. In the second stage
processor, â hg

� �
is obtained through beamforming algorithm. Therefore, the

weighted vector of the proposed method can be expressed as [1]:

wlopt ¼ R�1
x âðhgÞ ð24Þ

3.3 Comparison of Algorithm

On the basis of the existing VTL based on EIG, this paper combines
despread-respread algorithm with VTL to propose a kind of VTL based on DR.
This method proposed in this paper get weight through coherent integration results
between local reference signal and data without blanket jamming. The VTL based
on EIG get weight through coherent integration results of array received data
without blanket jamming, and it needs more correlators.

Next, we analyze and compare complexity of the proposed method and the
existing VTL based on EIG. The number of correlators required in each tracking
channel is used as index to measure complexity when the number of array elements
is M and the number of satellites is G. Table 1 is result of analysis.

As shown in Table 1, each tracking channel of VTL based on EIG needs 3�
M � G correlators according to the document [10], because this tracking system

Table 1 Comparison of
complexity

Name of method Number of correlators

VTL based on EIG 3�M � G

VTL based on DR 3� G

A New Technique for Improving the Anti-jamming Performance … 9



requires early, prompt and late correlator outputs which are obtained through array
received signal y tð Þ to get eigenbeamforming algorithm, and this tracking system
has larger complexity. The method proposed in this paper get beamforming algo-
rithm through coherent integration results of ŝg tð Þ and y tð Þ. this tracking system
needs 3� G correlators and has lower complexity.

4 Simulation Analysis

This section verifies the effectiveness of the proposed method through simulation
experiments in the scene of oppressive jamming. The anti-jamming performance of
traditional VTL, VTL based on EIG and VTL based on DR is compared and
analysed. In these simulation experiments, the number of linear array is 7, and 5
satellite signals with arrival direction of 50�; 35�; 10�;�10�;�35� are generated
through GPS signal simulator. SNR is 20 dB, and JNR of interference is 30 dB.

4.1 Performance Analysis of Interference from Far Range

The oppressive jamming with arrival angle of �75� appears persistly from 25 s.
Figure 2 is result of the PRN3 satellite signal’s C/No ratio processed by three
tracking loops at different time. Figure 3 is phase detector output comparison result
of three tracking loops. Table 2 is the statistical result of position errors through
10,000 Monte-Carlo RMS experiments.
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Fig. 2 C/No comparison for three kinds of VTL
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As shown in Fig. 2, compared with the traditional VTL, the VTL based on DR
and VTL based on EIG can improve carrier-to-noise ratio of satellite signals from
46 to 52 dB in this simulation condition. Since the two methods can provide gain to
satellite signals by beamforming algorithm, the C/No ratio of the tracking loop is
improved greatly.

As shown in Fig. 3, compared with the traditional VTL, the VTL based on DR
and VTL based on EIG both can reduce the phase discriminator output
(PDO) errors.

It can be seen from Table 2 that the VTL based on DR and VTL based on EIG
can improve the positioning performance compared with the traditional VTL.

4.2 Performance Analysis of Interference from Near Range

The blanket jamming with arrival angle of 9�; 33� appears persistly from 25 s.
Figure 4 is result of the PRN14 satellite signal’s C/No ratio processed by three
tracking loops at different time. Figure 5 is position error of three tracking loops.

As shown in Fig. 4, the VTL based on DR and VTL based on EIG can improve
the C/No ratio of PRN 14 from 20 to 38 dB. This method proposed in this paper
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Fig. 3 Phase discriminator outputs for three kinds of VTL

Table 2 Position errors

Name of method Position errors (m)

VTL 3.00

VTL based on EIG 2.64

VTL based on DR 2.64

A New Technique for Improving the Anti-jamming Performance … 11



can provide gain for the weakened satellite signal, which is guaranteed for satellite
signal to be continuously tracked.

As shown in Fig. 5, the traditional VTL loses lock and the position error
increases suddenly, because PRN3 and PRN14 is watered down at 25 s. The VTL
based on DR and VTL based on EIG can provide gain to weakened satellite signals,
which ensure that VTL can work within normal level after 25 s. Hence, the VTL
based on DR has better anti-jamming ability in complex electromagnetic
environment.
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5 Conclusions

This paper combines DR algorithm with VTL to improve VTL’s anti-jamming
performance in complex electromagnetic environment. Theoretical analysis and
simulations verify that the VTL based on DR algorithm has better robustness while
reducing complexity. It can reduce discriminator output errors, improve the posi-
tioning performance, and has superior anti-jamming performance in complex
electromagnetic environment.
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A Novel Generation Method
of TM-AltBOC Modulator
and Demodulator

Jun Mo, Yi Zhang and Hui Liu

Abstract A novel generation method of TM-AltBOC modulator and demodulator
based on binary-offset modulate is provided. This method is applied by modulating
four signals on two sub-carriers with sub-carrier division and time division multi-
plexing. The signal can effectively process time division multiplexing satellite
navigation signal without energy loss, and has the advantage of simple structure and
easy to realize. It can adjust signal power of each component by software
configuration.

Keywords Satellite navigation system � Navigation signal structure
TM-AltBOC

1 Foreword

In order to get higher accuracy and better performance, BOC modulation tech-
nology was adopted by several new generation satellite systems [1, 2]. For example,
AltBOC was used at E5 signal of Galileo in order to fully utilize the bandwidth [3].
A proper sub-carrier waveform needs to be selected to generate a constant envelop
signal when doing the modulation. Galileo uses AltBOC modulation to have four
different navigation signals E5a-data, E5a-pilot, E5b-data and E5b-pilot to be
modulated into a complex signal and up convert to a wideband signal centered at
1191.795 MHz. With this modulation, E5a-data and E5a-pilot can be treated as a
QPSK signal modulated at E5a frequency (1176.45 MHz), E5b-data and E5b-pilot
can be treated as a QPSK aignal modulated at E5b frequency (1207.14 MHz).

Another modulation technology combining four binary signals into a wideband
signal is introduced by Tsinghua University as ACE-BOC [4]. Comparing with
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AltBOC only having equivalent power on all four signals, ACE-BOC can adjust
power ration between the modulated four signals on demand, which is more flex-
ible. Two modulation methods are given to achieve this technology, one is lookup
table method and the other is analytical method.

TD-AltBOC is also a similar technology introduced by Huazhong University of
Science and Technology [5]. This technology needs a simpler lookup table com-
paring to AltBOC and ACE-BOC, but there are limitations in this technology: the
four modulated signals have the same power and the pilot signals on high and low
sub-band must use the same pseudo-random code.

Considering all technologies mentioned above have their limitations, either have
complicate calculation or have fixed signal power ratio, a new modulation tech-
nology is invented and introduced as TM-AltBOC. Using this technology, power
ration between signals can be flexibly adjusted while a much simpler modulation
method is needed.

2 Modulation of TM-AltBOC

The block diagram of TM-AltBOC modulation is shown as following (Fig. 1).

CAD

CAP

dA

CBD

CBP

dB

÷f0/fc

f0

Sub-carrier
M

odulation 

CB(t)

CA(t)

sQ(t)

fs

π/2

sI(t)

Tim
eslot selector 1

Tim
eslot selector 1

Fig. 1 Block diagram of TM-AltBOC modulation
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In above diagram, f0 is the clock used to generate baseband complex signal, it is
divided by N to get code generation clock fc, which is used to generate four
different pseudo-random codes: lower sub-band data code CAD, lower sub-band
pilot code CAP, upper sub-band data code CBD and upper sub-band pilot code CBP.
The data code CAD and CBD first need to XOR with the modulation data dA and dB
respectively. Then data code and pilot code for lower sub-band are input into
timeslot selector 1 to get binary signal of lower sub-band CA(t), data code and pilot
code for upper sub-band are input into timeslot selector 2 to get binary signal of
upper sub-band CB(t). These two timeslot selector can use the same configuration or
use different configuration on timeslot selection. The sub-carrier modulator then use
these two binary signal as input and will output complex baseband signal driven by
clock f0. Finally, the complex baseband signal is up convert to a wideband signal
centered at frequency fs.

As an example, a signal centered at 1191.795 MHz and has the same spectrum
as E5 signal is generated with following steps:

(1) Use f0 = 60 � 1.023 MHz = 61.38 MH as reference clock and divided by 6 to
get code generation clock at 10.23 MHz.

(2) Four different PRN code generation block to generate code CAD, CAP, CBD and
CBP respectively, each code is 10230 in length and lasts 1 ms.

(3) Modulation data dA and dB exclusive-or with CAD and CBD respectively. The
length of modulation data is multiple of 1 ms.

(4) Optionally, pilot code CAP and CBP can also be modulated by secondary codes
CSA and CSB. CSA and CSB can be the same or different and each with length of
multiple of 1 ms.

(5) Use the time selector to do selection from the data or pilot code to fill in the
time slots to generate binary signal on lower or upper sub-band. The ratio of
timeslot to fill in is adjustable by different configuration so power ratio will be
different, e.g. if the data code occupies m timeslots within each n timeslots, the
data channel takes m/n of the power and the pilot channel takes 1 − m/n of the
power. The outputs of the time selector are CA(t) and CB(t) respectively.

(6) The sub-carrier modulator is used to put the binary code of lower and upper
sub-band into a complex baseband signal. The formula used is:

s tð Þ ¼ s1 tð Þe � tð Þþ s2 tð Þe tð Þ
in which s1(t) and s2(t) are modulated binary signal CA(t) and CB(t) respec-
tively. s1(t) = 1/2 when CA(t) = 0 and s1(t) = −1/2 when CA(t) = 1, the same
relationship applies to s2(t) and CB(t).
e(t) and e*(t) are complex sub-carriers of upper sub-band and lower sub-band:

e(t) = SCcos(t) + jSCsin(t)
e*(t) = SCcos(t) − jSCsin(t)

in which

SCcos(t) = sign(cos(2pfSCt))
SCcos(t) = sign(sin(2pfSCt))
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are cosine and sine binary sub-carrier, the frequency of the sub-carrier
fSC = 15.345 MHz.

(7) Get the real part and the imaginary part of the baseband signal:

s(t) ¼ sI(t)þ jsQ(t)

¼ ½s1ðt)þ s2ðt)�SCcos(t)þ j½s2ðt)� s1ðt)�SCsin(t)
(8) An easy lookup table method can be used to get the real part and the imaginary

part (Fig. 2).

The waveforms of cosine and sine binary sub-carrier are shown below:
In which, T = 1/fSC is the cycle of sub-carrier. When m takes 0, 1, 2, and 3 in

t = (4n + m)/4T, SCcos(t) has the values of 1, −1, −1 and 1, SCsin(t) has the values
of 1, 1, −1 and −1 respectively.

When the frequency of sub-carrier is 15.345 MHz, take f0 as four times of
sub-carrier frequency. The real part and imaginary part of the baseband signal can be get
from the following lookup table in each one fourth period of sub-carrier cycle (Table 1):

SCcos(t) 
T/4 T/2 3T/4 T

1

-1

SCsin(t)
T/4 T/2 3T/4 T 

1 

-1 

Fig. 2 Waveforms of cosine and sine sub-carrier

Table 1 Sub-carrier modulation lookup table

CA(t) CB(t) sI(t) sQ(t)

0 0 1 −1 −1 1 0 0 0 0

0 1 0 0 0 0 −1 −1 1 1

1 0 0 0 0 0 1 1 −1 −1

1 1 −1 1 1 −1 0 0 0 0

18 J. Mo et al.



(9) The final step is to modulate the baseband signal up to frequency
fs = 1191.795 MHz using formula sI(t)cos(2pfst) − sQ(t)sin(2pfst).

The advantages of above method are lower frequency requirement of generation
clock, simple lookup table, flexible power allocation between data and pilot channel
and having the feature of constant envelop.

3 Signal Demodulation and Tracking

Several methods can be used to track and demodulate the signal generated in
previous section. One method is used to track single side-band signal, another
method is used to track and demodulate it as a whole wideband signal. These two
methods are introduced below:

When tracking the lower or upper side-band signal solely, it is equivalent to
track a BPSK signal modulated at 1176.45 MHz or 1207.14 MHz. The following
block diagram can be used to do signal tracking (Fig. 3).

After the IF frequency is removed by multiplex local carrier, the digital baseband
signal IB + jQB is get. Then local pilot signals with different delay as CBP-E, CBP-P

and CBP-L are used to correlate with input baseband signal. The timeslot selection
signals SE, SP, SL are synchronized to local pilot signals CBP-E, CBP-P and CBP-L

respectively. The integration will use timeslot selection information to determine
correlated signal in which time slot will be summed up. The accumulation results
represent early, prompt and late correlation IE + jQE, IP + jQP and IL + jQL is then
be used in carrier loop and code loop to track the signal.

On data demodulation, the data code CD and time slot enable signal SD is used
instead of CBP-P and SP in the correlation and integration step, and the sign of the

Pilot code

Data code

IB+jQB

CBP-E CBP-P CBP-L

Correlation

Timeslot selection

SE SP SL

IL+jQL

IP+jQP

IE+jQE

Correlation

SD

CD

ID+jQD

Fig. 3 Block of diagram of signal tracking
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integration result can be used to determine the data value. The data integration
result can also be used in signal tracking.

When tracking the whole signal, it is treated as a wideband signal centered at
1191.795 MHz, so local carrier of such frequency is first multiplied to get baseband
signal IB + jQB. The a similar method is used to do signal tracking with different
correlation and integration block shown (Fig. 4).

Correlation is also a multiplication between baseband signal and conjugation of
local complex signal. According to the method of signal generation, the local signal
can be expressed as:

s(t) ¼ ½s1ðt)þ s2ðt)�SCcos(t)þ j½s2ðt)� s1ðt)�SCsin(t)

In which, SCcos(t) and SCsin(t) are cosine and sine binary sub-carrier. There are
four different combination of the sub-carrier values as shown (Fig. 5).

The combinations are (1,1), (−1,1), (−1,−1) and (1,−1).
And

s1 tð Þ ¼ CAP tð ÞSAP tð ÞþCAD tð ÞSAD tð Þ
s2 tð Þ ¼ CBP tð ÞSBP tð ÞþCBD tð ÞSBD tð Þ

Pilot code 

IB+jQB

CAP CBP

Correlation

Timeslot selection
SA SB

IACC+jQAC

Fig. 4 Block diagram of coherent integration

SCcos(t)
T/4 3T/4 T 

1

-1 

SCsin(t)
T/4 T/2

T/2

3T/4 T 

1

-1 

Fig. 5 Value combination of
sub-carrier within one cycle
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In which, CAP(t) and CAD(t) are pilot and data code in lower sub-band, CBP(t)
and CBD(t) are pilot and data code in upper sub-band, the values of these code are 1
and −1. SAP(t) and SAD(t) are selection of pilot and data code with values be 1 or 0.
Because pilot signal and data signal cannot be selected both, so SAP(t) and SAD(t)
will not be all 1 at the same time. So as SBP(t) and SBD(t).

When tracking the pilot signal, the local complex signal will only contain the
pilot signal part, so s1(t) = CAP(t)SAP(t) and s2(t) = CBP(t)SBP(t). And s1(t) and s2
(t) have the value of 1, −1 or 0.

The following table gives the value of local complex signal with different value
of s1(t) and s2(t) (Table 2):

The correlation can also use lookup table to give the multiply result of baseband
signal and conjugation of local signal. The output of correlation is given in fol-
lowing table when baseband signal input to correlator is IB + jQB (Table 3):

Table 2 lookup table of local complex signal

s1(t)/s2(t) SCcos(t)/SCsin(t)

1/1 −1/1 −1/−1 1/−1

1/1 2 −2 −2 2

1/−1 −2j −2j 2j 2j

−1/1 2j 2j −2j −2j

−1/−1 −2 2 2 −2

1/0 1 − j −1 − j −1 + j 1 + j

−1/0 −1 + j 1 + j 1 − j −1 − j

0/1 1 + j −1 + j −1 − j 1 − j

0/−1 −1 − j 1 − j 1 + j −1 + j

0/0 0 0 0 0

Table 3 lookup table of correlation result

s1(t)/
s2(t)

SCcos(t)/SCsin(t)

1/1 −1/1 −1/−1 1/−1

1/1 2IB + j2QB −2IB − j2QB −2IB − j2QB 2IB + j2QB

1/−1 −2QB + j2IB −2QB + j2IB 2QB − j2IB 2QB − j2IB
−1/1 2QB − j2IB 2QB − j2IB −2QB + j2IB −2QB + j2IB
−1/−1 −2IB − j2QB 2IB + j2QB 2IB + j2QB −2IB − j2QB

1/0 IB − QB + j
(IB + QB)

−IB − QB + j
(IB−QB)

QB − IB + j
(−IB − QB)

IB + QB + j
(QB − IB)

−1/0 QB − IB + j
(−IB − QB)

IB + QB + j
(QB − IB)

IB − QB + j
(IB + QB)

−IB − QB + j
(IB−QB)

0/1 IB + QB + j
(QB − IB)

QB − IB + j
(−IB − QB)

−IB − QB + j
(IB − QB)

IB − QB + j
(IB + QB)

0/−1 −IB − QB + j
(IB − QB)

IB − QB + j
(IB + QB)

IB + QB + j
(QB − IB)

QB − IB + j
(−IB − QB)

0/0 0 0 0 0
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Table 4 correlation result with same timeslot

s1(t)/s2(t) SCcos(t)/SCsin(t)

1/1 −1/1 −1/−1 1/−1

1/1 IB + jQB −IB − jQB −IB − jQB IB + jQB

1/−1 −QB + jIB −QB + jIB QB − jIB QB − jIB
−1/1 QB − jIB QB − jIB −QB + jIB −QB + jIB
−1/−1 −IB − jQB IB + jQB IB + jQB −IB − jQB

0/0 0 0 0 0

From above table, it is easy to be observed that the correlation results are
addition or subtraction of real part and imaginary part of input signal.

Furthermore, if the pilot code of upper and lower sub-band occupy the same
timeslot, the combination of (1,0), (−1,0), (0,1) and (0,−1) will not appear in above
table, so the output of correlator can be further simplified to following table (Table 4):

In table above, the output of the correlation are divided by 2 and will not affect
the result.

From above table, it is easy to see that both the real part and the imaginary part
of the correlation result can simply select the real part or imaginary part of the input
signal.

With above method, the integration result IACC + jQACC can be put into phase/
frequency discriminator or delay discriminator and do signal tracking with tradi-
tional method.

On signal demodulation, the local signal is also [s1(t) + s2(t)]SCcos(t) + j[s2
(t) − s1(t)]SCsin(t) and the same correlation and integration method is used. When
the lower sub-band data is demodulated, using s1(t) = CAD(t)SAD(t) and s2(t) = 0
and when the upper sub-band data is demodulated, using s1(t) = 0 and s2
(t) = CBD(t)SBD(t). The sign of the integration result gives the demodulated value
when the signal is in tracking.

If the timeslot of the lower and upper sub-band data channel are the same, which
is SAD(t) = SBD(t), a simpler method can be used to do data demodulation:

Using s1(t) = CAD(t)SAD(t) and s2(t) = −CBD(t)SBD(t) to generate the local
signal, the integration result gives the sum of the upper and lower sub-band data
DADD = DA + DB. Using s1(t) = CAD(t)SAD(t), s2(t) = −CBD(t)SBD(t) to generate
the local signal, the integration result gives the subtraction of the upper and lower
sub-band data DSUB = DA − DB. By adding or subtracting the above two values,
the lower sub-band data and the upper sub-band data can be recovered:
DA = (DADD + DSUB)/2, DB = (DADD − DSUB)/2.

4 Conclusion

A new binary offset carrier modulation technology TM-AltBOC is introduced, and
technology to demodulate and tracking TM-AltBOC signal is also illustrated. This
technology modulates four different signals with sub-carrier division and time
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multiplex method. The signal generation logic is easy to implement, only four
different phases are used in the four-entry phase lookup table. The frequency of
clock used by signal generation block is only four times of sub-carrier frequency.
The power ratio between data and pilot channel can also be adjusted without
additional logic or calculation efforts.
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Generation Mechanisms
and Experimental Verifications
of Pseudo-range Biases for BDS
Navigation Signals

Chengyan He, Ji Guo, Xiaochun Lu, Li Kang and Meng Wang

Abstract Due to the non-ideal characteristics of navigation satellite signals,
pseudo-range observations of two satellites for the same signal are different in the
same receiver, in addition to that, for zero-baseline receivers, pseudo-range
observations between different receivers are different even for the same satellite and
the same signal. Bias inconsistencies will lead to adverse effects for pseudo-
range-based positioning applications and can also hinder carrier-phase ambiguity
resolution. However, fewer article deals with the generation mechanisms of
pseudo-range biases for BeiDou Navigation Satellite System. In order to mitigate
the impact of biases on BDS to the greatest extent, the generation mechanisms and
characteristics of pseudo-range biases are studied in detail in the beginning. Then
based on this, experimental verification methods are designed using Haoping Radio
Observatory (HRO) of Chinese Academy of Sciences to observe BDS signals.
Pseudo-range biases of all visible BDS satellites are measured and evaluated with
high accuracy thanks to the 40 m dish antenna and modern equipment of HRO.
Finally, some important parameters for BDS receivers, such as the correlator
spacing and front-end bandwidth, are provided or suggested to mitigate the ranging
errors and positioning errors result from pseudo-range biases. The achievements of
this paper could be a worthy reference for GNSS signal designers, GNSS moni-
toring and assessment and GNSS receiver designers.
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1 Introduction

According to the on-board clock frequency, GNSS satellites transmit modulated
navigation signals in specific format, which arrives at the terrestrial user receiver
antenna after a lapse of time Dt from the satellite. Signals propagation time Dt
multiplied by electromagnetic wave propagation velocity in space c, we can get the
geometric distance q between satellite and the user’s. By calculating the distances
from at least three satellites to the user, it is possible to calculate the intersection
position of three balls with each satellite as the center and the distance to the user as
the radius. Here the intersection position is the exact position of the user.

In fact, however, the calculated Δt is not the exact propagation time from satellite
to the user, due to the fact that there are also the effects of satellite clock errors,
receiver clock errors, satellite ephemeris errors, receiver measurements noise,
multipath, ionospheric delay and tropospheric delay on the propagation time Δt.
Therefore, the calculated distance in practical applications is not the real geometric
distance from station to satellite, which is conventionally called the pseudo-range.

For high-precision users, differential systems can eliminate some errors, but
there still exists some errors such as multipath, receiver measurement noise, errors
caused by satellite signal distortion, which cannot be eliminated by differential
system. As a result, when two receivers of zero-baseline or short-baseline observe
simultaneously the same satellite, the pseudo-range difference between the two
receivers is a constant with non-zero mean. In addition, when two receivers of
zero-baseline or short-baseline observe simultaneously two identical satellites, the
pseudo-range difference between the two receivers also shows a constant with a
non-zero mean. Moreover, the pseudo-range biases between different receivers and
different satellites are different. The phenomenon above is called pseudo-range
biases. This phenomenon was first discovered in 2011 by Gabriel Wong and R. Eric
Phelts of Stanford University when studying the ranging and positioning results of
the GPS and WAAS systems. Results show that, the signal characteristics of dif-
ferent satellites cannot be in full accord, when dual-frequency users eliminate
ionospheric effects by dual-frequency linear combination, the impact of pseudo-
range bias will be further amplified.

Those pseudo-range biases have already been studied by foreigners years ago,
and this unnormal phenomenon was first been found in GPS satellites. Many
foreigners attempt to solve this problem.

References [1–3] found pseudo-range biases when using dual-frequency tech-
niques to eliminate ionospheric delays. At the same time, some suggestions to
reduce the effect of pseudo-range biases are given. On the one hand, the influence
of this phenomenon on users can be reduced by broadcasting parameters of time
group delay (TGD) and Inter-Signal Corrections (ISCs) in navigation message. On
the other hand, the effects of pseudo-range biases can be reduced by defining
parameters such as receiver front-end bandwidth and correlator spacing in ICD
(Interface Control Document). References [4–7] studied the possible causes of GPS
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pseudo-range biases. Those articles pointed out that: the inconsistency among
various satellites’ signals is the essential cause of the pseudo-ranges biases.

However, the above references mainly focused on the phenomenon and stability
of pseudo-range biases in GPS satellites. There are few articles mentioning whether
there are any pseudo-range biases in China’s BDS system. In later 2016, during the
monitoring and evaluation process of BDS II and experimental satellites, it is found
that pseudo-range biases also occurred in BDS satellites, but the characteristics are
different from that of GPS. With the demand of continuous improvement of the
positioning accuracy of BDS, researches on pseudo-range biases have been paid
more and more attention in China. At present, however, researches on pseudo-range
biases in China mainly focus on the phenomenon and their influence on positioning,
while its causes and solutions of pseudo-range biases are not studied fundamentally.

Aiming at pseudo-range biases of BDS satellites, the phenomenon of
pseudo-range biases will firstly be described in detail by the way of theoretical
formula. Then based on this, a complete transmitting and receiving model of
navigation signal transmitting, broadcasting, and receiving is established to analyze
step by step the reasons of the biases from the whole route of satellite signal
transmission. Then from the perspective of user terminals, the possible forms and
characteristics of the pseudo-range biases are further analyzed respectively mainly
from three aspects: the correlator spacing of receiver, the RF bandwidth and the
elevation angle of satellites. The conclusion of this paper and suggestions for BDS
users are given in the end.

2 Phenomenon of Pseudo-range Biases

The phenomenon of pseudo-range biases cannot be directly obtained by a single
receiver, it is required that two receivers of zero-baseline or short-baseline observe
simultaneously two satellites. The pseudo-range biases can be obtained by calcu-
lating the single difference or double difference of pseudo-ranges of the two
receivers, which is possible to eliminate some of the common errors. Here we
assume that the two receivers are denoted as r1 and r2 respectively and the two
satellites are denoted as i and j respectively. Then we can calculate the O-C double
difference from pseudo-ranges of B1I and B3I.

The pseudo-range equations of single frequency for r1 and r2 receivers and for i
and j satellites are as follows:

Pi
r1 ¼ qir1 þ cdtr1 � cdti þ c � IFBr1 � c � Tgdi � ionoir1 � tropir1 � relir1

� air1 þ eir1 þMPi
r1 þ SDMi

r1 ð1Þ

Pj
r1 ¼ q j

r1 þ cdtr1 � cdt j þ c � IFBr1 � c � Tgd j � iono j
r1 � trop j

r1 � rel jr1
� a j

r1 þ e jr1 þMPj
r1 þ SDM j

r1 ð2Þ
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Pi
r2 ¼ qir2 þ cdtr2 � cdti þ c � IFBr2 � c � Tgdi � ionoir2 � tropir2 � relir2

� air2 þ eir2 þMPi
r1 þ SDMi

r1 ð3Þ

Pj
r2 ¼ q j

r2 þ cdtr2 � cdt j þ c � IFBr2 � c � Tgd j � iono j
r2 � trop j

r2 � rel jr2
� a j

r2 þ e jr2 þMPj
r1 þ SDM j

r1 ð4Þ

Taking the receiver r1 and satellite i as an example: here Pi
r1 is pseudo-range

between receiver and satellite, qir1 is theoretical distance between receiver and
satellite, dtr1 and dti are receiver clock error and satellite clock error respectively,
IFBr1 and Tgdi are inner-frequency biases between receivers and inner-frequency
biases between satellites respectively, c is light speed, ionoir1 and tropir1 are the
ionosphere delay and the tropospheric delay respectively, relir1 is relativistic effect
delay, air1 is receiver channel delay, eir1 is thermal noise, MPi

r1 is multipath and
SDM j

r1 is the error result from signal distortion.
Because of the zero-baseline connection of the two receivers, the ionosphere

delay, the tropospheric delay and the relativistic effect delay from the same satellite
to the two receivers are the same, the inner-frequency biases between satellites for
the two receivers are the same, and the inner-frequency biases between receivers for
the different satellites are the same. Therefore, the O-C double difference between
the pseudo-ranges of the two receivers can be used to eliminate many main errors
such as receiver clock error, satellite clock error, inner-frequency biases between
receivers, inner-frequency biases between satellites, ionospheric delay, tropospheric
delay, relativistic effects, and multipath. Therefore, the mean of O-C double dif-
ference is considered to be the pseudo-range biases between the two satellites.

During the measurement process of pseudo-range biases of BDS B1I signals,
four different manufacturers of receivers are connected in zero-baseline. The four
receivers are as follows: one Trimble receiver, one receiver of No. 20 institute of
China Electronic Technology Group which is denoted as No. 20 receiver for
brevity, one of No. 704 Institute denoted as No. 704 receiver for brevity, and one of
National Defense University denoted as NDU receiver for brevity. Here we take the
Trimble receiver as the reference receiver, the pseudo-range observations of all
other three receivers are subtracted with that of the Trimble receiver respectively.
The pseudo-range biases of B1I signal can be obtained by the O-C double differ-
ence of two receivers. Here we take the BDS GEO-1 (C01) satellite as the reference.

The blue column of R-1 in Fig. 1 represents means of double differences
between No. 20 receiver and Trimble receiver, the red column of R-2 in Fig. 1
represents means of double differences between No. 704 receiver and Trimble
receiver, and the green column of R-3 represents means of double differences
between NDU receiver and Trimble receiver.

Figure 1 shows that the pseudo-range biases between different receivers and
different satellites is not zero and is different from each other. Therefore, in the next
section we will study the generate mechanism of pseudo-range biases in detail.
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3 Generate Mechanism Analyses

If the transmission channel of satellite navigation signal is not ideal, that is, the
amplitude-frequency and the phase-frequency characteristics of the channel transfer
function H (f) are not ideal, when the satellite navigation signal arrives at the user
receiver correlates with the corresponding local code, it will be obvious that the
correlation curve is asymmetric and there are nonlinear distortions in the correlation
curve. These distortions will lead to an offset of the lock point of the DLL dis-
criminating curve, which is ranging error [8] and is shown in Fig. 2.

C02 C03 C04 C05 C06 C07 C08 C09 C10 C11 C12 C13 C14
R-1 0.1 0.4 0.02 0.23 -0 0.31 0.24 0.65 0.37 0.49
R-2 -0.1 0.27 0.1 0.34 0.16 -0.1 0.14 0.17 0.4 0.18 0.57 0.22
R-3 0 0.42 0.22 0.53 0.24 0.08 0.18 0.2 0.77 0.67 0.72 0.48
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Fig. 1 Pseudo-range biases of BDS BI1I signals: R-1 represents means of double differences
between No. 20 receiver and trimble receiver, R-2 represents that between No. 704 and trimble
receivers, and R-3 represents that between NDU and trimble receivers

Fig. 2 Cross-correlation of
the local code and
broadcasted code
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Taking the typical incoherent Early-Minus-Late Power discriminator as an
example, here we assume the correlator spacing is d, then the S curve can be
calculate from the following equations [8]:

SCurve e; dð Þ ¼ CCF e� d
2

� �����
����
2

� CCF eþ d
2

� �����
����
2

ð5Þ

The lock point error ebias dð Þ meets the following equation:

SCurve ebias dð Þ; dð Þ ¼ 0 ð6Þ

S curve biases is defined as:

SCB ¼ max
over
all d

ebias dð Þð Þ � min
over
all d

ebias dð Þð Þ ð7Þ

The blue dotted line in Fig. 2 represents the ideal signal correlation curve and the
red dotted line represents that of the received signal. It can be seen that the cor-
relation curve of received signal is seriously asymmetric, so the lock points of DLL
discriminating curve for different correlator spacing are different. In this case, there
still exists a non-zero constant that cannot be cancelled out in the double-difference
of pseudo-ranges for two receivers with different correlator spacing.

Results show that if the distortion characteristics of each satellite signal are
identical or the parameters of all receivers are in full accord, then the pseudo-range
biases phenomenon can be completely eliminated during double-difference pro-
cessing. Therefore, even if there is some distortions in received signal, different
receivers of zero baseline or a short baseline will obtain a zero-mean Gaussian noise
when performing pseudo-range double-difference processing [9]:

(A) Single pseudo-range difference of two receivers with different correlator
spacing:

qmn ¼ c dtu;m � dtu;n
� �þ eq;m � eq;n þMPq;m �MPq;n þ SDMq;m � SDMq;n

ð8Þ

(B) Double pseudo-range difference of two receivers with different correlator
spacing:

qijmn ¼ eijq;mn þMPij
q;mn þ SDMij

q;mn ð9Þ

Here m and n are used to denote receivers, and i and j are used to denote
satellites.
SDM j

r1 is signal distortion and is usually a constant. If eijq;mn and MPij
q;mn is small

relative to signal distortion biases, we can see SDM j
r1 over a long time of
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averaging, say an hour, to reduce eijq;mn and MPij
q;mn. Here we assume eijq;mn and

MPij
q;mn are zero mean random variables.

(C) Single pseudo-range difference of two receivers with the same correlator
spacing:

qmn ¼ c dtu;m � dtu;n
� �þ eq;m � eq;n ð10Þ

Note that the multipath and signal distortion error terms are cancelled.
(D) Double pseudo-range difference of two receivers with the same correlator

spacing:

qijmn ¼ eijmn ð11Þ

In this case, we should see that double difference should be zero-mean over a
long time, say an hour.
For double-frequency users, the following formula is used to remove ionospheric

delay:

Pi
B1B3 r1 ¼

f 21
f 21 � f 23

� Pi
B1 r1 �

f 23
f 21 � f 23

� Pi
B3 r1 ð12Þ

Then the double pseudo-range difference for two zero-baseline receivers is:

omci;jB1B3 r1;r2 ¼ f 21
f 21 � f 23

� omci;jB1 r1;r2 � f 23
f 21 � f 23

� omci;jB3 r1;r2 ð13Þ

It is obvious that, for double-frequency users, the pseudo-range biases are
amplified by 2.9 and 1.9 times respectively for B1I and B3I signal. In this case, if
the signs of measured pseudo-range biases for B1I and B3I signal are opposite, then
the measured pseudo-range biases of B1I–B3I double-frequency users is amplified
seriously.

Research results show that if the distortion characteristics of each satellite signal
are identical or the parameters of all receivers are in full accord, then the
pseudo-range biases phenomenon can be completely eliminated during double-
difference processing. Therefore, even if there is some distortions in received signal,
different receivers of zero baseline or a short baseline will obtain a zero-mean
Gaussian noise when performing pseudo-range double-difference processing.

Because it is almost impossible to adjust the navigation signals of on-orbit
satellites and to guarantee the uniformity of all signals of different satellites, we
studied the effects of pseudo-range biases mainly from the user perspective. Here
the influence of font-end bandwidth, correlator spacing and satellite’s elevation
angle on the pseudo-range biases of BDS II is analyzed in detail. And finally
suggestions of the setting range of receiver parameters are given to minimize the
effects of pseudo-range biases on users.
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4 Pseudo-range Biases with Correlator Spacing

The parameter of correlator spacing is of vital importance for a receiver to achieve
high accuracy of DLL tracking. If it is not set appropriately, there will be large
ranging error. To analyze the effect of correlator spacing on pseudo-range biases,
we carried out lots of test-and-verifications using the 40 m antenna system of
Haoping Radio Observatory (HRO) in November 2017. Each BDS B1I signal was
collected for many times by NI data collecting equipment. According to the
methods for S curve calculating introduced above, we calculated the lock points of
all B1I S curves for each satellite using the “GNSS signal quality assessment
software” developed by ourselves. Here we traversed all the correlator spacing from
0.01 to 1.0 chips and results are shown in Fig. 3.

As we can see from Fig. 3:

• For a particular bandwidth, there is much difference between lock points of S
curves for different satellites.

• For a particular satellite, there is much difference between lock points of S curve
for different correlator spacing.

• For the same type of satellites, there is less difference between lock points of S
curve with the same correlator spacing.

• For different kinds of satellites, there is much difference between lock points of
S curve with the same correlator spacing.
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If we assume the correlator spacing of the reference receiver is 0.5 chips, then
the lock points of S curves of B1I signals of different satellites are shown in Fig. 4.

It is obvious that:

• If the correlator spacings of all user receivers are set to be 0.2 chips, then the
double pseudo-range difference between user receiver and the reference receiver
is 3 ns at most.

• If the correlator spacing of all user receivers are set to be 0.6 chips, then the
double pseudo-range difference between user receiver and the reference receiver
is 0.8 ns at most.

• Therefore, if there is less difference between correlator spacing of user receiver
and the reference receiver, then there will much less pseudo-range biases.

• For example, if the correlator spacings of all user receivers are set to be in the
range of [0.4–0.6 chips], then the double pseudo-range difference between user
receiver and the reference receiver is 0.8 ns at most.

5 Pseudo-range Biases with RF Bandwidth

The radio front-end filter is used to guarantee the full pass of all useful signals while
prevent out-band interference signals or other useless signals. It will bring in some
useless signals if the filter bandwidth is too large, which will affect ranging accuracy.
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In this section, we will discuss about the effect of RF filter bandwidth on the
measured pseudo-range biases. Here we assume the correlator spacing is identical
for all receivers to better analyze the effect of bandwidth.

As we can see from Fig. 5:

• For a particular correlator spacing, there is much difference between lock points
of S curves for different satellites.

• For a particular satellite, there is much difference between lock points of S curve
for different bandwidths.

• For the same type of satellites, there is less difference between lock points of S
curve with the same bandwidth.

• For different kinds of satellites, there is much difference between lock points of
S curve with the same bandwidth.

If we assume the front-end bandwidth of the reference receiver is 4 MHz, then
the lock points of S curves of B1I signals of different satellites are shown in Fig. 6.

It is obvious that:

• If the front-end bandwidths of all user receivers are set to be 2 MHz, then the
double pseudo-range difference between user receiver and the reference receiver
is 1 ns at most.

• If the front-end bandwidths of all user receivers are set to be 8 MHz, then the
double pseudo-range difference between user receiver and the reference receiver
is 2.8 ns at most.
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• Therefore, if there is less difference between front-end bandwidths of user
receiver and the reference receiver, then there will much less pseudo-range
biases.

• For example, if the front-end bandwidths of all user receivers are set to be in the
range of [2–5 MHz], then the double pseudo-range difference between user
receiver and the reference receiver is 1 ns at most.

6 Pseudo-range Biases with Satellite Elevation Angle

To analyze the effect of satellite elevation angle on pseudo-range biases, we col-
lected each BDS satellite B1I signal every 10°. The ranging errors of B1I signals of
BDS M1-S and M2-S experimental satellites with respect to satellite elevation angle
are shown in Fig. 7.

We can get from Fig. 7 that the effect of satellite elevation angle on pseudo-
range biases is in centimeter level and is less than 0.15 ns for BDS M1-S satellite
and M2-S satellite. In fact, based on so many tests and verifications we have done,
the effect of satellite elevation angle on pseudo-range biases is very less compared
with RF front end bandwidth and correlator spacing. So it is safe to believe that for
BDS system the effect of elevation angle is negligible. As a result, we would like to
give some useful suggestions mainly on the bandwidth and correlator spacing for
users in the end of this paper.
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(a) S curve biases of M1-S B1I signal varies with elevation angels 

(b) S curve biases of M2-S B1I signal varies with elevation angels 
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Fig. 7 S curve biases with the variation of satellite elevation angle for BDS B1I signal: the upper
picture Fig. 7a is that of M1-S satellite and the bottom picture Fig. 7b is that of M2-S satellite
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7 Solutions and Conclusions

To sum up, the root cause of pseudo-range biases is the distortion of broadcasted
signals, which is different for different satellites. This is why we obtained different
ranging errors for different satellites, and it also explains well the pseudo-range
biases phenomenon mentioned in the introduction of this paper.

In view of the pseudo-range biases occurred in BDS system, we carried out lots
of test-and-verifications using the 40 m antenna system of HRO. Navigation signals
of each BDS II satellite was collected by NI data collecting equipment and mea-
surements were collected by different types of receivers. First, according to the
phenomena and the characteristics of pseudo-range biases, the fundamental causes
of pseudo-range biases were studied from theoretical analysis, formula derivation
and experimental verification. Then the effects of pseudo-range biases on users
were demonstrated in the condition of different correlator spacing, different
front-end bandwidth and different satellite elevation angle. It is possible to draw the
following conclusions:

• Satellite elevation angle has little effect on pseudo-range biase (centimeter level)
and can be ignored;

• The difference of front-end bandwidth between different receivers will affect
seriously the measurement result of pseudo-range biases: the smaller the dif-
ference of front-end bandwidth between receivers, the smaller the measured
pseudo-range biases;

• The difference of correlator spacing between different receivers will also affect
seriously the measurement result of pseudo-range biase: the smaller the differ-
ence of correlator spacing between receivers, the smaller the measured
pseudo-range biases.

Therefore, it is suggested that all BDS receivers should better use the following
settings:

• When the filter bandwidth and correlator spacing of reference receiver is known,
then it is suggested that these parameters of user receiver is close to that of
reference receiver, and the closer the better.

• If the filter bandwidth and correlator spacing of reference receiver is unknown,
then it is suggested that these parameters of user receivers are close to each other
and the closer the better. Only in this way, can we minimize the effect of
pseudo-range biases on users. Here the choice of parameters setting is the
trade-off between the performance and the cost of receivers.
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Code Phase Bias Reduction in Spatial
Adaptive Beam-Forming GNSS
Receivers

Hailong Xu, Xiaowei Cui, Songtao Huangfu and Mingquan Lu

Abstract The adaptive beam-forming technique based on array antennas is an
effective countermeasure towards suppressive interferences. However, it will induce
distortions to the desired satellite signal, leading the code phase measurement in the
receiver to be biased. This makes spatial adaptive beam-forming incompatible with
high precision applications, so the high precision receivers have to be threatened by
both intentional and unintentional interferences. To solve this issue, a method to
reduce the code phase bias induced by spatial adaptive beam-forming is proposed in
this paper. By constructing the beam steering vector properly and taking advantage
of some common characteristics of the antenna element frequency response, the
code phase biases can be estimated in all incident directions. Then these estimates
can be used for bias compensation at the output of the code delay loop. The
effectiveness of this method is validated by joint HFSS and Matlab simulations.

Keywords GNSS receiver � Antenna array � Anti-jamming � Adaptive
beam-forming � High precision � Code phase measurement

1 Introduction

Due to that the power of the global navigation satellite system (GNSS) signal
reaching the earth is very weak, the receiver is very easy to be blocked by jammers
or unintentional interferences. To solve this issue, an effective countermeasure in
the receiver is to use the adaptive beam-forming technique based array antennas.
This technique can form nulls towards interferences in the composite array pattern,
while maintain gains towards the desired satellite signals, thus the interferences are
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suppressed and the signal to noise ratio (SNR) is enhanced [1]. Because of its
outstanding anti-jamming performance to varied jamming patterns, this technique is
widely used, especially in military fields.

Although the need for anti-jamming also exists in GNSS high-precision appli-
cations, high-precision receivers rarely adopt adaptive beam-forming arrays. This is
because the latter will induce biases to the receiver code phase measurement,
decreasing the final positioning accuracy [2, 3]. Under this condition, the
high-precision receivers have to be threatened by jamming in some very critical
applications, including land-based or sea-based aircraft auto-landing, and reference
receiving or monitoring in differential positioning systems. Thus, some methods to
reduce these biases should be adopted to let the adaptive beam-forming technique
meet the high-precision requirements.

In this paper, an easy-to-implement method to reduce the code phase biases
induced by the adaptive beam-forming arrays is proposed. By constructing the
steering vector properly and taking advantage of some common characteristics of
the antenna element frequency responses, estimation of these biases can be
obtained. These estimates depends on the incident direction of the satellite signal,
but are independent on the adaptive weights of the algorithm, thus can be prior
calculated and stored in a look-up table (LUT). The receiver can use these estimates
to compensate the biases at the output of the tracking loop. The effectiveness of the
method is validated on an HFSS-designed seven-antenna array by simulation.

2 Adaptive Beam-Forming Technique

An adaptive beam-forming array can be regarded as a spatial filter, which adjusts
the weights of different antenna elements according to the environment to achieve
signal enhancement and interference mitigation. Typical algorithms include
Minimum Variance Distortion-less Response (MVDR) and Minimum Power
Distortion-less Response (MPDR). Considering the satellite signal power is well
below the noise floor, these two algorithms have the same forms [4]. So MVDR is
introduced below.

2.1 MVDR Algorithm

After orthogonally down conversion, the data received by the array can be
expressed as

xðnÞ ¼ ½x1ðnÞ; x2ðnÞ; x3ðnÞ; . . .; xMðnÞ�T ð1Þ
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where n denotes the sampling period index. Then, the output weighted sum can be
expressed as

yðnÞ ¼ wHxðnÞ ð2Þ

where w denotes the weighting vector. In this paper, lowercase bold letters denote
vectors, and uppercase bold letters denote matrices.

Further, define the correlation matrix as

R ¼ EfxðnÞxHðnÞg ð3Þ

where Ef�g denotes the expectation operation. Then, the MVDR algorithm can be
given as solving the optimal problem below [4]:

wo ¼ arg
w

minwHRw s:t: wHvs ¼ 1 ð4Þ

which means minimizing the output power while keeping the signal incident along
the direction described by the steering vector vs undistorted. Considering that the
interference power is above the thermal noise, while the satellite signal power is
below, interferences can be mitigated under this optimal criterion. Using the
Lagrange multiplier method, the optimal weighting vector can be solved as

wH
o ¼ vHs R

�1

vHs R
�1vs

ð5Þ

In practice, R is usually estimated through time averaging:

R̂ ¼ 1
K

XK�1

k¼0

xðkÞxHðkÞ ð6Þ

where K denotes the number of used snapshots. The finity of K results that R̂ is
perturbed from R. But this perturbation will not change the distortionless feature of
the desired signal along vs, which can be seen from Eq. (4), although it will
possibly reduce the anti-jamming performance. It is worth noting that, the steering
vector only represents the signal incident response on the array at a single fre-
quency. However, the desired satellite signal is usually wideband. Derivations in
the next section will show that, with the frequency response variations of the
antenna, the distortionless feature at one frequency will not guarantee the code
phase measurement is not biased.
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2.2 Steering Vector Construction

In MVDR, the steering vector depends upon the array geometry and the incident
direction of the desired signal. The antenna coordinate system is presented in
Fig. 1, where the array lines in the X–Y plane, and the h and u denote the elevation
and azimuth angles, respectively.

If all the antenna elements are assumed to be isotropic and have a frequency
response of unity, the steering vector at the central frequency of the satellite signal
can be calculated as

vs ¼ e�j2pfcc pT1 a; e�j2pfcc pT2 a; � � � ; e�j2pfcc pTMa
h iT

ð7Þ

where fc is the carrier frequency, c is the speed of light, pi is the position of the i-th
antenna element, and a is the incident vector of the satellite signal, which is given by

a ¼ �½sin hs cosus; sin hs sinus; cos hs�T ð8Þ

where ðhs;usÞ denote the incident angles. Under the array narrowband assumption
[4], this steering vector nearly completely describes the incident response, resulting
no code phase biases.

In practice, the frequency response of the antenna element always varies along
frequency, and is different in different directions, which can be described by
Aðf ; h;uÞ [2, 3]. However, the steering vector still has to be calculated at a single
frequency. Here, we still select the central frequency, then the steering vector turns to

vs;m ¼ Aðfc; hs;usÞvs ð9Þ

where

Aðfc; hs;usÞ ¼ diagfA1ðfc; hs;usÞ;A2ðfc; hs;usÞ; . . .;AMðfc; hs;usÞg ð10Þ

Steering vector vs;m is used in the rest of this paper.

Fig. 1 The antenna
coordinate system
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3 Code Phase Bias Reduction

In this section, firstly, the theoretical calculation method of the code phase bias is
given. Then, a more easy-to-implement bias reduction method is proposed.

3.1 Theoretical Calculation of the Code Phase Bias

The frequency response of the adaptive beam-forming array can be given by fol-
lowing transfer function:

Hðf ; hs;usÞ ¼ wH
o Aðf ; hs;usÞvs ð11Þ

From Eqs. (4) and (9) it can only be concluded that Hðfc; hs;usÞ ¼ 1, rather than
the linear phase response in the whole frequency band, which is the cause of the
code phase bias.

In the receiver, a local ranging code replica is used to correlate with the received
data after weighted summing. The correlation function is

Rðs; hs;usÞ ¼
Z

dðtÞdrðt � sÞdt ð12Þ

where dðtÞ is the received data and drðt � sÞ is the time-delay code replica. By
Wiener-Khintchine Theorem [4], the correlation function can be further written as

Rðs; hs;usÞ ¼
Z

Ussðf ÞHðf ; hs;usÞej2pf sdf ð13Þ

where Ussðf Þ is the normalized spectrum density of dðtÞ. The code phase mea-
surement is obtained in the at the peak of Rðs; hs;usÞ, thus the code phase bias qbias
corresponds to the time shift of the peak sbias, i.e.,

sbiasðhs;usÞ ¼ arg
s
maxjRðs; hs;usÞj ð14Þ

qbias ¼ c � sbiasðhs;usÞ ð15Þ

where qbias is in meters [5].

3.2 Proposed Code Phase Bias Estimation and Reduction

The value qbias calculated above can be used to compensate the biases at the output
of the receiver tracking loop. However, in practice this method is difficult to
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implement. The reasons are as follows: First, the adaptive weights are needed,
meaning qbias must be updated along with the weights, whose update rate is very
rapid. Moreover, this update rate may be not synchronous with the integral interval
of the tracking loop. Second, the integral operation (13) means lots of calculation
amount. Third, calculation of Hðf ; hs;usÞ needs the frequency response of all the
antenna elements in the whole band and all directions, which means tremendous
labor in the anechoic chamber.

Actually, the antenna frequency response is not arbitrary, and some common
characteristics can be taken advantage of to derive a simpler bias estimation
method. The derivations are given as below.

To investigate Hðf ; hs;/sÞ more delicately, divide Aiðf ; hs;usÞ to two parts by
amplitude and phase. Assume within the signal bandwidth, the amplitude response
is flat enough, while the phase response can be fitted into a linear function, then we
have

Aiðf ; hs;usÞ � jAiðfc; hs;usÞjej½\Aiðfc;hs;usÞþ ai;1ðhs;usÞðf�fcÞ�

¼ Aiðfc; hs;usÞejai;1ðhs;usÞðf�fcÞ ð16Þ

As a step further, assume ai;1ðhs;usÞ is similar between different i, i.e.,

ai;1ðhs;usÞ � a1ðhs;usÞ; i ¼ 1; 2; . . .;M ð17Þ

Then

Aðf ; hs;usÞ ¼ Aðfc; hs;usÞeja1ðhs;usÞðf�fcÞ ð18Þ

Substitute this equation into (11), considering wH
o Aðfc; hs;usÞvs ¼ 1 in MVDR,

the transfer function can be simplified as

Hðf ; hs;usÞ � eja1ðhs;usÞðf�fcÞ ð19Þ

Substitute this equation into (13), then the estimate of qbias is obtained by

q̂bias ¼ �c � a1ðhs;usÞ ð20Þ

where a1ðhs;usÞ can be obtained through averaging, i.e.,

q̂bias ¼ � c
M

XM
i¼1

a1;iðhs;usÞ ð21Þ

Compared with the theoretical method above, this method only needs the first
order coefficients of Taylor expansion of the antenna phase response, so the mea-
surement labor in the anechoic chamber is greatly decreased. Besides, the bias
estimated values can be prior calculated and stored in a LUT indexed by the
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incident direction angles, thus no on-the-fly calculation is required. While the
receiver is running, the estimated value corresponding to the incident direction in
the LUT is used for bias compensation in the tracking loop output. Note that this
method is based on a few assumptions about the antenna frequency response, which
are discussed below.

3.3 Discussion

The first assumption the method is based on is that, the amplitude response for each
antenna element within the signal bandwidth is plain enough. This is a common
requirement in the antenna design and is often strictly required. The second
assumption is that the phase response for each antenna element can be approxi-
mated by Taylor first order expansion, and the first order coefficients which cor-
respond to the group delay are nearly the same. This means that the signal transfer
paths behind each antenna should have the same length, which can be required in
the design [6]. Besides, the inconsistency between different radio frequency
(RF) channels can also influence the code phase measurement. Compared with the
antenna whose frequency response is stable after manufacturing, the frequency
response of RF channels can vary rapidly with the environment and aging of the
equipment, thus is difficult to calibrate priory. However, these inconsistencies can
be reduced by on-the-fly equalisation effectively [7].

4 Simulation

Simulations are performed in this section to validate the proposed method. Instead
of measuring the frequency response of a real array antenna in the anechoic
chamber, a simulated antenna designed by ANSYS HFSS® is used. This software is
the industry standard for simulating high-frequency electromagnetic fields and of
high fidelity. Using it we can acquire the full characteristics of the designed
antenna.

4.1 Antenna Array Characteristics

The geometry of the array antenna is hexagonal and consists of seven elements,
which is presented in Fig. 2. Each element is a microstrip antenna resonating at
1575.42 MHz, with the bandwidth of 20 MHz. Separation distance between adja-
cent elements is half wavelength of the carrier frequency. Figure 3 presents the gain
patterns of all the elements at the central frequency, in which the radial corresponds
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Fig. 2 The seven-element array designed by HFSS

Fig. 3 Antenna element gain patterns at the carrier frequency
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to the elevation and the direction along the circle corresponds to the azimuth. Due
to mutual coupling and the finite ground effect, the gain pattern is anisotropic.

Moreover, Fig. 4 presents the amplitude and phase responses of all the elements
in a certain direction. It can be seen that the gain is quite flat in the bandwidth, and
the phase response meet the second assumption declared in Sect. 3.3. It is worth
noting that the phase response of this antenna is not specially designed, so the
assumed phase response is a common character, further showing the rationality of
the assumption.

4.2 Code Phase Bias Reduction Performance

On this array antenna above, the propose method is validated. The desired satellite
signal is assumed to be Binary Phase Shift Keying (BPSK) modulated, with the
chip rate of 10.23 MHz. Three white Gaussian noise (WGN) jammers are placed in
the environment, with the interference-to-noise ratio (INR) being 60 dB. First, the
code phase bias is calculated by the theoretical method given in Eq. (15), and the
results are presented in Fig. 5. It shows that the biases are different for different
directions. Except for the directions near the jammers where large biases occur,
other directions also see bias variation of about 1 meters. This uncommon bias for
between different satellite signals can lead the final solved position to be biased.

Fig. 4 Antenna element frequency response
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Then, using the proposed method in Eq. (21), bias values are estimated in all
directions, before which the bias in Fig. 5 are compensated. The bias reduction
performance is described in Fig. 6. Before compensation, whether the jammers exit
or not, in more than 70% directions the bias is larger than 0.1 m. After compen-
sation, when the jammers are off, in nearly all directions, the residual bias is close to
zero. When the jammers are on, only in about 15% directions, the residual bias is
above 0.1 m. Further investigation shows that these directions are all near the
jammers. These directions are not valid for the receiver, for the desired signal is
severely degraded. Therefore, above results show that the proposed method can
reduce the code phase bias very well.

Fig. 5 Code phase bias in
meters calculated by the
theoretical method. Jammers
are presented by the red
blocks

Fig. 6 Code phase bias
reduction performance. The
horizontal axis represents the
code phase bias threshold.
The vertical axis represents
the angular area percentage in
the whole upper hemisphere
where the code phase bias
(before compensation) or the
residual bias (after
compensation) is above the
threshold. Both conditions
with and without jammers are
presented
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5 Conclusion

Towards the issue of code phase bias induced by the adaptive beam-forming, a new
method is proposed to reduce the bias. By taking advantage of the assumed com-
mon characters of the antenna, the implementation difficulty can be greatly
decreased compared with the former theoretical method. These assumed characters
can be met by laying reasonable requirements to the antenna design. The values of
these requirements can be determined by further simulations and real experiments.
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Multipath Mitigation Method for
BOC Signals Dual Estimation
Technology Based on Synthesized
Correlation Function
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Abstract Dual Estimation Technique (DET) is mainly used to achieve unam-
biguous tracking of high-order BOC signals. DET has a good tracking performance,
but its anti-multipath performance need to be further improved. In this paper, the
method of designing a synthesized correlation function(SCF) based on step-shape
code symbol (SCS) is applied to the DET. Anti-multipath performance of DET is
improved by introducing the special SCS signal to participate in the coherent
integration process with the received signal. The improved DET is flexible in
designing, no need of additional correlator, and only design a SCS vector to achieve
anti-multipath performance improvement. The theoretical derivation and concrete
implement of the improved DET are analyzed, and simulations are conducted in
both anti-multipath and tracking performance. The results show that when the 4
order SCS vector is used, compared with the traditional DET, the multipath error
envelope area of BOC (2,1) and BOC (14,2) signal tracked by the improved DET
can be reduced 62.6 and 70.4% respectively. But at the same time, it will bring
about 6 dB coherent integration gain loss. All of the above shows that this method
is only suitable for the unambiguous and anti-multipath tracking of the strong BOC
signals.
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1 Introduction

Binary Offset Carrier (BOC) signal is widely used in the new generation of satellite
navigation system. Compared with the traditional Binary Phase Shift Keying
(BPSK) signal, the BOC signal has a larger Gabor bandwidth, higher code tracking
accuracy, and better anti-interference and anti-multipath performance [1]. However,
there are multiple peak points in the auto-correlation function (ACF) of BOC
signals, and the number of peak points increases with the BOC signal order.
Therefore, using the traditional tracking structure to track the BOC signal will be
mistakenly locked in the side peak easily, which is tracking ambiguous.

A great deal of research has been done on the problem of ambiguous tracking of
BOC signals and many solutions have been proposed [2–4]. The newly proposed
DET uses the Delay-Locked Loop (DLL) and the Subcarrier Lock Loop (SLL) to
track the pseudo-code and sub-carrier components of the BOC signal respectively
and achieves a full accuracy of BOC signal without tracking ambiguity. The
tracking structure of DET is simple and easy to implement, so it currently widely
used in the new generation navigation signal receiver.

Though DET has better tracking performance, its anti-multipath performance is
only equivalent to traditional DLL. The performance of DET depends on the sub-
carrier tracking loop [5], and the anti-multipath performance of DET can be
improved by using the correlator. However, in the band-limited channel, the capa-
bility of using correlator to improve the anti-multipath performance is limited [6].

In newly research, an effective anti-multipath algorithm for DET tracking
structure is to modify the cross-correlation function (CCF) between the DLL signal
supplied to the SLL and the pseudo-code component in the received BOC navi-
gation signal [7, 8], which is hereinafter referred to as DET double-loop interactive
CCF, to achieve effective multipath signals mitigation. GAO Yang et al. add an
early phase shift to the prompt code signal provided by the DLL to the SLL, the
coverage area of the DET double loop interactive CCF is advanced offset and
the non-zero interval of CCF in the multi-path sensitive area is reduced, therefore,
the anti-multipath performance of the algorithm is effectively improved [7]. Xu
et al. use code correlation reference waveforms in phase with prompt code instead
of prompt code to provide for SLL and reduce the non-zero interval of double loop
interactive CCF to improve anti-multipath performance [8]. All of the above shows
that DET anti-multipath performance can be effectively improved by designing
DET double-loop interactive CCF.

Yao and Lu put forward a design framework for generating a SCF without side
peaks based on SCS signal to achieve a unambiguity tracking of the BOC signal
[9]. In this paper, we apply it to DET and propose a method to improve the
anti-multipath performance of DET by designing double-loop interactive CCF.
Compared to traditional DET, this method has reduced multipath error envelope
area of 62.6% for BOC (2,1) signals and 70.4% for BOC (14,2) signals.
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2 Improved Multipath Mitigation Method

2.1 Anti-multipath Improved DET Structure

The loop structure of DET consists of DLL and SLL. The DLL tracks the PRN code
and an unambiguous time-delay of PRN code is estimated. Then the estimated PRN
code time-delay ŝc is provided to SLL to aid the tracking of subcarrier phase. And
the SLL tracks the subcarrier time-delay ŝsc and provided it to DLL. The DLL and
SLL cooperate to achieve a stable tracking of the input signal phase.

The structure of anti-multipath improvement DET (hereinafter referred to as
improved DET) is showed in Fig. 1. Different from the traditional DET structure,
the improved DET adds an additional SCS signal generator to the DLL, and the
generated SCS signal is provided directly to the SLL for the correlation integral
with the receiving BOC signal. The SCS signal generator is controlled by the
DLL NCO to generate a signal in phase with the prompt replica code in DLL.

Suppose that the input signal in Fig. 1 is the baseband signal and only has one
multipath signal. The baseband input signal can be expressed as

sBOC t� sð Þ ¼ c t� sð Þ � sc t� sð Þ
r tð Þ ¼ a0sBOC t� s0ð Þcosu0 þ a1sBOC t� s1ð Þcosu1

�
ð2:1Þ

In Eq. (2.1), s is the time delay of the received signal. c t� sð Þ; s t� sð Þ denote
the pseudo-code and subcarrier of the BOC modulated signal, respectively.s0; s1 are
the direct and multipath signal delay. And u0;u1 are the carrier demodulation phase
error of direct signal and multipath signal respectively. a0; a1 are the amplitudes of
direct and multipath signals. The multipath-to-Direct Ratio (MDR) of the received
signal can be expressed as a1 ¼ a1=a0.

In traditional DET, we define the ACF of the pseudo-code as RPRN sð Þ, the ACF
of the subcarrier as RSUB sð Þ, and the double-loop interactive CCF as RDLL=SLL sð Þ,
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Fig. 1 Schematic
representation of the modified
DET
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there is RDLL=SLL sð Þ ¼ RPRN sð Þ. The correlation integral output of the local early
replica signal and received signal in SLL can be expressed as [10]

RE SLL sð Þ ¼ 1
Tc

ZTc

0

SE SLL t� ŝc; t� ŝscð Þ � SBOC t� sð Þ

¼ RPRN ŝc � sð Þ � RSUB ŝsc � ds
2
� s

� �

¼ RDLL=SLL ŝc � sð Þ � RSUB ŝsc � ds
2
� s

� � ð2:2Þ

The SLL use Early-Minus-Late (EML) discriminator. And denote the EML
discriminator output of the subcarrier as DSUB sð Þ, the EML discriminator output of
the SLL under the influence of the multipath signal can be expressed as

DSLL ŝscð Þ ¼ a0 � RDLL=SLL ŝc � s0ð Þ � DSUB ŝsc � s0ð Þ
þ a1 � RDLL=SLL ŝc � s1ð Þ � DSUB ŝsc � s1ð Þ ð2:3Þ

From Eq. (2.3), the MDR of the subcarrier signal components tracked in the
SLL of the improved DET is no longer a1, but changed into a1 SLL as follows

a1 SLL ¼ a1 �
RDLL=SLL ŝc � s1ð Þ
RDLL=SLL ŝc � s0ð Þ ð2:4Þ

In order to simplify the analysis of the SLL, assuming that the phase of the BOC
pseudo-code component is precisely synchronized, i.e. ŝc ¼ s0, then

a1 SLL ¼ a1 �
RDLL=SLL ŝc � s1ð Þ

RDLL=SLL 0ð Þ ¼ a1
A
RDLL=SLL s1 � s0ð Þ ð2:5Þ

where A is the peak of RDLL=SLL sð Þ and RDLL=SLL sð Þ=A is the normalized CCF.
From Eq. (2.5), RDLL=SLL sð Þ determines the equivalent MDR of subcarrier signals
tracked by the SLL. Therefore, we can effectively improve the anti-multipath
performance of the algorithm by design a RDLL=SLL sð Þ.

The anti-multipath RDLL=SLL sð Þ design criteria in multipath-sensitive regions
(0 < s < 1.5 chips) can be summarized as follows:

(1) Cross-correlation peak should be as sharp as possible;
(2) CCF non-zero area should be as small as possible;
(3) CCF side peak should be as small as possible.

In the improved DET, the SCS signal SSCS tð Þ is substituted for the locally
generated prompt code signal c tð Þ. The RDLL=SLL sð Þ in improved DET becomes
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RDLL=SLL sð Þ ¼ 1
Tc

ZTc

0

SSCS tð Þ � c tþ sð Þdt ð2:6Þ

The pseudo-code component c tþ sð Þ of the received BOC signal can’t be
changed, but the SSCS tð Þ can be generated locally in the receiver. So we can design
a SSCS tð Þ signal to synthesize RDLL=SLL sð Þ that meets the CCF design criteria.

2.2 Design of Anti-multipath SCF

The navigation baseband signals can be represented by step-shape code symbols
(SCS) [9]. The time-domain mathematical model of GNSS baseband signal can be
expressed as

S tð Þ ¼
X1
i¼�1

ci
XM�1

k¼0

dkuk t� iTcð Þ ð2:7Þ

uk tð Þ ¼ 1; k� 1ð ÞTs � t� kTs

0; otherwise

�
ð2:8Þ

The rectangular pulse signal set uk t� iMTsð Þ 0� i�M� 1ð Þ is an orthogonal
basis. dk is the mapping coefficient of the signal waveform on the set of orthogonal
basis, and dk needs to satisfy the energy normalization constraint

1
M

XM�1

k¼0

d2k ¼ 1 ð2:9Þ

Therefore, for a given rectangular pulse signal set uk t� iMTsð Þ, the required
waveform can be obtained by designing the SCS vector d ¼ d0. . .dM�1½ �, M is the
order. The local waveform SSCS tð Þ is designed such that the DET double loop
interactive CCF satisfies the design criteria. SSCS tð Þ and SPRN tð Þ can be expressed as

SPRN tð Þ ¼ P1
i¼�1

PM�1

k¼0
cidkuk t� iMTsð Þ

SSCS tð Þ ¼ P1
j¼�1

PM�1

l¼0
cid01ul t� jMTsð Þ

8>>><
>>>:

ð2:10Þ

For pseudo-code signal, there is dk ¼ 1ð0� k\MÞ. The SCF of under the SCS
vector dS expressed as
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R s; dSð Þ ¼
sM�kTc

Tc

� �
rkþ 1 � rkð Þþ rk; kTc

M � s\
kþ 1ð ÞTc

M
sM�kTc þMTc

Tc

� �
rk�Mþ 1 � rk�Mð Þþ rk�M;

kTc

M � s\
kþ 1ð ÞTc

M
0; others

8>><
>>:

ð2:11Þ

And

rk d; d0ð Þ ¼

1
M

PM�1�k

i¼0
d0kþ i; 0� k�M� 1

1
M

PM�1�k

i¼0
d0i; 1�M� k\0

0; kj j �M

8>>>><
>>>>:

ð2:12Þ

The RDLL=SLL sð Þ satisfies the anti-multipath CCF criterion can be expressed as
follows

RDLL=SLL s; dSð Þ ¼ 1� sM
nTc

; 0� s\ nþ 1ð ÞTc

M
0; nþ 1ð ÞTc

M � s\Tc

8<
: ð2:13Þ

To generate a synthesis CCF of Eq. (2.13), we can obtain the SCS vector in
conjunction with Eqs. (2.11–2.13) as follows

d i; nð Þ ¼ di ¼ diþ 1 ¼
ffiffiffiffiffi
M
n

q
; 0� i� n� 1

0; n\i�M � 1

(
ð2:14Þ

Taking M = 4 as an example, the SCS vector that satisfies the anti-multipath
CCF criterion when the multi-path delay s > 0 can be expressed as follows

(1) d1 ¼ 2=
p
3; 2=

p
3; 2=

p
3; 0½ �;

(2) d2 ¼ p
2;
p
2; 0; 0½ �;

(3) d3 ¼ 2; 0; 0; 0½ �.
Besides, increasing M will design more SCS vectors that satisfy the

anti-multipath CCF criteria.

2.3 Multipath Mitigation Performance Analysis

The waveform of the SSCS tð Þ signal designed by d1; d2 and d3 is showed in Fig. 2a.
From Fig. 2a the non-zero interval width of the SCS signal designed by vector d1 is
0.75 chip, the d2 vector is 0.5 chip, and the d3 vector is only 0.25 chip.
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Figure 2b shows the SCF of SSCS tð Þ and SPRN tð Þ generated by using SCS vector
d1; d2 and d3. The shadow part is a multipath sensitive region (the relative multipath
delay is greater than 0). The SCFs of d1; d2 and d3 are not symmetrical triangles,
and only have the correlation triangular spikes in the multipath-sensitive regions.
From Eq. (2.5), the equivalent MDR of the signal tracked by SLL is only related to
the s[ 0 part of RDLL=SLL sð Þ. Therefore, we mainly analyze the SCF of
RDLL=SLL sð Þ at s[ 0. The SCF RDLL=SLL sð Þ only affects the MDR of the subcarrier
component of the received BOC signal tracked by the SLL, and does not affect its
correlation function characteristics. So the asymmetry of the correlation function
does not cause tracking ambiguity for the improved DET. From Fig. 2a, b, the
width of the zero interval of the CCF is determined by the width of the zero-value
interval of the signal waveform, which is constructed by the SCS vector. From
Eq. (2.5), we can know that the MDR of the tracking signal is zero in the zero
interval of the SCF, that is, the influence of multipath signals in this interval can be
completely eliminated.

Taking d1; d2 and d3 vectors for example, the SCF designed by d1; d2 and d3
vector can be completely eliminate the effect of multipath signals whose delay
larger than 0.75, 0.5 and 0.25 chip, theoretically.

Though the anti-multipath performance of improved DET is enhanced but the
carrier-to-noise ratio (CNR) of the correlated integral output is reduced. From
Fig. 2a, the M order SCS vector divides a single code chip into M small symbols.
Suppose the number of sampling points per symbol is N, then the sampling points
of one chip is M � N, and ffiffiffiffiffi

Ps
p

is the power of the received signal, the integrated
output within one chip can be expressed as

sum ¼
XM
i¼1

di N
ffiffiffiffiffi
Ps

p þ
XN
j¼1

n i� 1ð ÞNþ jð Þ
 !

ð2:15Þ
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Fig. 2 a The waveform designed by vector d1; d2 and d3 in a single chip; b synthesized
correlation function
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In Eq. (2.15), n ið Þ is a Gauss white noise signal with a variance of r, and the
CNR of the correlation integral output can be expressed as

CN0 ¼
PM

i¼1 diN
ffiffiffiffiffi
Ps

p� �2
PM

i¼1 di
PN

j¼1 n i� 1ð ÞNþ jð Þ
� �2 ð2:16Þ

If the nonzero coefficients in vector d are equal and the number is m; 1�m�M,
then Eq. (2.16) can be simplified to

CN0 ¼ m2N2Ps
mNr2 ¼ mN

Ps
r2 ð2:17Þ

In traditional DET, there is m = M. Therefore, if the non-zero coefficients of
vector d are equal, the CNR loss of improved DET is

LCNR ¼ 10lg m=Mð Þ ð2:18Þ

The root mean square error (RMS) of random phase caused by the thermal noise
in the tracking loop can be expressed as

rn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bn

CN0
1þ 1

2CN0TI

� 	s
ð2:19Þ

In Eq. (2.19), Bn is the tracking loop bandwidth, CN0 is the CNR, and TI is the
integration time. The CNR loss in the improved DET will reduce the loop tracking
accuracy.

From Eqs. (2.5) and (2.17), the magnitude of the SCS vector does not affect the
anti-multipath performance and the correlation integral gain under ideal conditions.
Taking signals constructed by d1; d2 and d3 vectors as an example, the theoretical
values of the CNR losses of using d1; d2 and d3 are 1.25, 3 and 6 dB.

3 Simulation and Analysis of Improved DET Performance

3.1 Multipath Mitigation Performance Analysis

In this part,the anti-multipath performance of the traditional DET and improved
DET is simulated and analyzed. BOC (2,1) and BOC (14,2) are selected as the
representative of the low and high order BOC signal, and the bandwidth of them are
20, 32 MHz, respectively. The signals provided to the SLL by the DLL are gen-
erated using the previously designed d1; d2 and d3. DET and improved DET both
use EMLP discriminator in DLL, while SLL use DP discriminator. Simulation
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signal contains only 1 path multipath signal, and the MDR of the multipath signal is
−3 dB.

As showed in Figs. 3 and 4, compared to the traditional DET, the improved
DET’s anti-multipath performance has been significantly improved. The improved
DET using d1; d2 and d3 vectors can effectively mitigation the effects of multipath
signals which phase delays greater than 0.75 chips, 0.5 chips, and 0.25 chips
respectively. The anti-multipath performance of the improved DET using d3 vector
is the best,compared with the traditional DET, the envelope area of multipath error
for input BOC (2,1) signal is reduced by 62.6%.
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3.2 Tracking Performance

Figure 5 shows the simulation results of the tracking accuracy for BOC (2, 1)
signal with the traditional DET and improved DET under different CNR. The front
bandwidth of input BOC (2, 1) baseband signal is 20 MHz, and sampling rate is
61.38 MHz. The DLL of DET and improved DET both use EMLP discriminator,
while SLL use DP discriminator. Loop bandwidth of DLL and SLL are both 2 Hz.

From Fig. 5, the improved DET adopting d1; d2 and d3 vectors has a signifi-
cantly lower tracking accuracy than the traditional DET. With the reduction of
non-zero coefficients in the SCS vector, the zero-value region of the SCS signal is
increased, which causes a coherent integration gain loss. Compared to traditional
DET, the tracking accuracy of improved DET using d1 vector is reduced about
1 dB (CNR), d2 vector is reduced about 3 dB, and d3 vector is reduced about 6 dB,
which is nearly in line with the theoretical results.

4 Conclusions

In this paper, a method to improve the anti-multipath performance of DET by
designing a special SCF is proposed, which can be used to conduct an unambiguous
and anti-multipath tracking for BOC signals. The proposed method only needs to
design the SCS signal locally generated in DLL to achieve different multipath
mitigation effects, which is designing flexible. The anti-multipath and tracking
performance are evaluated for the improved DET. From the simulation results,
when the improved DET use 4 order SCS vector, the best result can reducing the
multipath error envelope area by 62.6% compared to the traditional DET for BOC
(2,1) signal. But the tracking accuracy of the improve DET has some loss, under the
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situation of best anti-multipath performance, the CNR loss is about 6 dB.
Therefore, when applying the algorithm, we must consider the trade-offs between
the multipath mitigation and tracking performance. Compared with other algo-
rithms, the proposed algorithm is more suitable for unambiguous and anti-multipath
tracking for BOC signals under strong signal conditions.
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Fast Parameter Estimation Method
of Multi-components LFM Interference
to GNSS Uplink Injection

Hang Ruan, Shuxian Zhang and Shuren Guo

Abstract As the amounts of satellite communication and radar devices increasing,
the electromagnetic environment for global navigation satellite systems (GNSS)
becomes more and more complex. High power radar signal in L-band has obvious
interference to uplink injection of navigation satellites. If satellites has ability to
detect and identify interference signals, it will be beneficial to take measures to
avoid interference. For the typical linear frequency modulated (LFM) radar signal, a
method based on Radon-Wigner Transform (RWT) is proposed to efficiently esti-
mate parameters of multi-components LFM signals, and simulation is performed to
verify the validation of the method. The results of this paper can be used to detect
and identify the LFM radar interference for navigation satellites.

Keywords GNSS � Uplink injection � Linear frequency modulated (LFM)
Multi-component � Parameters estimation � Radon-Wigner transform (RWT)

1 Introduction

The ground-based GNSS uplink injection station mainly aims to send navigation
massages and control instructions to navigation satellites on orbit. When interfer-
ence exists, it may increase the error rate and reduce the quality of the uplink data,
which will essentially affect the operation of navigation satellites.

The working frequency band of GNSS uplink injection is partly overlaped by the
working frequency band of radars allocated by International Telecommunication
Union (ITU) [1], therefore the GNSS uplink injection confronts with potential
interference. Especially, ground-based L band high-power radars have character-
istics of high peak power and average power, and adjacent working frequency band
with the GNSS uplink injection, which may cause interference to satellite uplink
injection receiver. In order to avoid or decrease the affect of interference, GNSS
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uplink injection receiver usually has the ability to detect and recognize interference
signals. For the typical linear frequency modulated (LFM) radar signal, a method
based on fractional Fourier transfer (FrFT) is proposed to estimate the signal
parameters in Ref. [1]. However, the FrFT-based method demands a quite large
amount of computation. In order to increase parameter estimation efficiency, this
paper proposed a method based on Radon-Wigner transform (RWT). The method is
capable of efficiently estimating the parameters of multi-component LFM inter-
ference from the ground-based radars with a high precision. Simulation experiments
demonstrate the validation of the proposed method.

2 Parameter Estimation Method of LFM Radar Signals

When there is only a single LFM radar interference signal in space received by the
spaceborne uplink injection receiver, a number of methods can be used to estimate
the parameter of single-component LFM signal, such as short-time Fourier trans-
form (STFT) [2] and Wigner-Ville distribution (WVD) [3]. However, when there
are multiple LFM signals in the space, the above methods need to find balance
between time-frequency resolution, cross-term suppression and computational
efficiency. For this purpose, a method based on FrFT to estimate parameters of
multi-component LFM signals is proposed in Ref. [1]. However, the computational
efficiency of the FrFT-based method is still relatively high. Therefore, a method
based on Radon-Wigner transform (RWT) is proposed in this paper to estimate the
parameters of multi-component LFM signals, which not only has high computation
efficiency but also good estimation accuracy.

Since the multi-component LFM signals appear as straight lines with different
slopes in the Wigner distribution plane, they appear as multiple peak points in the
Radon transform domain, and the cross terms will be scattered in the transform
domain. Therefore, performing Radon transform to multi-component LFM signals
not only suppresses the cross terms, but also estimates the parameters of
multi-component LFM signals which are related to the positions of peaks. In addition,
the RWT transform can be quickly implemented by using only one dechirping and
Fourier transform [4], which therefore has high computational efficiency.

2.1 Estimation Method for a Single-Component
LFM Signal

Supposing LFM radar signal can be expressed as [1]:

sðtÞ ¼ A exp½j2pðf0tþ 1
2
ct2Þ� ð1Þ
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In which, A is amplitude, f0 is center frequency, c is frequency modulation slope.
The RWT of can be implemented by using dechirping and Fourier transform.

The result of dechirping can be expressed as:

ŝðtÞ ¼ sðtÞ exp �jpkt2
� �

¼ A exp j2p f0tþ 1
2
ct2

� �� �
exp �jpkt2

� �

¼ A exp j2pf0tð Þ exp �jp k � cð Þt2� �
ð2Þ

When k 6¼ c, the above signal is still a LFM signal, which becomes a energy
dispersed wide spectrum after being Fourier transformed; When k ¼ c, the above
signal is a single-frequency signal, which becomes a energy accumulated spike after
being Fourier transformed, and the position of the spike in frequency domain is the
very initial frequency. Therefore, the method based on RWT to estimate the single
LFM signal are as follows:

STEP 1 Set a search scope ½kstart; kend� for frequency modulation slope and a search
step Dk with N points in the scope.
STEP 2 Calculate the dechirping result ŝnðtÞ of sðtÞ when kn ¼ kstart þ n � Dk, and
then obtain the peak value Ŝn;max of the Fourier transformed ŝnðtÞ.
STEP 3 Search all peak values after RWT in all N searching points of the frequency
modulation slope, and obtain the largest peak value Ŝmax and its position.
STEP 4 The frequency modulation slope ki and the frequency fi related to the
largest peak value Ŝmax are the estimated results.

To obtain high-precision parameter estimation results, a smaller search step of
frequency modulation slope is necessary, which however, will increase the com-
putational complexity. To solve this problem, a hierarchical search method can be
used to estimate the optimal frequency modulation slope. The steps are not
described here. For details, we can refer to the method in Ref. [1].

2.2 Estimation Method for Multi-component LFM Signals

Multi-component LFM signals with different amplitudes can be expressed as:

sðtÞ ¼
XI

i¼1

Ai exp½j2pðf0;itþ 1
2
cit

2Þ� ð3Þ
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The dechirping result of the above signal is:

ŝkðtÞ ¼
XI

i¼1

Ai exp½j2pðf0;itþ 1
2
cit

2Þ� exp �jpkt2
� �

¼ A1 exp½j2pðf0;1tþ 1
2
c1t

2Þ� exp �jpkt2
� �

þ
XI

i¼2

Ai exp½j2pðf0;itþ 1
2
cit

2Þ� exp �jpkt2
� �

ð4Þ

Similarly, when k ¼ c, the first part of the above expression is a single frequency
signal, while the others are still LFM signals due to frequency modulation slope
mismatch. Compared to the original multi-component signals, the frequency
modulation slope of each component changed the same value. What is more, after
performing dechirping and Fourier transform, the first component becomes a energy
accumulated spike in the frequency domain, while the others become energy dis-
persed wide spectrum due to frequency modulation slope mismatch in dechirping
processing. When LFM signals with different intensities coexist, the strong signal
components may cover up the weak signal components, even if the stronger ones
are not focused in the frequency domain. Thus, there is a large error in the detection
and estimation of weak signal components. To deal this problem, we can realize
separation and parameters estimation between strong and weak signal components
in the RWT transform domain by combining the CLEAN technique [5]. The steps
in detail are as follows:

STEP 1 When estimating the i-th component, implement dechirping and Fourier
transform to echo sequences with a step of Dk at different frequency modulation
slopes, obtaining a two-dimensional distribution Ŝiðk; f Þ in the plane ðk; f Þ.
STEP 2 Search the peak value in the two-dimensional distribution plane ðk; f Þ,
obtain the corresponding frequency modulation slope ki and initial frequency fi of
the peak value, which are the estimated results of the i-th component.
STEP 3 Construct a narrow-band filter Wiðf Þ with a center frequency fi, perform
band-stop filtering processing in ðki; f Þ distribution plane of the i th component, and
do inverse Fourier transform and then multiply exp jpkit2ð Þ, which will be taken as
the source signal for the next component’s separation and parameter estimation,
that is:

siþ 1ðtÞ ¼ F�1 1�Wiðf Þð ÞŜiðki; f Þ
� �

exp jpkit
2� � ð5Þ

STEP 4 Replace i with i + 1, repeat the above steps, until no LFM component with
significant peak can be detected.
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3 Simulation Experiment

For a spaceborne uplink injection receiver, we consider two scenes with interfer-
ence, one is that a single-frequency LFM radar interference signal exists and the
other is multi-component LFM radar interference signals with different intensities
exist. Simulation experiments are performed to validate the effectiveness of the
proposed method.

3.1 Scene of a Single LFM Signal

The simulation parameters are: LFM signal initial frequency 10 MHz, frequency
modulation slope 1.5 � 106 MHz/s, pulse width 10 ls, sampling frequency
51.1 MHz and 512 samples. In Ref. [1], the interference-to-signal ratio has been
discussed and an example based on COBRA DANE radar is calculated, which
shows that the interference-to-signal ratio is larger than 30 dB. Without loss of
generality, here we set the interference-to-signal ratio to be 15 dB. The
time-frequency distribution of a LFM signal can be fastly obtained by performing
STFT, and hence the search scope for frequency modulation slope can be deter-
mined. After that, hierarchical search method is used to estimate the frequency
modulation slope of the radar interference signal.

Figure 1 shows the time frequency distribution after STFT. The frequency
distribution domain is from 0 to 20 MHz, and the pulse width is 10 ls, which
means the corresponding search scope for frequency modulation slope is
[−2 � 106, 2 � 106 MHz/s]. Therefore, we set the search scope as [−2 � 106,
2 � 106 MHz/s], initial search step 5 � 105 MHz/s, and end search step
1 � 105 MHz/s.

Figure 2a, b are the distribution of the signal in the ðk; f Þ plane after performing
RWT. In Fig. 2, from the peak point’s position, we can obtain the value of fre-
quency modulation slope is 1.5 � 106 MHz/s and the value of initial frequency is
10.08 MHz, which are very close to the actual values. Considering that each
evaluation method has different search scope and steps, the time consumption
comparison for a single estimation procedure is rational. The RWT method costs

Fig. 1 Time-frequency
distribution of a single LFM
signal
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0.0006568s for one searching procedure averagely, while the FrFT method
proposed in Ref. [1] costs 0.0044s. Therefore, the parameter estimation method
proposed in this paper for single LFM signal is more effective than the FrFT based
method.

3.2 Scene of Multiple LFM Signals

The simulation parameters are: initial frequencies of three LFM signals are 10, 20
and 15 MHz; frequency modulation slopes are 1.5 � 106, 2 � 106, and
−2 � 106 MHz/s; amplitudes are 10, 5, and 5, respectively; pulse width is 10 ls
and we have 512 sampling points; the interference-to-signal ratio is 15 dB; From
the time-frequency distribution of multiple LFM signals (using short time Fourier
transform) in Fig. 3, the initial search scope for frequency modulation slope can be
set as [−5 � 106, 5 � 106 MHz/s]. The initial search step is 5 � 105 MHz/s, and
the end search step is 1 � 105 MHz/s.

Fig. 2 RWT distribution of a
single LFM signal
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Figure 4a, b are the distribution of the signals in the ðk; f Þ plane after performing
RWT. In Fig. 4, from three peak points’ positions, we can obtain that the frequency
modulation slopes are 1.5 � 106, −20 � 106 and 20 � 106 MHz/s, and the initial
frequencies are 10.08, 15.07 and 20.06 MHz, respectively. As we can see, for the
scene that multiple LFM interference signals exist, the estimated values are very

Fig. 3 Time-frequency
distribution of multiple LFM
signals

Fig. 4 RWT distribution of
multiple LFM signals
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close to the actual values. Thus, the proposed parameter estimation method for
multiple LFM signals is effective as well.

4 Summary

Considering that GNSS uplink injection is facing the threat of high-power LFM
radar interference, this paper presents a method to detect and estimate parameter of
a single LFM interference signal, which is also suitable for the multiple LFM
signals with different intensities. The research results of this paper may contribute to
improve the anti-jamming ability of the uplink injection receiver of GNSS in
practice, and have reference significance for improving the GNSS safety
performance.
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Beidou Modulator Distortion Modeling
and Compensation Algorithm

Fei Ling, Zuo Zhang, Zhe Su, Yisong Li, Lei Wang and Xiaoxia Tao

Abstract In order to improve the quality of the navigation signal in the Beidou
global navigation system, a calibration and compensation algorithm for the dis-
tortion characteristic of the modulator is proposed. First of all, we analyze the
distortion characteristics of the modulator; on this basis, we study the effects of the
distortion characteristics of navigation signal quality through mathematical
derivation and simulation experiments; and then we proposes a modulator distortion
characteristic calibration and compensation algorithm, through actual modulator
test, verify the validity of the methods.

Keywords Navigation system � Payload � Modulator � Distortion

1 Introduction

Satellite navigation system provides users with services through radio navigation
signals, and the quality of navigation signals is directly related to the user’s use and
the realization of various services, which is the key element of the satellite navi-
gation system [1]. The navigation signal is generated and broadcast from the
satellite and propagate in the free space. After arriving the receiver, the navigation
signal is captured, tracked and positioned, and its signal quality is affected by many
factors. The satellite is the source of the signal, and determines the quality of the
signal to a great extent. Therefore, optimizing the load of the navigation satellite
and improving the signal quality are of great significance for improving the posi-
tioning accuracy [2].

The navigation satellite payload generates navigation signals, including base
band/inter-frequency generation, modulation/frequency conversion and amplifica-
tion [3]. Among them, modulation is an important part. For narrow band navigation
signal, it can be realized by digital inter-frequency modulation, but for broadband
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navigation signal, modulation function can only be realized by RF analog modu-
lator. The non ideal characteristics introduced by the modulator will result in the
distortion of the navigation signal. Therefore, in order to improve the signal quality,
in this paper, distortion characteristics of modulator are mathematical modeling,
and proposes a compensation algorithm for distortion characteristics, to maximize
the signal quality through the modulator.

2 Modulator Mon-Ideal Model

2.1 Math Model of Modulator

The input signal of modulator is IðtÞ and QðtÞ, the output signal of modulator is
MðtÞ, and the math model of modulator is

MðtÞ ¼ Rel SðtÞ � ejxt� � ¼ Rel
IðtÞþ jQðtÞ½ ��
cos xtð Þþ j sin xtð Þ½ �

� �
¼ IðtÞ cos xtð Þ � QðtÞ sin xtð Þ

ð1Þ

where, Rel �f g represents real operation, x ¼ 2pf and f is the center frequency of
modulator.

2.2 Modeling of Modulators’ Distortion Characteristics

Taking the Beidou ACE-BOC signal as an example, the influence of the amplitude
and phase imbalance of the modulator on the quality of the navigation signal is
analyzed.

The expression of the ACE-BOC baseband signal is as follows

SðtÞ ¼ AdðtÞ � e�jxSCt þ 2ApðtÞ � ej �xSCtþ p
2ð Þ

þBdðtÞ � ejxSCt þ 2BpðtÞ � ej xSCtþ p
2ð Þ þ IMðtÞ

ð2Þ

Among them, AdðtÞ;ApðtÞ;BdðtÞ and BpðtÞ represent four signal components of
ACE-BOC signal, respectively. xSC represents the angular frequency 15.345 MHz
of the ACE-BOC subcarrier, IMðtÞ is inter-modulation product.

The I path of the ACE-BOC baseband signal is:

IðtÞ ¼ Rel SðtÞf g ¼ AdðtÞ cos xsctð Þþ 2ApðtÞ sin xsctð Þ
þBdðtÞ cos xsctð Þþ 2BpðtÞ sin �xsctð Þ ð3Þ
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The Q path of the ACE-BOC baseband signal is:

QðtÞ ¼ Img SðtÞf g ¼ AdðtÞ sin �xsctð Þþ 2ApðtÞ cos xsctð Þ
þBdðtÞ sin xsctð Þþ 2BpðtÞ cos xsctð Þ ð4Þ

The I and Q baseband signals are input to the ideal modulator. The output signal
is:

MðtÞ ¼ IðtÞ cos xtð Þ � QðtÞ sin xtð Þ
¼ AdðtÞ cos xsctð Þ cos xtð Þ � AdðtÞ sin �xsctð Þ sin xtð Þf g
þ 2ApðtÞ sin xsctð Þ cos xtð Þ � 2ApðtÞ cos �xsctð Þ sin xtð Þf g
þ BdðtÞ cos xsctð Þ cos xtð Þ � BdðtÞ sin �xsctð Þ sin xtð Þf g
þ 2BpðtÞ sin �xsctð Þ cos xtð Þ � 2BpðtÞ cos �xsctð Þ sin xtð Þf g

ð5Þ

The type of product and the difference after the merger of similar items, get:

MðtÞ ¼ AdðtÞ � cos x� xscð Þt½ � � 2ApðtÞ � sin x� xscð Þt½ �
þBdðtÞ � cos xþxscð Þt½ � � 2BpðtÞ � sin xþxscð Þt½ � ð6Þ

The upper expression of the signal component AdðtÞ and ApðtÞ and the lower
band in the ACE-BOC modulation, and AdðtÞ and ApðtÞ each other orthogonal,
AdðtÞ is in the same direction branch, ApðtÞ is in the orthogonal branch. BdðtÞ and
BpðtÞ are on the upper band in the ACE-BOC modulation, and BdðtÞ and BpðtÞ each
other orthogonal, BdðtÞ is in the same direction branch, BpðtÞ is in the orthogonal
branch.

3 The Influence of the Non-ideal Characteristics
of the Modulator on the Quality of the Signal

3.1 Mathematical Deduction and Analysis

The actual modulator products have a certain degree of non ideal characteristics,
and this non ideal characteristic is mainly characterized by amplitude imbalance in
the L band.

The amplitude imbalance is the difference between the modulators’ I channel
modulation channel and the Q channel modulation channel for the signal insertion
loss. The expression of a mathematical expression is expressed as:

MðtÞ ¼ AIIðtÞ cos xtð Þ � AQQðtÞ sin xtð Þ ð7Þ

Among them, AI and AQ represent the insertion loss of the I channel modulation
channel and the Q channel modulation channel, AI � AQ.
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If the amplitude characteristic of the modulator is not ideal, that is, the modulator
is not balanced, the expression of IðtÞ and QðtÞ is replaced by (7).

MðtÞ ¼ AdðtÞ � cos xsctð Þ � AI � cos xtð Þ � AdðtÞ � sin �xsctð Þ � AQ � sin xtð Þ� �
þ 2ApðtÞ � sin xsctð Þ � AI � cos xtð Þ � 2ApðtÞ � cos �xsctð Þ � AQ � sin xtð Þ� �
þ BdðtÞ � cos xsctð Þ � AI � cos xtð Þ � BdðtÞ � sin �xsctð Þ � AQ � sin xtð Þ� �
þ 2BpðtÞ � sin �xsctð Þ � AI � cos xtð Þ � 2BpðtÞ � cos �xsctð Þ � AQ � sin xtð Þ� �

ð8Þ

The type of product and the difference after the merger of similar items, get:

MðtÞ ¼ MAdðtÞþMApðtÞþMBdðtÞþMBpðtÞ ð9Þ

Among them, MAdðtÞ;MApðtÞ;MBdðtÞ and MBpðtÞ respectively represent the four
signal components of the ACE-BOC signal, and the mathematical expressions of
MAdðtÞ is as follow:

MAdðtÞ ¼ AdðtÞ � AI þAQ

2

� �
� cos x� xscð Þt½ � þ AI � AQ

2

� �
� cos xþxscð Þt½ �

� �
ð10Þ

The upper formula is actually a general expression of the modulator. When
AI ¼ AQ, the upper formula can be simplified as the first item of (6)
AdðtÞ � cos x� xscð Þt½ �. When AI 6¼ AQ and AI � AQ, that is, AI � AQ � 0, most of

the energy AI þAQ

2

� 	
is kept in the lower band; a small portion of the energy AI�AQ

2

� 	
6¼0

exists in the upper band. This is due to AI 6¼ AQ, which causes the signal of the upper
part of the upper band to not completely offset, and the main effect is as follows:

(1) The correlation loss is deteriorated, and the value of the correlation loss is

10 log10
AI þAQ

2AI

n o
½dB�:

(2) The signal component of AdðtÞ exists in the same direction component of the
upper side, AdðtÞ interferes with BdðtÞ, the influence of cross-correlation is
intensified, the correlation peak produces more distortion, and the slope dis-
tortion of SCB and phase discrimination curve deteriorate.

3.2 Simulation of Influence of Amplitude Imbalance
of Modulator on Correlation Loss

Correlation loss is an important index of the quality of satellite navigation signal. It
measures the difference between the total power and the theoretical proportion of
the effective power in the navigation signal.
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The calculation method of the related loss [4] is as follows:

CL½dB� ¼ P CCF
Ideal

½dB� � P CCF
Real

½dB� ð11Þ

Among them,

PCCF ½dB� ¼ max over
all e

20 � log10 CCF eð Þj j½ �f g ð12Þ

max over
all e

�f g Represents the maximum function value of all e ranges, CCF eð Þ

represents the normalized correlation function, which is defined as follows

CCF eð Þ ¼
R Tp
0 SRealðtÞ � S�Ref ðt � eÞdtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR Tp

0 SRealðtÞj j2dt
n o

� R Tp
0 SRef ðt � eÞ

��� ���2dt� �s ð13Þ

The radio frequency navigation signals of different amplitude and phase
inconsistencies are simulated, and the correlation losses are calculated respectively,
as shown in the following diagram. The calculation method for the correlation loss

of the theory is 10 log10
AI þAQ

2AI

n o
½dB�.

In Fig. 1, a is defined as the degree of amplitude imbalance, and the formula is
as follows:
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a ¼ AI � AQ

AI þAQ
ð14Þ

From the simulation results above, we can see that the theoretical analysis is
consistent with the simulation results. With the increase of the amplitude imbalance,
the correlation loss increases rapidly.

3.3 Simulation of Influence of Amplitude Imbalance
of Modulator on SCB

SCB (S-Curve Bias) [5, 6] is used to measure the symmetry of the correlation
peaks, which are defined as follows:

SCB ¼ max over
all d

SCurve e; dð Þf g

�min over
all d

SCurve e; dð Þf g ð15Þ

SCurve e; dð Þ represents phase discrimination curve, e represents the location of
the zero crossing point of the phase discrimination curve, d represents the relative
spacing.

A radio frequency navigation signal with different amplitude and phase incon-
sistencies is simulated, and the SCB is measured respectively, as shown in the
following diagram (Fig. 2).
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Through the simulation results, it can be seen that with the deterioration of the
amplitude, the SCB increases rapidly.

4 The Measurement and Compensation Method
of the Distortion Characteristic of the Modulator

In order to measure the distortion characteristic of the modulator, a method for
detecting and compensating the amplitude imbalance of the filter is proposed in this
paper.

(1) The I path input cosine carrier of the modulator cos xsctð Þ, carrier frequency
xsc ¼ 2pfsc; fsc ¼ 15:345 MHz.

(2) The Q path input sine carrier of the modulator sin �xsctð Þ.
(3) The signal of the output of the modulator is measured, the power value of the

x� xsc is P1 and the power value of xþxsc is P2.
(4) AI þAQ

2 ¼ P1;
AI�AQ

2 ¼ P2, figure out AI and AQ

AI ¼ P1 þP2

AQ ¼ P1 � P2

(
ð1:16Þ

If P2 is zero, then AI ¼ AQ ¼ P1, the insertion loss of the I channel modulation
channel of the modulator and the Q channel modulation channel are equal; if P2

is not zero, then AI 6¼ AQ, can be compensated according to the AI and AQ.
(5) The I channel and Q channel of the modulator are 1

AI
and 1

AQ
times respectively,

which can compensate the amplitude imbalance of the modulator.

A modulator is tested. In the modulator’s I Road, the cosine carrier is input, the
modulator’s Q path is input into the sinusoidal carrier, and the spectrum is mea-
sured at the output end. According to the annotation in the spectrum diagram, the
value of P1;P2;AI and AQ can be solved and compensated according to the result of
the measurement. The quality of the signal before and after compensation is
compared and analyzed, as shown in the following Table 1.

Table 1 Contrast of signal quality before and after compensation

Before
compensation

After
compensation

Correlation loss 0.06 dB 0.03 dB

SCB 0.02 ns 0.003 ns

Slope distortion of phase discrimination curve 3% 0.6%
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It can be seen that compensating for the amplitude inconsistency of the modu-
lator can obviously improve the signal quality indicators such as correlation loss,
SCB, phase discrimination curve and slope distortion.

5 Conclusion

This paper gives the mathematical expression of non ideal characteristics—mod-
ulator amplitude unbalance, deduced the amplitude imbalance effect on signal
quality, and through the numerical simulation, studied the amplitude imbalance
effects on the power spectrum envelope, losses and SCB, this paper presents a
calibration method and compensation method for unbalanced amplitude modulator
through the experiment, verify the validity of the method.
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A Variable Step Frequency-Domain
LMS Narrowband Interference
Suppression Algorithm Based
on Adaptive Noise Statistics

Yaohui Chen, Dun Wang, Hehe Guo, Zhenxing Xu, Peng Liu
and Dongjun Li

Abstract In the inter-satellite communication system, the power of spread spec-
trum signal received by the receiving end has a large dynamic range due to the large
distance between the senders and receivers. In order to ensure the stability of AD
sampling data, it usually adds AGC in the RF channel to make the output of the IF
signal power stable, and does not change along with the change of the input signal
power. It also leads to a problem that the proportion of the effective signal (the
number of bits) after AD sampling reduced with the increase of the interference
signal power, thus affecting the anti-jamming performance of the fixed-step fre-
quency domain LMS algorithm. Aiming at the above problems, this paper proposes
a variable step frequency domain LMS narrowband interference suppression
algorithm which based on adaptive noise statistics. In this paper, the simulation
results show that the proposed approach can effectively solve the above problems.

Keywords Frequency domain � LMS � Adaptive � Variable step
AGC � Anti-jamming

1 Introduction

In the satellite communication system, multiple satellites can be interconnected by
establishing links for communication between satellites, so that information can be
transmitted and exchanged between satellites, and information can be promptly
transmitted back to the ground in real time, and avoiding set up ground stations
around the world. In addition, establishing communication links between satellites
can also improve the autonomous ability of constellations. The communication
between satellites is accomplished through transceivers, which will face the threat
of various jammers during their operations, especially in combat environments.
Although its spread spectrum communication technology has certain anti-jamming
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ability, when there exists strong jammers, it is unrealistic to rely solely on spread
spectrum gain due to the limitation of the spread spectrum bandwidth. Therefore, it
is necessary to research anti-jamming technology for inter-satellite communication
to further enhance the anti-jamming ability of the system. This paper mainly studies
the technique of narrowband interference suppression. According to industry
standards, it will be considered to be narrowband interference if the ratio of
interference signal bandwidth to useful signal bandwidth is less than 1/10.

The commonly used narrowband interference suppression techniques are mainly
divided into three categories: prediction technology, transform domain technology
and code assistance technology [1]. Due to its unique advantages, transform domain
technology has been widely used in spread spectrum communication systems.
Initially, Milstein et al. [2] proposed a transform domain filtering technique using
FFT and SAW (Surface Acoustic Wave) devices to suppress narrowband inter-
ference in spread spectrum receivers. Later, this idea was further developed as
transform domain interference suppression techniques based on Fourier Transform.
The easiest frequency domain suppression technology is to set zero to the bins
which beyond the threshold as in Literature [3]. However, it is not an optimal
method based on some parameters. The LMS (Least Mean Square) algorithm
proposed by Widrow and Hoff [4] in 1960 has been widely used due to its simple
structure and robustness to changes of signal statistical characteristics. However,
the step size is fixed in traditional LMS algorithm. Within the convergence range of
the LMS algorithm, the larger the step factor, the faster the algorithm convergences,
but the greater the imbalance of LMS algorithm. The contradiction between con-
vergence speed and steady state error restricts the application of the algorithm in
practice. Therefore, many scholars have studied and proposed a series of improved
algorithms, including normalized LMS algorithm, variable step size LMS algorithm
and adaptive frequency domain block LMS algorithm [5–7].

In the inter-satellite communication system, the power of the spread spectrum
signal received by the receiver has a large dynamic range due to the large distance
between the senders and receivers. In order to ensure the stability of AD sampling
data, it usually adds AGC in the RF channel to make the output of the IF (inter-
mediate frequency) signal power stable. It also leads to a problem that the pro-
portion of the effective signal after AD sampling reduced with the increase of the
interference signal power, thus affecting the anti-jamming performance of the
fixed-step frequency domain LMS algorithm. The existing variable step algorithms
are basically to solve the contradiction between convergence speed and steady state
error, but don’t aim at the situation that the step factor is not suitable for the noise
variation so that the interference can’t be effectively suppressed. Aiming at the
above problems, this paper proposes a variable step frequency domain LMS nar-
rowband interference suppression algorithm.

This paper is organized as follows, Sect. 1 is the introduction. Section 2 intro-
duces the principle of frequency domain LMS algorithm and the convergence of the
algorithm. Section 3 introduces a variable step frequency domain LMS narrowband
interference suppression algorithm based on noise statistics. Section 4 shows the
overall architecture of the system. Section 5 shows the simulation carried out with

80 Y. Chen et al.



the theoretical data. Finally, Sect. 6 summarizes the full text. Compared with the
fixed-step LMS, the variable step frequency domain LMS narrowband interference
suppression algorithm based on noise statistics which proposed in this paper can
well solve the above problems and improve the anti-jamming performance of the
system.

2 Frequency Domain LMS Algorithm

Here reference literature [8] to introduce the principle of frequency domain LMS
algorithm and its convergence.

2.1 Frequency Domain LMS Algorithm Model

Frequency domain LMS algorithm is using LMS algorithm at each frequency bin.
Figure 1 shows the principle of frequency domain LMS algorithm.

In Fig. 1, xn lð Þf g are the buffer data, where n ¼ 0; 1; � � � ;N � 1. ~xk lð Þf g are the
outputs of buffer data after Fourier transform, where k ¼ 0; 1; � � � ;N � 1. wk lð Þf g
are the unknown weights, where k ¼ 0; 1; � � � ;N � 1. ek lð Þf g are the errors, where
k ¼ 0; 1; � � � ;N � 1. yn lð Þf g are the time domain outputs after the inverse Fourier
transform, note that index l denotes the block number.

The output of the kth bin for the lth block after Fourier transform is given by

~xk lð Þ ¼
XN�1

n¼0

xn lð Þe�j2pMkn; k ¼ 0; 1; � � � ;N � 1 ð1Þ

Using ~xk lð Þ as reference, so the error signals is given by

ek lð Þ ¼ ~xk lð Þ � wk lð Þ~xk lð Þ; k ¼ 0; 1; � � � ;N � 1 ð2Þ

Fig. 1 Principle of frequency
domain LMS algorithm
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Introduces a(0\a\1) as a weight leakage factor. Using the steepest descent
method can get the kth bin weight

wk lþ 1ð Þ ¼ awk lð Þþ 2lkek lð Þ~x�k lð Þ ð3Þ

where lk is step factor.
Taking Eq. (2) into Eq. (3) can get

wk lþ 1ð Þ ¼ awk lð Þþ 2lk 1� wk lð Þ½ �~xk lð Þ~x�k lð Þ ð4Þ

From Eq. (3) one can see that weight update is related to the current weights and
the input signal power, and the step factor and weight are both real.

The kth bin output for the lth block after the anti-jamming filter is given by

ek lð Þ ¼ 1� wk lð Þ½ �~xk lð Þ ð5Þ

Finally the outputs of the N bins after the anti-jamming filter are inverse Fourier
transformed to obtain the time domain outputs. The nth time domain output for the
lth block is given by

yn lð Þ ¼
XN�1

k¼0

ek lð Þej2pN kn; n ¼ 0; 1; � � � ;N � 1 ð6Þ

2.2 Algorithm Convergence

Take both sides of the Eq. (4) with the statistical average

E wk lþ 1ð Þf g ¼ aE wk lð Þf gþ 2lkE xk lð Þj j2
n o

� 2lkE wk lð Þ xk lð Þj j2
n o

ð7Þ

Suppose wk lð Þ has nothing to do with ~xk lð Þ, and the power of each frequency bin
r2k remains unchanged, namely

E xk lð Þj j2
n o

¼ r2k ð8Þ

Then Eq. (7) can be rewritten as

E wk lþ 1ð Þf g ¼ a� 2lkr
2
k

� �
E wk lð Þf gþ 2lkr

2
k

¼ a� 2lkr
2
k

� �lþ 1
E wk 0ð Þf gþ 2lkr

2
k

Xl

m¼0

a� 2lkr
2
k

� �m ð9Þ
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To ensure that the algorithm converges, it requires that E wk lð Þf g tends to be a
constant when l tends to infinity. So it should be independent of the initial value.
Therefore, the step factor given by Eq. (9) should satisfy the following formula.

a� 2lkr
2
k

�� ��\1 ð10Þ

As to be satisfied lk [ 0 at the same time, so the convergence condition is

lk 2 0; aþ 1ð Þ�2r2k� � ð11Þ

When the step factor satisfies the convergence condition, the kth bin optimal
weight after convergence is given by

woptk ¼ 2lkr
2
k

1� aþ 2lkr
2
k

ð12Þ

Let Nth(Nth ¼ 1� að Þ=2lk) as threshold factor, then the kth bin optimal weight
can be rewritten as

woptk ¼ r2k
Nth þ r2k

ð13Þ

From Eq. (13) one can see that the optimal weight tends to zero so that the signal
is nearly straight through when r2k is much smaller than Nth, and the optimal weight
tends to one so that the signal is greatly suppressed when r2k is much larger than Nth.
Therefore, the threshold factor determines the input signal power threshold which is
retained or suppressed.

In practical engineering applications, the step factor of each bin usually selects a
fixed value, namely the threshold factor is fixed. The anti-jamming processing is
generally based on noise. For noise-stable system, the narrowband interference can
always be suppressed effectively when it uses fixed step. However, due to the
special application conditions of the inter-satellite communication system, the
proportion of the effective signal after AD sampling decreases with the increase of
the power of the interference signal, which also makes the fixed-step frequency
domain LMS algorithm unsuitable. It needs to adjust the step size according to the
change of AD sampling signal in real time. Therefore, this paper proposes a vari-
able step frequency-domain LMS narrowband interference suppression algorithm
based on adaptive noise statistics.

3 Variable Step Frequency Domain LMS Algorithm

The principle of the variable step frequency domain LMS narrowband interference
suppression algorithm based on adaptive noise statistics proposed in this paper is
basically the same as that of fixed-step frequency domain LMS, except the step size
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is adaptively adjusted according to real time noise statistics. Since noise can only be
calculated by the frequency bins without interference in the band, it needs to detect
the interference to identify the spectrum range.

3.1 Interference Detection

Due to the influence of the AGC in RF channel, it is not easy to judge the inter-
ference by the power of the signal in time domain. This situation is more suitable
for interference detection in the frequency domain. Using the forward continuous
mean elimination algorithm (FCME) [9] can obtain the bandwidth and the spectrum
range of the interference.

3.2 Noise Statistics

The noise statistics is also carried out in frequency domain. According to the
characteristics of the interference (mainly the spectrum range of the interference)
given by the interference detection module, there takes the average power of M
non-interfering frequency bins in the band from the l1th bin as noise.

r2 lð Þ ¼ c
1
M

Xl1 þM�1

k¼l1

~xk lð Þj j2 ð14Þ

where c is real, which can be adjusted according to the actual situation.
Select the threshold factor as

Nth ¼ r2 ð15Þ

Then the step factor can be written as

l ¼ 1� a
2r2

ð16Þ

From the analysis in Sect. 2.2, one can see that the selection of the threshold
factor is very important, and it can neither be too large nor too small. It will lead to
the interference can’t be suppressed effectively if the threshold factor is too large.
However, if the threshold factor selection is too small, the interference can be
suppressed effectively, but it will also have a greater impact on the useful signal.
Therefore it needs to choose a reasonable threshold factor.
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3.3 Algorithm Convergence

Quoting the conclusion showed in Eq. (11), which requires

1� a
2r2

2 0;
aþ 1
2r2k

� �
ð17Þ

It can satisfy the above convergence condition which only need to reasonably
choose a and c according to the actual situation.

4 Overall Architecture

The overall system architecture is shown in Fig. 2. The analog IF signal is con-
verted into digital IF signal by AD sampling and then divided into two channels.
One of the channels is delayed, and then the two signals are added with windows,
FFT, interference detection, noise statistics, adaptive filtering, IFFT, inverse win-
dow, overlap and DAGC processing.

The FFT operation of truncation of long sequences can cause spectral leakage
due to the discontinuity of the data block edges, and the slow changing window can
effectively suppress spectral leakage. However, the addition of window processing,
while reducing the spectrum leakage, also introduces the distortion of the edges of
the block data, which will cause some loss to the SNR (Signal-to-Noise Ratio).
Most of the frequency domain anti-jamming techniques use overlap and inverse
window processing to compensate the SNR loss caused by windowing.

In addition, due to the influence of the AGC in RF channel, the proportion of the
effective signal after AD sampling reduced with the increase of the interference
signal power, so that the signal power remaining after anti-jamming processing
gradually decreases, which affects the signal acquisition and tracking. The DAGC
can make the signal outputs to the acquisition and tracking module after
anti-jamming processing basically stable and does not decrease with the increase of
the interference, so as to ensure that the acquisition and tracking performance is not
be affected. Next, this paper will also simulate the influence of DAGC.
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Fig. 2 System architecture diagram
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5 Simulation and Verification

In order to verify the variable step frequency domain LMS narrowband interference
suppression algorithm based on adaptive noise statistics proposed in this paper has
advantages compared with the fixed-step LMS algorithm, then the simulation is
carried out with the theoretical data. The values of the parameters are a¼0:99,
c¼16. Assuming the bandwidth of satellite signal is 20.46 MHz. The signals
received by antenna are converted to digital IF signal through RF channel, AD
sampling (65 MHz), then are carried out anti-jamming processing. In this paper, we
consider the most harsh interference environment, and apply a narrowband inter-
ference signal with a bandwidth of 2 MHz near the center frequency. The
anti-jamming performance of the two algorithms under different ISR
(Interference-to-Signal Ratio) is compared through simulation.

5.1 Scene 1

This scenario contains one narrowband jammer, which is located near the center
frequency of the satellite signal and has a bandwidth of 2 MHz. The ISR is assumed
to be 25 dB, and the SNR is assumed to be −14 dB. Figure 3 shows the
time-domain waveform and power spectrums (Gain) of the IF signal. From Fig. 3b
one can see clearly that there is a narrowband interference signal.

Figure 4a and b show the power spectrums of the output signals after
anti-jamming processing by the fixed step frequency domain LMS algorithm and
the proposed variable step frequency domain LMS algorithm.

From Fig. 4a and b one can see clearly that both algorithms can effectively
suppress the interference.
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Fig. 3 Signal waveform and power spectrums (Gain) after BPF
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5.2 Scene 2

This scenario shows that the interference can’t be effectively suppressed by the
fixed step frequency domain LMS algorithm due to the decrease of the proportion
of the effective signal after AD sampling when the interference is strong, while the
new method proposed in this paper is effective. This scenario contains one nar-
rowband jammer, which is located near the center of the satellite signal and has a
bandwidth of 2 MHz. The ISR is assumed to be 45 dB, and the SNR is assumed to
be −14 dB. Figure 5 shows the time-domain waveform and power spectrums
(Gain) of the IF signal.

Comparing Fig. 5a with Fig. 3a, one can see that the amplitude of the AD
sample signal doesn’t increase with the increase of the interference signal power,
which is the function of the RF AGC. However, comparing Fig. 5b with Fig. 3b,
one can see that the noise when the ISR is 45 dB is obviously lower than the noise
when the ISR is 25 dB due to the influence of RF AGC.

Figure 6a and b show the power spectrums of the output signals after
anti-jamming processing by the fixed step frequency domain LMS algorithm and
the proposed variable step frequency domain LMS algorithm.
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From Fig. 6 one can see there still has obvious residual narrowband interference
in the signal spectrums after anti-jamming processing by the fixed step frequency
domain LMS algorithm. One can also see that the narrowband interference can be
suppressed by the variable step frequency domain LMS algorithm proposed in this
paper, which proves the effectiveness of the proposed algorithm.

Comparing Fig. 4b with Fig. 6b, one can see that the power of the signals after
anti-jamming processing with the ISR of 25 dB is obviously greater than that with
the ISR of 45 dB. It can seriously affect the accumulated value during the acqui-
sition and tracking processing, which in turn affects the actual acquisition and
tracking performance. In order to make the signal outputs to the acquisition and
tracking module stay stable, the DAGC is added after the anti-jamming processing.
Figure 7a and b show the signal power spectrums of the outputs of ISR with 25 and
45 dB after DAGC.

From Fig. 7a and b one can see that the DAGC can make the signal outputs to
the acquisition and tracking module after anti-jamming processing basically stable
and does not change with the increase of interference signal intensity, thus ensuring
the acquisition and tracking performance.
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6 Summary

In order to ensure the stability of AD sampling data in the inter-satellite commu-
nication system, it usually adds AGC in the RF channel. It also leads to a problem
that the proportion of the effective signal after AD sampling reduced with the
increase of the interference signal power, thus affecting the anti-jamming perfor-
mance of the fixed-step frequency domain LMS algorithm. Aiming at the above
problems, this paper proposes a variable step frequency domain LMS narrowband
interference suppression algorithm based on adaptive noise statistics. In this paper,
the simulation results show that the anti-jamming performance of the proposed
algorithm based on adaptive noise statistics is obviously better than the fixed-step
LMS algorithm, and it can effectively solve the above problems and further improve
the anti-jamming performance.

The future research is to analyze signal acquisition and tracking features on the
receivers.
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A Cooperative Anti-spoofing Technology
Based on Subspace Projection

Mingyu Liu, Shuai Han, Yu Zhang and Weixiao Meng

Abstract With the development of GNSS, spoofing and anti-spoofing issues are
gradually rising in modern applications. Effective spoofing sources can mislead
common receivers and induce them to log the specific trajectory, and therefore
many anti-spoofing technologies are proposed to distinguish the spoofing jamming.
However, the existing anti-spoofing technologies are limited to a specific scenario,
which reduces the reliability of receivers greatly. In this paper, we propose a
cooperative anti-spoofing technology based on subspace projection that can extract
two characters of the spoofing signals to construct orthogonal subspaces to elimi-
nate the spoofing signals. We also present the receiver structure that includes spatial
processing and data processing. Spatial processing can mitigate the spoofing
sources with larger power and compensate the authentic signals. And data pro-
cessing can suppress the spoofing signals not aligned with the authentic signals in
the code domain. The two parts aim at different types of spoofing signals and spatial
processing can also do help to data processing by eliminating the signals with larger
power. At last, the proposed technology is verified by simulations.

Keywords Anti-spoofing � GNSS � Subspace projection

1 Introduction

Nowadays GNSS-dependent system is more and more popular in many fields. Its
security and reliability have become a great matter of concern because of its low
signal power and public known data structure. So the researches on how to protect
GNSS receivers have been increasing in recent years [1].

GNSS receivers mainly suffer two types of interference that are blanket jamming
and spoofing jamming. Blanket jamming can interfere with all receivers in a particular
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area. The spoofing jamming is hidden in the authentic signals that is not easily
distinguished by a GNSS receiver. Meanwhile, rapid developments with SDR
(software defined radio) technology have made spoofing jamming more flexible and
low-cost, hence spoofing jamming is more threatening [2].

Typical anti-spoofing jamming technology can be classified into two categories,
namely spoofing detection and spoofing mitigation. Some methods based on the
signal power monitoring are proposed to detect the spoofing attack. Jafarnia-Jahromi
et al. [3] gives a method using C=N0 monitoring whose any unusual variation can be
regarded as a sign of spoofing attack. Spoofing mitigation technologies mainly
include RAIM (receiver autonomous integrity monitoring) and multiple antennas,
which can help the spoofed receiver to retrieve its positioning and navigation abil-
ities. Han et al. [4] proposes an improved RAIM to perform spoofing detection and
spoofing identification with a particle filter which is more effective. Daneshmand
et al. [5] provides a low computational complexity approach to mitigate the spoofing
signals, but it is established on that all spoofing signals are transmitted from the same
source in space. Hence we proposes a cooperative anti-spoofing technology based on
subspace projection. The proposed technology can realize both spoofing detection
and mitigation that has stronger robustness and validity.

The remainder of this paper is outlined as follows: Sect. 2 indicates the system
model of our proposed technology in detail. Section 3 shows principles of the
subspace projection, and it also gives the receiver structure. Section 4 analyzes the
performance according to the simulation results. Section 5 gives the conclusion.

2 System Model

In this section, we give the anti-spoofing model. Assume that there is an M-element
linear antenna array where r1 is selected as the reference antenna to facilitate the
subsequent analysis. The structure is shown in Fig. 1.

r1 rNr4r3r

θ

2

Spoofing source
Authentic source

Array antenna

...

Fig. 1 The antenna array
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The received IF signal that contains both authentic and spoofing signals can be
expressed as

rðnTsÞ ¼ raðnTsÞþ rsðnTsÞþ gðnTsÞ ð1Þ

where raðnTsÞ represents the vector of the authentic signals, rsðnTsÞ represents the
vector of the spoofing signals and gðnTsÞ is regarded as the additive white Gaussian
noise.

In Eq. (1), the detail expressions of authentic and spoofing signals are shown as
follows:

raðnTsÞ ¼ AaQaðnTsÞ ð2Þ

rsðnTsÞ ¼ AsQsðnTsÞ ð3Þ

where Aa represents the space characteristic matrix of authentic signals, As rep-
resents the space characteristic matrix of spoofing signals, QaðnTsÞ is the basic
matrix of authentic signals and QsðnTsÞ is the basic matrix of spoofing signals.
The variables are respectively defined as

Aa ¼ a1 a2 � � � aNa½ � ð4Þ

As ¼ b1 b2 � � � bNs½ � ð5Þ

QaðnTsÞ ¼ q1aðnTsÞ q2aðnTsÞ � � � qNa
a ðnTsÞ

� �T ð6Þ

QsðnTsÞ ¼ q1s ðnTsÞ q2s ðnTsÞ � � � qNs
s ðnTsÞ

� �T ð7Þ

qma ðnTsÞ ¼
ffiffiffiffiffiffi
pma

p
wm
a ðnTs � sma Þcma ðnTs � sma Þej/

m
a þ j2pf ma nTs ð8Þ

qzsðnTsÞ ¼
XNk

k¼1

ffiffiffiffiffiffi
pzks

q
wzk
s ðnTs � szks Þczks ðnTs � szks Þej/

zk
s þ j2pf zks nTs ð9Þ

where Ns represents the number of spoofing sources, Na represents the number of
authentic signals, Nk represents the number of the spoofing signals contained by the
spoofing source, Ts is the sampling interval, u; f ; p; s mean the phase, carrier fre-
quency, signal power and code delay of the received signals respectively. wðnTsÞ
and cðnTsÞ are navigation data bits and PRN (pseudo random noise) code. And

am ¼ 1 e�j2pk d sin hm � � � e�jðM�1Þ2pk d sin hm
h iT

ð10Þ

bz ¼ 1 e�j2pk d sin hz � � � e�jðM�1Þ2pk d sin hz
h iT

ð11Þ
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where am means the steer vector of m-th authentic signals, bz means the steer vector
of z-th spoofing sources, k means the incident wavelength, d means the distance
between the antenna. Then the model is established.

3 The Anti-spoofing Technology Based
on Subspace Projection

The anti-spoofing technology proposed in this paper mainly concerns on the
character of the signal and ignores the detail navigation data information of the
signal that means we do not need to acquire the PNT solutions to help mitigate
the spoofing signal. So we utilize subspace projection [6] as our primary method.
The key of the subspace projection algorithm lies in how to construct the subspace.

3.1 Spatial Processing

RELAX algorithm is very fit for estimating the DOA of the GNSS signal [7].
RELAX algorithm can calculate the waveform and DOA of a weak signal simul-
taneously, the waveform can be utilized by the following part. Further, the algo-
rithm needs a prior input that is the number of the detected signal. And RELAX
algorithm can detect the signals from big to small according to the signal power.

Before estimating the DOA of signals, RELAX algorithm first structures a cost
function that is written as

F1 h sðkÞ½ � ¼
XK
k¼1

xðkÞ � AsðkÞ½ �H xðkÞ � AsðkÞ½ � ð12Þ

where h is the DOA of the signal; sðkÞ is the amplitudes of all signals at k-th time
slot; xðkÞ represents the M � 1 matrix of the received signals at k-th time slot; A
represents the space characteristic matrix of all incident signals; K is the number of
time slots. Assuming that the noise is white Gaussian, the DOA and waveform
evaluation of received signals ĥ ŝðĥÞ

� �
, can be gotten by minimizing Eq. (12).

Assuming that there exist �N GNSS signals that are the unique parameter to
acquire first, for the convenience of description, the n-th signal is selected to be
illustrated as

xnðkÞ ¼ xðkÞ �
X�N

i¼1;i6¼n

aðĥiÞŝiðkÞ ð13Þ

Since ĥi ŝiðkÞ
� ��N

i¼1;i 6¼n can be acquired by the previous iterative operations,

the cost function of the n-th signal can be updated into
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F2 hnsnðkÞ½ � ¼
XK
k¼1

xnðkÞ � aðhnÞsnðkÞ½ �H xnðkÞ � aðhnÞsnðkÞ½ � ð14Þ

By minimizing Eq. (12), ĥ and ŝðkÞ of the n-th signal can be calculated as

ŝnðkÞ ¼ aHðhnÞxnðkÞ
M hn¼ĥn

��� k ¼ 1; 2; . . .K ð15Þ

ĥn¼ argmin
hn

XK
k¼1

I� aðhnÞaHðhnÞ
M

� 	
xnðkÞ











2

ð16Þ

As long as the number of the detected signals is acquired, we can get the DOA
and waveform evaluation accurately. We can acquire all the DOAs of the spoofing
signals that can be written as ĥ1; ĥ2 � � � ĥm. Based on that we can get the subspace As

of the spoofing signals that can be defined as

As ¼ b ĥ1
� �

b ĥ2
� �

� � � b ĥm
� �h i

ð17Þ

Then we can construct the orthogonal projection matrix of the spoofing signals
that is written as

P?1 ¼ I� AsðAH
s AsÞ�1AH

s ð18Þ

So the spoofing signals can be suppressed as

XðnTsÞ ¼ P?1rðnTsÞ
¼ P?1AaQaðnTsÞþP?1AsQsðnTsÞþP?1gðnTsÞ
¼ P?1AaQaðnTsÞþP?1gðnTsÞ

ð19Þ

From Eq. (19), we can find that P?1Aa can affect the authentic signals. So we
should adopt some methods to maximize the output signals. Here we introduce a
M � Na arbitrary vector h to compensate the authentic signals. Then we should
maximize the matrix hHP?1Aa to guarantee the signals’ reliability. Let

h ¼ P?1Aa

P?1Aak k ð20Þ

The output power will be maximized by h.

3.2 Data Processing

When the receiver acquires and tracks a spoofing signal, we can get the navigation
data, the PRN code, the Doppler frequency, the carrier phase, the code delay and
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signal power. Here the received signals V that are from spatial processing can be
expressed as

V ¼
X
j

q j
a þ

X
i

qis þ gK ð21Þ

When we acquire the navigation data wm
s , the PRN code cms , the Doppler fre-

quency f ms , the carrier phase /m
s , the code delay sms and the signal power pms , the

orthogonal projection subspace of m-th spoofing signal can be written as

Pm
?2 ¼ I� qms ðqmHs qms Þ�1qmHs ð22Þ

We can remove the spoofing signal qs from V as

Vf ¼ Pm
?2V

¼ Pm
?2

X
j

q j
a þ

X
i

qis þ gK

 !

¼ Pm
?2

X
j

q j
a þPm

?2

X
i

qis þPm
?2gK

¼ Pm
?2

X
j

q j
a þPm

?2

X
i6¼m

qis þPm
?2gK

ð23Þ

Because the PRN code has better characters, the subspaces of different PRNs and
the subspaces of the same PRN with different code delays are approximately
orthogonal. So the result of Eq. (23) can be simplified as

Vf ¼ Pm
?2

X
j

q j
a þPm

?2

X
i6¼m

qis þPm
?2gK

�
X
j

q j
a þ

X
i6¼m

qis þ gK
ð24Þ

Then the spoofing signal can be eliminated by the subspace that need to be
constructed by six parameters, the navigation data, the PRN code, the Doppler
frequency, the carrier phase, the code delay and the signal power.

In [8], the signal power is proved to be independent with the orthogonal sub-
space. The navigation data is also proved to be needless to construct the orthogonal
subspace when the data is long enough. The condition is easily achieved for the
GNSS receiver. And the carrier phase is also proved to be independent with the
orthogonal subspace when the signal is complex signal. Because the GNSS receiver
usually use I=Q mixer, the carrier phase can be also neglected. When all the
constraint conditions are met, we can utilize the PRN code, the Doppler frequency
and the code delay to eliminate the spoofing signal, which will simplify the
calculation.
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3.3 The Receiver Structure

In this part the receiver structure is proposed in detail that is shown in Fig. 2. In
data processing, the projection subspace is constructed for every spoofing signal
instead of developing only one subspace for all signals because it has lower
complexity [9], which can suppress the spoofing signals that are not aligned with
the authentic one in the code domain. But when the spoofing signal is much
stronger than the authentic signal that will brings strong cross-correlation inter-
ference. It may be hard to acquire the signals for data processing. For the new
receiver, it can mitigate the strong spoofing signals in spatial processing. It not only
guarantee the normal operation of data processing but also mitigate the spoofing
signals that cannot be suppressed by data processing, which greatly enhances the
reliability of the receiver. Then the processing procedure is introduced as follows:

• Estimate the DOA and waveform of the signals, pick up the spoofing signals,
construct the space orthogonal subspace P?1;

• maximize the power of the output signals;
• Acquire, track all signals, obtain the parameters c; f ; s;
• Construct the i-th orthogonal subspace Pi

?2 for the i-th signal with the param-
eters of i-th signals, project the received signals onto the subspaces respectively;

• Select the authentic signals, decode them and pass all signals to the baseband
processing.
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4 Simulation

In this section, the spatial processing is mainly to suppress the strong spoofing
sources with higher power, while data processing can mitigate the spoofing signals
not consistent with the authentic signals in the code domain. And the performances
are evaluated respectively.

The acquisition of GPS signal is utilized to verify the performance of the new
receiver. The parameters are shown in Table 1. In spatial processing, the receiver
distinguishes the spoofing signals from the authentic ones with the DOA and
waveform.

We conduct the simulation to get the detection and false alarm probability that
are our primary indicators to evaluate our new receiver. And the threshold is set
according to Neyman-Pearson criterion, false alarm probability is defined as 0.05.
The results are shown in Figs. 3 and 4. Figure 3 shows the relation between
probability and ISR (interference to signal ratio) where the dashed line means the
detection probability and the solid line means the false alarm probability. And when
the ISR is more than 7 dB, the detection probability is greater than 0.9 and the false
alarm probability is very small. In Fig. 4, the relation between the average ratio

Table 1 Simulation
parameters

Parameter Value

DOA of authentic signals 20 30 40 50 60

DOA of spoofing sources 10 35 340

PRN 4 5 6

IF 1.405 MH

Sample frequency 5.714 MHz

C=N0 45 dB-Hz

Frequency Search Bandwidth 5 kHz
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(number of spoofing detected to number of all spoofing ratio) and ISR is shown,
where the dashed line means the right detection ratio and the solid line means the
false detection ratio. When ISR is more than 7 dB, the right detection ratio is more
than 0.8 and the false detection ratio is also very small. In the whole simulation, the
false alarm probability is very low that is below 0.1 all the time and the false
detection ratio is less than 0.1. So spatial processing of the new receiver has good
inhibitory performance to strong spoofing sources. If the detection is wrong, the
receiver will eliminate the authentic signals. In this paper we adopt higher threshold
to keep lower false alarm probability, because the weak spoofing signals can be
distinguished better in data processing.

After strong spoofing signals are mitigated, the cross-correlation interference
between the signals will be small. Then data processing will suppress the spoofing
signals that not aligned with the authentic signals, the result is introduced in Fig. 5.
In the figure, the probability means the acquisition probability. If the receiver can
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acquire the signal again after mitigating the spoofing signals include the same PRN
code, it means the receiver can get the authentic signals. So the probability also
represents the detection and mitigation probability. From the result, we can find that
if the ISR is below 10 dB, the probability is almost 100%. Hence data processing
can suppress the spoofing signals with lower power validly.

5 Conclusions

In this paper, a cooperative anti-spoofing technology based on subspace projection
is proposed, which includes spatial processing and data processing. They use dif-
ferent parameters As and Qs to construct two subspaces. As the two parts are
suitable for different scenarios, the new technology can deal with more kinds of
spoofing signals. Meanwhile spatial processing can help data processing conduct
spoofing signals more validly and robustly. In the simulations, the two parts show
their validity in respective scenarios. The algorithm in spatial processing can detect
one or more strong spoofing sources with high detection probability approaches to
100% and mitigate them. In data processing, the receiver can mitigate the weak
spoofing signal that is not aligned with the authentic one. Certainly, the new
technology can bring better performances.
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Beidou B1I Signal Acquisition
Scheme Based on Variable Length
Data Accumulation

Menghuan Yang, Guoping Wang, Yingxin Zhao and Hong Wu

Abstract The Neumann-Hoffman code is modulated in Beidou D1 navigation
message, which increases the possibility of bit sign transition. It puts a constraint on
the coherent integration duration for possible bit sign transition. An acquisition
scheme of Beidou B1I signal has been proposed in this paper. Firstly, the carrier
and sign bit code are deprived by delay and multiplication. Then, the Doppler shift
of the ranging code is searched. According to the Doppler shift of ranging code, the
variable length of data block is accumulated to 1 ms data. Finally, the ranging code
phase is detected by FFT-based synchronized algorithm. The carrier frequency
offset, whose boundary is determined by the Doppler shift of ranging code, is
accurately estimated by means of chirp-z transform. The experiment shows that the
method can achieve long-term coherent integration and improve the acquisition
probability.

Keywords BDS � Acquisition � Bit sign transition � Doppler shift
Chirp-z transform

1 Introduction

In the procedure of Beidou satellite signal reception, the first step is the signal
acquisition. We need to acquire the approximate carrier frequency offset and ranging
code phase, providing initial parameters for subsequent signal tracking. It is nec-
essary to obtain sufficient gain by long-term coherent integration. However,
the sign bit transition may be introduced in long-term coherent integration, causing
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the correlation peak to be neutralized. The higher data rate of the signal, the more
frequently the bit sign transition may occur. The data rate of GPS L1 signal is
50 bps. However, when it comes to Beidou B1I signal, the data rate of the D1
navigation message is 50 bps. After the second modulation Neumann-Hoffman
(NH) code, the data rate becomes 1 kbps. The data rate of the D2 navigation message
is 500 bps. Beidou B1I signal data rate is much greater than the GPS L1 signal,
which means it is vulnerable to bit sign transitions, leading to acquisition failure.

In order to overcome the bit sign transition, commonly used methods include
non-coherent integration and differential coherent integration. Non-coherent inte-
gration adds the result of coherent integration after square processing, which can
eliminate the influence of bit sign transition [1], but it cannot eliminate the bit sign
transition in pre-coherent integration process. Meanwhile, it introduces square loss,
which reduces acquisition performance. Differential coherent integration cross
multiply the adjacent moments I and Q channel and then accumulation, which avoid
the loss of squared, but the adjacent data blocks require to have same bit sign. In
view of NH code modulation, Beidou B1I signal cannot meet this point, resulting in
acquisition failure. In order to improve the acquisition efficiency, Li Dengbo et al.
proposed a secondary acquisition method. The search is not only for the ranging
code phase but also for the NH code phase [2]. The method is computationally
complex and works well for the D1 navigation message, but not suitable for the D2
navigation message. Macchi et al. proposed a zero-padding algorithm that adds zero
to the local ranging code [3]. This method overcomes the bit sign transition in the
process of coherent integration by adding a certain amount of computation, but it
has a limited improvement for the integral time length and poor performance for
weak signal acquisition. Tsui uses delay and multiplication to deprive carriers and
data codes, which eliminates the bit sign transition, but only work for strong signal
acquisition [4].

In this paper, we propose a Beidou B1I signal acquisition method based on
variable length data accumulation. The carrier and sign bit code are deprived by
delay and multiplication, which solve the problem of peak offset caused by bit sign
transition. In the process of long-term coherent integration, the Doppler shift of the
ranging code is searched by the variable length of the accumulated data block. The
FFT-based acquisition algorithm is used on the accumulated signal to achieve
the detection of the phase-ranging code. According to the frequency offset of the
ranging code obtained from the search, the carrier frequency offset range is
determined, and then the carrier frequency offset estimation is implemented by the
chirp Z transform. The main innovations of this paper are as follows: The noise
performance of signal processed by delay and multiplication is studied in detail; a
method of acquisition based on the search of the frequency offset of ranging code is
proposed, and the length of coherent integral is greatly extended.

The remainder of this paper is organized as follows: Sect. 2 analyses the prin-
ciple of delay and multiplication process, and the change of SNR after the process.
Section 3 presents an acquisition scheme based on variable length data accumu-
lation. Section 4 conducts an experiment and analyses the results. Section 5 con-
cludes the paper.
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2 The Principle of Delay and Multiplication

2.1 The Structure of Signal Processed by Delay
and Multiply

In view of Beidou B1I signal, the intermediate frequency (IF) signal S tð Þ from the
RF front-end can be expressed as:

S tð Þ ¼ D tð ÞC tð Þ sin 2pftð ÞþW tð Þ ð1Þ

where D tð Þ is the navigation message data bit, D tð Þ ¼ �1, and D tð Þ also contains
the NH code for the D1 navigation message; C tð Þ is the ranging code; f is the
carrier frequency, f ¼ fIF � 5KHz, fIF is the theoretical intermediate frequency;
W tð Þ is Gaussian white noise, W tð Þ�N 0; r2ð Þ. The carrier amplitude is normalized
in (1), and the noise power becomes accordingly

r2 ¼ N0Bw

2A2 ð2Þ

where A is the actual received carrier signal amplitude; Bw is the RF front-end
bandwidth; N0=2 is the bilateral band noise power spectral density. The
signal-to-noise ratio of the RF signal is

SNR ¼ 1
2r2

ð3Þ

The intermediate frequency signal S tð Þ delay and multiplied by itself, after which
the new signal Ss tð Þ can be expressed as

Ss tð Þ ¼ S tð ÞS t � sð Þ ¼ D0 tð ÞC0 tð ÞF0 tð ÞþW0 tð Þ ð4Þ

D0 tð Þ ¼ D tð ÞD t � sð Þ ð5Þ

C0 tð Þ ¼ C tð ÞC t � sð Þ ð6Þ

F0 tð Þ ¼ 1
2
cos 2pf sð Þ � 1

2
cos 2pf 2t � sð Þ½ � ð7Þ

W0 tð Þ ¼ W tð ÞW t � sð Þ ð8Þ

In Eq. (5), as shown in Fig. 1, D0 tð Þ can be regarded as a fixed value of 1. In
Eq. (6), the product of a Gold code and its delayed version belongs to the same
family as the Gold code, which indicates that its autocorrelation and the cross
correlation can be used to find its beginning point. In Eq. (7), it consists of the DC
term and the high frequency term. The DC term is constant value, while the high
frequency term can be filtered out. In order to make this equation usable, the
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cos 2pf sð Þ must be close to unity which can be achieved by certain value of s. In
Eq. (8), the cross-terms of signal and noise are ignored, because the noise power is
much higher than the satellite signal. To simplify Eqs. (5)–(8), Eq. (4) can be
written as

Ss tð Þ ¼ 1
2
C0 tð ÞþW0 tð Þ ð9Þ

From Eq. (9), we can see that the carriers and the data codes are deprived after
the delay and multiplication, leaving only the new ranging codes. The new ranging
codes still have good correlation features, which is necessary for signal acquisition.

2.2 Noise Analysis

Although the delay and multiplication procedure can successfully deprive the
carrier and data codes, it also introduces a lot of noise. The noise in Eq. (9) is
analyzed below. When W tð Þ is uncorrelated with W t � sð Þ, the noise power of
W0 tð Þ is the lowest. For the white Gaussian noise with band of f1; f2½ �, the relevance
between W tð Þ and W t � sð Þ can be given by their autocorrelation function:

R sð Þ ¼ N0B
sin pBsð Þ
pBs

cos 2pf0sð Þ ð10Þ

where B ¼ f2 � f1, f0 ¼ ðf2 þ f1Þ=2. As shown in Fig. 2, when s takes a certain
value, R sð Þ ¼ 0 and W tð Þ is uncorrelated with W t � sð Þ. For two normal random
variables, irrelevance is equivalent to being independent with each other. The
distribution of a product of two independent zero mean normal random variables is
given by [5]

D(t)

D(t-τ)

D(t)D(t-τ)

T0
τ

1

-1

1

-1

1

-1

Fig. 1 bit sign transition in Delay-and-Multi approach
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P uð Þ ¼ K0 uj j=r2ð Þ
pr2

ð11Þ

where u ¼ W tð ÞW t � sð Þ, K0 �ð Þ is modified Bessel function of the second kind of
order zero. The mean of u is 0 and the variance is r4. The power of noise u can be
calculated as

E u2
� � ¼ E uð Þ½ �2 þD uð Þ ¼ r4 ð12Þ

And the signal-to-noise ratio of Ss tð Þ can be seen as

SNR1 ¼ 1
4r4

¼ SNR2 ð13Þ

If the signal-to-noise ratio is expressed in dB, it becomes

SNR1 ¼ 2SNR ð14Þ

In order to further analyze the SNR after the delay and multiplication procedure,
we need to estimate the SNR of the intermediate frequency signal. According to the
Beidou Navigation Satellite System Signal in Space Interface Control Document,
the minimum user-received signal power level is specified to be −163dBW for
B1I signal [6]. The antenna equivalent noise temperature Te is supposed to be
290 K. Then the minimum signal-to-noise ratio of Beidou B1I signal can be esti-
mated as

-2/B -1/B 0 1/B 2/B

R( )

Fig. 2 Autocorrelation function of bandlimited white Gaussian noise
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SNR ¼ S� 10 log10 kTeBwð Þ � �25 dB ð15Þ

where k is Boltzmann constant, and Bw is the RF front-end bandwidth, which
is set to be 4.092 MHz. Take Eq. (15) into Eq. (14), we can calculate
SNR1 ¼ �50dB. Previous study have shown that the baseband SNR must be
above 14 dB for reliable signal acquisition [7], which can be summarized as

SNR1 þG� 14 dB ð16Þ

The coherent gain G can be calculated by Eq. (17).

G ¼ 10 log10 BwTcð Þ ð17Þ

Take Eq. (17) into Eq. (16), we can get the coherent integration time Tc
628 ms. In other word, the length of coherent integration is at least 628 ms to
ensure signal acquisition.

3 Acquisition Scheme Based on Variable Length Data
Accumulation

The coherent integration time of traditional FFT parallel code phase search algo-
rithm is only a few milliseconds. However, the required coherent integration time is
up to hundreds of milliseconds after the delay and multiplication procedure.
Besides, the computation rises up greatly. From Eq. (8), it can be seen that the
signal part of Ss tð Þ consists of only the new ranging code C0 tð Þ, which is a periodic
signal whose frequency is equal to the ranging code C tð Þ. Obviously, it is feasible to
reduce computation by periodically accumulate C0 tð Þ.

At the transmitter, the period of ranging code C tð Þ is T0 = 1 ms. At the receiver,
due to the relative speed between the satellite and the receiver, the period of ranging
code changes in consideration of the Doppler shift, which cannot be ignored in the
process of long-term coherent integration. The Doppler shift of carrier and ranging
code has the following relation:

Dfc
DfB

¼ fc
fB

ð18Þ

where f c is carrier frequency, f c = 1561.098 MHz; f B is the ranging code rate,
f B ¼ 2:046MHz. Besides, Df c and Df B is the Doppler frequency shift of carrier
and ranging code, respectively. The maximum value of Df c and Df B is 5 kHz and
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6.5 Hz, respectively. Due to the existence of the Doppler shift of the ranging code,
the period of the ranging code changes. When the frequency of ranging code is
shifted by Df B, the number of sample points of the ranging code increases or
decreases by 1 sample point per N periods. N and Df B have the following
relationship:

N ¼ fB
DfB

� 1
L

ð19Þ

where L is the number of sample points of one period ranging code, L = T0fs,
and fs is sample rate. After every N periods ranging codes are accumulated,
the length of ranging codes is compensated by means of zero-padding or
truncation. After the compensation of the ranging code, superimposed to get a
period of the ranging code signal, and then conduct correlation operation with
the local ranging code to achieve signal acquisition. As shown in Fig. 3, the
algorithm can be expressed in the following flow.

(1) Delay and multiplication. The acquired intermediate frequency signal
S tð Þ is delayed by s and multiplied by itself to obtain a new signal Ss tð Þ.

(2) Accumulate Ss tð Þ in blocks. The Doppler frequency shift of the ranging
code is searched. According to the frequency shift DfB, a data block with
a length of N period ranging codes is selected, and adjacent M data
blocks are accumulated to obtain SN tð Þ. When DfB [ 0, the sample points
of SN tð Þ is NL − 1; when DfB\0, the sample points of SN tð Þ is NL + 1.

(3) The signal SN tð Þ is further accumulated. The sample points of SN tð Þ is
NL ± 1, and is compensated to NL by truncation or zero-padding
operation. The new sequence is accumulated every L sampling points to
obtain a sequence S0 tð Þ of length L.

(4) FFT-based Acquisition. The locally generated ranging code delay and
multiplied by itself, then conduct the FFT transform and take the con-
jugate, afterwards multiplied by the frequency domain of S0 tð Þ. IFFT
transform is conducted on the product, then take the absolute value and
locate the peak value.

(5) If the peak value is greater than the threshold, then the acquisition is suc-
cessful. The peak corresponding to the code phase andDfB is the acquisition
result. Otherwise, change the value of DfB, then return to step 2).

(6) Estimate the carrier frequency. The carrier frequency range is determined
by Eq. (18). According to the ranging code phase, the ranging code is
deprived from satellite IF signal S tð Þ, then using chirp-Z transform to
achieve accurate estimation of the carrier frequency.
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By means of variable length data accumulation method, the data of T = MN
milliseconds can be accumulated into 1 ms data, thereby greatly reducing the
amount of calculation, and then realizing long-term coherent integration of satellite
signals.

4 Experiments and Results

In order to verify the validity of the Beidou B1I signal acquisition method, this
paper uses the practical data for signal acquisition. USRP 2920 is used as the
hardware platform to acquire Beidou B1I signal. The sampling quantized level is
8 bit. The antenna was located in 38° 59′N, 117° 20′E and the signal reception took
place at 15:54 on April 20, 2017.

Experiment 1: For the practical received signal, an acquisition method based on
variable length data accumulation is realized by a software receiver on MATLAB.
Software receiver parameters are shown in Table 1.

Figure 4 is the acquisition results for satellite No. 1. Positioning the peak point,
we can get the Doppler frequency ranging code and code phase offset. In order to
accurately estimate the carrier frequency, the ranging code is derived from the
intermediate frequency signal, then accurate estimation of the carrier frequency is
realized by using the CZT transform. Figure 5 shows the result of carrier frequency
estimation for No. 1 satellite with a frequency resolution of 10 Hz, which provides
an accurate carrier frequency value for subsequent signal tracking.

Fig. 3 BDS B1I signal acquisition scheme based on variable length data accumulation
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In experiment 1, the acquisition of B1I signal of Beidou is realized by the
method of variable length data accumulation, and the accurate estimation of the
phase and carrier frequency of ranging code is also completed. The validity of this
method has been verified.

Experiment 2: the ROC (Receiver Operating Characteristic) curve is analyzed by
comparing the acquisition method based on the variable length data with the tra-
ditional coherent integration method, the non-coherent integration method and the
difference coherent integration method. In this experiment, the acquisition param-
eters based on variable length data are consistent with experiment 1. The integral
time length of coherent integration, non-coherent integration and differential
coherent integration is 4 ms.

The formulas for the satellite No. i detection probability Pd;i and the false alarm
probability Pf ;i are as follows:

Pd;i ¼ Pfli [ ajH1;ig ð20Þ

Pf;i ¼ Pfli [ ajH0;ig ð21Þ

Table 1 The parameters of
BDS software receiver

Sampling frequency fs 10 MHz

Theoretical intermediate frequency fIF 2.5 MHz

Delay s 2.2 ls

The range of ranging code Doppler shift [−6.5 Hz,
6.5 Hz]

The step of ranging code Doppler shift 0.5 Hz

Coherent integration time length 700 ms

CZT transform frequency resolution 10 Hz

Fig. 4 The acquisition result
of Beidou satellite No.1
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where the events H1;i and H0;i represent that the practical received signal includes,
excludes the signal of satellite No.i, respectively; li denotes the peak value cor-
relative to the locally generated ranging code; and a is the acquisition threshold.
Figure 6 shows the ROC curve for satellite No. 32 after 104 acquisitions. It can be
seen from the figure that, under the same false alarm probability, the probability of
successful acquisition based on variable length data accumulative acquisition
method is obviously greater than the traditional coherent integration method,
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non-coherent integration method and differential coherent integration method. In
the case of false alarm probability Pf ¼ 0:01, the detection probability of coherent
integral, non-coherent integral and differential coherent integral are 49.4, 84.9 and
79.8%, respectively. As a contrast, the acquisition probability based on variable
length data accumulation is 94.9%, which is increased by 10% or more.

In Experiment 2, the signal acquisition method based on variable length data is
compared with traditional coherent integration, non-coherent integration and dif-
ference coherent integration. In the case of the same false alarm probability, the
probability of acquisition is higher than the traditional three methods.

5 Conclusion

In this paper, we propose a Beidou B1I signal acquisition scheme based on variable
length data accumulation. This method solves the problem of bit sign transition by
delay and multiplication. The Doppler shift of the ranging code is searched by
changing the length of the accumulated data block. The experiment shows that the
method can effectively capture the Beidou B1I signal, and the probability of capture
is 94.9% when the false alarm probability is 0.01. This method, which can be
widely used in the Beidou receiver, has high practical value.
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Design and Simulation
of Synchronization Algorithm for Short
Time Burst- Mode GMSK Signal

Guoshuai Ren, Wenquan Feng and Xi Liu

Abstract The AIS (Automatic Identification System) is a marine monitoring
system with means of detection capabilities, providing multi-user applications for
offshore services. The satellite-based AIS system send the received AIS signals for
analysis by one or more low orbit satellites. The satellite-based AIS is a new
navigation aid system which can be used as a complement to navigation system.
The AIS system is a Non-real-time communication system, using GMSK modu-
lation. The reception of short time burst AIS signal is facing frame synchronization,
Doppler shift compensation, phase compensation, delay spread and other issues.
This paper describes an innovative synchronization algorithm for the short
burst-mode GMSK signal. There are several advantages of this synchronization
algorithm. The signal is processed in real time. It voids the loss of data caused by
commonly used loop structure. The devised algorithm provides an excellent
performance against noise, delay spread, frequency offset and phase offset. The
demodulator using this synchronization algorithm shows that the bit error’s
performance degradation is only about 0.3 dB.

Keywords Short burst-mode GMSK � Signal detection � Frequency offset
estimation � Phase offset estimation � Timing synchronization

1 Introduction

Nowadays the Automatic Identification System (AIS) is the main means to help
navigation. It is widely used in many fields, such as maritime traffic regulation,
maritime rescue and fight against terrorism. Furthermore, AIS is considered as a
navigation system to assist Beidou and GPS. When AIS works, it will use the
positioning and timing servers from navigation satellites.
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The Space-based AIS system consists of one or more LEO satellites, it forwards
signals sent by sea users to ground stations for further analysis. Compared with
traditional onboard AIS system, Space-based AIS system is a new type of marine
surveillance system to represent a promising solution to provide AIS detection
service coverage on any given area on the Earth. The marine security environment
of China is complex and its rights are faced with many challenges. Therefore,
accelerating the development of Space-based AIS system plays an important role in
protecting marine environment and national security [1]. The signal format consists
of a Gaussian minimum shift keying (GMSK) modulation. It transports in frame,
each frame contains 576,000 bits data and lasts for 1 min. Each frame is composed
by 2250 slots where the transmitters can transmit their bursts. Each slot has 256 bits
and lasts for 26.67 ms [2].

The reception of short time burst AIS signal is facing time synchronization,
frequency compensation, phase compensation, delay spread and other issues. The
frequency shift is mainly caused by the high relative speed of satellites to mobile
users. Each frame of the AIS signal are time-stamped by GPS/Beidou navigation
system to maintain precise synchronization [3, 4]. This paper describes an inno-
vative synchronization algorithm for the short burst-mode GMSK signal. The
overall design of the algorithm is proposed. The key algorithms are studied. Finally,
a software simulation platform is set up and the simulation results are given.

2 Design of Short Time Burst GMSK Signal
Synchronization

In satellite mobile communications, frequency offset, phase offset and delay spread
are major factors that cause the bit error rate to deteriorate and the communication
quality to drop. The traditional loop does not suitable for short time burst mode
signal. There are several advantages of this synchronization algorithm. The signal is
processed in real time. The devised algorithm provides an excellent performance
against noise, delay spread. It voids the loss of data caused by traditional loop
structure. The synchronization algorithm is shown in Fig. 1. The key algorithms are
as follows.

Fig. 1 Structure of synchronization algorithm of short burst signal
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(1) Carrier synchronization: Convert the signal down, sampling the signal at
M times speed and put the discrete-time sequences signal into storage. Then
decimate the sampling signal by M into the frequency and phase capture
module and estimate the offset. Compensate the offset to the signal from the
storage and then finish the carrier synchronization.

(2) Timing synchronization: The algorithm in this paper is improved by the
Gardner algorithm. Select the best sampling point from M points in each
symbol. In this paper M = 40.

3 Carrier Synchronization

3.1 Header Capture and Rough Estimate Frequency Offset

The AIS signal is consisted by start time buffer (8 bits), training sequence (24 bits),
start flag (8 bits), transmit data (168 bits), FCS (16 bits), end flag (8 bits) and end
time buffer (24 bits).

The AIS signal’s header is located at the 9th data bit. This paper use the
data-assisted method for frame’s header capture. Using training sequence and start
flag, total 32 bit as header information. The specific method is shown in Fig. 2.

Stored the sampling signal which has M discrete points in each symbol. The
discrete-time sequences can be expressed as the form of Eq. (3.1). Where l(t) is
additive white Gaussian noise, Mf is the frequency offset, h is the phase offset, s is
the timing error, and usðtÞ is the carrier frequency modulation phase.

s tð Þ ¼ exp j us t � sð Þ½ �f g exp j 2pMftð Þþ hf gþ l tð Þ ð3:1Þ

Reference [5] pointed out that noise and time delay will interfere with the signal
header detection. Put the signal s(t) into storage, and then decimate by M to get
sampling signal r(t) into offset capture module. This paper proposes 1 bit difference
method. First, the header information is used as a local training sequence (32 bits).
The local detection sequence Man can be written as Eq. (3.2). Then the received
sequence Mrn can be written as Eq. (3.3).

Signal r(t)in 
offset capture

Local header 
GMSK 

modulation 
(t)

r(t) delay 1bit

a(t) delay 1bit

Conjugation

Conjugation

Correlation
R(t) Arg max|R(t)|

Header capture 
and frequency 
offset rough 

estimate

Fig. 2 Header capture and frequency offset rough estimate
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Man ¼ aðnTÞ � a�ððnþ 1ÞTÞ ð3:2Þ

Mrn ¼ rðnTÞ � r�ððnþ 1ÞTÞ ð3:3Þ

Where a(t) is a modulated GMSK signal generated by local training sequence
(32 bits) without frequency and phase offset, (�)* denotes the complex conjugate of
(�), T is the symbol period, n = 1…31. Using Man to search the starting position of
header from the sequence Mrn. It will search the header every 31 bits and find the
Maximum Rn ¼

P
Man � Mrn. The maximum position is the starting position of

header of the AIS signal. When Eb=N0 = 10 dB, the result is shown in Fig. 3.
It can rough estimate the frequency offset while detecting the position of the

header.

Mf1 ¼ fd � arctanðQmax=ImaxÞ=2p ð3:4Þ

In Eq. (3.4), Qmax ¼ imagðRmaxÞ, Imax ¼ realðRmaxÞ. Enter the precise frequency
offset estimation module after compensating the frequency offset to r(t), as
Eq. (3.5).

r1ðtÞ ¼ rðtÞ � exp½�jð2pMf1tÞ� ð3:5Þ

3.2 Frequency Offset Accurate Estimation and Phase
Offset Estimation

After the rough frequency offset compensation, the signal still have residual fre-
quency offset. After the phase-locked loop, short time burst signal may lose data. In
order to lock the signal as soon as possible, the frequency offset needs to be
estimated and compensated more accurately. The specific method is as follows.

Fig. 3 Frame’s header
capture
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wðnÞ ¼ r1ðnTÞ � a�ðnTÞ ð3:6Þ

In Eq. (3.6), n = 1…32. Then do N-point Fast Fourier Transform (FFT) to get
wðkÞ. In this paper N = 2048, Rb = 9600. The resolution of the algorithm is Rb/
N = 4.7 Hz. The peak position of wðkÞ is due to the residual offset Mf2 in this
module. When Mf2 ¼ 0, the peak appears at k = 1 or k = N. When Mf2 [ 0,
kmax 2 f0;N=2g; when Mf2\0, kmax 2 fN=2þ 1;Ng. The relationship can be seen
in Eq. (3.7).

Df2¼ Rb � ðkmax � 1Þ=N;kmax 2 f0;N=2g
Rb � ðN � kmaxÞ=N; kmax 2 fN=2þ 1;Ng

�
ð3:7Þ

The estimated frequency offset in frequency offset capture module is shown as
Mf0 ¼ Mf1 þMf2, so the compensation signal in capture module is shown in
Eq. (3.8).

r0ðtÞ ¼ rðtÞ � exp½�jð2pMf0tÞ� ð3:8Þ

The signal’s initial phase can not be the same as the local carrier phase. In phase
offset estimation module, take the received header information sequence conjugate
multiply by local header information sequence. Accumulate, calculate tangent and
then estimate the phase offset h0. The specific method is as

Qh ¼ imag
X32

n¼1
r0ðnTÞ � a�ðnTÞ

h i

Ih ¼ real
X32

n¼1
r0ðnTÞ � a�ðnTÞ

h i

h0 ¼ arctanðQh=IhÞ

ð3:9Þ

3.3 Phase Locked Loop

Compensate Mf0 and h0 into sampling signal s(t) which has M discrete points in
each symbol from the storage and pass through low-pass filter to reduce noise
interference. The preceding steps do not completely eliminate the effects of offset,
so phase locked loop mean to eliminate the residual frequency offset and phase
offset, otherwise the error rate will be severely deteriorated. This paper designs a
second-order PPL. It is shown in Fig. 4.

In Fig. 4, Ip ¼ I � cos u� Q � sin u, Qp ¼ Q � cos u� I � sin u. Default setting
cosu = 2048, sinu = 0. e ¼ sgnðQpÞ � Ip � sgn(IpÞ � Qp, Kp ¼ 9:32� 107,
Ki ¼ 3:29� 106, Ka ¼ 1. The loop output signal s0 ¼ Ip þ j � Qp. By now it has
completed carrier synchronization. Loop output waveform is shown in Fig. 5.
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4 Timing Synchronization

People usually use the timing synchronization method based on maximum likeli-
hood algorithm in the literature [6] in GMSK modulation. However, this method is
more suitable for MSK signal. Combined with the characteristics of short time
burst-mode AIS signal, this paper proposes an improved Gardner timing syn-
chronization method. It compares the discrete sampling points in the time domain
and selects the point closest to the ideal sampling point in each symbol. This
algorithm does not need to estimate and compensate the accurate timing errors. The

Fig. 4 Phase locked loop

Fig. 5 Phase-locked loop output signal
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algorithm is feasible when the error is in the range of −T/2 * T/2. The algorithm
with good reliability and accuracy is simple to implement.

Gardner classic algorithm [7] requires two samples per symbol, ideally one at the
best sampling position and the other at the middle of the two symbols, as Eq. (4.1)
shows.

sðnÞ ¼ xðn� 1=2Þ � ½xðnÞ � xðn� 1Þ� ð4:1Þ

When the received signal is complex, two such computations, one each from the
I and from the Q channel, are added when processing a demodulated carrier signal.
The equation can be rewritten as

sðnÞ ¼ xIðn� 1=2Þ � ½xIðnÞ � xIðn� 1Þ�
þ xQðn� 1=2Þ � ½xQðnÞ � xQðn� 1Þ�

¼ Refxðn� 1=2Þ � ½x�ðnÞ � x�ðn� 1Þ�g
ð4:2Þ

Because the amplitude of GMSK signal envelope is different and the value of the
middle sampling point of two ideal sampling points is not 0. The improved Gardner
timing synchronization method is based on the amplitude of intermediate sampling
point and symbol hopping situation to determine the timing error. When the
sampling clock delay, the principle shown in Fig. 6.

As shown in Fig. 6, t1 is the ideal sampling time, t2 is the actual sampling time,
Mt ¼ t2 � t1 is the residual timing error. When xðnÞ\xðn� 1Þ, Mt is increasing, the
value of xðn� 1=2Þ is smaller. When xðnÞ[ xðn� 1Þ, Mt is increasing, the value
of xðn� 1=2Þ is larger, so that

sðk; nÞ ¼ xðn� 1=2Þ; xðnÞ[ xðn� 1Þ
�xðn� 1=2Þ; xðnÞ\xðn� 1Þ

�
ð4:3Þ

Fig. 6 The principle of
timing synchronization
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Where sðkÞ represents the total error of the kth sample sequence,
sðkÞ ¼ P256

n¼1 sðk; nÞ. In this algorithm, it does not contribute to the useful time error
when adjacent symbols do not jump, so we only consider when adjacent symbol
hopping. In GMSK signal when adjacent symbol hopping, the polarity of ideal
sampling point in each symbol may not hop. So we set a threshold r to determine if
the adjacent symbol hopping. In this paper r = 0.3. It shows as Eqs. (4.4) and (4.5).

sðk; nÞ ¼
xðn� 1=2Þ; xðnÞ � xðn� 1Þ[ r
�xðn� 1=2Þ; xðn� 1Þ � xðnÞ[ r
0; others

8<
: ð4:4Þ

sðk; nÞ ¼ sIðk; nÞþ sQðk; nÞ ð4:5Þ

The algorithm will select a 256-point sequence form M sequences. The result is
shown in Fig. 7.

Where sðkÞ ¼ P256
n¼1 sðk; nÞ, k = 1…M. When sðkÞ at the minimum, the kth

sampling sequence is the output sample sequence. As shown in Fig. 7, when
k = 12, the sampling point of each symbol is the closest to the ideal sampling point,
and the 12th sampling point of each symbol will output to enter the final module.
The capture range of demodulator is usually required ±100 ppm [8]. Within 256
symbol periods, its relative deviation is 2.56%. In this paper M = 40, the accuracy
of the algorithm is 1/40 = 2.5%. It meets the requirements of the demodulator,
while improving system performance and reducing the algorithm complexity.

Fig. 7 The waveform of s(k)
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5 Simulation Results and Analysis

The initial frequency and phase offset has nothing to do with the performance of
frequency and phase offset estimation in this algorithm. The range of frequency
offset capture is �Rb �Rb and the range of phase offset capture is �p=2� p=2.
This paper verifies the performance of the synchronization algorithm through
simulation. Figure 8 shows the performance of the algorithm in the range of offset
capture when Eb=N0 = 10 dB. It also shows the performance of the algorithm in the
range of Eb=N0 = 0 dB to Eb=N0 = 10 dB.

In Fig. 8, it shows that the initial frequency and phase offset has nothing to do
with the performance of frequency and phase offset estimation in this algorithm.
Noise has little effect on the performance of the algorithm. When the noise
increases, the stability of the algorithm decreases slightly. After frequency offset
estimation module and phase offset estimation module. The residual frequency
offset is around 2 Hz and the residual phase offset is around 0.05 rad. So
phase-locked loop can quickly eliminate the residual offset. It voids the loss of data
caused by commonly used loop structure.

In space-based AIS communication systems, the Gaussian channel is the best
approximation. Simulation parameter setting: BT = 0.4, data bit rate Rb is 9.6 kbps.
Using Matlab software to demodulate GMSK signal, each symbol in the demod-
ulator has M sampling points (M = 40), the sampling frequency is fs = 384 kHz.
Storage the sampling sequences. Decimate by M = 40 times the sequences (re-
ducing the sampling frequency to fs ¼ Rb ¼ 9:6 kHz), go into the offset estimation
module. Then compensating the estimated offset to the sequences from the storage.
After low-pass filtering, PLL, timing synchronization and other steps it finally finish
the demodulation. The signal used for demodulation in simulation is generated by
Matlab software. The generated GMSK signal with Gaussian white noise is added

Fig. 8 The performance of offset estimation
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frequency offset and phase offset which are random values in the range of �Rb=2
and �p=2, respectively. The simulation results are shown in Fig. 9. The bit error
rate performance degradation of only 0.3 dB and its performance is better than the
traditional algorithm in the literature [6].

6 Conclusion

LEO satellites equipped with AIS systems complement the navigation satellite
network. The space-based AIS system needs navigation satellite positioning and
timing service support in its work. This paper proposes a synchronization algorithm
adapted to short time burst-mode GMSK signals. The algorithm can accurately
detect the signal. The signal is processed in real time and the offset estimation has
higher accuracy. It locks fast in PLL and voids the loss of data caused by commonly
used loop structure. At the same time, an improved Gardner timing synchronization
method is proposed. And its performance is better than commonly used existing
algorithms. When Eb=N0 = 10 dB, the bit error rate Pb 	 10�4. It is proved that this
algorithm can be used for the actual AIS signal demodulation [9].
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A Novel Analog Threat Analysis
of BDS Signal and Effect on Ranging
Performance

Meng Wang, Chengyan He, Xiaochun Lu, Ji Guo and Li Kang

Abstract Satellite navigation analog threat generate unit abnormal will lead to
signal distortion, navigation signal analog threat will directly affect the ranging,
positioning performance and other user experience. In this paper, the analog threat
signal of BDS are researched and analyzed. Firstly, the large-diameter antenna
receiving system is used to obtain the off-line satellite navigation signal data. Using
the cumulative average method to process the baseband waveforms. Then, the
standard chip correlation technique is used to obtain the optimal symbol waveform.
Secondly, the optimal symbol is modeled based on the 2OS model to determine the
initial value of the r (damping factor) and fd (damped frequency) of oscillation.
The two-dimensional search is used to search r and fd respectively. The mean of
the difference between ideal signal and the real signal waveform are based for the r
and fd of oscillation values. Finally, the simulation and experimental data are used
to verify, the estimation method of the analog distortion parameters of the navi-
gation signal and its influence on the ranging performance are given in detail.
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1 Introduction

The SQM (signal quality monitoring) is an important indicator to detect the normal
orbiting satellites, and the normal orbiting satellites also occur subtle distortion [1].
As a result, the cross-correlation function curve of the local signal and the ground
receiving signal will be deteriorated, and the zero crossings of the S curve will occur
move, thus causing ranging error [2]. The failure of the satellite payload in the
satellite navigation system will lead to distortion of the navigation signal, thus
affecting the user’s ranging performance [2]. Since 1997 GPS-SV19 satellite failure,
the satellite signal failure model analysis has drawn people’s attention [3–5]. The
foreign scholars Alexanhder Michael Miteman, Robert Eric Phelts, P Enge and soon
on, have studied the evil signal model in dept [5]. The most typical research about
the chip distortion model is the 2nd-order step (2OS) model proposed by Robert Eric
Phelts. The model summarizes three possible fault signal models: TMA (digital
distortion), TMB (analog distortion), and TMC (mixed distortion) [3, 5]. ICAO
Annex 10 sets the parameters of the 2OS distortion model for GPS and GLONASS
navigation signal [5]. For GPS and GLONASS systems, chip distortion model has
been quite successful, qualitative and quantitative analysis have achieved remark-
able results. In this paper, the digital threat and analog threat models in the 2nd-order
step (2OS) model are introduced, and the analog threat model is introduced in detail.
The second section introduces the chip extraction method, from the collection of raw
data to the finally selected optimized chip. The third section is based on the
2nd-order step (2OS) model, the analog threat model of the measured BDS signal is
established, and the two-dimensional accurate search method is proposed to obtain
the precise parameter values of the simulation distortion. In the fourth section, the
measured signals and the simulated signals with determined parameters in the third
section are respectively used for verification. The locking points bias are given. It is
further confirmed that the method to determine the simulated distortion parameters in
Step 3 is feasible and effective. In conclusion, the determination of the simulated
distortion parameters plays a supporting role in the signal quality assessment and has
important reference significance for the BDS signal analysis.

2 2OS (2nd-Order Step)

2.1 Digitial Threat (TMA)

Digital threat occurs inside the NDU (navigation data unit), independent analog
threat, this failure as either an advance or delay in the falling edge of C/A code chip
[3], the positive and negative chip waveform width inconsistencies, correlation peak
expansion [2, 6]. This kind of distortion mode generates the dead-zones in the
correlation peak. Figure 1 depicts a delay of 0.3 chips of a chip period, and its effect
on the correlation peak like Fig. 2. We can be get from the Figs. 1–2, the chip is
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delayed (or advanced), the correlation curves also translates entirely backwards or
forwards, and the correlation peak shows a dead-zones. The proposed range of
single TMA parameter Δ, is ±0.12 of a code chip, since larger values produce
waveforms that are easily detectable by multi-correlation signal quality monitors
[6]. At present, a great deal of research has been done on the current BDS digital
threat, so this article only briefly introduces and the follow-up no longer discussed
in detail.

2.2 Analog Threat (TMB)

Analog threat (TMB) occurs in the satellite analog payload module, which is
mainly caused by the on-board transmitter baseband filtering or radio frequency
filtering anomaly [2]. As shown in Fig. 3, analog threat waveform like the
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amplitude modulation and ringing joint effect, independent of digital threat module
[3]. The expression is the jitter of the time-domain chip waveform, the distortion of
the correlation peak, left-right asymmetry, etc. [3, 5]. The analog threat signal can
be regarded as the response of the ideal signal after passing through the
second-order filter [3]. The mathematical expression is as follows:

e tð Þ ¼ 0 t\0
1� exp �rtð Þ cosxdtþ r

xd sinxdt
h i

t� 0

�
ð1Þ

From the above equation, the corresponding impulse response function is:

h r;fdð Þ tð Þ ¼ r2 þx2
d

xd
e�rt sin xdð Þu tð Þ ð2Þ

TMB signal that is:

xTMB tð Þ ¼ xnom tð Þ � h r;fdð Þ tð Þ ð3Þ

among them:

xd ¼ 2pfd; xnom tð Þis ideal signal;

From Fig. 2 and Eq. (1), When r is constant, the larger the fd is, the higher the
dithering frequency of the waveform is. When fd is constant, the larger the r is, the
faster the waveform attenuation tends to the amplitude of the chip; thus, fd affects
the oscillation frequency of the waveform, While d affects the oscillation amplitude
of the waveform [3]. The second-order step (2OS) model proposed by Robert Eric
Phelts gives the specific parameter values under different navigation system and
threat models in detail. We can get from Table 1, For TMB, fd range from 4 to
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17 MHz, and r ranges from 0.8 to 8.8 M/s. fd only extends as low as 4 MHz since
lower frequencies would impact the military signal (P(Y)code), which is more
closely monitored than the C/A code. Frequencies above 17 MHz would be difficult
for the satellite signal hardware to generate. A lower r would unrealistically result
in unstable oscillations on the code chips, larger values of r would not introduce
additional constraints on the avionics since this would future attenuate the oscil-
lations [6].

2.3 Analog Threat Model Correlation Function

The correlation function of analog threat is written as R(s), TMB threat model:

@R sð Þ
@s

¼ u sþTcð Þ � 2u sð Þþ u s� Tcð Þ

h2nd tð Þ � @R sð Þ
@s

¼ e sþTcð Þ � 2e sð Þþ e s� Tcð Þ
ð4Þ

Analog threat correlation peak function as follows:

R s;r; fdð Þ ¼ h2nd s;r; fdð Þ � R sð Þ ¼ E
sþTc

0
� 2E

����
���� s0 þEj s� Tc

0
ð5Þ

And E(t) is one-order response;

E tð Þ ¼
Z t

0
e að Þda ¼

0 t� 0
t� 2r

r2 þx2
d
þ exp �rtð Þ

r2 þx2
d

2rxdtþ r2

xd
� xd

� �
sinxdt

h i
t� 0

(

ð6Þ

Analog threat correlation curve is affected by the sine and cosine function at the
same time, which directly leads to the jitter and asymmetry of the correlation curve
[3]. As shown in the Fig. 3, the correlation curves under different r and fd

Table 1 .

GPS GLONASS

TMA �0:12 chip � D � 0:12 chip �0:11 chip � D � 0:11 chip

TMB D = 0
4 MHz � fd � 17 MHz
0.8 Nesc � r � 8.8 Nesc

D = 0
4 MHz � fd � 17 MHz
0.8 Nesc � r � 8.8 Nesc

TMC �0:12 chip � D � 0:12 chip
7.3 MHz � fd � 13 MHz
0.8 Nesc � r � 8.8 Nesc

�0:11 chip � D � 0:11 chip
4 MHz � fd � 17 MHz
0.8 Nesc � r � 8.8 Nesc
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parameters are simulate respectively. The smaller the fd is, the smaller the fre-
quency of the relevant curve jitter is. When fd is constant, the smaller r is, the
smaller the jitter amplitude of the correlation curve is.

3 Optimal Chip Extraction

Using the 40-m large aperture antenna to obtain the original BDS signal data with
high signal-to-noise ratio and low multipath interference. Firstly, use the software
receiver to process the raw data to obtain the baseband signal Fig. 4a. Then, the
baseband signal is processed with the averaging processing method, we can see that
the baseband waveform amplitude envelope significantly neat. Figure 4c shown
take the standard chip-correlation technology (signal waveform and code impulse
sequence related) [7] to process the signal shown in Fig. 4b for chip recovery.
Figure 4d shown the enlarged view of Fig. 4c. Figure 5 shows the optimized
symbols extracted.
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4 Analog Distortion Model Parameters to Determine
the Method

As shown in Fig. 5, the decay trend of the envelope curve is r, and the difference
between adjacent wave peaks is fd. In order to obtain the initial values of r and fd,
we first extract the special points such as the peak and trough of the optimal chip
waveform. Then, the extracted data are fixed function interpolation fitting.
According to the result of the fitting curve envelope, we obtain initial value about r
and fd. In order to get more accurately estimate r and fd, the chart of the program
structure is proposed as follows Fig. 6. After the pre-processing obtains the initial
values of r and fd, the r and fd with 1000 Hz step search respectively. Based the
mean of difference between the actual signal chip and ideal signal, the minimum
mean difference is the needed ideal waveform, and the corresponding r and fd is
finally determined precise parameter values. Figure 7 shown the minimum mean
difference between the ideal signal and the actual signal chip waveform, we can see
a good fit.

5 Ranging Performance

As shown in Fig. 3, Analog threat will produce the correlation curve fluctuation,
jitter and lead to the left-right asymmetry situation, directly produce the ranging
error. Ideally, the zero crossings of the receiver’s loop phase curve (S-curve), code
ring lock points, should be at a code loop tracking error of 0 [5]. Due to the influence
of analog threat, the lock phase of the code phase detection phase will shift. Set the
lead- lag correlator interval is d, the corresponding S-curve expression is:
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Collect data, processing data ,get the 
initial baseband signal

Accumulated and averaged initial 
baseband signal get optimal code chip

By select the special point, and fit the 
special spot, get the initial value of σ

and fd

 In 1000 step,The two-dimensional 
search is used to search the damping 

factor and damped frequency of 
oscillation respectively

Based the mean of difference between 
ideal signal and the real signal 

waveform ,get the precise value of σ
and fd

end

StartFig. 6 Two-dimensional
search flow chart
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SCurve e; dð Þ ¼ CCF e� d
2

� �����
����
2

� CCF eþ d
2

� �����
����
2

ð7Þ

The locking point deviation e_bias (d) is satisfied:

SCurve ebias dð Þ; dð Þ ¼ 0 ð8Þ

As shown in the Fig. 8, it is the ranging error generated by the measured signal.
As shown in the Fig. 9 which is the ranging error of the simulate signal calculated
by the analog threat parameter adopted in this paper.
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6 Conclusion

In this paper, the model of BDS signal simulation distortion is discussed in detail,
and the parameters of analog threat model are quantitatively deduced. The ideal
signal obtained from the calculated r and fd parameters fits well with the measured
signal. To a certain extent, this article provides support for the quantitative analysis
of the simulated distortion parameters of BDS signals. Based on this, the effect of
analog distorted signal on the ranging performance is verified. The results show
that: (1) the analog threat calculated by the parameters are better fitted to the
measured waveforms; (2) the higher the simulated distortion, the greater the impact
on the ranging performance. These are of great importance to the subsequent BDS
signal quality assessment.
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Analysis of Positioning Performance
of the GNSS Receiver Under Complete
and Incomplete Spoofing

Ya Qi, Rui Xu, Jianye Liu and Weihao Dai

Abstract The GNSS receiver is susceptible to malicious spoofing attack and
further estimates a wrong position which is considered as an arbitrary preset site
from the spoofer. However, when the target receiver is far away from the spoofer,
authentic signals are weak rather than submerged by spoofing signals and some
authentic satellite signals are survival due to satellite geometry. In this case, the
spoofing attack is incomplete and its effects on the positioning estimation of target
receivers become complex. In this study, an improved transmitter-based spoofer is
realized employing the software-defined receiver and used to analyze the posi-
tioning performance of the target receiver under the complete and incomplete
spoofing attack. Simulation results show that the target receiver is possibly con-
trolled by the spoofer under complete spoofing attack and its estimated position is
equal to the spoofer preset position. Under incomplete spoofing, the estimated
position is between the preset position and the genuine position, but is neither.

Keywords GNSS � Software-defined receiver � Spoofing attack
Transmitter-based spoofer � Positioning performance

1 Introduction

Global Navigation Satellite Systems (GNSS) like GPS and Beidou are widely
applied in many fields of civilian and military [1]. Unfortunately, the power level of
GNSS signal received by ground receivers is extremely low due to the large
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distances between the satellites and the receiver, and finally causes the signals highly
vulnerable to interference under complex electromagnetic environment [2, 3].

Spoofing attack is one of the interference and can be divided into generated
spoofing and transmitter/repeater spoofing. Due to low-cost and simple implemen-
tation, repeater spoofing is carried out in many important researches on spoofing
countermeasures over the last decade [4, 5]. Through controlling the time offsets,
Doppler frequency offsets and signal power of spoofing signals, the spoofer can
perform an aggressive spoofing attack with the help of the techniques, software [6, 7]
and hardware tools [8, 9]. Generally, the majority of repeater spoofers emit their
received authentic signals with a certain time delay (referring to pseudorange) [10].
As the result, the spoofer simply deceives the target receiver estimating its position
near to the transmitter rather than an arbitrary preset position [11, 12]. When the time
delays of different signals are controlled and different, the spoofer is able to deceive
the target receiver estimating its position to an arbitrary preset site [13, 14].

However, when the target receiver is far away from the spoofer, the spoofing
signal power is not strong enough to suppress all the authentic signals and part of
authentic satellite signals can also be received by the receiver. In such situation, the
spoofing signals are unable to cover all the received authentic signals, the spoofing
is incomplete. To analyze the incomplete spoofing effects on positioning perfor-
mance of the GNSS receiver, a repeater spoofer based on GNSS Software-Defined
Receiver (SDR) is constructed in this paper by varying the time delay and signal
strength of each satellite spoofing signal. The remainder of this paper consists of
four sections. Section 2 presents the influence of complete and incomplete spoof-
ing. Section 3 presents the implementation of repeater spoofing. Section 4 presents
the experiments for testing the positioning performance of the GNSS receiver under
incomplete spoofing. Finally, conclusions are given in Sect. 5.

2 Repeater Spoofing System

2.1 Signal Model Under Complete and Incomplete Spoofing
Attack

Under spoofing attack, the signal s received by the target receiver can be considered
as mixed signals of the authentic signals sau from N satellites and the spoofing
signals ssp referring to M satellites, as well as noise e, which is written as:

s ¼ sau þ ssp þ e ¼
XN
i¼1

siau þ
XM
j¼1

s jsp þ e ð1Þ

Generally, the spoofing signals are GNSS-like signals, with the same signal
structure to the authentic GNSS signals. For example, the GPS L1 signals are
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composed by 1.023 MHz C/A code, 1575.42 MHz carrier wave and 50 Hz navi-
gation data. The model of the received signal from one satellite is written as:

siau ¼
ffiffiffiffiffiffiffiffiffi
2Pi

au

q
Ci
au t � si
� �

Di
au t � si
� �� �

sin 2pf iautþ hiau
� � ð2Þ

where, the superscript i represents the i-th satellite, the subscript au represents the
authentic signal while the spoofing signal is denoted by the subscript sp in (3), Pi

au

is the average power, Ci
auð�Þ is the C/A code and si is the time delay which equals

the propagation time of the signal from the satellite to the receiver, Di
auð�Þ is the

navigation data, the item of sin 2pf iautþ hiau
� �

is the carrier wave, and f iau is the
carrier frequency including the Doppler frequency.

Similarly, the spoofing signals can be expressed as:

s jsp ¼
ffiffiffiffiffiffiffiffiffi
2Pj

sp

q
C j
sp t � s j þ s jsp

� �
Dj

sp t � s j þ s jsp

� �h i
sin 2pf jsptþ h j

sp

� �
ð3Þ

where, Pj
sp and C j

spð�Þ are the average power and the C/A code of spoofing signals.

Nominally, the spoofed signals have the same C/A code sequence C j
spð�Þ ¼ C j

auð�Þ
as the corresponding authentic signals, but with an additional time delay s jsp which
is set according to the spoofing requirement such as the artificial spoofing position.
The navigation data Dj

spð�Þ of the spoofing signals is same to that of the corre-
sponding authentic signals for the transmitter-based spoofing and different for the

generator-based spoofing. For the spoofing carrier sin 2pf jsptþ h j
sp

� �
, the frequency

is usually same to the authentic frequency or match to the variation of code time
delay. For focusing on the position estimation performance of the target receiver,
the carrier wave of spoofing signals, in this study, are simplified as the same as
authentic signals, that is f jsp ¼ f jau and h j

sp ¼ h j
au.

An powerful spoofer is considered to control the target receiver completely. In
such case, Psp � Pau and M�N, the authentic signals vanish in the received
signals and the signal model can be shorten as

s ¼
XM
j¼1

s jsp þ e ð4Þ

In practice, the spoofer is commonly fixed in the ground and its signals are
attenuated gradually during the propagation to a long-distance target receiver. In
this case, the authentic signal is weak but not totally suppressed, Psp � Pau. On the
other hand, long distance possible leads to different satellite geometry, and hence
different satellites observed by the target receiver, M\N. The two incomplete
spoofing situations cause that the target receiver collects authentic and spoofing
signals simultaneously and the effects of the authentic signals cannot be ignored.
The signal model under incomplete spoofing attack is same to (1).
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• Situation 1: Psp � Pau

When spoofing signal power is not strong enough, Psp � Pau, it is obvious that
the spoofing signal still has influence on the target receiver operating in tracking,
and an illustration of complete and incomplete spoofing attack is given in Fig. 1.

When the spoofing signal power is much larger than the authentic signal power,
as shown in Fig. 1 (upper), the spoofer will drag the correlation peak away from the
genuine peak to the counterfeit peak when the spoofing occurs. The estimating error
s0sp equals to preset time delay ssp, which is the signal delay of the spoofing signal.
The correlation peak calculated from the value of non-coherent integration is
influenced by the signal power. For lower spoofing signal power, as shown in Fig. 1
(bottom), the spoofing signals are no longer dominant in the tracking loop, and the
correlation curve of received signals, which is the combination peak in Fig. 1
(bottom), will be bilaterally asymmetric. In this case, the phase detector of code
tracking loop will adjust code phase to correct the output of correlation, and the
introduced estimating error s0sp is smaller than the preset time delay ssp.

• Situation 2: M\N

When the satellite geometry received by the target receiver changes, the posi-
tioning performance will vary accordingly. Assuming that several satellite signals
from a certain region are attacked by spoofing signals, the estimated position of the
target receiver will deviate from the authentic site. According to the principle of
three-sphere intersection measurement as shown in Fig. 2, the influence in the line
between the target receiver and the area where satellite signals are deceived is the
most obvious. When the preset signal delays lag behind the authentic signals,
ssp [ 0, the estimated position will shift to the opposite direction of the area where
the satellite signals are spoofed. The relation between the preset signal delay ssp and
the offset distance is nonlinear, which needs further research in the future.

Fig. 1 Correlation results
under complete spoofing
(upper) and incomplete
spoofing (bottom) attacks
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2.2 Positioning Model Under Spoofing Environment

The GNSS receiver obtains the pseudoranges between the receiver and satellites
and then estimates the position with at least four pseudoranges. The pseudorange of
the i-th authentic GNSS signal qaui can be expressed as:

qaui ¼ ri þ dtu þ ep ð5Þ

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xð Þ2 þ yi � yð Þ2 þ zi � zð Þ2

q
ð6Þ

where, ri is the distance between the receiver and the i-th satellite, dtu is the clock error
of the receiver, which is related to the GNSS receiver clock, ep is the sum of other
errors. xj; yj; zj ðj ¼ 1; 2; 3; 4. . .Þ and x, y, z represent the coordinates of the i-th
satellite and the receiver under Earth Center Fixed coordinate system. The j-th
spoofing GNSS signal qspj has the same pseudorange model as the authentic signal:

qspj ¼ qauj þ s jsp þ ej ¼ rj þ dtu þ s jsp þ e0j ð7Þ

where, s jsp is the product of the preset time offset ssp and the speed of light

c s jsp ¼ ssp � c
� �

, ej is the noise produced by the spoofer.

Fig. 2 The illustration of three-sphere intersection measurement of the incomplete spoofing
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For complete spoofing, all the authentic signals are submerged by spoofing
signals. The positioning equations can be expressed as:

q1 ¼ qsp1 ¼ r1 þ dtu þ s1sp þ e01
..
.

qM ¼ qspM ¼ rM þ dtu þ sMsp þ e0M

8><
>:

ð8Þ

Under complete spoofing, when all the spoofing signals have the same preset
time delay s jsp ¼ ssp, the common time delay ssp can be viewed as the clock error

increment of the target receiver, dt0u ¼ dtu þ ssp
� �

, and the preset site of the spoofer
can only be the position of the transmitter. When time delays vary from spoofing
signals, theoretically, the spoofer can drag the target receiver to any excepted
location through the control of preset time delay sisp.

For incomplete spoofing, the authentic signals are weak but not totally sup-
pressed. The positioning equations can be expressed as:

q1 ¼ qsp1 ¼ r1 þ dtu þ s1sp þ e01
..
.

qM ¼ qspM ¼ rM þ dtu þ sMsp þ e0M
qMþ 1 ¼ qauMþ 1 ¼ rMþ 1 þ dtu þ eMþ 1

..

.

qN ¼ qauN ¼ rN þ dtu þ eN

8>>>>>>>>><
>>>>>>>>>:

ð9Þ

In this case, the position of the target receiver is influenced by both spoofing
signals and authentic signals. The effect of incomplete spoofing is analyzed in the
Sect. 2.1. The change on estimated pseudoranges can be viewed as the change on
distance between the receiver and the i-th satellite, as shown in (10), and revealed in
the deviation of estimated position, as shown in (11).

r01 ¼ r1 þ s1sp
..
.

r0M ¼ rM þ sMsp
r0Mþ 1 ¼ rMþ 1

..

.

r0N ¼ rN

8>>>>>>>>><
>>>>>>>>>:

ð10Þ

r0j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xj � x0
� �2 þ yj � y0

� �2 þ zj � z0
� �2q

ð11Þ

where, x0; y0; z0 represent the coordinates of the target receiver under Earth Center
Fixed coordinate system.
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3 Implementation of Repeater Spoofing

The spoofer receives the GPS L1 signals, where the necessary parameters of the
spoofing signals are obtained through sampling, acquisition and tracking.
According to (2), the authentic satellite signals are composed by spreading code,
carrier wave and navigation data, which are obtained from tracking results. Though
separating and reconstructing each satellite signal, we can get a replica of the
authentic signals. To affect the target receiver operating in tracking mode, the C/A
code sequence, navigation data and carrier wave of spoofing signal are same to the
authentic, as shown in (3), with the preset time offsets ssp reflecting in spreading
code phase and signal power Psp different.

Considering the possibility of incomplete spoofing, the number of spoofing
signals and the spoofing signal power are under control in accordance with the
requirements of tests. Through adjusting the parameters of spoofing signals,
spoofing attacks are simulated to analyze the positioning performance of the target
receiver under the incomplete spoofing.

4 Experiment and Analysis

4.1 Experiment Method and Environment

Data was received by the GNSS Software-Defined Receiver on the roof of
No. 1 building, college of automation engineering, Nanjing University of
Aeronautics and Astronautics, on September 18, 2017. The position measured by a
dual-frequency commercial receiver is 118.7926358°E, 31.9388758°N, 51.82-m
Height. The parameters of the target GNSS receiver are shown in the Table 1.

In the simulation, the GPS satellites are divided into four regions according to
satellite distribution with the azimuth angle 0–360° at intervals of 90°, as shown in
Fig. 3. The satellites respectively contained by the four regions are PRN 24 and 15
(Northeast Region—Region I), PRN 10 and 32 (Southeast Region—Region II),
PRN 21 (Southwest Region—Region III), PRN 12 and 25 (Northwest Region—
Region IV).

To analyze the positioning performance of GNSS receiver under the incomplete
spoofing, two tests are carried out:

Table 1 The parameters of
the target GNSS receiver

Sampling frequency 16.3676 MHz

Intermediate frequency 4.12397 MHz

PLL bandwidth@Integration time 10 Hz@1 ms

DLL bandwidth@Integration time 1 Hz@1 ms

Early-late chip spacing 0.5 chip
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Test 1: The spoofing attack is complete. According the preset position (50 m
away from the receiver-spoofer in the direction toward the east), the preset

time delays sisp vary from different satellite signals sisp 6¼ s jsp; i 6¼ j; i 2 ½1;N�;
�

j 2 ½1;N�Þ. In this test, the preset time delays of PRN 24, 15, 12, 25, 21, 32, 10 are
−28, −13, −18, −12, 38, 60, 50 m respectively.

Test 2: The spoofing attack is incomplete. We assume that one region of the
satellite distribution is attacked by spoofing signals, and the preset time delay of

spoofing signals is 50 m sisp ¼ 50m; i 2 ½1;M�;M\N
� �

. Considering the influ-

ence of spoofing signal power, the test is divided into two cases: (a) the spoofing
signal power is large enough to submerge the authentic signals Pau 	 Psp

� �
and

(b) the spoofing signal power decays during the propagation and is similar to the
authentic signal power Pau � Psp

� �
.

4.2 Simulation Results and Analysis

Figure 4 shows the positioning results of target receiver under complete spoofing of
Test 1. In the results, we set the authentic position of target receiver as the reference
position. To a certain extent, the estimated position of target receiver is nearly same
as the preset position, which is in agreement with the analysis in Sect. 2.2. In this
case, the spoofing signals play a dominant role in the position and fool the target
receiver to any position with suitable settings of time delay sisp i 2 ½1;N�ð Þ.
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Figure 5 shows the positioning results of target receiver under incomplete
spoofing of Test 2. As shown in Fig. 5a, c, the estimating error s0sp reflecting in the
deviation is related to spoofing signal power. The deviations of case (b) are mostly
smaller than that of case (a). Compared with complete spoofing, the incomplete
spoofing with smaller spoofing power is influenced by authentic signals and the
positioning deviation is smaller accordingly. Under incomplete spoofing, the esti-
mated position deviation of target receiver is related to satellite geometry obtained
by the receiver. In the horizontal direction, the estimated location of target receiver
is related to the azimuth angle of spoofed satellites. For example, when the signals
from satellites in the Region I (Azimuth: 0–90°) under spoofing attack, the target
receiver position shifts to the Region III (Azimuth: 180–270°), and the deviations
are 9.47 m and 6.63 m in the north, 30.98 m and 8.88 m in the east respectively.
The offset distance depends on the time delay which is affected by the spoofing
signal power and authentic signal power. However, the position of the target
receiver in height direction does not show a clear regularity, as shown in Fig. 5b, d.
Though experiments carried out in this paper, the analyses of the incomplete
spoofing influence on the GNSS receiver in the Sect. 2 are verified.

Fig. 4 Positioning results of target receiver under complete spoofing
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5 Conclusion

The GNSS repeater-based spoofer poses a greater threat to civilian receiver at
present. When the site of the spoofer is far away from the target receiver, the
influence of spoofing signals will be complex. In this paper, the positioning
performance of a GNSS receiver under complete and incomplete spoofing are
described in detail. The theoretical analyses and simulation results show the
following conclusions:

(a) Complete spoofing attack, theoretically, can deceive the positioning result of
the target receiver to any expected position with suitable settings of signal
delays.

(b) Under incomplete spoofing attack, which revealing in the spoofing power or the
coverage of signals incomplete, the existence of authentic signals has influence
on the positioning results. When the spoofing power is incomplete, the actual
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deviation s0sp is smaller than the preset deviation ssp; when the coverage of
signals is incomplete, the actual position will shift in the line between the
authentic position and the area where the spoofed satellites lie, and the devi-
ation is related to the distance between the receiver and the satellite, the preset
time delay and spoofing signal power.

Further study will consider the influence of incomplete spoofing on the spoofing
process, such as the influence on code loop and tracking state.
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Subcarrier-Abstracted Multi-frequency
Constant-Envelope Multiplexing
and Its Implementation Optimization

Junjie Ma, Zheng Yao and Mingquan Lu

Abstract More and more signals are broadcast by navigation satellite systems
nowadays to satisfy users’ diversified needs in positioning, navigation and timing
(PNT). We usually adopt multiplexing techniques to combine several signals into an
integrated signal to save transmission link resources. Since the high-power amplifier
on satellite operates at the nonlinear saturation region, the multiplexed signal is
required to have constant-envelope characteristic. At present, single frequency
constant-envelope multiplexing (CEM) techniques have been studied thoroughly.
However, the research in multi-frequency constant-envelope multiplexing still needs
to be strengthened. In this paper, we propose a subcarrier-abstracted multi-frequency
constant-envelope multiplexing (SAMCEM) technique. We substitute the continu-
ous sinusoidal subcarrier by step-shape subcarrier, and construct the signal space
using the view of orthogonality. Based on these mathematical preliminaries, we set
up an optimization problem, which maximizes multiplexing efficiency under the
constraint of constant envelope. The output of our method is a phase look-up table
(LUT). Our method breaks the limitations in subcarriers, the number of signals, and
power and phase relationship among signals, overcoming drawbacks of the existing
multi-frequency multiplexing techniques with better flexibility and universality and
can achieve optimal multiplexing efficiency. This technique serves as a candidate
technique to support the improvement in signal scheme of BDS III. In this paper, we
also improve the engineering implementation of multi-frequency CEM.
A low-redundancy LUT storage scheme is proposed, which can save half of the
storage resource in dual-frequency multiplexing. Besides, pipeline structure is
adopted to generate multi-frequency CEM signals, which can help avoid transmitted
phase error in multi-frequency CEM.
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J. Ma � Z. Yao (&) � M. Lu
Department of Electronic Engineering, Tsinghua University,
Beijing 100084, China
e-mail: yaozheng@tsinghua.edu.cn

© Springer Nature Singapore Pte Ltd. 2018
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2018
Proceedings, Lecture Notes in Electrical Engineering 498,
https://doi.org/10.1007/978-981-13-0014-1_14

147

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0014-1_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0014-1_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0014-1_14&amp;domain=pdf


1 Introduction

The design of navigation signals is a crucial part in the construction of global
navigation satellite systems (GNSSs). Superior signal scheme can boost the per-
formance of the whole navigation system. Multiplexing technology is an important
part in navigation signal design. Because the high-power amplifier on satellite
operates in the nonlinear saturation region, the multiplexed signal is required to
have constant-envelope characteristic. In single-frequency CEM, all signals
involved in multiplexing have the same central frequency, while in multi-frequency
CEM signals may have several different central frequencies. In existing GNSSs,
multi-frequency CEM usually means dual-frequency CEM. Therefore, we mainly
focus on dual-frequency CEM case in this paper.

After years of research, the single-frequency constant-envelope multiplexing
technology has gradually become mature. A series of single-frequency CEM
methods are proposed, such as majority voting (MV) [1], Interplex [2] and POCET
[3]. POCET sets no restrictions in the number of signals, power and phase rela-
tionship among signals, and multiplexing efficiency can always be optimal. As for
multi-frequency CEM technology, alternate binary offset carrier (AltBOC) modu-
lation [4], asymmetric constant envelope binary offset carrier modulation
(ACEBOC) [5], and equilong segment asymmetric constant-envelope binary offset
carrier (ES-ACEBOC) modulation [5] are most representative. However, these
methods are limited in the number of signals, power and phase relationship among
signals, the number of subcarrier segments and so on. In [6] a universal
multi-frequency CEM method named rotating POCET (R-POCET) is proposed,
which overcomes the above limitations but the multiplexing efficiency is not
optimal. To solve these problems in multi-frequency CEM, this paper proposes
subcarrier-abstracted multi-frequency constant-envelope multiplexing (SAMCEM)
technique. Our method can achieve optimal multiplexing efficiency without the
limitations in traditional multi-frequency CEM methods.

Improvements in engineering implementation of multi-frequency CEM are also
discussed in this paper. We propose a low-redundancy phase look-up table
(LUT) storage scheme based on the inherent symmetry of multi-frequency CEM
subcarrier waveforms, which consumes only half of the storage resources compared
with traditional implementation structure. Apart from this, pipeline structure is
utilized in the generation of multi-frequency CEM signals to help avoid transmitted
phase error caused by high clock frequency in multi-frequency CEM.
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2 Model and Methodology

2.1 Discrete Equivalent Subcarriers

Considering the combination of n independent signals with certain power and phase
relationship among them, the integrated signal by direct superposition can be
expressed as

sðtÞ ¼
Xn
i¼1

ffiffiffiffiffi
Pi

p
expðj/iÞsi;RFðtÞ; ð1Þ

where Pi and /i are the transmitted power and phase of component i respectively.
si;RFðtÞ is the ith radio frequency signal.

si;RFðtÞ ¼
Xþ1

k¼�1
ð�1Þci½k�diðtÞpiðt � kT ðiÞ

c Þ expðj2pfitÞ

¼ siðtÞ expðj2pfitÞ
ð2Þ

where ci½k�; diðtÞ; expðj2pfitÞ are the spreading code with chip rate 1=TðiÞ
c , navi-

gation data, and complex carrier with frequency fi of signal i respectively. piðtÞ is
chip waveform of the spreading code, which is zero outside interval t 2 ½0; TcÞ, the
definition is given in (3)

piðtÞ ¼
XMi�1

q¼0

mi½q�wTðiÞ
p
ðt � qT ðiÞ

p Þ; ð3Þ

in which w
TðiÞ
p
ðtÞ and T ðiÞ

p are

w
TðiÞ
p
ðtÞ ¼ 1; 0� t\TðiÞ

p

0; else

�
ð4Þ

T ðiÞ
p ¼ T ðiÞ

c

Mi
: ð5Þ

Mi is the number of waveform segments, and mi½q� denotes the value of chip
waveform in the qth segment. Most of the existing spreading chip waveforms in
GNSSs are bipolar, which means mi½q� ¼ �1 in (3).

Since high-power amplifiers on satellites operate at the nonlinear saturation
region, the fluctuation of signal envelope will cause amplitude and phase distortion,
and degrade the performance of navigation signals. However, multiplexing by
direct superposition defined in (1) usually does not meet the constant-envelope
requirements. Therefore we have to introduce additional signals to the integrated
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signal so that the envelope of the integrated signal is constant, as shown in (6). We
should also diminish the interference of these additional signals to initial signal
components.

sCEðtÞ ¼
Xn
i¼1

ffiffiffiffiffi
Pi

p
expðj/iÞsiðtÞ expðj2pðfi � f0ÞtÞþ~sðtÞ

" #
expðj2pf0tÞ

¼ sCE0ðtÞ expðj2pf0tÞ
ð6Þ

In (6), ~sðtÞ is the introduced additional signal, and f0 is the central frequency of
CEM signal. sCE0ðtÞ denotes the base-band CEM signal, which can always be
expressed as the form of phase modulation, as shown in (7),

sCE0ðtÞ ¼
Xþ1

l¼�1
A expðjh½l�ÞwTlðt � lTlÞ ð7Þ

where h½l� is the transmitted phase when t 2 ½lTl; ðlþ 1ÞTlÞ. Tl should guarantee the
value of siðtÞ is constant when t 2 ½lTl; ðlþ 1ÞTlÞ for i ¼ 1; . . .; n. A is the envelope
of CEM signal. fi � f0 is the subcarrier frequency of signal i, which is denoted as fsi
for simplicity. In dual-frequency CEM, fsij j is constant. The key point in (7) is that
the transmitted phase of the integrated signal in interval t 2 ½lTl; ðlþ 1ÞTlÞ does not
vary. Accordingly, we can substitute complex sinusoidal subcarrier by step-shape
subcarrier with the same receiving effect. Figure 1 depicts the equivalent step-shape
subcarrier and the original sinusoidal subcarrier.

We further transform the step-shape subcarrier into discrete signal vectors. Let
F ¼ fl = fsij j, then the step-shape subcarrier could be abstracted as a vector ei, where
sgn(▪) means the sign function.

ei ¼ F
p
sinðp

F
Þ½expðj p

F
sgnðfsiÞÞ expðj 3pF sgnðfsiÞÞ. . .

expðj 2p
F

ðlþ 1
2
ÞsgnðfsiÞÞ. . . expðj ð2F � 1Þp

F
sgnðfsiÞÞ�T

ð8Þ

We use normalized subcarrier vector ~ei ¼ ei= eik k in other parts of this paper for
simplicity.

2.2 Multiplexing Efficiency Optimization Based
on Orthogonal Basis

Multiplexing efficiency is an important criterion to evaluate a CEM scheme, which
is defined as the power proportion of useful signals in the integrated signal.
Most CEM techniques aim at optimizing multiplexing efficiency [3, 5–7]. In [7], a
method for optimizing the multiplexing efficiency based on orthogonal basis is
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proposed with outstanding performance and clear physical meaning. This subsec-
tion will use the orthogonal basis opinion to optimize multiplexing efficiency.

Since superposition of signals generally do not have constant-envelope char-
acteristics, additional signals need to be introduced to make the composite signal
has a constant envelope, as shown in Eq. (6). The additional signals will degrade
multiplexing efficiency, and cause interference to the original signals. In order to
reduce this interference, it is pointed out in [7] that the additional signals should fall
in the orthogonal complementary space of the original signal. Therefore, we need to
clarify the vector space of the original signals first.

For n BPSK signals, all possible combinations of signal values can be taken as
the first n columns of the 2n order Hadamard matrix [8, 9]. The corresponding
Hadamard matrix of three-signal case is given in Fig. 2 as an example, and the first
three columns of the matrix correspond to the three signals participating in the
multiplexing. We denote the ith signal as si.

In Sect. 2.1, we give the normalized equivalent subcarrier vector. Therefore in
multi-frequency CEM the ith signal could be expressed as

~si ¼ si � ~ei; ð9Þ

where � denotes Kronecker product. All the n signals span multi-frequency signal
space, which is the column space of S.
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Fig. 1 Equivalent step-shape subcarrier of original sinusoidal subcarrier
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S ¼ ~s1 ~s2 . . . ~sn½ � ð10Þ

As mentioned above, the introduced additional signals must fall in the orthog-
onal complementary space of the original signal space, whose basis could be
constructed by Gram-Schmidt orthogonalization. These basis vectors are the col-
umns of matrix S?. Let C ¼ S S?

� �
, we require that C satisfy CCH ¼ 2nI.

A CEM scheme is a mapping between the combination of signal values and the
transmitted phases, as shown in (11), where h consists of the transmitted phases of
the integrated signal for different signal combinations.

S ¼ ~s1 ~s2 . . . ~sn½ � ! exp(jhÞ ð11Þ

Based on orthogonal basis, multi-frequency CEM signal can be constructed by

Sws þ S?wm ¼ A expðjhÞ ð12Þ

in which ws is the linear combination coefficients of original signal vectors
reflecting power and phase relationship among signals, the ith component of ws is

wsðiÞ ¼ eik k�1 ffiffiffiffiffi
Pi

p
expðj/iÞ: ð13Þ

Pi and /i have the same definition as in Eq. (1). wm is the linear combination
coefficients of the additional signal vectors. A is the amplitude of the integrated
CEM signal. h is the transmitted phase vector of the multiplexed signal, whose ith
component corresponds to the ith combination case of signal values, that is the ith
row of S.

In addition to minimizing the interference of the additional signals on the
original signal, we also need to minimize the power of the additional signals to
achieve better multiplexing efficiency. The calculation formula of multiplexing
efficiency in multi-frequency constant-envelope multiplexing is shown in (14),
which reflects the power proportion of useful signals in the integrated signal.

Fig. 2 Hadamard matrix of
three-signal case
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g ¼ F�1 Pn
i¼1 Pi

wsk k2 þ wmk k2 ð14Þ

Pn
i¼1 Pi and wsk k2 are decided by signal designers, therefore we only need to

minimize wmk k2.
Let w ¼ ½wT

s wT
m�T, sCE ¼ Cw, sCEðiÞ denotes the ith component of sCE. We

build the optimization problem as below

arg min
wm

wmk k2

s:t: max
i
ð sCEðiÞk kÞ �min

j
ð sCEðjÞk kÞ ¼ 0

8<
: : ð15Þ

We can use gradient descent method in [7] or other numerical methods to solve
this optimization problem. When wm is determined, we substitute it into the
expression of sCE and solve the optimal transmitted phase vector h. We name the
multi-frequency CEM technique in this paper as Subcarrier-Abstracted
Multi-frequency Constant-Envelope Multiplexing (SAMCEM).

3 Implementation Issues

3.1 Phase Look-up Table

In Sect. 2, we have introduced the mathematical model of multi-frequency CEM,
and abstracted the equivalent subcarrier vector of the original sinusoidal subcarrier,
then an optimization problem is set up to solve the optimal transmitted phase vector
h. However, the phase vector h is difficult to be implemented directly in engineering
and it is necessary to convert it to a more easily-realized form.

It is stated that constant-envelope multiplexing scheme is actually a mapping
between the combination of signal values and the transmitted phase, as shown in
(11). In multi-frequency CEM, the combination of the multi-frequency signals’
values is related to both the current value of original signals (without subcarriers)
and the current value of the equivalent subcarriers. In practical engineering
implementation, there is no need to reproduce the equivalent subcarriers, because
values of equivalent subcarriers can be determined by the time information.
Suppose current time is t, let Tsc ¼ 1= fsij j, if modðt; TscÞ=Tsc belongs to interval
ði� 1Þ=F; i=F½ Þ, current time corresponds to the ith component of the subcarrier
vector. (Tsc and F have been defined in Sect. 2.) Therefore we can construct a phase
look-up table (LUT) with dimension F � 2n. The transmitted phase is determined
according to current time and the current value combination of the original signals.
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For example, for the multi-frequency CEM of three-signal case, we assume
F ¼ 8, the LUT of CEM scheme is shown in Table 1, where hi denotes the ith
component of h.

3.2 Low-Redundancy LUT Storage Scheme

Since the transmitted phase is not only related to current value combination of the
original signals but also to the current time, the storage consumption of the
multi-frequency CEM LUT is much larger than that of single-frequency CEM. We
hope to minimize redundant storage by analyzing the intrinsic structure of phase
LUT.

We can reduce the storage consumption to half of the original LUT for
dual-frequency CEM. The reduction in storage is due to the fact that there are
identical rows in matrix S, that is, the combination of signal values (including
subcarriers) are the same. We denote the kth component of si by siðkÞ, then we have

siðkÞ ¼ �sið2n þ 1� kÞ ð16Þ

When F is even, we have

~eiðmÞ ¼ �~eiðmodðF=2þm� 1;FÞþ 1Þ; ð17Þ

where ~eiðmÞ is the mth component of ~ei. Furthermore, we can deduce that

~siðFðk � 1ÞþmÞ ¼ ~siðFð2n � kÞþ mod ðF=2þm� 1;FÞþ 1Þ ð18Þ

hðFðk � 1ÞþmÞ ¼ hðFð2n � kÞþ mod ðF=2þm� 1;FÞþ 1Þ: ð19Þ

In Fig. 3, we show this intrinsic symmetry when n ¼ 3 and F ¼ 8.

Table 1 Phase LUT of CEM
in three-signal case with
F = 8

s1 −1 −1 −1 −1 1 1 1 1

s2 −1 −1 1 1 −1 −1 1 1

s3 −1 1 −1 1 −1 1 −1 1

½0; 18ÞTsc h1 h9 h17 h25 h33 h41 h49 h57

½18 ; 14ÞTsc h2 h10 h18 h26 h34 h42 h50 h58

½14 ; 38ÞTsc h3 h11 h19 h27 h35 h43 h51 h59

½38 ; 12ÞTsc h4 h12 h20 h28 h36 h44 h52 h60

½12 ; 58ÞTsc h5 h13 h21 h29 h37 h45 h53 h61

½58 ; 34ÞTsc h6 h14 h22 h30 h38 h46 h54 h62

½34 ; 78ÞTsc h7 h15 h23 h31 h39 h47 h55 h63

½78 ; 1ÞTsc h8 h16 h24 h32 h40 h48 h56 h64
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From (18) and (19), we can assert that the transmitted phase in row m, column
k is the same as the phase in row ðmodðF=2þm� 1;FÞþ 1Þ and column
ð2n þ 1� kÞ. For example, if Table 1 corresponds to dual-frequency CEM, we only
need to store the left half of the original LUT, the phases on the right half of LUT
can be found on the left because of the intrinsic symmetry of LUT.

The phase LUT for dual-frequency CEM schemes such as AltBOC [4],
ES-ACEBOC [5] and ACEBOC [5] all have the intrinsic symmetry analyzed in this
section and can apply the low-redundancy storage scheme.

3.3 Pipeline Structure in the Generation of Multi-frequency
CEM Signals

Pipeline structure has successful applications in the design of circuits and proces-
sors. It divides the whole process into several stages. Each stage occupies a single
clock cycle, and different stages can be executed in parallel. Therefore, pipeline
structure helps to improve the throughput rate of the program and relax the
requirements in hardware performance.

The clock frequency is much higher in multi-frequency CEM than in
single-frequency CEM. As a result, the transmitted phase look-up should be fin-
ished in much shorter interval. The multi-frequency CEM signal generation could
be divided in three stages.

1. Time chip counting for subsequent phase look-up and signal generation.
2. Access to memory to get PRN code, navigation data and so on.
3. Phase look-up according to the value combination of signals and current time.

Fig. 3 Symmetry of si and
ffiffiffiffi
F

p
~ei
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Traditional single cycle structure requires that the above three steps are
accomplished in the same clock cycle, as shown in Fig. 4.

When hardware performance is not good enough or the driving clock frequency
is too high, the traditional single cycle structure may cause transmitted phase error.
However, for pipeline structure the three stages can be executed in parallel in a
single clock cycle. This feature helps relax the requirements in hardware perfor-
mance and could avoid phase error. Pipeline structure for multi-frequency CEM is
shown in Fig. 5.

In order to ensure the correctness of results in each stage, pipeline registers need
to be added between stages to save the execution results of current stage so that next
stage could use them. The data path diagram of pipeline structure is shown in
Fig. 6.

Pipeline structure can be partitioned into several units, including COUNTER,
ROM, ALU and PHASE MUX, responsible for time chip counting, storage,
operation, and phase look-up respectively. When we generate multi-frequency

Fig. 4 Single cycle structure of multi-frequency CEM

Fig. 5 Pipeline structure of multi-frequency CEM
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CEM signal in experiment, we found that the output of PHASE MUX is incorrect
sometimes if we adopts traditional single cycle structure, while the result is always
right if pipeline structure is applied.

4 Simulation Results

In this section we compare the performance of SAMCEM with ES-ACEBOC, an
advanced multi-frequency CEM technique to highlight the advantages of
SAMCEM in flexibility, universality, and multiplexing efficiency. Let UI, UQ
denote signals on the upper frequency band with phases in quadrature, and LI, LQ
denote signals on the lower band also with phases in quadrature. The power allo-
cation among the four signals is PUI : PUQ : PLI : PLQ ¼ 1 : 3 : 1 : 3. In the
SAMCEM method, we need to determine the number of subcarrier segments F, the
linear combination coefficients of the signal vectors ws and the equivalent sub-
carrier vectors ~ei. We set the number of subcarrier segments to 8 to compare with
ES-ACEBOC. We could choose ws ¼ ½ 1 ffiffiffi

3
p

j expðjhÞ ffiffiffi
3

p
j expðjhÞ �T, where

h denotes the angle between UI and LI. The equivalent subcarriers of the four
signals are

Fig. 6 Data path diagram of pipeline structure
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~e1 ¼ 1
2
ffiffi
2

p ½expðj p8Þ expðj 3p8 Þ expðj 5p8 Þ. . . expðj 15p8 Þ�T
~e2 ¼ ~e1 ~e3 ¼ ~e4 ¼ conjð~e1Þ

:

conjð�Þ means conjugation. Now we are able to solve problem (15), and calculate
the optimal transmitted phases and multiplexing efficiency. The multiplexing effi-
ciency of SAMCEM with different h is depicted in Fig. 7.

Multiplexing efficiency changes with h, as shown in Fig. 7. As a consequence,
we could select appropriate h to maximize multiplexing efficiency by using
SAMCEM. Under the above circumstance, the optimal multiplexing efficiency
reaches 76.9%, while multiplexing efficiency of ES-ACEBOC is only 75.6%. This
is because ES-ACEBOC can only deal with the case where the angle between UI
and LI is zero, and there are some unnecessary constraints in the optimization
problem.

Furthermore, we study the multiplexing efficiency of SAMCEM with different h
and F, as Fig. 8 shows. The value of F is set to 4; 6; . . .; 24. Simulation results show
that optimal multiplexing efficiency is 81.06% when F is 12 or 24. For the sim-
plicity of engineering implementation, we set F to 12 and h to 0. As ES-ACEBOC
can only handle the cases with F ¼ 8, its multiplexing efficiency is inferior.
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5 Conclusions

In this paper we propose a subcarrier-abstracted multi-frequency constant-envelope
multiplexing (SAMCEM) technique. SAMCEM substitutes the sinusoidal subcar-
riers by equivalent discrete subcarriers, and construct the signal space in the view of
orthogonality. Based on these mathematical preliminaries, we set up an optimiza-
tion problem, which maximizes multiplexing efficiency under the constraint of
constant envelope. We will get the optimal transmitted phases after solving the
numerical optimization problem. SAMCEM breaks through the limitations of
existing multi-frequency constant-envelope multiplexing methods in terms of the
number of signals, the number of subcarrier segments, and power and phase con-
straints in signals, which greatly increases the design flexibility and generality.
SAMCEM could provide technical support for BDS III in further improvement of
navigation signals.

In addition, this paper improves the engineering implementation of
multi-frequency constant-envelope multiplexing by adopting pipeline structure to
generate multi-frequency multiplexing signal, which solves the problem of phase
output error at high clock rate. Besides, we reduce the redundancy in phase look-up
table by exploiting the inherent symmetry of equivalent subcarriers. For
dual-frequency constant-envelope multiplexing, the low-redundancy storage
scheme reduces the amount of storage to 50% of the original.
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Design and Field Test of a GPS Spoofer
for UAV Trajectory Manipulation

Minghan Li, Yanhong Kou, Yong Xu and Yachuan Liu

Abstract With the frequent occurrence of unmanned aerial vehicle
(UAV) accidents, GPS spoofing has become a hot technology in the field of
low-altitude UAV management and control. Nowadays several cases of successful
live UAV deception by generating GPS spoofing signals have been reported. The
description of the spoofing strategy for manipulating UAV trajectories, however, is
not detailed. In addition, most spoofing devices on the market rely on bulky
commercial GNSS signal simulators. In order to spoof the UAV in actual flight
environments, this paper designs and implements a miniature GPS spoofer, and
proposes a spoofing strategy for the calculation of the misleading position of the
UAV. The model of the spoofing signal transmitted by the spoofer is established,
and the difference of signal state parameter calculation between a spoofer and a
common simulator is comparatively analyzed. Finally, a field test is conducted,
where error position and velocity outputs of a commercial receiver and a target
receiver onboard an UAV are under control. In addition, we successfully make the
UAV land on the spoofing position by using the intelligent return function of the
UAV. The results verify the correctness of the spoofing strategy and the signal
model, as well as the effectiveness and feasibility of the designed spoofer.

Keywords GPS spoofing � Spoofing strategy � Spoofer � UAV

1 Introduction

At present, UAV applications and flight ranges are expanding, which brings great
potential security problems to other aircraft in the complex airspace environment as
well as ground personnel and property [1]. Therefore, it is necessary to control and
disperse the UAV. It will make the control more threatening and covert to control
the UAV with the help of the GPS spoofing technology. Generative GPS spoofing
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technology can simulate and transmit GPS spoofing signals at any given time and
position autonomously, and guide the target receiver to lock the signal and output
controlled error positions and velocities [2].

In the field of spoofing technology, several successful cases of live UAV
deception by generating GPS spoofing signals have been reported. The most active
study came from Professor Todd and his team at Texas University, who proposed
the feasibility of GPS spoofing [3] and succeeded in spoofing an UAV in 2008 [4].
The team implemented GPS spoofing of a yacht, making it deviate from its
scheduled route on the map [5]. Similar tests have been conducted by the German
Aerospace Center (DLR) [6]. In 2011, Tippenhauer et al. analyzed in detail the
conditions for successful spoofing [7]. Daniel [8] and Farin [9] analyze the effects
of spoofing on target receivers taking account of different stages of receiver
working. In June 2015, a researcher at the University of Bath verified that a
common GPS signal simulator can work effectively as a spoofer against a standard
civil GPS receiver by using a fully functional software-defined GPS signal simu-
lator posted to github [10]. Psiaki [10] made a relative assessment of the difficulties
of various types of attacks and defenses. Early researches on spoofing technology in
China mainly focused on reradiating spoofing and can be found in [11–14].
Researches on the more concealed and harmful generative spoofing have been
increasing in recent years [15–18]. GPS spoofing technology has already been
applied to anti-UAV area. A set of spoofing civilian anti-UAV system—ADS2000
was released in May 2016 [19]. A test of inducing the descent of an UAV by
spoofing signals was conducted in [20]. Li [21] simulated the effects of spoofing
based on the control characteristics of UAV GPS/INS integrated navigation system
[21]. However, there is still a lack of field testing and a description of the spoofing
strategy aiming at UAV trajectory manipulation. In addition, most spoofers on the
market rely on bulky commercial GNSS signal simulators.

The purpose of this paper is to explore the spoofing strategy capable of not only
misleading the UAV position and velocity outputs, but also manipulating its tra-
jectory, assuming that the UAV’s autonomic navigation is completely controlled by
the GPS sensor; The detailed model of the spoofing signal is given, and the dif-
ference of signal state parameter calculation between a spoofer and a common
simulator is analyzed. A miniaturized generative GPS spoofer based on
DSP + FPGA + RF architecture is designed and implemented. Finally, the field
experiment is conducted to successfully make the target receiver on the UAV
output controlled error position and velocity, and then to make it land on the
spoofing position by using its return function. The results demonstrate the feasi-
bility of the spoofing strategy and the signal calculation model as well as the
effectiveness of the system design.
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2 Spoofing Signal Simulation Method

2.1 Spoofing Signal Model

The RF signal transmitted by the spoofer at GPS system time t can be expressed as
[22]:

xRFðtÞ ¼
XNðtÞ

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2Pj

sðtÞ
q

C j t � s jðtÞ� �
Dj t � s jðtÞ� �

cos / jðtÞ� �þ nðtÞ

where t is the transmit time (in GPS system time) of the simulated spoofing signal,
NðtÞ the number of all visible satellites at time t, j the sequence number of the
visible satellite, Pj

sðtÞ the signal power at time t, C jð�Þ the C/A code of the jth
satellite, Djð�Þ the navigation message of the jth satellite, s jðtÞ the code time delay
at time t, / jðtÞ the L1 carrier phase at time t, and nðtÞ the noise term. Note that the
time t in the model of a common signal simulator is the signal receive time, as the
simulator simulates the signals received by the receiver antenna at GPS system
time t. In contrast, the time t in the model of the spoofer is the signal transmit time.
The calculation model of the main signal state parameters of the spoofing signal
will be discussed in the following.

2.2 Signal State Parameter Calculation Model

2.2.1 Signal Power

The power of the jth satellite signal in the transmitted spoofing signal at time t is
calculated as:

Pj
sðtÞ ¼ Pj

r tþ ssuðtÞ½ � � GTðtÞþ 20 log
4pdsuðtÞ

k

where k is the GPS L1 carrier wavelength, GTðtÞ the gain of the transmit antenna in
the direction of the target receiver at time t, dsuðtÞ the signal propagation distance
from the phase center of the spoofer’s transmission antenna to that of the target
receiver’s antenna at time t, and Pj

r tþ ssuðtÞ½ � the signal power of the jth true
satellite at time trðtÞ ¼ tþ ssuðtÞ.

In the determination of the signal power of a common simulator, if the transmit
power of the true satellite is known, the method of simulating various space fading
effects can be used; otherwise, the power can be determined by using the C=N0 and
corresponding elevation data recorded by a receiver to find out how the signal
power changes with the elevation through curve fitting, taking account of the
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receiver antenna gain. However, in the spoofing environment, since the distance
between the spoofer and the target receiver varies in real time during the UAV’s
flight, the propagation delay must be taken into account.

The propagation delay ssuðtÞ¼ dsuðtÞ
c can be calculated by the transmit antenna

phase center position psðtÞ at time t and the predicted target receiver antenna phase
center position pu tþ ssuðtÞ½ � at trðtÞ ¼ tþ ssuðtÞ : ssuðtÞ¼ 1

c psðtÞ � pu tþ ssuðtÞ½ �j j;
and pu tþ ssuðtÞ½ � depends on the calculation of ssuðtÞ. So the dichotomy can be used
to solve ssuðtÞ, until the difference between the two iterations is below the pseudo
range error limit.

2.2.2 Code Phase

The code delay of the jth satellite signal in the transmitted spoofing signal at time
t is calculated by the following formula:

s j tð Þ ¼ 1
c
p j
sv t jT tð Þ� �� pm tþ ssu tð Þ½ ��� ��þ s jiono tð Þþ s jtrop tð Þþ s jrel tð Þ

s j tð Þ ¼ tþ ssu tð Þ � t jT tð Þ

where t jTðtÞ is the transmit time of the jth satellite signal corresponding to time t,
pm tþ ssuðtÞ½ � the misleading position at tþ ssuðtÞ, s jionoðtÞ and s jtropðtÞ the iono-
spheric and tropospheric delay at the misleading position pm tþ ssuðtÞ½ � at tþ ssuðtÞ,
and s jrelðtÞ the delay caused by the relativistic effect.

Different from the common simulator, the delay ssuðtÞ also needs to be con-
sidered in the signal state parameter calculation of the generative GPS spoofer. As
mentioned above, ssuðtÞ can be calculated from the iteration of psðtÞ and
pu tþ ssuðtÞ½ � using dichotomy to achieve higher accuracy. It is worth noting that for
the code phase simulation of an asynchronous generative GPS spoofer, even though
it is impossible to obtain the location of the receiver antenna phase center in a real
application, a fixed ssuðtÞ (e.g. ssuðtÞ¼ 1500 m

c � 5 ls) can still be employed.
Because ssuðtÞ is same for each simulated satellite and will be attributed to the
receiver clock error in navigation solution, it will not affect the final positioning
results of the target receiver.

3 Spoofing Strategy

For the convenience of analysis, it is generally assumed that the UAV’s navigation
flight control system will guide the UAV to fly from the current location to the next
planned waypoint at a fixed direction and speed. As shown in Fig. 1, it is assumed
that the current true position A of the target receiver onboard the UAV is known
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and the current true target position is point B, then the dotted line between A and B
is the planned movement; if the current spoofing target point C is known, the
misleading position D as the basis of spoofer signal calculation and outputted by the
target receiver as expected can be found out. Under successful spoofing the UAV’s
navigation flight control system will adjust its fly in the direction from D to B, but
in fact the UAV will fly from A to C. In other words, the solid line from A to C is
the actual movement, whereas the dotted line from D to B is the movement the
UAV took for granted.

From the spoofing principle we know that in Fig. 1, AC and BD must be parallel

and equal: AC
�! ¼ DB

�!
; the coordinates of point A, B, C, D are ðxa; ya; zaÞ; ðxb; yb; zbÞ,

ðxc; yc; zcÞ; ðxd; yd ; zdÞ, respectively; so the misleading point D is at
ðxd; yd ; zdÞ ¼ ðxb � xc þ xa; yb � yc þ ya; zb � zc þ zaÞ.

If an UAV encounters obstacles, strong winds or other non-ideal conditions in an
actual flight, it will produce a large offset inconsistent with the original path planned
by the spoofer. As shown in Fig. 2, assuming that the straight line AC is the initial
planned trajectory, a threshold can be set to distinguish the offset of the true UAV
position to this plan. If the UAV arrives at A′ at a time t away from AC and the
distance between A′ and AC exceeds this threshold, the misleading position needs

Fig. 1 Illustration of spoofing strategy
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to be recalculated and the path needs to re-planned. In this case, the misleading
position D′ at the time t can be calculated according to the current true position A′
of the UAV and the above model, then the planned trajectory of the UAV can be
changed from AC to A′C after time t. If an offset occurs in subsequent flight, and
thus the re-planned trajectory can be utilized in the similar manner to drive the
UAV reaching the spoofing target position C eventually. By setting the threshold
small enough the actual trajectory and the planned trajectory will be very close to
each other.

The simulation of the above analysis is shown in Fig. 3, assuming that the
original true position of the UAV is (200 m, 300 m) in the horizontal plane of the
ENU coordinate system, and the UAV encounters a south wind during the flight.
Under the northward offsets of the actual UAV movement caused by the south
wind, the UAV finally arrives at the spoofing target position (600 m, 100 m) by
adjusting the planned trajectory of the target receiver and thus the corresponding
misleading position in real time in the spoofer.

Fig. 2 Illustration of real-time manipulation of UAV trajectory
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4 Design and Experiment

4.1 Overall Design

A miniaturized GPS spoofer is designed and implemented with a combination of
hardware, firmare and software. The hardware part mainly consists of a spoofing
signal processing module, an up-conversion and RF conditioning module, a timing
receiver, a power adapter, a receive antenna, and a transmit antenna. The first two
modules are developed by ourselves, and the latter three utilizes purchased shelf
products. As shown in Fig. 4, the software and firmware part mainly includes the
main control software, the main control DSP firmware, the operation DSP firmware,
and the FPGA firmware.

The spoofing signal processing module is the core module responsible for receiving
commands and simulation parameters from the master device software and generating
the intermediate-frequency spoofing signal, which can be accurately controlled in real
time. A “DSP + FPGA” architecture is employed. where FPGA is more suitable for
parallelmulti-channel signal processing, andDSP features convenient programmingand
powerful floating-point operations, which can be used for complex computations and
process control. The up-conversion and RF conditioningmodule mainly up-convert and
power-control the IF signal to form the GPS L1 RF signal with the specified power.
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Fig. 3 Simulation results of UAV trajectory manipulation in real time
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4.2 Experiment of Spoofing a Static Commercial Receiver

The experiment was carried out in our laboratory in Beihang University with a
commercial receiver mainly applied in timing and survey [23]. Both the receiver
antenna and the spoofer transmit antenna are placed outside the window and on the
top of the six-story building. The receiver positioning results show the local
coordinates (40.192824°N, 116.272792°E, 70 m) by using only the true satellite
signals at first. Then the spoofer is turned on and the misleading coordinates of a
static scenario are set to be (40°N, 116°E, 10 m). This misleading position and the
receiver positioning results are shown in WGS-84 geodetic coordinates in Fig. 5,
and their changes with time are shown in ECEF Cartesian coordinates in Fig. 6. It
can be seen that the receiver acquires and tracks the spoofing signal as expected,
and the positioning results coincide with the misleading position set by the spoofer.

Next, with the experimental environment unchanged, the spoofer switches to a
dynamic scenario with an initial position at (40°N, 116°E, 0 m), a horizontal
velocity of 6

ffiffiffi
2

p
m/s, and a vertical velocity of 6 m/s in ENU coordinates. The

trajectory set by the spoofer and the receiver positioning results are shown in
WGS-84 geodetic coordinates in Fig. 7, and velocity results are shown in ENU
coordinates in Fig. 8, where the two trajectories and velocity results fit well into
each other.

Fig. 4 Block diagram of software and firmware of the miniaturized GPS spoofer
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4.3 Field Test of Spoofing an UAV

A field test of spoofing a consumer-level UAV [24] was carried out in November
2017 at the non-no-fly zone in Changping District of Beijing. Figure 8 shows the
picture of the test site and equipment. The UAV output the local coordinates of
(40.192824°N, 116.272792°E) when receiving only the true GPS satellite signal.

Then the spoofer was turned on and the misleading position of the static scenario
was set to be at (34°N, 119°E) located in Suqian city, Jiangsu Province. The UAV
real-time positioning results shown Fig. 9 coincides with the misleading position
set by the spoofer (Fig. 10).

Since the height information of this UAV is obtained by data fusion from its
sensors including not only GPS receiver but also barometer, ultrasound, and vision
navigation system, the spoofing in the height direction has not been successful. In
spite of this, we can still use the UAV’s return function to land the UAV to the
spoofing target position. This field test was conducted at a coastal test site in
Lianyungang city, Jiangsu Province. The misleading position of the spoofer was set
to be the spoofing target position of (34.764988°N, 119.329960°E, 20 m), and the
UAV was placed about 100 m away. When the UAV was powered on and hovered
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over the air through the remote control, the UAV output position was the mis-
leading position set by the spoofer. We set this position as the UAV return point,
turned off the spoofer, and then choose the UAV function of returning to home.
The UAV was seen to fly towards the spoofing position and finally land at that
position accurately.

5 Conclusions

This paper has designed and implemented a miniaturized GPS spoofer. The model
of the RF signal transmitted by the spoofer has been established, and the difference
of signal state parameters between a spoofer and a common simulator has been
comparatively analyzed. A spoofing strategy for real time manipulation of UAV
trajectory is proposed. Then the feasibility tests were conducted, where controlled
error positions and velocities were outputted by the commercial receiver and the
target receiver on the UAV. In addition, a spoofing test using the UAV’s return
function landed the UAV at the spoofing position successfully. In the future, the
effectiveness of the spoofing strategy on UAVs needs to be further studied in
combination with the real-time UAV position and velocity measurements provided
by the UAV target monitoring system.
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The Difference Analysis on the Effect
of Third-Order Intermodulation
Between Single Antenna and Antenna
Arrays Anti-jamming

Zukun Lu, Zhengrong Li, Shaojie Ni, Baiyu Li and Gang Ou

Abstract The time domain and frequency domain anti-jamming technology based
on single antenna, and the space domain anti-jamming technology based on antenna
arrays, which can realize the interference suppression under the different interfer-
ence bandwidth. The interference intermodulation would be generated in single
antenna and antenna arrays, and the most obvious is the third-order intermodula-
tion. The essence of interference suppression is to zero the interference spectrum in
single antenna anti-jamming. When the third-order intermodulation is submerged
under the noise, the intermodulation has little effect on frequency domain
anti-jamming. However, in the application of antenna arrays anti-jamming, the
nature of anti-jamming is to achieve interference cancellation by amplitude and
phase weighting, and the consistency between different elements are emphasized. If
the non-linear characteristics are the same in different elements, the third-order
intermodulation can still be achieve cancellation through the amplitude and phase
weighting. Therefore, in antenna array, the anti-jamming performance is not
affected by third-order intermodulation on single channel but the non-linear con-
sistency. In this paper, the difference effects on single antenna and antenna arrays of
the third order intermodulation are analyzed. Aim to the relationship between
interference and intermodulation, a part of the third-order intermodulation could be
suppressed, and the suppression method is proposed. The simulation results show
that the effectiveness of the analysis and the proposed method.
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1 Introduction

The global navigation satellite system (GNSS) represented by GPS has been rapidly
developed since the 1970s and has brought great convenience to people’s travel. It
is also widely used in the military field [1–3]. Satellites are distanced from the
ground about 27,000 km, and the signal is very weak when the satellite signal
arrives at the ground. The navigation receiver received the signal with signal to
noise ratio (SNR) about −20 dB, which makes the navigation receiver vulnerable to
a variety of intentional or unintentional interference. The anti-jamming performance
of the navigation receivers must be considered in the application of military or
civilian core areas [4–6].

The two signals with the same power and similar frequency pass through a
device such as an antenna, a low-noise amplifier, a filter, and other analog devices.
Due to uncontrollable reasons such as virtual welding, surface oxidation and
unreliable connections in analog devices, intermodulation parts are generated which
called the intermodulation distortion [7]. In general, the third-order intermodulation
distortion (IMD3) measures crosstalk. The larger the third-order intermodulation
value, the better the linearity of the system or module.

This paper analyzes the third-order intermodulation model. The analysis results
show that the third-order intermodulation is generated by the nonlinear characteristics
of the channel. When frequency domain anti-jamming is adopted, the third-order
intermodulation can lead to excessive suppression of spectral lines in the frequency
domain, resulting in excessive SNR loss. However, when the anti-jamming of the
antenna array is adopted, the coherence between the intermodulation and the inter-
ference is considered to achieve the interference suppression. Adopting the
space-time adaptive processing can achieve to suppress the partial of the third-order
intermodulation. The influence of the third-order intermodulation on the
anti-jamming of single antenna and antenna array is different.

2 Third-Order Intermodulation Model

The ideal channel is linear. In this paper, the nonlinear model is used in [8] to
simulate the nonlinearity by adding a sine function to the linear model. The non-
linearity of the channel is controlled by adjusting the amplitude, phase and frequency
of the sine function.

Third-order intermodulation value measurement method is that using the signal
source to transmit a dual-tone signal to the input of the channel, and observe the
spectrum of the channel output through the spectrum analyzer. In the case of using
the above model, the signal source spectrum analyzer spectrum is shown in Fig. 1.
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The ratio of the power between the original signal and the intermodulation is the
third-order intermodulation rejection ratio for the channel. According to the Fig. 1,
the third-order intermodulation rejection ratio of the above model is 40 dB.

Intermodulation can be considered as “interference from the input interference”,
the output of the RF module contains not only interference itself, but also includes
the intermodulation section. For broadband interference, the intermodulation can be
divided into two parts: part of the intermodulation spectrum falls within the
interference band, raising the interference power, while the other part of the
intermodulation spectrum falls outside the interference band, which is equivalent to
raising the noise floor. The relationship between the input and output is shown in
Fig. 2.

In Fig. 2, the nonlinear factor can be equivalent to a system, so the input and
output have certain relevance.

According to Fig. 2, assuming the input is xn, the output is yn, then the rela-
tionship between the two are as follows:

yn ¼ xn þ xnIMD3

¼ xn þ fn xnð Þ ð1Þ

where, fnðÞ represents the channel transfer function.
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For wideband interference, the third order intermodulation is produced between
every two frequencies in the bandwidth. The impact of interference bandwidth on
the third-order intermodulation bandwidth is shown in Fig. 3.

Using the same channel model of Fig. 1, the spectrum of 2, 20, 30 MHz
interference bandwidth in the channel ideal and channel non-linearity is shown in
Fig. 4. It can be clearly seen that the noise floor in nonlinear case is higher than in
linear case, no matter the interference bandwidth, that is, the channel non-linearity
raises the noise floor.

According to Fig. 4, channel non-linearity caused by interference, intermodu-
lation, noise floor power (digital power) changes shown in Table 1.

3 Influence of Third Order Intermodulation
on Frequency Domain Anti-jamming

The basic idea of anti-jamming in the frequency domain is to set the interference
spectrum to zero in the frequency domain. The ideal frequency-domain stop-band
filter can be expressed as [9, 10]:

Hðf Þ ¼ 0 f � fij j �B=2
1 else

�
ð2Þ

Among them, the center frequency of interference is fi, the interference band-
width is B.

In the frequency domain anti-jamming, usually set a fixed threshold or adaptive
real-time estimation of noise power to determine the interference spectrum.

Intermodulation
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Fig. 3 Influence of interference bandwidth on third-order intermodulation bandwidth
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As can be seen from the Fig. 4b, the presence of third-order intermodulation results
in the broadening the interference bandwidth. Therefore, during the anti-jamming in
the frequency domain, the zerowidth of the spectrumwill increase, whichwill directly
lead to set the signal line to zero, resulting in decreased the SNR loss.

Figure 4a, b shows the data for anti-jamming in the frequency domain.
The adaptive threshold method is used, and the spectrum after anti-jamming is shown
in Fig. 5a, b. It can be seen from Fig. 5 that in the case of channel non-linearity, the
width of the zero line is obviously larger than the linear width of the channel.

The navigation signal is added to the data shown in Fig. 4a, b, and the navi-
gation signal set to the Beidou B3 PRN1. The carrier to noise ratio (CNR) is
54 dBHz. The theoretical loss of the carrier to noise ratio caused by
anti-interference in the frequency domain is [11, 12]:

CNRLOSS ¼
R br=2
�br=2

Hðf ÞGsðf Þ df
� �2

R br=2
�br=2

Hðf Þj j2Gsðf Þ df
ð3Þ

The theoretical values and the simulation values of CNR, under the conditions of
channel input nonlinearity and channel nonlinearity, which are shown in Fig. 6
under different interference to noise ratio (INR).

As can be seen from Fig. 6, when the INR is small, there is no significant
difference between the channel linearity and the channel non-linearity, because the
third-order intermodulation is under the noise. When the INR is large, especially at
70 dB, there is a significant difference in the CNR under the linear and nonlinear
channel conditions. When the INR is 80 dB, the difference is about 8 dB, which is
consistent with the theoretical analysis.

Table 1 The power cased by channel nonlinear (Unit: dB)

Interference
bandwidth 2 MHz

Interference
bandwidth 20 MHz

Interference
bandwidth 30 MHz

Linear Non-linear Linear Non-linear Linear Non-linear

Interference Power 72.8 72.8 71.7 71.7 72.7 72.7

Intermodulation Power −88.8 68.3 −90.4 67.3 −90.6 68.2

Noise Power 1.0 1.0 1.0 1.0 1.0 1.0

INR 71.8 71.8 70.7 70.7 71.7 71.7

IINR 72.8 4.5 71.7 4.4 72.6 4.4
where, IINR stands for the interference to intermodulation and noise ratio
Bold indicates that there are differences with other data
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4 Influence of Third Order Intermodulation
on Anti-jamming of Antenna Arrays

The basic principle of the anti-jamming of the antenna array is to cancel the
interference according to the correlation between the data of different channels. In
Table 1 under the experimental conditions, the interference, intermodulation, noise,
the correlation between the two are shown in Table 2.

The conclusions of Table 2 are consistent with the equivalent decomposition of
Fig. 2, that is, interference is strongly correlated with intermodulation. As a result,
crossover causes a rise in the noise floor, and the crosstalk cannot be equated to
noise because the crosstalk is related to interference, and noise and interference are
not relevant.
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It is not the non-linear characteristic of the channel that affects the
anti-interference of the antenna array, but the inconsistency of the non-linear
characteristic of the channel. Assuming that the nonlinear characteristics of each
array element channel are exactly the same, the intermodulation and interference of
each channel have the same spatial domain characteristics, and the interference can
be effectively suppressed. However, in reality, the nonlinear characteristics of each
array element channel cannot be exactly the same. Therefore, an FIR filter is
required after each element to equalize the non-linear characteristics of each ele-
ment channel, that is, the space-time adaptive processor is used to equalize the
channel non-linearity inconsistencies and enhance the consistency of the nonlinear
features. The effect of the space-time adaptive processor in the antenna array is
shown in Fig. 7 [13, 14].

According to (1), the input, output and intermodulation in the case of
multi-channel, which relationship can be expressed as:
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Fig. 6 CNR after frequency
domain anti-jamming

Table 2 Related value between the various conditions

Interference
bandwidth 2 MHz

Interference
bandwidth 20 MHz

Interference
bandwidth 30 MHz

Linear Non-linear Linear Non-linear Linear Non-linear

Interference-intermodulation 0.00 0.99 0.00 0.99 0.00 0.99
Interference-noise 0.00 0.00 0.00 0.00 0.00 0.00

Intermodulation-noise 0.00 0.00 0.00 0.00 0.01 0.01

Bold indicates that there are differences with other data
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y1 ¼ x1 þ f1 x1ð Þ
..
.

yN ¼ xN þ fN xNð Þ
ð4Þ

where, f1ðÞ. . .fNðÞ are the transfer function from channel 1 to N. In the case of ideal
channels, there is no crosstalk, and the reason that the interference can be effectively
suppressed is that there is a strong correlation between x1. . .xN . The weighting of
the array can achieve the purpose of anti-interference. The input of fn xnð Þ is
xn; ð1� n�NÞ, therefore, fn xnð Þ and xn are related, so there is a possibility of being
suppressed the fn xnð Þ.

The antenna array with four elements is used. The sampling rate is 62 MHz, the
IF frequency is 46.52 MHz, the interference direction is (60°, 30°), the interference
type is Gaussian white noise, the interference bandwidth is 3, 20, 30 MHz, Than
0–80 dB, step 5 dB, with a pure space-based anti-jamming way to weight, using
power inversion [15]. A group of channel nonlinear models are randomly gener-
ated, but the third order intermodulation rejection ratio of the constraint is 40 dB.
The four channels of the four elements adopt the same model. The effect of the
input interference-noise ratio on the interference rejection ratio is shown in Fig. 8a.
Four groups of channel non-linear model is generated randomly, and constrained
third-order intermodulation suppression ratio of 50 dB, the input noise ratio on the
interference rejection ratio as shown in Fig. 8a. As can be seen from Fig. 8, when
the antenna array channels are non-linearly consistent, the interference rejection
ratio linearly changes with the input interference-noise ratio, and the interference is
effectively suppressed. However, when the antenna arrays have non-linear chan-
nels, the interference suppression ratio has an extreme value, and the limit value is
about the third-order intermodulation rejection ratio, which verifies the traditional
analysis method of the third-order intermodulation interference rejection effect.
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In the scenario shown in Fig. 8, when the input dry-noise ratio is 70 dB, the
channels of the antenna array are non-linearly consistent, and the spectrum of the
array output data in the case of inconsistency is shown in Fig. 9.

Combining with Fig. 4, we can see that under non-linearity of channel, the noise
power after anti-jamming is equal to the noise under channel linearity, indicating
that the intermodulation component is effectively suppressed with the interference
component in the case of non-linear channel. Under non-linear channel inconsis-
tencies, the noise power after anti-jamming is significantly higher than that of
channel non-linearity, indicating that the cross-talk components are not effectively
suppressed and the signal quality is affected.

In order to further analyze the impact of the third-order intermodulation caused
by noise floor lifting on the signal to noise ratio, set the interference bandwidth of
20 MHz, the signal using Beidou B3 frequency code PRN1, carrier to noise ratio of
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45 dBHz, using the channel characteristics shown in Fig. 9, Noise ratio on the
output carrier to noise ratio as shown in Fig. 10. Figure 10 further verifies the effect
of third-order intermodulation on signal quality. The third-order intermodulation
causes a decrease in anti-jamming performance, resulting in increased residual
interference and noise floor uplift, eventually resulting in a decrease in
carrier-to-noise ratio.
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According to the analysis of Fig. 7, the space-time adaptive processing can
balance the intermodulation mismatch of each array element channel. Assuming an
interference-free ratio of 70 dB, the other conditions are the same as those in
Fig. 10, The effect is shown in Fig. 11.

As can be seen from Fig. 11, the carrier-to-noise ratio remains stable irrespective
of the number of taps in the time domain with non-linear channels. In the case of
channel non-linearity, the carrier-to-noise ratio tends to increase with the number of
taps in the time domain, especially when the number of taps in the time domain is
from 1 to 2, and the signal to noise ratio increases obviously. The amount of lifting
is more than 25 dB and the number of taps in the time domain is 12 When the
carrier to noise ratio increased by about 30 dB. Space-time adaptive processing can
effectively reduce the third-order intermodulation interference performance.

5 Conclusion

Aiming at the problem of anti-jamming caused by the third-order intermodulation, the
third-order intermodulation is analyzed in frequency domain based on single antenna
and the difference of anti-jamming effect based on space array. The influence of the
third-order intermodulation on the anti-interference in the frequency and spatial
domains is different from the anti-interference on the air-time. The traditional view that
third-order intermodulation cannot be suppressed, so the third-order intermodulation
appears above the noise will result in a sharp decline in anti-interference performance
of the frequency domain, airspace. However, the source of intermodulation is still
interference, so intermodulation and interference have a certain relevance, the use of
space-time processing, after each array of FIR filter interference, intermodulation
amplitude and phase consistency adjustment, Eventually, space-time processing can
weaken the third-order intermodulation interference performance.
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Based on the single-antenna anti-interference in the frequency domain, the
third-order intermodulation causes the noise floor to rise, which eventually leads to
the decrease of anti-jamming performance. The noise floor rise caused by the
third-order intermodulation does not affect the anti-jamming performance based on
the space domain/space—The third-order intermodulation coherence of each array
element channel is the fundamental reason that decides the third-order intermod-
ulation influences anti-interference. Therefore, the influence of third-order inter-
modulation on the anti-interference of single antenna and antenna array is different.
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Subspace Based Joint Delay
and Direction of Arrival Estimation
for GNSS Multipath Signals

Ning Chang, Xi Hong, Wenjie Wang and Zhaonian Wang

Abstract Multipath signals formed by signal reflecting from objects around the
receiver in Global Navigation Satellite System result in tracking performance
reduction and positioning error increase. Based on parameter estimation, multipath
signals can be recognized, separated, restrained, and then position accuracy get
improved. This paper proposed a new method focusing on joint estimation of
multipath delays and direction of arrivals utilizing characteristics of spatial and
code domain in GNSS signals. Considering the acquisition results, we first despread
the received signal to obtain the gain. Also, the despreaded signal is truncated to
reduce the dimension. Then, to overcome the coherent sources, the matrix is con-
structed by introducing some spatial degrees of freedom to frequency domain.
Furthermore, subspace based method is adopted to estimate delay and direction of
arrival of each path. Finally, simulation results and complexity analysis demonstrate
that the proposed method has excellent performance and low complexity, which
make the proposed method attractive in practical project.

Keywords Subspace method � Multipath � Delay and DOA � Multi-antenna
GNSS receiver � Joint estimation

1 Introduction

In reality, multipath signals formed by signal reflecting from objects around the
receiver in Global Navigation Satellite System (GNSS) [1] result in tracking per-
formance reduction and positioning error increase. Based on parameter estimation
of multipath signals, different paths can be separated, restrained, and then position
accuracy get improved. Traditional receiver will encounter tracking loop jitter
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which increases position error and extends tracking time in multipath scenario.
Moreover, the pseudorange error caused by traditional receiver can be reached to
meters or even hundreds meters which is large enough to influence the reliability
and positional accuracy of the whole system [2].

Multi-antenna receiver has the ability of spatial parameter analysis and it can
promote spatial resolution as the number of sensors and array length arise. There is
evidence in the literature that fine parameter estimation has been applied to GNSS
signals. Such as SAGE [3] and corresponding algorithms [4] based on the principle
of maximum likelihood separate multipath signals in multi-antenna situation using
iteration, and then estimate parameters of each multipath in turn. The performance
can be approximate to the theoretical value but with high complexity. In view of
performance and complexity tradeoffs, subspace based methods such as ESPRIT [5]
and DOAMatrix [6] are proposed. Based on rotational invariance structure, these
methods can provide a near SAGE performance but with reduced complexity, thus
leading to easy implementations in engineering project. Nevertheless, these meth-
ods are all restricted in telecommunication systems. Due to its long distance
transmission, GNSS signals have weak power that are almost buried in the back-
ground noise when they reaches the receiver. There are few contributions about
ESPRIT-like method applied to GNSS yet and this motivates out work.

In the light of the aforementioned discussion, this paper proposed a new method
focusing on joint estimation of multipath delays and direction of arrivals utilizing
characteristic of spatial and code domain in GNSS signals. To address the relative
delays within one chip after acquisition that may cause low resolution, considering
the acquisition result [7], we first despread the received signal to bring back the
gain. Also, the despreaded signal is truncated to reduce the dimension at the same
time. Then, to overcome the coherent sources problem, we reconstruct the matrix by
introducing spatial degrees of freedom. Furthermore, ESPRIT-like is adopted to
estimate each path’s delay and direction of arrival. Finally, simulation results
demonstrate that the proposed method with reduced complexity can also provide
the near performance compared to SAGE, these features make the proposed method
attractive in practical project.

2 Model

In this paper, we assume GPS signal as our target study object. When GPS signals,
multipath interferences and noise exist simultaneously, the received baseband
signal at element of an M-element antenna uniform linear array is given by

xmðtÞ ¼
XP
p¼1

XQ
q¼1

am hp;q
� �

bp;qsp t � sp;q
� � !

þ nmðtÞ ð1Þ
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where P and Q are the number of satellites and multipath respectively, am hp;q
� �

is
the response of the mth antenna to the qth path arriving in pth satellite signal from
angle hp;q; bp;q is the complex envelope of the path fading, sp;q is the path delay,
and sp �ð Þ is the transmitted GPS signal, given by spðtÞ ¼ DpðtÞ~cpðtÞ and
~cpðtÞ ¼

P
i cpðiÞg t � iTcð Þ, where DpðtÞ

� �
is the GPS navigation message and

cpðtÞ
� �

is the sequence of spreading code bits, gðtÞ is the pulse-shaping function,
and Tc is the chip period. nmðtÞ is the additive Gaussian noise with variance r2 and
mean value zero. Here, we consider that signals and noises are uncorrelated.

For illustration purposes, the satellites signals can be seen as noises except the
target satellite signals, thus we have

xmðtÞ ¼
XQ
q¼1

am hq
� �

bqs t � sq
� �þ ~nmðtÞ ð2Þ

Sample the signal xmðtÞ at rate Sa. L denotes the length of C/A code. Thus we
obtain Eq. 3 with matrix format as

XðnÞ ¼ AðhÞBSTðsÞþ eNðnÞ ð3Þ

where AðhÞ is the collection of steering vectors, A(h) ¼ a h1ð Þ; . . .; a hQð Þ½ �, each
steering vector can be written as a hq

� � ¼ 1; ej2pd sin hqð Þ=k; . . .; ej2pdðM�1Þ sin hqð Þ=kh iT
.

B ¼ diag b1; b2; . . .; bQ
� �

denotes the complex amplitudes diagonal matrix, and

STðsÞ ¼ DeCTðsÞ, eCTðsÞ ¼
~c t0 � s1ð Þ . . . ~c tLSa�1 � s1ð Þ

..

. . .
. ..

.

~c t0 � sQð Þ � � � ~c tLSa�1 � sQð Þ

2
64

3
75.

3 Joint Delay and Direction of Arrival Estimation
for Multipath Signals

3.1 Joint Delay and Direction of Arrival Estimation
for GNSS Multipath Signals Based on Subspace

Based on the acquisition of the GPS signals, the C/A code and delay sz of the target
satellite signals can be acquired subsequently. With these information, we can
construct a signal

d ¼ s t0 � szð Þ; s t1 � szð Þ; . . .; s tLSa�1 � szð Þ½ �: ð4Þ
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where pulse-shaping function is applied to both received signals and constructed
signals. To eliminate the effects that caused by the pulse-shaping function, the
amplitudes of the pulse-shaping function should be divided

df ¼ Sð0Þ= Gð0Þj j4; . . .; S LSa � 1ð Þe�j2p LSa�1ð Þsz
LSa = G LSa � 1ð Þj j4

h i
ð5Þ

SðkÞ;GðkÞ; 0� k� LSa � 1 are DFT values of sðtÞ and gðtÞ, respectively. Since
the high frequency components of df are almost zero, the frequency response of the
received signals become abnormal if we compensate the amplitudes of
pulse-shaping function at all the frequency components. Only low frequency
components of df are compensated here. Multiply df by the conjugate received
signals, and we obtain

X0ðnÞ ¼ AðhÞBRT
c ðsÞþ eN0ðnÞ ð6Þ

where RcðtÞ is the autocorrelation function of C/A code. It forms a whole matrix

RT
c ðsÞ ¼

Rc t0 þ sz � s1ð Þ � � � Rc tLSa�1 þ sz � s1ð Þ
..
. . .

. ..
.

Rc t0 þ sz � sQð Þ � � � Rc tLSa�1 þ sz � sQð Þ

2
64

3
75. Because of the low

value of the cross correlation between different satellites C/A codes, eN0ðnÞ can be
seen as DFT of Gaussian white noise approximately.

In order to diminish the effect of noise, X0ðnÞ is truncated according to Ft, where

Ft ¼ 1; �K=2þ 1\t\K=2
0; else

�
. Here, the value of K should be judged according

to the empirical value. If K is too large, too much spreading noise and operand will
be brought in. On the other hand, if K is too small, estimation will be wrong due to
the under-sampling points. Plenty of simulation results show that the empirical
value of K should be 4 � Sa.

As far aswe know, each point ofPccðkÞ; 0� k�K � 1 can be approximated asPcc.
Perform a DFT to the sampled signals mentioned above then we have

X0ðnÞ
f ¼ AðhÞeBPTðsÞþ eN0ðnÞ

f

¼ a h1ð Þ; . . .; a hQð Þ½ �
~b1

. .
.

~bQ

2
664

3
775

p s1ð Þ
..
.

p sQð Þ

2
664

3
775þ eN0ðnÞ

f

ð7Þ

where eB ¼ BPcc; p sq
� � ¼ 1; . . .; e�j

2pðK�1Þ sz�sqð Þ
K

� �
.

In this paper, it is note worthy that multipath signals with relative delays within
one chip belong to coherent signals. To increase the resolution of multipath signals,
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smoothing method is adopted to construct the expanding matrix which introduces
some spatial degrees of freedom to frequency domain.

Let x0ðnÞf ¼ vect X 0ðnÞ
f

	 

be a vector of length MK obtained by taking the trans-

pose of each row of the matrix X 0ðnÞ
f and stacking it below the transpose of the

previous row. Equation (7) can be written as

x0ðnÞf ¼ Uðh; sÞbþ ~n0ðnÞf ð8Þ

where ~n0ðnÞf is the vectored noise of eN0ðnÞ
f . The qth column of Uðh; sÞ is

a hq
� �� p sq

� �
, where � denotes the kronecker product. The MK � Q matrix

Uðh; sÞ is called the space-time matrix, and being parametrized by the DOA and the
path delays.

Form the sub matrix UJðh; sÞ by taking the first JK rows of Uðh; sÞ, where each
column of it is WJa hq

� �� �� p sq
� �

with WJ ¼ IJ ; 0J;ðM�JÞ
� �

. There are M � Jþ 1
groups totally through sliding K rows each time and each group can be described as
x0ðnÞfJc ¼ UJðh; sÞðUÞc�1bþ ~n0ðnÞfJc , c ¼ 1; . . .;M � Jþ 1, where U ¼ diag ej2pd sin h1ð Þ=k; . . .;

�
ej2pd sin hQð Þ=kg.

Design a new matrix

XðnÞ
new ¼ x0ðnÞfJ1 ; x

0ðnÞ
fJ2 ; . . .; x

0ðnÞ
fJðM�Jþ 1Þ

h i
¼ UJðh; sÞ Ib;Ub; . . .; ðUÞM�Jþ 1b

h i
þ ~n0ðnÞfJ1 ; ~n

0ðnÞ
fJ2 ; . . .; ~n

0ðnÞ
fJðM�Jþ 1Þ

h i ð9Þ

As we can see, the dimension of XðnÞ
new is JK � ðM � Jþ 1Þ. Then, Xsub is

obtained by taking the first M � J columns of XðnÞ
new. Similarly, Ysub is obtained by

taking the last M � J columns of XðnÞ
new. The two matrix both possess the charac-

teristic of invariance principle, and any ESPRIT-like method can be adopted to
estimate DOA and delay of each multipath.

DOAMatrix [6] constructs the DOA matrix based on the rotational invariance
structure, in which the DOA elements and steering vectors are acquired after eigen
decomposition within two parallel linear array.

In order to get the multipath parameters, this paper apply the DOAMatrix
method into the matrix constructed before to obtain the DOA elements and the
spatial-frequency submatrix.

Firstly, compute the autocorrelation matrix with XðnÞ
sub by

Rxx ¼ e XðnÞ
subX

ðnÞH
sub

	 

¼ UJðh; sÞe Ib;Ub; . . .; ðUÞM�Jb

� �� � Ib;Ub; . . .; ðUÞM�Jb
� �H


UH
J ðh; sÞþ r2I

ð10Þ

Subspace Based Joint Delay and Direction of Arrival … 193



The auto-covariance matrix of Rxx is recorded as

Rxx0 ¼ Rxx � r2I ð11Þ

Meanwhile, compute the cross correlation matrix

Ryx ¼ e YðnÞ
subX

ðnÞH
sub

	 

¼ UJðh; sÞUe Ib;Ub; . . .; ðUÞM�Jb

� �� � Ib;Ub; . . .; ðUÞM�Jb
� �H


UH
J ðh; sÞ

ð12Þ

Here, make a reasonable assumption that each multipath signal’s direction of

arrival is different from others. Ib;Ub; . . .; ðUÞM�Jb
� � � Ib;Ub; . . .; ðUÞM�Jb

� �H
in

(10) and (12) is full rank.
According to (11) and (12), we have

R ¼ RyxR�
xx0 ð13Þ

where R�
xx0 ¼

PQ
i¼1 l

�1
i ViVH

i . li; Vi are the ith eigenvalue and the corresponding
eigenvector of Rxx0 respectively. Assume that the number of multipath Q is known.
In order to determine Q, several methods can be applied, e.g. methods using Akaike
information criterion (AIC) or methods using the minimum description length
(MDL) criterion.

Then we have

RUJðh; sÞ ¼ UJðh; sÞU ð14Þ

The sub special-time matrix and DOA information are obtained from eigen
decomposition of R. From that, DOAs and delays can be computed by

ĥq ¼ sin�1 k
2pd

Arg kq
� �� 

ð15Þ

ûq ¼ diag�1 I;U ĥq
	 


; . . .; U ĥq
	 
	 
J�1

� 
uq

ŝq ¼ 1
J

XJ
i¼1

K
2p

XK
k¼2

1
ðk � 1ÞArg

ûqði; kÞ
ûqð1Þ

�  ð16Þ

where kq and uq are the qth eigenvalue and the corresponding eigenvector of R,
respectively. ûqði; kÞ is the kth element of ith group in processed ûq.
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3.2 Complexity Analysis

In this section, complexity analysis results are carried out and compared with that of
SAGE. The complexity of proposed algorithm mainly reflect on dispreading. Take
complex multiplication as example, the complexity of two times FFT is
o LSaN � log2 LSað Þð Þ. However, the complexity of proposed algorithm after trun-

cation is only o JKð Þ3
	 


, which is far less than that of FFT.

In contrast, SAGE algorithm is based on the principle of maximum likelihood
separate multipath signals, and then estimate parameters of each multipath in turn
using iteration. The complexity of SAGE is o LSaN � Snum � Iterð Þ, where Snum is the
number of searching points and Iter denotes the number of iteration. The number of
searching points changes according to searching precision. In general, Iter should
be more than 5 and Snum may be reached to 200. From that, the operand of SAGE
algorithm is almost ten times larger than that of the proposed algorithm.

4 Simulation Analysis

In this section, the performance of the proposed approach and SAGE are assessed
by computer simulations. For each parameter setting, 200 Monte Carlo runs are
performed and we adopt the root mean square error (RMSE).

We assume a uniform linear array (ULA) with M ¼ 10 sensor elements. The
number of GPS satellites is 4. 3 of them have only one path for each satellite, with
DOA ½60; 0; 10�	 and the corresponding relative delays 5:5; 2:5; 3:5½ �Tc. We adopt
C/A code with sampling rate 2 and code period T ¼ 1ms, 1023 chips per code
period each with a time duration Tc ¼ 977:52 ns. The iteration of SAGE here is 5.

4.1 Scenario A: Single Path

In the extreme case, the studied satellite has only one direct path with relative delay
zero and DOA 30°.

At this situation, SAGE algorithm evolves into maximum likelihood searching.
As shown in Fig. 1, the single path delay estimation performances of SAGE are
only almost 3 dB better than that of the proposed algorithm over a wide range of
chip SNRs, because of the intrinsic difference between ML and subspace based
method. At the same time, truncation of the autocorrelation function is applied to
reduce the spreading noise which performs well.

As shown in Fig. 2, the performance of the proposed algorithm is 5 dB lower
than that of SAGE. This is because the intrinsic difference between subspace
decomposition and maximum likelihood principle on one hand, and on the other
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hand, some spatial degrees of freedom are introduced into frequency domain, the
spatial performance deteriorates. For illustration purposes, when SNR ¼ �15 dB,
the performance of the proposed scheme has a 0.015° less comparing with the
performance of SAGE. However, the corresponding complexity cost can be con-
siderably reduced at the same time. Therefore, the proposed scheme is a promising
alternative to achieve the tradeoffs between performance and complexity in
practice.
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4.2 Scenario B: Multipath

In multipath situation, two paths of the studied satellite are considered, path1 and
path2, where the amplitude of path2 equals 0.7 times of path1. Path1 and path2
have relative delays 0:3;�0:3½ �Tc respectively, with the corresponding DOAs
30;�40½ �	. There are 5 groups totally included by setting of J ¼ 6.
Figure 3 compares the RMSE of the multipath delay estimates of SAGE and the

proposed algorithm with respect to the SNRs from −30 dB to 0 dB. As shown in
Fig. 3, the proposed algorithm outperforms the SAGE at low SNR. This is because
path2’s energy is lower than path1 for almost 3 dB, and multipath with relative
delays less than one chip are seen as correlated signals, which can not be separated
by SAGE at low SNR. In the contrast, our proposed algorithm introduces some
spatial information into frequency domain by smoothing, which increases distinc-
tion of each path in order to obtain a better performance. However, the RMSE
curves of the proposed algorithm become flat at high SNRs, where multiple access
interference caused by several satellites spreading codes dominate the RMSE of the
proposed algorithm performance. With respect to SNRs from −25 dB to −5 dB, the
proposed algorithm is 3 dB lower than that of SAGE. And the reason it does is
because of the mitigation of other paths in SAGE when estimating the wanted one.
Figure 3 continue to show that the proposed algorithm approaches the performance
of SAGE and has the lower complexity which is a big boost in real-time processing.

Figure 4 demonstrates the RMSE of the multipath DOA estimates of SAGE and
the proposed algorithm. At low SNRs, the proposed algorithm outperforms SAGE,
but SAGE is better than ours as SNR increases. There are two main reasons, one is
the difference between subspace decomposition method and maximum likelihood
principle, and the other one is that the decrease of spatial degrees of freedom.
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5 Conclusions

This paper proposes a novel algorithm with outstanding performance and low
complexity focusing on joint estimation of multipath delays and direction of arri-
vals utilizing characteristic of spatial and code domain in GNSS signals. To address
the relative delays within one chip after acquisition that may cause low resolution,
considering the acquisition results, we first despread the received signal to obtain
the spreading gain. Also, the despreaded signal is truncated to reduce the dimension
at the same time. Then, to overcome the coherent sources problem, we reconstruct
the matrix by introducing spatial degrees of freedom. Furthermore, ESPRIT-like is
adopted to estimate each path’s delay and direction of arrival.

Simulation results for delay and DOA estimation in GPS application were
presented for both single and multipaths case. It demonstrates that the proposed
approach almost attains the performance of delay estimation under SAGE algo-
rithm. Complexity analysis also demonstrates that the complexity of proposed
approach is several times lower than SAGE which possess excellent feasibility in
engineering.
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An Improved CCRW Algorithm
for BOC Signals with Odd Modulation
Coefficient

Hongbo Zhao, Songlin Du and Chao Sun

Abstract Along with the advancement of the process of GNSS modernization,
BOC modulation has been widely used. Tough it has a certain anti-multipath
capability, reflected BOC signals with the large amplitude and short delay cannot be
suppressed. Additionally, some of the traditional multipath suppression algorithms
are no longer applicable for the BOC signals, so the multipath mitigation algorithms
for BOC signals need to be studied further. CCRW is a kind of anti-multipath
algorithm for BOC modulation, but it unsuitable for BOC signals with odd coef-
ficient. In order to overcome its shortcoming, this paper proposes an improved
CCRW algorithm for BOC signals with odd modulation coefficient, and simulation
results prove the effectiveness of the proposed algorithm.

Keywords BOC modulation � Anti-multipath algorithm � CCRW
Multipath error envelope

1 Introduction

Satellite navigation has been widely used in civil applications such as positioning,
navigation, timing and geological surveying in view of its high accuracy, global
coverage, all-weather conditions, convenience, flexibility and low cost [1].
However, the accuracy of satellite navigation cannot meet the requirements of
weapon guidance or aircraft precision approach [2]. The multipath effect is one of
the main factors affecting the positioning accuracy [3].

At present, the methods to reduce the multipath errors are mainly categorized
into non-parametric and parameterized class [4]. The parameterization method
establishes the model of multipath signals, and then estimates the parameters in the
model. This technology can estimate the delay of the direct signal and weakens the
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multipath effect. It includes MEDLL [5] algorithm, Kalman filter [6] and so on.
Although these methods can significantly reduce the multipath effect, they require a
number of correlators which caused large computation burden. In contrast, non-
parametric methods do not need to estimate the parameters, so their calculation
amount is small and they are widely used [4]. Non-parametric methods include
narrow correlation technique [7], Double-Delta technique [8], Gated-PRN tech-
nique [9] etc.

The CCRW method is one of the non-parametric methods. It uses a PRN code
signal (excluding subcarriers) to generate a local reference waveform in the
receiver. The reference waveform is related to the received signal in the tracking
loop. Compared with the autocorrelation function (ACF), its cross-correlation
function (CCF) has less parasitic responses which are pushed further in delay [10].
The original CCRW method is only applicable to SinBOC (n, n) signals, and an
improved algorithm is proposed in [4], which can be applied to SinBOC (m, n)
signals with even modulation coefficient.

In this paper, the CCRW method is further improved so that it can be applied to
the SinBOC (m, n) signal whose modulation coefficient is odd. In order to
understand the improved algorithm in this paper, we introduce the basic principle of
CCRW in the second chapter. In the third chapter, we will introduce the improved
CCRW algorithm which is suitable for the BOC signals with odd modulation
coefficients. Finally, we will analyse the performance of the improved algorithm
and show the simulation results.

2 The CCRW

The CCRW method makes use of the PRN code waveform to generate a reference
code waveform for the correlation operation. Compared with the autocorrelation
function, its CCF has less parasitic responses which are pushed further in delay.
Therefore, the CCRW method has a better performance in multipath mitigation.
The reference code waveforms of CCRW can be classified into two sub-categories:
“transition-based” versus “per-chip” reference waveforms. The former includes the
Narrow Correlator (NC, W1) waveform, and the other contains W2, W3 and W4
waveforms [10]. In this paper, we proposed a CCRW method for odd-order binary
offset carrier signals which is a kind of “transition-based” waveform. In order to
understand the proposed method, the basic principle of NC waveform is introduced.

Let the PRN code sequence waveform be given by:

CðtÞ ¼
X
k

ckwðt � kTcÞ ð2:1Þ

where wðtÞ; 0� t� Tc is a rectangular pulse, Tc is the code duration, and ck ¼ �1 is
the chip at the time slot k.
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The non-zero values of the NC sequence appear only at the original PRN code
transitions symmetrically, and the sign is same as the latter chip of the code tran-
sitions. The width of non-zero values is 2Tc=M. Based on these principles, the NC
sequence can be given by:

SNCðtÞ ¼ 1
2
½Cðtþ Tc

M
Þ � Cðt � Tc

M
Þ� ð2:2Þ

Figure 1 displays the NC sequence waveform for BOC (1, 1), and the
cross-correlation function between the BOC (1, 1) signal and the NC sequence
waveform is shown in Fig. 2 in solid lines. The auto-correlation function for
BOC (1,1) is shown in dot dash lines for comparison. It can be seen from the
figure that the parasitic responses of CCF are further away from the main peak.
It indicates that the NC method has a stronger anti-multipath capability.

According to the above analysis, NCmethod can improve the anti-multipath ability
for even-order SinBOC signals. However, it is not suitable for SinBOC signals with
odd modulation coefficient. Take SinBOC (3, 2) for example, we obtain the NC
sequence waveform according to the formula (2.2), and the result is shown in Fig. 4.
The correlation result between the NC waveform and the SinBOC (3, 2) signal is
zero. As a result, we cannot track the signals with this method.

Fig. 1 The narrow correlator sequence waveform
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3 The Improved CCRW

In order to solve the problem that the BOC signals with odd modulating coefficient
cannot produce a correlation peak with the NC reference waveform, the NC
sequence waveform is multiplied by a subcarrier whose frequency is nf0=2, half of
the PRN code rate. Then the subcarrier can be expressed as:

SCCRW�subcarrierðtÞ ¼ signðcosð2p � ðnf0=2ÞtÞÞ ð3:1Þ

where sign() is the sign function, it is given by:

signðtÞ ¼ 1 t[ 0
�1 t\0

�
ð3:2Þ

and the improved CCRW sequence waveform can be expressed as:

SCCRW improvedðtÞ ¼ SCCRW ðtÞ � SCCRW subcarrierðtÞ ð3:3Þ

The structure of the improved CCRW generator is shown in Figs. 3 and 4 shows
the improved CCRW waveform, and the CCF between SinBOC (3, 2) signal and
the improved CCRW waveform is shown in Fig. 7 in solid line. The CCF only has
two side peaks, whose centers are located at �1 chips away from the main peak,
while the ACF has 4 side peaks at �1=3;�2=3 chips late. Therefore, the proposed
improved CCRW method has a better performance in multipath suppression.

In order to further improve the anti-multipath capability for proposed method,
we subtract the improved CCRW left shift and right shift two chips with aptitude
from the improved CCRW waveform. It is expressed as:

Fig. 2 The CCF between the
NC sequence waveform and
the BOC (1, 1) signal
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Fig. 3 The structure of the improved CCRW generator

Fig. 4 The CCRW sequence waveforms for BOC (3, 2)
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SCCRW 1ðtÞ ¼ SCCRW improvedðtÞ � ½SCCRW improvedðt � 2TcÞ
� SCCRW improvedðtþ 2TcÞ� ð3:4Þ

The structure of further improved CCRW generator is shown in Fig. 5, and the
further improved CCRW is shown in Fig. 6. As a result, the side peaks at �1 chips
away from the main peak are eliminated. The CCF between the further improved
CCRW waveform and SinBOC (3, 2) signal is shown in Fig. 7 in dot dash line.
Though the further improved CCRW method increase the amount of side peaks to 4,
the centers of the side peaks are located at 2 chips away from the main peak at least.
Hence the multipath error induced from the side peaks is negligible.

Fig. 5 The structure of the further improved CCRW generator

Fig. 6 The CCRW sequence waveforms for BOC (3, 2)
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4 Performance Analysis

In this chapter, we take SinBOC (3, 2) as an example to analyze the anti-multipath
and tracking performance of the improved CCRW algorithm.

4.1 Anti-multipath Performance

When the received signal contains multipath component, the symmetry of the
correlation peak is destroyed, and the stable tracking point of the discriminator is
located at a non-zero point thus resulting in a tracking error [4].

Assuming that the received GNSS signal contains a direct signal and one
reflected signal, and the amplitude of the reflected signal is half that of the direct
signal. Under the condition that the spacing of early-late correlators is 0.1 chips, the
multipath error envelopes for two algorithms are shown in Fig. 8. When the
reflected signal is in-phase or out-phase with the direct signal, the pseudo-range
measurement error reaches the maximum [11]. From the figure, we can observe that
the further improved CCRW algorithm has stronger ability to suppress the reflected
signal whose delay is more than 0.6 chips and less than 1.6 chips. Considering the
effect of the channel attenuation, the amplitude of the reflected signals with more
than 1.6 chips is small, so they have less impact on tracking loop compared with
reflected signals with less than 1 chips. Therefore, the further improved CCRW
algorithm has better anti-multipath performance.

Fig. 7 The CCF between the
CCRW waveform and the
BOC (3, 2) signal
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4.2 Tracking Performance

Without considering multipath and interference, the dominant code tracking error
source is noise, so we will analyse the tracking performance of the proposed
method for coherent EML code tracking loop by calculating the code tracking error
standard deviation in various SNR.

For 0\BLTI\0:5, where BL is the single-side equivalent rectangular loop
bandwidth, TI is the integration time. Under the assumption that there is only white
Gaussian noise, the estimated code delay tracking error variance is given by [12]:

r2¼
BLð1� 0:5BLTIÞ

R br
�br

Gsðf Þ sin2ðpfDÞdf
ð2pÞ2 C

N0

R br
�br

fGsðf Þ sinðpfDÞdf
ð4:1Þ

where Gsðf Þ is defined as a power spectral density normalized to unit power over
infinite bandwidth, br is pre-correlation bandwidth, D is the spacing between the
early and late correlators.

The setting of the simulation parameters is concluded in Table 1, and the code
tracking standard deviation of the proposed method is shown in Fig. 9 under the
condition that SNR ranges from 25 dB Hz to 50 dB Hz. From the figure we con-
clude that the tracking performance of the further improved CCRW method is
worse than that of the improved CCRW method. It is mainly because that the
further improved CCRW method has more side peaks and the amplitude of the side
peaks is larger than improved CCRW method.

Fig. 8 The multipath error envelope for improved CCRW algorithms
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5 Conclusion

In this paper, an anti-multipath algorithm for BOC (m, n) signals with odd mod-
ulation coefficients is proposed. By adding subcarriers to the NC reference wave-
form, the reference waveform has a cross-correlation peak with the BOC (m.n)
signal, and by further improvement, the center of the side peaks are pushed farther
away from the main peak. Although further improvements increase the number of
side peaks and reduce the tracking performance of the receiver, it has better
anti-multipath performance and more obvious suppression for the multipath signal
with delay between 0.6 chips and 1.6 chips.
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MC-BOC: A New Interoperable
Modulation and Performance Analysis
for BeiDou B1 Signal

Xinming Huang, Xin Zhao, Xiangwei Zhu and Gang Ou

Abstract B1/L1/E1 frequency (1575.42 MHz) is one of the main interoperability
frequency bands in the Global Navigation Satellite Systems (GNSS). The MBOC
(Multiplexed BOC) modulation is adopted on this frequency by GPS and Galileo
systems, which is also a candidate for BeiDou B1C signal. This paper starts with
the definition of MBOC modulation, and proposes a generalized MBOC modula-
tion, i.e. MC-BOC (Multi Carrier BOC) modulation. The MC-BOC modulation is a
multi-carrier modulation, which contains four sub-carriers. Compared with the
existing MBOC modulation, the proposal has independent intellectual property
right. And it has superiorities in anti-multi-path and tracking, as well as in the
flexibility. The study results can be regarded as a choice for the design and opti-
mization of the BeiDou signals.

Keywords MC-BOC � MBOC � Constant envelope modulation
BeiDou B1

1 Introduction

In order to improve the receiving performance of navigation signals, MBOC is pro-
posed as themodulation type for E1 andL1 frequency byGalileo andGPS [1].MBOC
modulation is defined on frequency domain,whose power spectral density is amixture
of BOC (1, 1) spectrum and BOC (6, 1) spectrum. The Composite BOC (CBOC) is
chosen as the candidate for Galileo L1 OS signal, and the Time-Multiplexed BOC
(TMBOC) is used by the GPS L1C signal [2, 3]. Different MBOC implementations
would require different receiving complex. Thus, the MBOC implementation type
should be carefully designed in order to acquire a better receiving performance.

BeiDOu B1C signal is considered to choose MBOC modulation, in order to
achieve the interoperability and compatibility with GPS and Galileo. TMBOC and
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CBOC are two candidates, while all the two modulations face patent risks.
Quadrature Multiplexed BOC (QMBOC) is a new modulation remaining the
MBOC spectral constraints [4]. By Placing the narrowband BOC component and
the wideband BOC component in phase quadrature, the new modulation can pro-
vide a more flexible application as the narrowband BOC component and the
wideband BOC component can modulate different data. A more generalized
application is to transfer more data on MBOC modulation, thus, we need the BOC
component transfer data on both the upper and lower sideband, which is similar as
the 2 code AltBOC modulation. On the basis of this idea, we propose a new
modulation, i.e. MC-BOC (Multi Carrier BOC) modulation. The MC-BOC mod-
ulation is a multi-carrier modulation, which contains four sub-carriers. Compared
with the existing MBOC modulation, the proposal has independent intellectual
property right. And it has superiorities in anti-multi-path and tracking, as well as in
the flexibility.

2 MC-BOC Modulation

2.1 Generalized MBOC Modulation

The Multiplexed Binary Offset Carrier (MBOC) modulation has been recommended
by the GPS-GALILEO Working Group on Interoperability and Compatibility. The
power spectral density of MBOC modulation is a mixture of BOC (1, 1) spectrum
and BOC (6, 1) spectrum, whose definition can be expressed as

UMBOC m;n;cð Þ ¼ 1� cð ÞUBOC n;nð Þ þ cUBOC m;nð Þ ð1Þ

c : 1� cð Þ is the power ratio between the wideband BOC signal and the narrow
band BOC signal.

The definition can be extended as

UMBOC m;n;cð Þ ¼ 1� cð ÞðUup
BOC n;nð Þ þUdown

BOC n;nð ÞÞ þ cðUup
BOC m;nð Þ þUdown

BOC m;nð ÞÞ ð2Þ

Uup
BOC n;nð Þ,U

down
BOC n;nð Þ are defined as the up sideband and low sideband of BOC (n, n)

signal, and Uup
BOC m;nð Þ, U

down
BOC m;nð Þ are defined as the up sideband and low sideband of

BOC (m, n) signal.
We can regard the upper and lower sideband as two independent sub-carriers,

thus, a new expression can be achieved as following:
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UGMBOC m;n;cð Þ ¼ 1� cð ÞðU1ðf � nf0ÞþU2ðf þ nf0ÞÞ
þ cðU3ðf � mf0ÞþU4ðf þmf0ÞÞ

ð3Þ

We define the new modulation as the generalized MBOC modulation. The new
modulation equals to MBOC modulation when and U1ðf Þ ¼ U2ðf Þ and
U3ðf Þ ¼ U4ðf Þ.

2.2 MC-BOC Modulation

We first discuss the case as c ¼ 0:5.
Assume that s1 tð Þ, s2 tð Þ, s3 tð Þ and s4 tð Þ represent four components of the

sub-carrier signals, s0ðtÞ represents the multicarrier multiplexed signal, which
combines the above four signals s1 tð Þ, s2 tð Þ, s3 tð Þ and s4 tð Þ on four subcarriers, with
the centre frequencies of each two signals 2fsc apart, into an integrated signal. The
multi-carrier multiplexed signal can be expressed as

sðtÞ ¼ s1ðtÞe�j2pnfst þ s2ðtÞej2pnfst
� �þ ejh s3ðtÞe�j2pmfst þ s4ðtÞej2pmfst

� � ð4Þ

where e�j2pnfst, ej2pnfst, e�j2pmfst and ej2pmfst are the complex exponential functions
used to realize multi-carrier modulation.

The three level cosine-phased and sine-phased BOC subcarriers, shown as
Fig. 1, are used to express the complex exponential function, thus the multi-carrier
multiplexed signal can be expressed as

0 TsTs/4 Ts/2 3Ts/4

(a) Three level cosine-phased BOC subcarrier

0 TsTs/4 Ts/2 3Ts/4

(b) Three level sine-phased BOC subcarrier 

Fig. 1 Three level BOC
subcarrier
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sðtÞ ¼ s1ðtÞ SCn
3cðtÞþ jSCn

3sðtÞ
� �� �þ s2ðtÞ SCn

3cðtÞ � jSCn
3sðtÞ

� �� �
þ ej

p
4 s3ðtÞ SCm

3cðtÞþ jSCm
3sðtÞ

� �� �þ s4 tð Þ SCm
3cðtÞ � jSCm

3sðtÞ
� �� �� � ð5Þ

SCn
3cðtÞ; SCn

3sðtÞ; SCm
3cðtÞ; SCm

3sðtÞ are the three level cosine-phased and
sine-phased BOC (n, n) and BOC (m, n) subcarriers respectively.

In order to make the multi-carrier multiplexed signal constant envelope, the
complex exponential functions are firstly divided into a discrete multi-level com-
plex exponential functions. The multicarrier multiplexed signal with discrete
multi-level complex exponential functions can be expressed as [5]

s tð Þ ¼ s1 tð Þejp4k1 tð Þ þ s2 tð Þejp4k2 tð Þ þ s3 tð Þejp4k3 tð Þ þ s4 tð Þejp4k4 tð Þ ð6Þ

where the phase rotating indices k1ðtÞ, k2ðtÞ, k3ðtÞ, k4ðtÞ stand for varying phase of
complex sub-carriers, which are defined as Tables 1 and 2.

Tn
sc and Tm

sc are the periods of sub-carriers of k1ðtÞ, k2ðtÞ and k3ðtÞ, k4ðtÞ
respectively.

By employing the multi-level waveforms like the AltBOC subcarrier as the
subcarriers for inter-modulation products, we can get the four-component
multi-carrier constant envelope baseband signal, which makes the multicarrier
multiplexed signal with discrete multi-level complex exponential functions into a
constant envelope signal, as following [6]

sðtÞ ¼ s1ðtÞejp4k1 tð Þ þ s2ðtÞejp4k2 tð Þ þ s3ðtÞejp4k3 tð Þ þ s4ðtÞejp4k4 tð Þ

þ 0:4142 saIðtÞejp4k5 tð Þ þ saQðtÞejp4k6 tð Þ þ sbIðtÞejp4k7 tð Þ þ sbQðtÞejp4k8 tð Þ
h i ð7Þ

Table 1 Phase rotating
indices for multi-carrier BOC
modulation

t modulo Tn
sc/4 k1(t) k2(t)

[0, Tn
sc/4) 2 6

[Tn
sc/4, 2 Tn

sc/4) 4 4

[2 Tn
sc/4,3 Tn

sc/4) 6 2

[3 Tn
sc/4, T

n
sc) 0 0

Table 2 Phase rotating
indices for multi-carrier BOC
modulation

t modulo Tm
sc/4 k3(t) k4(t)

[0, Tn
sc/4) 3 7

[Tn
sc/4, 2 Tn

sc/4) 5 5

[2 Tn
sc/4,3 Tn

sc/4) 7 3

[3 Tn
sc/4, T

n
sc) 1 1
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where saI tð Þ, saQ tð Þ, sbI tð Þ, sbQ tð Þ are the inter-modulation products, which can be
defined as

saIðtÞ ¼ s2ðtÞs3ðtÞs4ðtÞ; saQðtÞ ¼ s1ðtÞs3ðtÞs4ðtÞ
sbIðtÞ ¼ s1ðtÞs2ðtÞs4ðtÞ; sbQðtÞ ¼ s1ðtÞs2ðtÞs3ðtÞ

ð8Þ

The phase rotating indices k5ðtÞ, k6ðtÞ, k7ðtÞ, k8ðtÞ stand for varying phase of
complex subcarriers for inter-modulation products. k5ðtÞ, k6ðtÞ equals to k1ðtÞ, k2ðtÞ,
and k7ðtÞ, k8ðtÞ equals to k3ðtÞ, k4ðtÞ.

2.2.1 Generalized MC-BOC Modulation

A more generalized problem is to multiplex signals with unequal power allocation
on two different subcarrier signals into a multiplexed signal with constant envelope.
Assume the power ratio between s1 tð Þ, s3 tð Þ and s2 tð Þ, s4 tð Þ is 1:p2 (p > 0), thus the
multi-frequency constant envelope baseband signal can be achieved with the same
way as multi-carrier BOC modulation, which can be expressed as

sðtÞ ¼ s1ðtÞejp4k1 tð Þ þ ps2ðtÞejp4k2 tð Þ þ s3ðtÞejp4k3 tð Þ þ ps4ðtÞejp4k4 tð Þ

þ asaIðtÞejp4k5 tð Þ þ asaQðtÞejp4k6 tð Þ þ bsbIðtÞejp4k7 tð Þ þ bsbQðtÞejp4k8 tð Þ ð9Þ

where saI tð Þ, saQ tð Þ, sbI tð Þ, sbQ tð Þ are the inter-modulation products, k1ðtÞ, k2ðtÞ,
k3ðtÞ, k4ðtÞ and k5ðtÞ, k6ðtÞ, k7ðtÞ, k8ðtÞ stand for varying phase of complex sub-
carriers for useful singles and inter-modulation products respectively. All the values
of these parameters are the same as multi-carrier BOC modulation. a and b are the
coefficients of the inter-modulation products that can be achieved by following [8]

p ¼
ffiffiffiffiffiffiffiffiffiffiffi
c

1� c

r

a 1þ bð Þ ¼ p b� 1ð Þ

b ¼
� 3

4 þ 1
4

ffiffiffi
d

p þ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2 þ 7 4

3c

� �1=3
p2 � 2c

9

� �1=3 þ 1�16p2

2
ffiffi
d

p
q

; p\ 1
4

� 3
4 � 1

4

ffiffiffi
d

p þ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2 þ 7 4

3c

� �1=3
p2 � 2c

9

� �1=3� 1�16p2

2
ffiffi
d

p
q

; p[ 1
4

� 3
4 þ 1

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3þ 2

ffiffiffiffiffi
17

pp
; p ¼ 1

4

8>>>><
>>>>:

ð10Þ

where c and d can be calculated by

c ¼ �9p2 þ 9p4 þ
ffiffiffi
3

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
27p4 þ 632p6 þ 27p8

p

d ¼ 1� 28
4
3c

	 
1=3

p2 þ 4
2c
9

	 
1=3 ð11Þ
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As can be seen, the multi-carrier BOC modulation is the special case as equal
power allocation.

3 The MC-BOC Modulation for BeiDou B1 Signal

We consider BeiDou B1 signal adopts MC-BOC (6, 1, 1/11) modulation, and the
modulation and frequency characteristics are analyzed.

The constellation diagram below is used to analyze the characteristics of con-
stant envelope modulation. Figure 2 depicts the sketch of the in-phase and
quadrature-phase components of the MC-BOC (6, 1, 1/11) modulated signal. It can
be seen that the MC-BOC modulated signal has 16 phase points spaced on the
constant envelope circle.

Assume the pseudo-code has ideal auto-correction and cross-correction char-

acteristics, frequency characteristics of the constant envelope MC-BOC (6, 1, p2

1þ p2)

signal and useful signals are analyzed.

Sðf Þ ¼ 1þ b2

1þ p2 þ a2 þ b2
�
8fcsin2

pf
2fc

� �
sin2 pf

4fc

� �
p2f 2

þ p2 þ a2

1þ p2 þ a2 þ b2
�
8fcsin2

pf
12fc

� �
sin2 pf

24fc

� �
p2f 2

�
sin2 pf

fc

� �

sin2 pf
6fc

� �
ð12Þ
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The PSD of the MBOC (6, 1, 1/11) signal and the normal and constant envelope
MC-BOC (6, 1, 1/11) signals are shown as the following Fig. 3. As can be seen,
MC-BOC (6, 1, 1/11) has the similar frequency characteristics ofMBOC (6, 1, 1/11).

4 Receiving Performance Analysis

4.1 Ranging Performance

Ranging performance is in direct proportion with the Gabor bandwidth, thus we use
Gabor bandwidth to evaluate signal ranging performance [7]. Gabor bandwidth is
defined in the form in Hz, namely

DfGabor ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zbr=2

�br=2

f 2Gs fð Þdf

vuuuut Hzð Þ ð13Þ

where f is the frequency in Hz; Gs(f) is the equivalent normalized power spectral
density of the baseband signal in 1/Hz; br is receive bandwidth in Hz.

Figure 4 shows the Gabor bandwidth of the MC-BOC (6, 1, 1/11) modulation
and MBOC (6, 1, 1/11) modulation for a given receiver bandwidth assumed to
have rectangular bandwidths. As can be seen, when the receiving bandwidth is
broader than 5 MHz, ranging performances of either the constant envelope
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MC-BOC modulation or the normal MC-BOC modulation have been greatly
improved compared with the traditional MBOC modulation when the bandwidth is
larger than 12 MHz.

4.2 Multipath Performance

Evaluation of navigation signal’s multipath resistance capability is usually based on
a static model with one direct and one reflected path, with a multipath to direct path
signal power ratio (MDR) that is independent of delay. Navigation signal’s mul-
tipath resistance capability can be measured by the code tracking multipath error
envelope and the average multipath error which based on the non-coherent
early-late delay locked loop. Multipath error envelope is the maximum deviation
caused by multipath effects under the conditions of different multipath delay. It
could reflect the worst instance in multipath error under condition of a particular
multipath, and is chosen as index to evaluate the multipath resistance capability.

The code tracking multipath error envelope lower bound based on the early-late
delay-locked loop is defined as [8]

lim
d!0

er s1ð Þ �
�a1

R br=2
�br=2

f � S fð Þ sin 2pf s1ð Þdf
2p

R br=2
�br=2

f 2 � S fð Þ 1� a1 cos 2pf s1ð Þ½ �df
ð14Þ
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where, S(f) is power spectrum normalized in the transmission bandwidth, the unit is
Hz, br is receive bandwidth in Hz. s is the delay of multipath signal relative to the
direct signal, the unit is Second, a1 is MDR.

Figures 5 and 6 shows MC-BOC modulated and MBOC modulated signal
multipath error envelopes with that the front-end bandwidth is 30 MHz and MDR
a1 ¼ �6dB.
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It can be seen that both the constant envelope and the nonconstant envelope
MC-BOC modulations have better performances in terms of mitigation of
short-delay, medium-delay and long-delay multipath than the normal MBOC
modulation.

5 Conclusions

A generalized MBOC modulation, named MC-BOC modulation, is proposed.
Compared with the existing MBOC modulation, the new modulation satisfies the
MBOC constraint condition, and has better receiving performances on tracking and
multipath resistance. The study results can be regarded as a choice for the design
and optimization of the BeiDou signals.
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A New Signal Quality Monitoring
Method for Anti-spoofing
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Abstract Intermediate spoofing, identified as an efficient spoofing attack method,
can launch a spoofing attack without interrupting the regular functioning of Global
Navigation Satellite System (GNSS) receivers. GNSS is vulnerable and easily
interfered by spoofing because of its opening signal structure and low signal power,
and this threatens the security and integrity of GNSS, especially for the safety
critical applications such as maritime and aviation. Signal Quality Monitoring
(SQM) techniques, originally designed for multipath detection, are recently found
to be useful to identify the deformation on the correlation function of a GNSS signal
due to an intermediate spoofing attack. Conventional SQM-based methods directly
employ the values of the SQM metric to detect spoofing attacks. In this paper, we
develop an enhanced SQM technique for spoofing detection. It is known that the
value of SQM metric fluctuates significantly during the interaction between the
counterfeit signal and authentic signal. As the variance of metric can better reflect
this fluctuation of metric, we choose the moving variance (MV) of the SQM metric
as a new “metric” to detect the occurrence of spoofing. The basic principle of the
proposed method is well introduced and tested on four different SQM metrics. Its
ability to detect spoofing has been validated using the dataset collected using our
SPIRENT simulators. The results show that the proposed moving variance-based
SQM method is advantageous in the detection of spoofing attacks.
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1 Introduction

Spoofing is a deliberate interference that intends to mislead the target Global
Navigation Satellite System (GNSS) receivers into generating false position or
navigation solutions by broadcasting a fake signal [1]. As the low power level and
opening signal structure, GNSS open service signals are very vulnerable to the
spoofing attacks. Thus, spoofing attack has become one of the most harmful threats
for the user receivers, especially for the safety critical applications such as maritime
and aviation.

Recent successful implementations of spoofing trials have further reinforced the
awareness of the hazard of spoofing attacks. In 2013, a research group from The
University of Texas at Austin successfully carried out a spoofing attack to control
the trajectory of a yacht [2]. They later performed effective capture and control of an
unmanned aerial vehicle (UAV) via GNSS signal spoofing in 2014 [3]. Thus, many
research works have been focused on the development of detection and mitigation
techniques against the spoofing threats, such as the methods based on the signal
power monitoring and carrier noise ratio monitoring [4, 5], the methods based on
receiver antenna defence techniques [6–8], the methods based on Time of Arrival
(TOA) discrimination [9], consistency checks among different measurements [1],
and the methods based on cryptographic modulation of the civil GNSS signal [10].

Recently, Signal Quality Monitoring (SQM) techniques are found to be effective
to detect the distortion of the correlation function caused by a spoofing attack. SQM
techniques were originally developed particularly for signal deformation monitor-
ing and multipath detection [11]. As structures of the spoofed and multipath signals
are very similar which had led several research groups to the assumption that such
metrics can also detect spoofing, so that performances of SQM metrics were also
explored for spoofing detection in [12]. Detailed performance assessment has been
done over a set of spoofing scenarios [13, 14]. To further improve the reliability of
spoofing detection, a two-dimensional SQM method was developed by introducing
a monitoring metric in Doppler frequency domain [15]. The SQM-based counter-
measures mentioned above all directly employ the raw values of the SQM metric to
detect spoofing attacks.

In this paper, a new SQM technique is presented for spoofing detection. It is
known that the value of SQM metric fluctuates significantly during the interaction
between the counterfeit signal and authentic signal. As the variance can better
reflect this fluctuation of metrics, we choose the moving variance (MV) of the SQM
metric as a new “metric” to judge the occurrence of spoofing. The basic principle of
the proposed method is well introduced. Its ability to detect spoofing has been
validated using the dataset collected using SPIRENT simulators. The results show
that the proposed moving variance-based SQM method outperforms the basic SQM
method for spoofing detection.

222 C. Sun et al.



2 Recall of SQM Metrics

During an intermediate spoofing attack, the spoofer generates a counterfeit signal
for each satellite signal used in the navigation solution. The three typical steps of
launching an intermediate spoofing attack can be concluded as three stages. In the
first stage, the spoofed signals are generated with the same code delay and Doppler
shift as authentic signal to ensure that their correlation functions are perfectly
aligned with each other. Then in the second stage, the spoofer gradually increases
the power of the spoofed signal and finally exceeds the authentic signal’s power
level. In the last stage, the spoofer slowly leads the spoofed signal away from the
authentic signal to manipulates the victim receiver.

When the counterfeit signal interacts with the authentic signal, the phase and
power of the signal admixture fluctuate strongly at this moment and during the
period when the counterfeit signal is moving away from the authentic signal. Such
fluctuation affects the complex correlation shape and thus causes the abnormality of
correlator output values. Thus, we can employ this abnormality to detect the
spoofing attack. It is worth noting that as the multipath has quite similar effect with
spoofing attacks, all the SQM-based anti-spoofing techniques face the challenge
that how to distinguish spoofing from multipath. Generally, some extra detection
techniques, such as power detection [16] or doppler domain detection [15], are
required to perform joint detection and make the detection more robust.

SQM techniques typically employ the correlator outputs to detect the distortion
of correlation peak in the tracking loop of the user receivers. Figure 1 gives the
complex correlation function in the presence of spoofing. IE;d tð Þ, IP;d tð Þ and IL;d tð Þ
refer to the Early, Prompt and Late In-Phase correlator output at time t, respectively;
QE;d tð Þ, QP;d tð Þ and QL;d tð Þ denote the Early, Prompt and Late Quadrature corre-
lator output at time t, respectively. We can see that both In-Phase and Quadrature

Fig. 1 In-phase and quadrature complex correlation component at time t. d = 0.2 chip
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correlation functions are distorted due to the spoofing attack which allows us to
develop countermeasures by analyzing these correlator outputs.

Employing the multiple samples of the complex correlation function given
above, different strategies have been proposed to compute metrics. In this paper, we
mainly consider the following four metrics:

• Delta Metric [13]:

Dd tð Þ ¼ IE;d tð Þ � IL;d tð Þ
2IP

ð1Þ

• Ratio Metric [13]:

RTd ¼ IE;d tð Þþ IL;d tð Þ
2IP

ð2Þ

• Early Late Phase Metric [17]:

ELPd tð Þ ¼ tan�1 QL;d tð Þ
IL;d tð Þ

� �
� tan�1 QE;d tð Þ

IE;d tð Þ
� �

ð3Þ

• Magnitude Difference Metric:

MDd tð Þ ¼ xE;d tð Þ�� ��� xL;d tð Þ�� ��
2 xPj j ð4Þ

where x tð Þj j denotes the magnitude of the complex correlation function computed
as:

x tð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I tð Þ2 þQ tð Þ2

q
ð5Þ

The SQM-based anti-spoofing methods mentioned above directly employ the
raw values of the SQM metric to detect spoofing attacks. They are usually very
sensitive to the system noise which results in the reduction of detection rate for a
given false alarm rate.

3 Moving Variance

The moving variance technique has already been used for spoofing detection by
monitoring the C/N0 variation caused by a spoofing attack [18]. As we have
presented above, the raw values of different SQM metrics fluctuate significantly
during the interaction stage of the counterfeit signal and authentic signal.
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Considering the variance is typically used to show the dispersion degree of a set of
data, it can be employed to further magnify the changings of correlator outputs to
make it more significant. Therefore, the moving variance of each SQM metric has
the potential to be a better “metric” to detect the occurrence of spoofing.

Figure 2 illustrates the principle of moving variance calculation. Through a
predefined window sizing a subset of metrics values, the moving variance formula
evaluates the difference between the mean of the squares of the subset and the
square of the mean over this subset. Then, the window shifts forward. Hence, it
creates a series of variances of different subset of the full data set. The general
expression of moving variance is given by:

r2MV nð Þ ¼ 1
w

Xnþw

i¼ n�1ð Þ�wþ 1

x ið Þ2�ð1
w

Xnþw

i¼ n�1ð Þ�wþ 1

x ið ÞÞ2 ð6Þ

where x(i) is the value of the i-th sample in the data, w denotes the length of each
subset and n is the total number of the subsets of the entire data.

The typical profile of metrics responses to a spoofing attack is illustrated in
Fig. 3. As mentioned in Sect. 2, the spoofing attack can be divided into three
stages. For the second stage (from the 150th to the 300th second), both authentic
and counterfeit signals reach the receiver and interact with each other. They lead to
distortion of the correlation function of the mixed-signal and bring in noticeable
risings and declines of the metric values over time. Whereas for the first stage
(before the 150th second) and the third stage (after the 280th second), because
either the authentic signal or the counterfeit signal is stably tracked, the final metric
values keep a steady behavior. Thus, we can detect the attack during the second
stage of the spoofing attack, thanks to these remarkable metrics variations.

Figure 4 plots the moving variance for different metrics. compared with raw
metric values, the operation of moving variance makes the spoofing behavior more
outstanding. The main peaks locate around the 220th second. It is much easier to
search for these abnormal peaks or impulses among the moving variance of each
SQM metric and thus identify any potential hazards from spoofing attacks.

......

w points w points

( ) 1n -1 * w+ n* w ( ) 1n k -1 * w+ + ( )n k * w+

( )2
MV nσ ( )2

MV n kσ +

Fig. 2 Illustration of the computation of moving variance
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Fig. 3 Four metrics responses to a matched-power spoofing scenario computed with a 0.5 chip
correlator spacing
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Fig. 4 Moving variance responses to a spoofing attack. The correlator spacing is 0.5 chip
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4 Performance Evaluation

In order to evaluate the spoofing detection performance of the moving
variance-based SQM method, we plot the receiver operator characteristic
(ROC) curves of the proposed method and compare them with the conventional
SQM-based methods that directly employ the raw values of SQM. Its ability to
detect spoofing is validated using the dataset collected using our SPIRENT
simulators.

4.1 Determination of the Threshold

The spoofing detection method is implemented by comparing the values of moving
variance with a threshold. Thus, a spoofing-present decision is made if the threshold
value is exceeded, and a spoofing-absent decision is made otherwise. Given the
time-varying nature of the metrics, the operations of computing the thresholds and
probability analysis are performed within a detection window of several seconds. In
the following test, this detection window is from the beginning of the spoofing
attack to the end of the dataset.

Generally, the threshold value is a function of the designated false alarm
probability (Pfa) and the level of thermal noise. For a designated C/N0, the final Pfa

and Pd can also be seen as functions of the threshold value. For a certain threshold
Th, Pfa and Pd are computed as follows:

Pfa ¼
Z1

Th

fc xð Þdx

Pd ¼
Z1

Th

fs xð Þdx
ð7Þ

where fc xð Þ represents the probability density function of the clear signal moving
variance, and fs xð Þ denotes the probability density function of moving variance
values in the presence of a spoofing attack.

We can see that, in order to calculate Pfa and Pd, the moving variance distri-
butions for both spoofing-absent and spoofing-present circumstances have to be
obtained. However, the distributions of moving variance are quite complicated.
Besides, they also depend on the window size used in the method, the number of
samples of correlator’s outputs, the receiver’s sampling frequency and the specific
spoofing attack pattern. It is impractical to derive the analytical expression of the
probability density functions. So this paper evaluates the performance of the
moving variance-based algorithm using the statistical method. The distributions of
moving variance are analyzed and computed using computer softwares. Then by
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varying the value of threshold, we are able to obtain the Pfa and Pd curves versus
threshold values. Furthermore, we can plot the ROC curves with horizontal axis of
Pfa and vertical axis of Pd. One of benefits of such process is we can get the actual
ROC curves without the knowledge of the exact mathematical expression of the
probability distribution.

4.2 Scenario Created with the SPIRENT Simulator

A self-made spoofing scenario is built in order to show the effectiveness of the
anti-spoofing algorithm and test its performance. As is shown in Fig. 5, it was
created through the GPS signal simulator GSS6560, a product of the SPIRENT
Communications Company. The SimGen software was used to run the
GSS6560 GPS signal simulator. A NordNav receiver software was used to
post-process the generated GPS signals. The NordNav front-end is directly con-
nected to the GPS simulator, and the data obtained include correlator output values,
navigation data, and the channel properties.

Figure 6 illustrates the spoofing pattern we used in the test. The scenario consists
of a spoofer with a low power advantage over the LOS (+0.4 dB) that performs a
spoofing attack from seconds 150 to 580 of the total simulation time. In this
scenario, the spoofer first aligns its code delay with the authentic signal, and when
the relative delay is zero, it starts increasing its power and thus takes control of the
receiver.

Figure 7 shows the ROC curves for Ratio, Delta, MagDiff, and ELP metrics. The
window size used to calculate moving variance is set to 1 s and the correlator
spacing is 0.4 chip. We can see that the four metrics have quite similar performance,
so all of them can be used for anti-spoofing. But for the Pfa of a small value, such as
0.1, the Pd for each metric is around 0.8, which is not high enough and can lead to
missed detection problem. However, the computation of moving variance is helpful
to improve the performance of each metric. It can be seen that the
moving-variance-based methods all outperform the according raw SQM metrics.
For a given false alarm rate of 0.1, the detetction probabilities of the four metrics go
up to around 0.9. Thus, the introduction of the concept of moving variance is
proved to be an effective improvement.

Spirent GSS6560

⊕ RF 
Front-end

Post-Processing
Channel 1Post-Processing
Channel 2Post-Processing
Channel 3Post-Processing
Channel 1

NordNav
Software ReceiverAuthentic Signal

Counterfeit Signal

Dataset

Spoofing Detection
Module

Fig. 5 Spoofing generation and detection setup
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Fig. 6 The in-phase correlation component of spoofing scenario
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Fig. 7 Comparison of ROC curves for a Delta test metric, b Ratio test metric, c ELP test metric
and d MagDiff test metric over the dataset created with the SPIRENT simulator
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5 Conclusions

This paper has developed a new SQM-based anti-spoofing technique. It calculates
the moving variance instead of raw metric values to perform spoofing detection.
Four different SQM metrics have been considered and the performance of the
proposed method has been evaluated using the dataset collected by SPIRENT
simulators. Results show that, compared with the basic SQM method, this enhanced
method has higher ROC performance for all the four metrics. Particularly when Pfa
is 0.1, the Moving variance-based method with the window time of 1 s increases
the probability of detection from an average value of 0.8–0.9, which demonstrates
the effectivity of the proposed method.

As multipath has quite similar effect with a spoofing attack in the correlation
domain, the next step of the research will be focused on how to distinguish spoofing
from multipath in terms of moving variance-based SQM method and a more
detailed performance analysis should be given.
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An Unfuzzy Acquisition Algorithm
Based on Matched Filtering
for BOC (n, n)

Xiyan Su, Fang Hao, Yuanfa Ji, Weimin Zhen, Baoguo Yu
and Xingli Gan

Abstract Due to ambiguous acquisition caused by multiple peaks of
auto-correlation function (ACF) of Binary Offset Carrier (BOC) modulation tech-
nology, an Odd-even Correlation Side-peak Cancellation Technology (OCSCT) is
proposed in this paper. The side-peak elimination is obtained by multiplying and
transforming the odd-even branch and received signals. In order to make full use of
the received signals and further improve the acquisition performance, a corre-
sponding optimization algorithm is put forward. The methods of BPSK-LIKE,
ASPeCT and this paper are analyzed and compared. The results show that the
proposed side-peak elimination method can effectively solve the acquisition
ambiguity problem, and reduce the span of the main peak to half a chip, which
further improves the acquisition probability. Compared with the ASPeCT method,
the acquisition sensitivity, and the peak to average ratio is increased by 2 dB, 10%,
respectively. While the calculation amount is reduced by about 50.11%.

Keywords Satellite navigation � Binary offset carrier � Unambiguous acquisition
Side-peak elimination � Half chip

1 Introduction

Recently, with the rapid development of global satellite navigation technology,
global positioning technology has not only applied to the military but also per-
meated in daily life. At present, many countries are developing their own global
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satellite navigation systems such as the United States’ GPS, European Galileo
satellite navigation system and China’s Beidou satellite navigation system, which
may cause different satellite navigation systems and the same navigation system to
send Multi-channel signals on the same frequency band. Therefore, in order to
reduce the mutual interference between signals, a new signal modulation technique
is proposed, that is, BOC modulation technique. Compared with traditional binary
phase shift keying (BPSK) modulation, BOC modulation divides the spectrum of
the signal into two parts symmetrically, reducing the interference between navi-
gation signals and making full use of the bandwidth resources. Second, the cor-
relation peak of the auto-correlation function becomes steeper, improving the
acquisition performance. However, the disadvantage of BOC modulation is the
occurrence of multiple secondary peaks on both sides of the main peak of the
correlation peak, which may easily trap the secondary peak during acquisition and
lead to acquisition ambiguity.

There are mainly two approaches to eliminate ambiguity. One is the frequency
domain processing scheme, another one is the time-domain processing scheme. The
typical frequency domain processing techniques, such as BPSK-LIKE method,
considers received signal as two BPSK signal superposition, and each sideband can
be regarded as a separate BPSK signal, respectively obtaining a single correlation
peak, and then completely eliminate ambiguity. However, this method may stretch
the signal peak span and lose the advantage of BOC signal. In addition, filtering the
sideband not only increases the complexity, but also causes energy loss of the signal
0–3 dB. As for time-domain processing scheme, the auto-correlation edge peak
cancellation technology (ASPeCT) is a typical processing options. Auto-correlation
side-peak cancellation technology (ASPeCT) reduces edge peaks by algorithmic
operations between the auto-correlation function (ACF) of the BOC signal and the
cross-correlation function (CCF) between the BOC signal and the PRN sequence.
This method effectively suppresses edge peaks, however, the elimination of mul-
tiple secondary peaks is not completely and only applicable to BOC (n, n) signals.

In this paper, the Odd-even Correlation Side-peak Cancellation Technology
(OCSCT) and matched filtering methods are used to eliminate the ambiguity in the
BOC signal in the frequency domain. The local code is stored in the acquisition
module and sliding matched with the input signal for code phase. At a specific point
of search frequency, every time take a correlate processing with local code when
receiving a code phase of the input signal. Searching the code phase of the fre-
quency point until received a complete code cycle [1]. Among them, the local BOC
signal is divided into two branch signals, an odd signal and an even signal. The two
are respectively associated with the received BOC (n, n) signals to obtain two
symmetric correlation functions. The odd-even correlation function is then recon-
structed based on the new reconstruction rule, by which the main peak span is
reduced to half a chip and the side-peaks are completely eliminated while main-
taining the narrowband correlation peak. This innovative odd-even correlation
method can achieve better acquisition performance.
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2 Algorithm Analysis

2.1 ACF Function of BOC Modulation Signals

The auto-correlation function (ACF) can be obtained by the correlation between the
BOC signal and the sub-carrier modulated PRN sequence. The ACF for the BOC
(1, 1) signal can be modeled as:

RBOCð1;1ÞðsÞ ¼ tri0ðslÞþ
1
2
tri1

2
ðs
l
Þ � 1

2
tri�1

2
ðs
l
Þ ð2:1Þ

where RBOCð1;1ÞðsÞ is ACF. s is chip delay.12 tri12ðslÞ represents the peak nearby Tc
2 (Tc

is a pseudo code period) related peaks, 1/2 is the amplitude value. The
auto-correlation curve of BOC (1, 1) signal and the local BOC sequence simulated
with Matlab is illustrated in Fig. 1.

As can be seen from the figure, the auto-correlation function of the BOC signal
has an obvious main peak and two secondary peaks. The GPS C/ A code has only
one main peak, but the main peak span is twice that of the main peak of the
BOC (1, 1) auto-correlation function.

2.2 Odd-Even Correlation Side-Peak Cancellation
Technology(OCSCT) Acquisition Algorithm

2.2.1 Separation of RoðsÞ and REðsÞ Functions

To solve the RoðsÞ and REðsÞ functions, the odd branch signal and the even branch
signal should be solved firstly. The odd signal and the even signal are separated by
the local BOC signal.

Fig. 1 BOC (1, 1)
auto-correlation function
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First, the mathematical model of local pseudo-random-noise code sequence is:

PRNðtÞ ¼
X1
i¼�1

Ci PTCðt � iTCÞ ð2:2Þ

PTC is a rectangular pulse of period TC and an amplitude of 1, TC is the width of
one chip, and Ci is the symbol of the chip, Ci 2 ð�1; 1Þ. The local sub-carrier
mathematical model is:

sscðtÞ ¼
XM�1

j¼0
dj PTscðt� jTscÞ ð2:3Þ

PTsc is a rectangular pulse with a period of Tsc, that is, the width of one
sub-carrier pulse, with an amplitude of 1. dj is the pulse symbol of sub-carrier with
the duration being Tsc, M is the total number of pulses in one PRN chip. For
BOC (1, 1) signals, dj 2 ð�1; 1Þ, Tsc ¼ Tc

2 , M = 2.
The local BOC baseband sequence is obtained by multiplying the local PRN

code sequence with the local sub-carrier, that is,

sBOCðtÞ ¼
X1
i¼�1

CiPTC ðt� iTCÞ �
XM�1

j¼0

djPTscðt� jTscÞ ð2:4Þ

Due to the strict synchronization of the sub-carriers with the local PRN
sequences, Eq. (2.4) can be changed to

sBOCðtÞ ¼
X1
i¼�1

XM�1

j¼0

Ci dj PTscðt� iTc � jTscÞ: ð2:5Þ

Then, based on the length of each PRN chip, the sub-carriers are divided into
two equal parts according to the pulse duration of the sub-carriers. The first half of
the chip and the second half of the chip patch zero to make up the odd branch BOC
signal and the first half of the chip patch zero and the second half of the chip to
make up the even branch BOC signal. Figure 2 is a partial figure of the generation
of a BOC (1, 1) sequence.

BOC signal separation according to sub-carrier pulse duration can be expressed
as:

sn ¼ sonðtÞþ senðtÞ ð2:6Þ
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sonðtÞ represents an odd part and senðtÞ is the even part:

sonðtÞ ¼
XNc�1

i¼0

CiPTSC ðt� iTCÞ ð2:7Þ

senðtÞ ¼
XNc�1

i¼0

CiPTSC ðt� iTC � TscÞ ð2:8Þ

Nc in the above formula is the number of chips in one cycle.
Suppose the signal of the input IF signal stripped by the carrier wave is siqðt).

The output results of the integrator output of the local BOC odd branch signal and
the even branch signal are as follows:

ROðsÞ ¼
ZTS
0

siqðtÞ sonðtþ sÞdt ð2:9Þ

REðsÞ ¼
ZTS
0

siqðtÞ senðtþ sÞdt ð2:10Þ

Figure 3 is a partial view of a parity branch.

Fig. 2 The generation of a BOC (1, 1) sequence
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2.2.2 The Implementation of Acquisition Algorithm for OCSCT

Based on the SMF-FFT acquisition system, the Odd-even Correlation Side-peak
Cancellation Technology acquisition algorithm is introduced, which is to replace
the locally generated BOC code in the SMF-FFT acquisition system with the odd
unit signal and the even unit signal, that is, to split the local BOC code into two
parts: an even one and an odd one, which based on sub-carrier length. Two branch
signals may be respectively correlate with the input signal and generate an odd
branch correlation function and an even branch correlation function. Under the new
reconstruction rules proposed in this paper, the side peaks can be well eliminated,
and the final detection results in a clear detection variable. The concrete imple-
mentation schematic diagram is shown in Fig. 4.

The satellite signals acquisition is essentially a three-dimensional search process
on PRN code, frequency and time [2]. For a satellite, a certain carrier and code
phase signal is generated on artificially-set acquisition strategy, and then perform
carrier stripping and correlate action with real signal [2]. If the relevant acquisition
peak value exceeds the acquisition threshold after the correlate action, then the
acquisition is successful. At this time, the carrier and code phase can be considered
as the carrier and code phase of the actual signal, that is, the best estimation process
of the carrier and code phase of the actual signal [2].

Fig. 3 The generation of the parity branch sequence
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Down-converted digital IF signal can be expressed as

yt ¼ AdðtÞcðtÞscðtÞcosðx0 tþuÞþ nðtÞ ð2:11Þ

where A is the signal amplitude, cðtÞ is the spreading code modulated on the carrier,
dðtÞ is the navigation message modulated on the carrier, x0 and u are angular
frequency and the initial phase of the signal respectively. n(t) is the Gaussian white
noise with mean zero and the variance is r2n, X�Nð0; r2nÞ. Because the noise and
signals have weak cross-correlations, so the noise is not to be considered for the
time being for the convenience of derivation.

Using quadrature demodulation method and separating carriers to demodulate
signal, then I and Q branch signals are obtained after low-pass filter:

sðtÞ ¼ iðtÞþ jqðtÞ � AdðtÞ ciðtÞscðtÞ ejðxd tþudÞ þ jAdðtÞ cqðtÞscðtÞ ejðxd tþudÞ

ð2:12Þ

xd is Carrier frequency difference and ud is initial phase difference in Eq. 2.12.
Match filter with total sample point L, Doppler frequency shift fd , sample period

Ts which perform match filtering action can obtain the odd and even branch
match-filtering correlate value.

Then carry out subsection of two branch signals, L ¼ MX, M taps, the length of
each segment is X, and the correlation value of m segment matching filter is

SoPMFðkÞ ¼ AdðtÞRo
mðsÞ

sinðp fd L TsÞ
sinðp fd TsÞ

� e�jð2p fdðL�mX�1Þ Ts þ udÞ m ¼ 1; 2; 3. . .;M � 1ð Þ
ð2:13Þ

Digital intermediate 
frequency

Carrier cancellation

Received signal

Low-pass 
filtering

Odd local code

Carrier NCO

PRN NCO

Sine 
table

Cosine 
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Subcarrier NCO
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Fig. 4 SMF-FFT combined with OCSCT
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SEPMFðkÞ ¼ AdðtÞRE
mðsÞ

sinðp fd L TsÞ
sinðp fd TsÞ

� e�jð2p fdðL�mX�1Þ Ts þ udÞ m ¼ 1; 2; 3. . .;M � 1ð Þ
ð2:14Þ

RoðsÞ is the correlation function of an odd branch signal and the received signal,
and REðsÞ is the correlation function of an even branch signal and the received
signal.

M point fast Fourier transform, and the output value is:

FOðkÞ ¼
XM�1

m¼0
SOPMFðmÞ e�j2pmkM ð2:15Þ

FEðkÞ ¼
XM�1

m¼0
SEPMFðmÞ e�j2pmkM ð2:16Þ

Finally, the output of SPMF-FFT acquisition is:

FOðkÞ ¼ AdðtÞRo
mðsÞ

sinðp fd X TsÞ
sinðp fd TsÞ � sinðpkM � p fd XÞM

sinðpkM � p fd XÞ
� e�j½2p fdðL�1Þ Ts þ 2pk

M ðM�1Þ�2p fdðM�1ÞX þ ud �
ð2:17Þ

FEðkÞ ¼ AdðtÞRE
mðsÞ

sinðp fd X TsÞ
sinðp fd TsÞ � sinðpkM � p fd XÞM

sinðpkM � p fd XÞ
� e�j½2p fdðL�1Þ Ts þ 2pk

M ðM�1Þ�2p fdðM�1ÞXþ ud �
ð2:18Þ

Then acquisition algorithm for OCSCT is implemented:

F1 ¼ FOðKÞj j þ FEðKÞj j ð2:19Þ

F2 ¼ FOðKÞ � FEðKÞj j ð2:20Þ

F ¼ F1 �F2j j ð2:21Þ

2.3 Simulation Results of Matlab

Based on the Matlab platform, the IF of the input signal is 4.092 MHz, the sam-
pling rate is 16.368 MHz, the setting code phase offset is 5 chips and the Doppler is
1100 Hz. The BOC (1, 1) signal acquisition results are obtained by using the
OCSCT and matched filtering method. The results are shown in Fig. 5.
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Figure 6 is an odd-even correlation function normalized two-dimensional sim-
ulation results.

FOj j þ FEj j has multiple peaks, one of the main peaks is at the code phase s ¼ 81
and two side peaks. The code phases of the two peaks of FO �FEj j correspond to
the code phases of the two side peaks of FOj j þ FEj j, and the zero point between the
two peaks of FO �FEj j and the main peak of FOj j þ FEj j lie in the same phase . The
span of the main peak of F is 8 points, that is, half chip width. The acquisition
probability is greatly improved.

Fig. 5 SPMF+FFT
acquisition results diagram

Fig. 6 Reconstruction of odd
and even branch correlation
function
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3 Detection Performance Analysis

The input BOC signal can be expressed as:

sðtÞ ¼ Adðt� sÞcðt� sÞscðt� sÞcosð2pðfIF þ fdÞtþuÞþ nðtÞ ð3:1Þ

A is the amplitude of the input signal, cðtÞ is the PRN code, dðtÞ is the navigation
data, s is the code delay of the input signal, fd is the Doppler frequency of the input
signal, is the intermediate frequency and scðtÞ is the sub-carrier.

Separate carriers and multiply the odd and even branch signals:

SEðtÞ ¼ S tð ÞCE tð Þ cos 2p fIF þ fDð Þt½ � þ cos 2p fIF þ fDð ÞTs½ �½ � þ nE ð3:2Þ

SOðtÞ ¼ S tð ÞCO tð Þ cos 2p fIF þ fDð Þt½ � þ cos 2p fIF þ fDð ÞTs½ �½ � þ nO ð3:3Þ

The navigation data dðtÞ is a constant and can be omitted here. CE tð Þ indicates
the local even branch signal and CO tð Þ represents the local odd branch signal. Then
carry out the coherent integration, the output is

�SE ¼ ARE Dsð ÞTs sin c pDfdTsð Þ � cos pDfdTsð Þþ sin pDfdTsð Þ½ � þNE ð3:4Þ
�SO ¼ ARO Dsð ÞTs sin c pDfDTsð Þ � cos pDfDTsð Þþ sin pDfDTsð Þ½ � þNO ð3:5Þ

NO, NE are uncorrelated Gaussian white noise with the mean of zero and a
variance of r2n, X�Nð0; r2nÞ. The density function probability PðnÞ is

PðnÞ ¼ K0 nj j=r2ð Þ
pr2

ð3:6Þ

Z1

0

tlKn tð Þdt ¼ 2l�1C
lþ nþ 1

2

� �
C

l� nþ 1
2

� �
ð3:7Þ

Kn tð Þ is Modified Bessel function of the second kind, and Cð�Þ is the
Gamma function. The variance r2n is

r2n ¼
Z1

�1
n2Pn nð Þdn ¼ 16r4 ð3:8Þ

242 X. Su et al.



The odd and even signals can obtain FO and FE via FFT, F can be obtained by
OCSCT algorithm.

F ¼
XM
j¼1

FEþOj j2j� FE�Oj j2j
� �

¼
XM
j¼1

FE kð Þj jj� FO kð Þj jj
� �

þ
XM
j¼1

FE kð Þj jj�NO

� �

þ
XM
j¼1

FO kð Þj jj�NE

� �
þ

XM
j¼1

NE � NOð Þj

ð3:9Þ

The noise term
PM

j¼1 NE � NOð Þj meets Gaussian distribution according to the
Central Limit Theorem, and its variance is

r2n ¼ 16Mr4 ð3:10Þ

So F obeys Gaussian distribution.
Assume X0 is the case that only noise presents in the received signal, and X1 is

the other case that both signal and noise are exist. These two cases are analyzed
here.

The signal processing can be deemed as linear operation of Gaussian noise under
condition X0. The detection variable v is subject to Rayleigh distribution, and its
mean value and variance are

E vð Þ ¼ 0 ð3:11Þ

D vð Þ ¼ 16Mr4 ð3:12Þ

And the Probability Density Function (PDF) is

fnðvÞ ¼ v
rn2

e�
v2

2 rn2 ð3:13Þ

The false alarm probability Pfa corresponds to threshold value Vt is

Pfa ¼
Z1

Vt

fnðvÞdv ¼
Z1

Vt

v
rn2

e�
v2

2rn2dv ¼ e�
vt2

2rn2 ð3:14Þ
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that is,

vt ¼ rn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�2 lnPfa

p ð3:15Þ

linear operation can be regarded as the adding Gaussian noise under condition X1,
The detection variable obeys Rician distribution, its PDF fsðvÞ is

fsðvÞ ¼ v
rn2

exp � v2 þ a2

2r2n

� �
I0

av
r2n

� �
ð3:16Þ

where v� 0, I0ð�Þ is Modified Bessel function of the first kind. the signal power
of v is a2, and noise power is 2r2n, hence, the signal-to-noise ratio (SNR) is

SNR ¼ a2

2r2n
ð3:17Þ

The mean value and average power of v can be obtained according to Eq. 3.16

EðvÞ ¼
ffiffiffi
p
2

r
rn L1=2ð�

a2

2r2n
Þ ð3:18Þ

Eðv2Þ ¼ a2 þ 2r2n ð3:19Þ

Lagrange polynomials L1=2ð�Þ is

L1=2ðxÞ ¼ e
x
2ðð1� xÞ I0ð� x

2
Þ � x I1ð� x

2
ÞÞ ð3:20Þ

I1ð�Þ is first order Modified Bessel function of the first kind.
The detection probability (real alarm probability) Pd is

Pd ¼
Z1

Vt

fsðvÞdv ð3:21Þ

Suppose the coherent integration time is 1 ms, the false alarm probability is
Pfa ¼ 10�3. There is no code phase and carrier frequency error. The detection
probability of the proposed method, BPSK method and ASPeCT method varies
with the CNR of input signal, as shown in Fig. 7. The ASPeCT method can detect
the signal of CNR about 42 dBHz. The OCSCT method can detect the signal of
CNR about 40 dBHz, and the acquisition sensitivity increases about 2 dBHz. This
is due to the fact that there is no secondary peak at all for the parity-dependent
method to affect acquisition.
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In detection performance, the peak to average ratio is also a feasible way to
measure the performance of the acquisition, that is, the ratio of the maximum peak
to the average. As shown in Fig. 8, the new method is significantly higher than the
other two methods, 10% and 200%, which greatly improves the acquisition
performance.

It can be seen from the above performance analysis that the OCSCT is signifi-
cantly superior to the ASPeCT and BPSK-LIKE methods, regardless of the
detection probability or the peak-to-average ratio.

Fig. 7 The detection probability of three methods

Fig. 8 Three methods of
peak to average comparison
diagram
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4 Computational Complexity Analysis

Taking the parameters set in 3.3 as an example, the matched filter acquisitions the
frequency interval of 500 Hz, the frequency range is ±10 kHz and the code phase
is set as 1 sample point. The FFT parallel code phase acquisition frequency interval
is 500 Hz and the frequency range is ±10 kHz. SPMF-FFT acquisition is divided
into 66 segments, each segment length of 248 points, and the code phase is also set
to 1 sample point.

Matched filter acquisition requires the search unit number is
ð2�10;000

500 þ 1Þ � 1023 ¼ 41; 943, which is 41,943 correlated operations. The sam-
pling points are used to calculate in the paper, so the matched filter acquisition
needs 1023� 16 ¼ 16; 368 multiplication operation and 16367 addition operations
to complete a correlation operation. So matched filter acquisition requires 41; 943�
16; 368 ¼ 686; 523; 024 multiplications and 41; 943� 16; 367 ¼ 686; 481; 081
additions.

FFT parallel code phase acquisition method adopts parallel code phase search
method. It needs two times FFT operation, one IFFT operation, which means a total
of three times FFT operations. Completion of a 16,368 point FFT requires com-
putation of complex additions:

N lgN2 ¼ 16; 368 lg16;3682 ¼ 229; 152

Complex multiplication:

N
2
lgN2 ¼ 16; 368

2
lg16;3682 ¼ 114; 576

In general, a complex multiplication can be divided into four real multiplications
and three real additions, and one complex addition can be turned into two real
additions.

SPMF-FFT acquisition computation can be divided into two parts, namely, the
serial partial matching filter and the FFT operation, so the required total addition
amount is

ð66 lg662 �5þ 66� 248Þ � 16; 368 ¼ 300; 559; 857

The total number of multiplications required is

ð33 lg662 �4þ 66� 248Þ � 16; 368 ¼ 280; 970; 796

It can be seen that the required addition of SPMF-FFT acquisition method is
only 43.7% of the matched filter algorithm and the multiplication is 40.9%, which
greatly reduces the difficulty of hardware design and the resources consumed.
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The sampling rate is 16.368 MHz on the premise of using the SPMF-FFT
acquisition method. The OCSCT method proposed in this paper undergoes 2�
16; 368 ¼ 32; 736 multiplication and 2� 16; 366 ¼ 32; 732 addition, and then
undergoes two FFTs and 198 complex additions to obtain the detection quantity.
The ASPeCT method needs to go through 4� 16; 368 ¼ 65; 472 multiplications
and 4� 16; 367 ¼ 65; 468 additions, and then twice FFT operations, 2� 66 ¼ 132
complex multiplication and 66 complex additions to obtain quantity. The
BPSK-LIKE method needs to go through 4� 16; 368 ¼ 65; 472 multiplications
and 4� 16; 367 ¼ 65; 468 additions, and then twice FFT operations, 2� 66 ¼ 132
complex multiplication and 66 complex additions to obtain quantity. Assuming that
one multiplication and one addition last for the same time, it can be seen that in the
case of no two FFT, 33,128 additions and 32,736 multiplications are performed by
the OCSCT method. The BPSK-LIKE and ASPeCT methods performs 65,996
additions and 66,000 multiplications. Therefore, the computation of the proposed
method is 49.89% of the ASPeCT and BPSK-LIKE methods. However, the
BPSK-LIKE method uses a large number of filters compared to the ASPeCT
method, achieving more complicated implementation.

5 Conclusion

Based on the fast acquisition, a new method of eliminating the BOC (n, n) signal
ACF ambiguity based on the odd-even correlation is proposed by using the fast
acquisition method of the serial partial matching filter combined with FFT to
improve the system speed, reducing the use of system resources and completely
eliminating side peaks during fast acquisition while preserving the narrow corre-
lation of the main peak. In this paper, the performance of detection, the amount of
computation and the simulation show that compared with other two traditional
acquisition methods, the proposed method is less computationally intensive and has
better performance of acquisition, which can cope with the existing signal
acquisition.
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Part II
Satellite Orbit and Satellite Clock Error



A New Satellite Clock Offsets Prediction
Method Based on the IGS RTS Products

Hongzhou Yang, Yang Gao, Liang Zhang and Zhixi Nie

Abstract Satellite clock offsets prediction is crucial for GNSS applications and has
attracted much attention from the GNSS community. However, previous satellite
clock offset prediction was mostly carried out based on the IGS rapid products or
IGS final products. Limited by the long latency of the above products, the predicted
satellite clock offset cannot meet the requirements of high precision real-time
applications such as real-time PPP. In this paper, a new satellite clock offsets
prediction method based on the IGS real-time service (RTS) products is proposed,
in which the satellite clock drifts from the broadcast ephemeris are used as the
pseudo-observations. For the polynomial part, only clock drift and clock drift rate
are estimated while the latest clock offsets are directly applied. The GPS satellite
clock offsets are predicted all together by considering the datum change involved in
the IGS combination process, which is observed in the IGS01 clock products.
The results show that the standard deviations of the predicted IGS01 products are
1.408 ns and 0.079 ns for the traditional method and proposed method, respec-
tively. For the IGS03 products, the corresponding standard deviations are 0.243 ns
and 0.080 ns. The proposed satellite clock offset prediction method provides better
clock prediction performance based on the IGS RTS products.

Keywords IGS RTS � Satellite clock offset prediction � Clock drift constraint

1 Introduction

To meet the increasing demands from real-time users, the IGS Real-Time Service
(RTS) has been available to public users since April 2013 [1]. These corrections are
disseminated via a networked transport of RTCM via Internet protocol (NTRIP) [7].
Abundant researches have been carried out about the real-time PPP with different
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real-time products [2, 3, 6, 8, 9]. Satellite clock prediction is of great importance to
real-time GNSS applications [4, 5]. However, most research to date is based on the
IGS final products or other products with long latency. This makes the predicted
clocks generated from those products cannot meet the requirement of high precision
real-time applications.

In this paper, a new satellite clock offsets prediction method will be proposed
based on the IGS RTS clock products. In the new method, the satellite clock drifts
from the broadcast ephemeris will be applied as pseudo-range observations in the
estimation, and only clock drifts and clock drift rates are estimated in the poly-
nomial fitting while the latest clock offsets are directly applied. Last but not least,
the clock offsets of all GPS satellites will be predicted together.

The paper will be organized as follows: Sect. 2 briefly introduces the current
atomic clocks onboard the GPS satellites and the IGS RTS products; Sect. 3
evaluates the stability of the IGS RTS clock products by differencing between
consecutive epochs, meanwhile, the Allan Variance is applied for the analysis. In
Sect. 4, the proposed prediction method is introduced in details. The comparison
results between existing satellite clock offset prediction model and the newly
proposed prediction model are presented in Sect. 5. Finally, the conclusions are
summarized in Sect. 6.

2 Current Active Clocks Onboard GPS Satellites and IGS
RTS Clock Products

The current active atomic clocks onboard GPS satellites can be divided into four
types regarding the orbit block type and clock type as shown in Table 1.

As we can see from Table 1, there are 12 active Rubidium (Rb) clocks onboard
the GPS IIR satellites, which accounts for the largest clock group and followed by
10 active Rb clocks onboard the GPS IIF satellites. While 7 active Rb clocks are
onboard the GPS IIR-M satellites, only two active Caesium (Cs) clocks are onboard
the GPS IIF satellites. The ages of the total 31 active clocks up to August of 2017
are given in Fig. 1. The oldest clock group is the active Rb clocks onboard the
GPS IIR satellites and the second oldest clock group is the 7 active Rb clocks
onboard the GPS IIR-M satellites. The active clocks onboard the GPS IIF satellites
are the youngest.

Table 1 Block-type, PRN
and clock type of GPS (up to
21st Aug 2017)

Satellite PRN

IIR/Rb 16,28,20,19,2,21,11,22,18,14,23,13

IIR-M/Rb 31,7,12,29,17,5,15

IIF/Rb 30,25,26,27,1,6,3,10,9,32

IIF/Cs 24,8
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The IGS RTS corrected orbits are expressed in the International terrestrial ref-
erence frame 2014 and the commonly used IGS RTS products are listed in Table 2.

The IGS01 and IGC01 products are the single-epoch combination solutions
produced using software developed by ESA/ESOC and the orbit reference points for
the two products are different. The update rates are as high as 5 s for both orbit and
clock corrections. The IGS02 and IGS03 products are combination solutions using
Kalman filter approach with orbit and clock update rates at 60 and 10 s corre-
spondingly. The contents of the satellite clock corrections include Delta Clock C0,
Delta Clock C1 and Delta Clock C2, and they are applied using the following
equations,

dC ¼ C0 þC1 t � t0ð ÞþC2 t � t0ð Þ2

tsatellite ¼ tbroadcast þ dC
speed of light

ð1Þ

Fig. 1 Ages of the GPS satellite clocks up to 21st Aug 2017

Table 2 Technical contents of IGS RTS

Combination Orbit ref
point

RTCM messages

IGS01 Single-epoch APC GPS code bias (5), Combined orbit and clock corrections (5)

IGC01 Single-epoch CoM GPS orbit and clock corrections (5), GPS code bias (5)

IGS02 Kalman filter APC GPS orbit corrections (60), clock corrections (10), GPS
code bias (10)

IGS03 Kalman filter APC GPS orbit corrections (60), GPS clock corrections (10),
GPS code bias (10), GLONASS orbit corrections (60),
GLONASS clock corrections (10), GLONASS code bias
(10)

Note CoM: Center of Mass; APC: Antenna Phase Center
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where dC is the correction for the clock offset based on the broadcast navigation
message, t is the calculation epoch, t0 the reference epoch, Ci is the polynomial
term, tsatellite is the precise clock offsets, tbroadcast is the clock offsets calculated from
the broadcast ephemeris.

3 Stability Analysis of the IGS RTS Clock Products

To investigate the stability of the IGS RTS clock products, the raw real-time satellite
clock offsets on July 7th of 2017 from IGS01 and IGS03 are collected and stored.
Furthermore, four satellites with different types of clocks are selected to present all the
31 active clocks onboard the GPS satellites, namely PRN 16, PRN 31, PRN 30 and
PRN 8. The raw satellite clock offsets are shown in Fig. 2. As we can see that, the
IGS03 clock products are more stable than the IGS01 clock products and the linear
trend is obvious. While for IGS01 clock products, there are lots of jumps for all types
of clocks.

The mean offset rates for the above four satellites clocks are calculated as well
by differencing satellite clock offsets between consecutive epochs, which are shown
in Fig. 3. The IGS final clock products with a sample rate of 30 s for the same day
are downloaded and used here as the reference. The magnitude of the mean offset
rates for IGS01 can be more than one ns per second due to the jump, which are

Fig. 2 IGS01 (in red) and IGS03 (in blue) satellite clock offsets for PRN 16, PRN 31, PRN 30
and PRN 8 with one-day length
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much larger than that of IGS03. The mean offset rates for the IGS03 and the IGS
final clock products have the same magnitude at a level of several tens ps per
second. Meanwhile, another phenomenon needs to be mentioned is that the big
jumps for different satellites seem to happen at the same time, which may due to
different strategies adopted for IGS clock combination.

Additionally, the Allan Variance is applied to analyze the stability of different
clock products. The Allan Variances of the PRN 16, PRN 31, PRN 30 and PRN 8
from IGS01, IGS03 and IGS final products are shown in Fig. 4. It is obvious the
IGS01 has the poorest stability while the performance of the IGS03 and the IGS
final products are quite similar when comes to the Allan Variance. The Cs clock
onboard GPS IIF satellites shows the poorest stability among the four selected
satellite clocks.

Fig. 3 Mean clock offset rate of IGS01, IGS03 and IGS final products
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4 A New Satellite Clock Offset Prediction Method

The traditional satellite clock offset prediction equations can be expressed as
follows:

xðtÞ ¼ x0 þ y0tþ z0t2

2
þ

Xk

l¼0

Al sinðxtþulÞþWðtÞ ð2Þ

where x0, y0 and z0 are the polynomial parameters associated with the time offset,
the drift and the drift rate, k denotes the number of periodic terms, Al denotes the
amplitude, x is the frequency, ul is the phase shift of the sinusoidal variation and
WðtÞ is the generic random noise process. In the traditional model, the satellite
clock offsets are assumed as a combination of the polynomial and periodic terms,
which fits well with IGS final products and IGS03 products. For products with lots
of jumps such as the IGS01, the traditional prediction model may not fit anymore.
The satellite clock offset can be expressed in another form,

OffsetSatACðtÞ ¼ OAC þ ISatAC þVSat
AC ðtÞ ð3Þ

where OAC denotes the AC specific time offset, ISatAC is the initial satellite specific
clock offset and VSat

AC ðtÞ is the clock offset at the time t. The above equation is
primarily used for the combination of different RTS products or the accuracy
evaluation process.

Fig. 4 Allan Variance of PRN 16, PRN 31, PRN 30 and PRN 8 from IGS01, IGS03 and IGS final
products
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For each satellite clock offsets, the proposed model can be expressed as follows,

xðtÞ j � x jtref ¼ y j0tþ
bz j0t

2

2
þ

Xk

l¼0

Aj
l sinðxtþu j

l ÞþWðtÞ j;

y jBrdc ¼ y j0; dj2
ð4Þ

where yBrdc is the satellite clock drift from the latest broadcast ephemeris; xtref is the
satellite clock offset from RTS; d is the standard deviation term for yBrdc; j denotes
the GPS PRN number. The other parameters have the same denotes as Eq. 2. Note
that the first polynomial term is not included in the estimation and the satellite clock
offsets at the epoch closest to current are directly used. The clock drifts from the
broadcast ephemeris are used in the estimation process as pseudo-observations.
Furthermore, all the satellite clocks are predicted together and the whole prediction
model for all satellites can be expressed as,

xðtÞ1 � x1tref ¼ OAC þ y10tþ
bz10t

2

2
þ

Xk

l¼0

A1
l sinðxtþu1

l ÞþWðtÞ1;

y1Brdc ¼ y10; d1
2

xðtÞ2 � x2tref ¼ OAC þ y20tþ
bz20t

2

2
þ

Xk

l¼0

A2
l sinðxtþu2

l ÞþWðtÞ2;

y2Brdc ¼ y20; d2
2

xðtÞ j � x jtref ¼ OAC þ y j0tþ
bz j0t

2

2
þ

Xk

l¼0

Aj
l sinðxtþu j

l ÞþWðtÞ j;

y jBrdc ¼ y j0; dj
2

ð5Þ

where OAC is added in the estimation process and assumed to be the same for all
satellite clocks at the same epoch and varies over different epochs. In the filter,
satellite clock offsets are modelled by two polynomial parameters and 2 * k periodic
parameters (k is usually set as 2 or 4). OAC is estimated as random walk parameters.
When the total epoch number is m and satellite number at an epoch in the RTS
products is n, then the filter can be solved as long as the following requirement can
be met.

m� n[mþ n� ð2þ 2� kÞ ð6Þ

For example, if k equals to 4 and n equals to 31, the epoch number will be larger
than 11. For IGS01 and IGS03, the minimum lengths for fitting are 11 * 5 and
11 * 10 s, respectively.
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5 Experiments and Results

In this Section, several experiments are carried out to analyze and evaluate the
proposed satellite clock offsets prediction model. Firstly, the variance for clock
drifts from the broadcast ephemeris as the pseudo-observation is investigated.
Afterwards, the predicted results with the proposed model are compared with IGS
final products.

5.1 Evaluation of Satellite Clock Drifts from Broadcast
Ephemeris

The proper weighting for broadcasted satellite clock drifts as pseudo-observations is
important in the new method. To investigate the accuracy of the satellite clock drift
from broadcast ephemeris, the broadcast ephemeris and IGS final clock products of
whole 2016 year are downloaded. The satellite clock drifts calculated from the IGS
final clock products are used as a reference. The satellite clock drifts from both
broadcast ephemeris and IGS final clock products for PRN 16, PRN 31, PRN 30
and PRN 8 are shown in Fig. 5. As we can see that, the satellite clock drifts have
linear trend for PRN 16, PRN 31 and PRN 30. PRN 30 has the largest drift rate and
the clock drift over one year is more than four ps per second. For GPS PRN 8, the
satellite clock drift doesn’t have linear trend and the value ranges in −2 ps per
second to −1 ps per second. Meanwhile, the satellite clock drifts from broadcast
ephemeris can keep the same value for several days.

Afterwards, the difference between satellite clock drifts from the broadcast
ephemeris and IGS final clock products are calculated over the year 2016 and the
Root Mean Square errors (RMS) are computed accordingly for each satellite, which
is shown as Fig. 6. As we can see that, the RMS for most satellite clocks are smaller
than 0.05 ps per second and the average RMS of all satellites is 0.05 ps per second.
The RMS for GPS PRN 8, PRN 24, PRN 28 and PRN 32 are larger than 0.1 ps per
second. The RMS for each satellite will be used for the weighting of the satellite
clock drift from broadcast ephemeris as a pseudo-observation.

5.2 Satellite Clock Offset Prediction with the New Method

In this part, the satellite clock offset prediction will be carried out with the proposed
method. The satellite clock products of IGS01, IGS03 and IGS final on July 7th of
2017 are used for prediction. More specifically, satellite clock products of a very
short period, from 12:30 to 12:36 pm are used for fitting, which are shown as
following Fig. 7.
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As we can see from Fig. 7, the IGS03 and IGS final products have quite similar
trend over time and the bias between them is at ns level for four selected satellites
clocks. The satellite clock offsets from IGS01 showed different characters and
jumped a lot during the very short period of 6 min. The epoch number of the
IGS01, IGS03 and IGS final products are 72, 36 and 12 correspondingly due to
different sample rates at 5, 10 and 30 s. Afterwards, the satellite clock offsets

Fig. 5 Satellite clock drifts of PRN 16, PRN 31, PRN 30 and PRN 8 from broadcast ephemeris
and IGS final clock products over 2016

Fig. 6 Satellite clock drift RMS of broadcast ephemeris for all GPS satellites
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prediction with the traditional method and proposed method are carried out for
IGS01, IGS03 and IGS final. The satellite clock drifts of IGS01, IGS03 and IGS
final derived from the traditional method are shown in Fig. 8.

As we can from Fig. 8, the derived satellite clock drifts for IGS03 and IGS final
with the traditional satellite clock offset prediction method are similar, which are
quite different to the IGS01 resutls. The main reason for the differences is the jumps
in the satellite clock offsets from IGS01. For some satellites such as PRN 1 and
PRN 5, the clock drift differences between IGS01 and IGS final can be more than

Fig. 7 Satellite clock offsets of IGS01, IGS03 and IGS final products for fitting

Fig. 8 Satellite clock drifts obtained with traditional prediction method for IGS01, IGS03 and
IGS final products
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five ps per second, which equals to 4.5 ns difference with prediction over half hour.
Furthermore, the fitting residuals of IGS01, IGS03 and IGS final products are
shown as Fig. 9. As we can see that, the residuals of IGS01 products are very large,
which accounts for poor internal reliability of the traditional prediction model.
While the residuals of IGS03 and IGS final products are much smaller and the
values are less than one ns.

The proposed new prediction method is then applied and the satellite clock drifts
are shown as following Fig. 10.

We can see that, the derived satellite clock drifts from IGS01, IGS03 and IGS
final products with the proposed new method are quite similar with each other. The
fitting residuals are shown in Fig. 11. The residuals for IGS01 are at the same level
with IGS03 and IGS final products, and all the residuals are less than 0.3 ns. When
compared to the traditional method, the residuals for IGS01 are much smaller with
the new prediction method, which indicates the internal reliability of the proposed
new method is much better.

Apart from above comparisons regarding the internal reliability, the extern
reliability is also briefly investigated here. Both the traditional prediction method
and the proposed prediction method are applied for the same data of IGS01 and
IGS03 products. The reference is the IGS final clock products and the standard
deviation of the predicted satellite clocks over ten minutes are shown in Fig. 12.

Fig. 9 Residuals of satellite clocks of PRN 16, PRN 31, PRN 30 and PRN 8 after fitting with the
traditional method for IGS01, IGS03 and IGS final products
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As we can see, the improvement for IGS01 is obvious for all the satellites.
The improvements can be more than 2 ns for some satellites such as PRN 5 and
PRN 12. The average standard deviation of the traditional method for IGS01 is
1.408 ns while that with the proposed new method is 0.079 ns. When comes to
IGS03, the average standard deviation of the traditional method is 0.243 ns and that
with the proposed new method is 0.080 ns. Thus, the external reliability of the
proposed method is also proved.

Fig. 11 Residuals of satellite clocks of PRN 16, PRN 31, PRN 30 and PRN 8 after fitting with the
new prediction method for IGS01, IGS03 and IGS final

Fig. 10 Satellite clock drifts obtained with proposed prediction method for IGS01, IGS03 and
IGS final products
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6 Conclusions

A new satellite clock offset prediction method based on the IGS RTS is proposed in
this paper. The IGS RTS combined clock products are firstly investigated regarding
stability. The results show the stability of IGS03 is similar to IGS final clock
products and the mean clock offset rate between consecutive epochs is at several
tens ps per second level. The IGS01 show obvious jump over time and the mean
clock offset rate between consecutive epochs can be around one ns. Meanwhile,
those jumps for different satellite clocks occurred at similar epoch which may due to
the datum change in the combination process. Afterwards, the new satellite clock
offset prediction method is introduced, in which all the active GPS satellite clocks
are predicted together and one common parameter for all satellite clocks is added
for every epoch. The satellite clock drifts from broadcast ephemeris are used as
pseudo-observations in the estimation process and the weighting is based on the
comparison with IGS final clock products. The average RMS of satellite clock drifts
for satellites from broadcast ephemeris is 0.05 ps per second when the IGS final
clock products are used as the reference. Finally, the comparison is carried out
between the proposed satellite clock offset prediction method and the traditional
method. Both the internal and external reliability are investigated and compared.
The residuals with traditional method for IGS01 can reach several ns while those
with proposed method are less than 0.3 ns. The standard deviation for predicted
IGS01 products are 1.408 ns and 0.079 ns with proposed method and tradition
method. For IGS03, the values are 0.243 ns and 0.080 ns correspondingly. In a
word, the proposed satellite clock offsets prediction method shows better perfor-
mance with IGS RTS products.

Acknowledgements The first author would thank for the support from the China Scholarship
Council and the IGS is appreciated for providing the RTS products and final products.

Fig. 12 Comparison of the proposed (new) and traditional (old) method for satellite clock offset
prediction with IGS01 and IGS03 products
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Study on Solar Radiation Pressure
Model Considering the Yaw Attitude
of the BDS

Kewei Xi, Xiaoya Wang and Qunhe Zhao

Abstract The solar radiation perturbation is an important factor affecting the
accuracy of satellite orbit, it related to the satellite attitude and satellite radiation
characteristics. The special constellation of Beidou navigation system lead to a
difference attitude control with GPS/GLONASS, therefore, the traditional solar
radiation pressure model can not meet the pressure of IGSO/MEO high precision
orbit determination during the satellite attitude switching. It is necessary to establish
a suitable high precision pressure model in Beidou navigation system. The thesis
establish a new model which based on the BOX-WING model and also considering
about radiation model parameters change during satellite attitude switch, the
applicability and accuracy of the model was verified by measured data of Beidou
tracking network(form MGEX). The results show that compared to the BERN
model, IGSO and MEO orbit residuals improve the accuracy of 10–30% during the
attitude switching period. Compared with the GBM final orbit, the residual values
decreased. Meanwhile, in orbit prediction, the residual error of long arc prediction
is significantly decreased.

Keywords Solar radiation pressure model � Beidou navigation system
Yaw attitude � Orbit determination

1 Introduction

The solar radiation perturbation is one of the most important factors affecting the
accuracy of satellite orbit determination, the maximum level of acceleration can
reach to 1e-8 according to the orbit height and the intrinsic characteristics of
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different radiation pressure. The effect of pressure perturbation influence on navi-
gation satellite orbit including photon, satellite attitude control error, parameter
changes in optical properties of the surface of the planet, solar radiation constant
and the change of quality of satellite [1, 2]. Because there is a strong correlation
between the influence factors and the parameters, it’s difficult to use a simple model
to accurately describe the characteristics of pressure, so the study of solar radiation
model has become an important work in the way of high precision orbit
determination.

The traditional solar radiation model is mainly of experience model which based
on a long time observed data in large range observation network. The establishment
of the BERN series model has tremendous improve the accuracy of GPS satellite
precision orbit determination. In order to meet the demand of satellite navigation
tasks, it must be ensure that the solar panel is perpendicular to the sun, at the same
time as the downlink antenna is as close as possible perpendicular to the ground.
The way to solve the problem is according to the satellite sensor and satellite orbit
attitude to adjustment the yaw angle, which is called yaw-steering mode; when the
sun angle is less than a certain angle, the satellite will shift control strategy, it gives
priority to ensuring the alignment of downlink antenna, thus the yaw angle is fixed
to zero, which is called orbit-normal mode. For the BDS constellation,
Geosynchronous Earth Orbit (GEO) satellite always keep in the orbit-normal mode,
Inclined Geosynchronous Satellite Orbit (IGSO) and Medium Earth Orbit
(MEO) using combination of yaw-steering and orbit-normal, the Satellite attitude
mode can switching within a year at least two times. If the influence of attitude
switching is not considered properly, it will lead to a decline in the accuracy of
satellite orbit [3–5]. According to the research of Guo Jing et al., The approximate
condition of BDS satellite attitude switching is that when the sun angle is less than
4°, the satellite attitude is converted to orbit-normal. Until the sun angle is greater
than 4°, the orbit-normal will change to the yaw-steering [6, 7].

The related research shows that it can basically meet the requirement of preci-
sion orbit determination when using BERN model for BDS in yaw-steering.
However, due to the satellite’s characteristics and constellation differences, the
accuracy of orbit determination will decrease significantly. The solar radiation
perturbation error is mainly due to solar radiation model does not estimate the
corresponding changes between the orbit-normal and yaw-steering as soon as
possible. Considering the construction of BDS constellation is not complete and the
limited factors such as network data tracking, a physical solar radiation pressure
model with the BDS attitude control strategy differences was established based on
the Box-wing model. Compared with the BERN model, the new model takes into
account the structural characteristics and the yaw information. It can reflect changes
of satellite area by using the subdivision body modeling area element. It can be
better at reaction radiation characteristics and reflect the pressure force of the
continuous variable.
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2 BDS Solar Radiation Model

According to the principles of the Box-wing model, the navigation satellite can be
decomposed into 7 parts with different shapes, including the axis of X/Y/Z forward
or backward and the solar panels [8–10]. The solar radiation perturbation for the
area differential element can be represented as following:
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where k is the eclipse factor for satellite, U0 is the solar radiation at distance of
1AU, c is speed of the light, rss is the distance from satellite to the sun, dA is the

satellite area differential area element, n
^
, p
^
respectively, is the area element normal

vector and satellite direction vector to the sun, h is the angle between the area
element normal and the satellite to the sun, l is specular reflection coefficient, m is
reflectivity. m is the mass of the satellite, then the total acceleration is given by:
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When the satellite maintains its nominal attitude, the satellite antenna points to
the center of the earth, and the solar panels is always point to the sun, it can be
writen as:

cos e ¼ �cosb0cosDu ð3Þ

where e is the angle between the satellite antenna to the earth center and the solar
panel to the sun direction, b0 is the angle of sun elevation, Du is the angle between
the satellites to earth. In order to remove the parameter correlation, the estimation
parameters are combined in the process of partial derivative. Let a ¼ ð1�mÞ,
q ¼ lm, d ¼ ð1�lÞm. For the solar panels, there is cos h ¼ 1, then:
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In the direction of +Z bus surface, cos h ¼ cos e, then:

@ a!þZi

@ aþ dð Þ ¼ �k
U0

cm
AþXi

AU
rss

� �2

cose q
^ þ 2

3
e!þZ

� �
ð7Þ

@ a!þ Zi

@ qð Þ ¼ �k
U0

cm
AþXi

AU
rss

� �2

2cos2e e!þZ ð8Þ

For the BDS satellite, use the Box-wing model to calculate the prior value,
adding five parameters of the ECOM model, and consider the yaw attitude of IGSO/
MEO satellite to adjust the parameters of the radiation model, which is called
SRPM model (Shao solar radiation pressure model, SRPM). It can be written as:

a!¼ aapri þD uð Þ e!D þ Y uð Þ e!Y þB uð Þ e!B ð9Þ

where aapri is calculated using the Box-wing model of the prior solar radiation
pressure acceleration, u is the angle between satellite in the orbit plane and the
midnight, e!D is the pressure in the direction from the sun to the satellite, e!Y the solar
wing axis, e!B is the cross direction of the two directions, D uð Þ, Y uð Þ, B uð Þ respec-
tively, is the corresponding direction of acceleration which being estimated param-
eters and used to adjust themodel.We need to pay attention to that when the satellite is
in the orbit-normal mode, the DYB coordinate system need to rotation, then:

e!D0 ¼ e!B0 � e!Y 0

e!Y 0 ¼ e!R

e!B0 ¼ e!D � e!Y 0 ð10Þ

where r! is the satellite position in the ECI and e!R ¼ r!
r .

3 Processing Strategy

In order to analyze the applicability and accuracy of the SRPM model in different
yaw attitude, chose the observation data from 55 sites of MGEX tracking network
to carry out the precise orbit determination experiment. In the three day arc length
of orbit determination, pending track interval in the middle orbit arc, such as the
orbit of the day of year 170 is determined using the observed data of 169/170/171.
Considering errors include the phase correction of the earth tide, antenna pco and so
on, the parameters of the satellite orbit and clock are estimated. The estimation
strategy of the specific parameters is given in Table 1.
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Try to analysis each direction pressure perturbation variation of acceleration, and
analyses the changes of pressure perturbation when the IGSO/MEO satellite attitude
switching. The orbit determination accuracy of the SRPM model under the
orbit-normal and yaw-steering conditions is studied and the results of the BERN
model is also given as a comparison. The observation data of 170–185 in 2015 are
selected for orbit determination. In the selected time period, C08, C11 and C12 are
in the orbit-normal during the day of year 172–182. The rest of the satellites are in
yaw-steering(without considering GEO satellites), the precise orbit determination
results during the period of attitude switching was analyzed.

4 Orbit Determination Result

4.1 Pressure Variation

When analysis of the orbit accuracy, the satellite orbit coordinate system is con-
venient for described and analyzed. So the pressure perturbation acceleration in the
RTN direction of the perturbation acceleration calculate by the SRPM was plotted

Table 1 Correction model and Parameter estimation strategy

Parameter Strategy

Observation and correction model Observation LC + PC(UD)

Interval 300 s

Cut elevation 5°

Troposphere model Dry and Wet NIELL

Map function NIELL

Phase center offset IGS_08.ATX (update to
2017)

Phase winding correction Model

Relativistic effect IERS convention

Solid tide IERS convention

Ocean tide FES2004

Pole tide IERS convention

Site coordinates(priori) ITRF2008

Parameter estimation Orbit
Sat clk
Rec clk
Ambiguity
Site coordinates
Srp model
Eop
Tropospheric parameter

Estimation
Estimation
Estimation
Estimation
Constraint (1 sigma)
BERN or SRPM
Estimate xp, yp, dxp,
dyp, DUT1,
UT1(1 sigma)
1 h per site
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in Fig. 1. The C06/C07/C09/C10/C14 is in the mode of yaw-steering and the C08/
C11/C12 in the orbit-normal which was represented as light blue shadow.

It can be seen from the figure that satellite radiation pressure in each axial accel-
eration changes with a certain regularity. The pressure perturbation acceleration is in
the level of 1e-7 of the satellites. It has a strong cyclical changes in R and T direction,
and the amplitude changes with the height of the sun elevation; The direction of R and
T amplitude of the amplitude decreases, and the acceleration in the direction of N is
negative in the forward direction, and the value varies greatly. It is shown that there is
a great difference the force between yaw-steering and orbit-normal.

4.2 Analysis

In order to analyze the orbit determination accuracy of BERN and SRPM models
under yaw-steering/orbit-normal situation, the orbit calculated is compared with the
precise orbit products of GFZ, and the three-dimensional RMS is plotted in Fig. 2.

It can be seen from Figure that when doy 170, all the satellites are in yaw-steering,
the orbit determination accuracy of the SRPMmodel is better than the BERN model,
and the orbit determination result is better than 0.2 m. The C11 and C12 are in the

Fig. 1 Acceleration change during attitude conversion (The R/T/N was plotted in black/red/green
dot line. It was covered by blue shadow and the sun elevation is drawn with red lines when the
satellite in orbit-normal.)
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direction of yaw attitude transformation during doy 171, the orbit determination
accuracy of all two satellites has decreased, but the orbit determination results of
other satellites remain stable. This shows that when the data of the tracking network
is sufficient, the accuracy of the overall orbit determination can be stabilized during
the attitude switching, and the satellite accuracy in the attitude switching will be
reduced. The attitude conversion of satellite C11 and C12 at doy 172 shows that the
residual value of the SRPM model is smaller, which lower than the BERN model
0.4 m and 0.2 m respectively. At the doy of 180/181, the satellite C08/C11/C12 is in
orbit-normal, but the rest of the satellites are in yaw-steering. From the orbit
determination residuals, the orbit residuals of SRPM at yaw-steering are smaller than
that of BERN models, and the overall performance is better than that of 0.5 m. It is
obvious that the orbit determination results for satellites are smaller when the
yaw-steering. However, the orbit determination residuals of many satellites are
smaller by using BERN models, the reasons for that should be further studied.

The accuracy of orbit determination can be reflected by the overlapped arcs,
where gives out the three dimensional RMS information of two models overlapped
for 2 days in the BERN and SRPM of two models, as shown in Fig. 3.

From Fig. 3, we can see that IGSO satellite residual error of overlapped arc is
smaller than that of BERN model during the yaw-steering, which can reduce 0.2 m.
While the MEO satellite performs better under the BERN model. The C11 and C12
satellites have higher accuracy and can maximum 1 m reduction in the SRPM model
during the attitude switching. It can make sure the overlapped better than 0.5 m and
avoid the significantly descend of orbit accuracy during the autitude switch.

Fig. 2 Orbit determination precision during attitude conversion
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One of the most important way to checking orbit accuracy is to predict the orbit
using the same model as the orbit determination, then use statistical results to reflect
the accuracy of the dynamic model. Respectively doing the orbit determination by
using two models and the prediction method is shown in Fig. 4. The three
dimensional RMS statistical of results was listed in Table 2.

Statistical results show that when predicting 12 h, the accuracy of the two
models is approximately the same. For the satellite with attitude switching, the
prediction accuracy of SRPM can be increased by about 0.3 m. The prediction of
24 h, BERN model of satellite attitude switching accuracy decreases rapidly,
mainly there is a big error in attitude switching in which the error in predicting the
maximum C08 reached 17.86 m, at the same time the error of the SRPM only
3.8 m. statistical results show that the prediction accuracy of partial SRPM can be
increased by about 0.4 m of satellites in the yaw-steering. The statistical accuracy
of the orbit prediction of the BERN model is seriously reduced when the 48 h is
predicted, and the reason for this phenomenon is consistent with the prediction of
24 h. However, the SRPM model has maintained a better prediction effect. From
the yaw-steering satellite statistics, the prediction results show that the maximum
RMS can reduce the maximum of 0.7 m compared with the BERN model.

Fig. 3 Overlapping arcs during attitude conversion

Prediction 12h

Start

Day 1 Day 2 Day 3

Prediction 24h

Prediction 48h

Fig. 4 Forecasting method
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5 Conclusion

Through analysing BDS orbit products under the yaw-steering and orbit-normal, we
can conclude the results: the satellite’s force are greater differences during attitude
switching and cyclical changes the R and T direction keeps the relative stability, but
there is a big change in N direction. If the change is not considering the stress
situation and influence of the yaw attitude will lead to a decline in the accuracy of
orbit. The new SRPM model is more elaborate than the BERN model, and the
physical meaning is clearer. The calculation results also show that the SRPM model
has higher accuracy in orbit-normal; it can also make the IGSO and MEO satellite
orbit error is reduced by 10–30% when the satellite is in the yaw-steering, close to
the normal yaw period reference value. The orbit residuals decrease when compared
with GBM precise orbit. The orbit overlap of the SRPM model can maintain a high
stability and avoid a sharp drop in the accuracy of the attitude conversion. At the
same time, in orbit prediction, the predicted residual decreases significantly, which
greatly improves the accuracy and availability of orbit.
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Quality Analysis of Observation Data
of BeiDou-3 Experimental Satellites

Yilei He, Qianxin Wang, Zhiwen Wang and Ya Mao

Abstract Five new-generation BeiDou global experimental satellites (BDS-3)
have been launched into inclined geosynchronous orbit (IGSO) and medium orbit
(MEO) since March 2015. The quality of observation data has a direct impact on
the performance of navigation, positioning and timing service. Therefore, it is very
important to analyze the observation data quality of new-generation BDS satellites,
for evaluating the service performance of BDS-3. In this paper, the practical
observation data of 16 iGMAS stations and 6 MGEX stations from 21 August to 20
September 2017 are selected, because they can receive the observation data of
BDS-3, BDS-2 (BeiDou regional navigation system) and GPS (Global Positioning
System). The observation data quality of BDS-3, BDS-2 and GPS are analyzed and
compared, including the data integrity rate, multipath, signal-to-noise ratio (SNR),
ionospheric delay and cycle slip ratio. The results show that the data integrity rate
on the B1 and B3 frequency of BDS-3 and BDS-2 are at the same level. The SNR
of BDS-3 are outperformed that of BDS-2. The multipath error and the ionospheric
delay error of BDS-3 are slightly better than those of BDS-2. And the cycle slip
ratio of BDS-3 is similar to that of BDS-2. Therefore, the new-generation BDS-3
satellites can meet the normal working requirements and the data quality of BDS-3
is better than that of BDS-2 in general.

Keywords BDS � Global experimental satellites � Evaluation index
Quality analysis
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1 Introduction

Beidou Satellite Navigation System (BDS), which is independently developed by
China, is an important part of global navigation satellite system [1]. Its implemen-
tation process is steadily carried out follows the “three steps” strategy. In the first
phase, three satellites in geostationary orbit (GEO) were successfully launched from
2000 to 2003, and the Beidou navigation demonstration system (BDS-1) was ini-
tially built; In the second phase, until 27 December, 2012, the constellation with five
satellites in GEO, five satellites in inclined geosynchronous orbit (IGSO) and five
satellites in medium earth orbit (MEO) was successfully built, and the extension of
regional navigation system (BDS-2) had been formed, which provides continuous
passive positioning, navigation and timing services for the whole Asia-Pacific
region; In the third phase, the full constellation of BDS global system that is
expected to launch 35 global satellites by 2020, including 5 satellites in GEO, 3
satellites in IGSO and 27 satellites in MEO, which can provide positioning and
navigation services to global users [2]. On March 30, 2015, the successfully launch
of the first new-generation Beidou global experimental satellites (BDS-3) signaled
the beginning of the BDS from regional extension system to global coverage. As of
September 2017, two satellites in IGSO and three satellites in MEO were launched
into the orbit. Currently, four satellites (C31–C34) are already in operation and
broadcasting signals, while C35 is still being tested. The ground tracks of BDS-3 as
shown in Fig. 1, and the status of BDS-3 is summarized in Table 1 [3]. In order to
improve the compatibility and interoperability with other navigation system, besides
broadcasting B1I at 1561.098 MHz and B3I at 1269.520 MHz, BDS-3 also
broadcasts several new signals which overlap with the GPS L1/L5 and Galileo

Fig. 1 The ground tracks of the new-generation BDS-3 on 21 August, 2017

276 Y. He et al.



E1/E5a/E5b signals in space, namely B1C at 1575.42 MHz, B2a at 1176.45 MHz
and B2b at 1207.14 MHz, respectively [4].

The launch of BDS-3 is to verify the new technology, including new satellite
signals, intersatellite link, different satellite platforms, and so on. The quality of
observation data has a direct impact on the globalization process of Beidou navigation
system in China. There are many researchers have evaluated the quality of BDS-2
satellite observation data, Hong et al. [5] used the data to analyze the quality by
multipath effect, signal-to-noise ratio and positioning accuracy, the results showed
that the accuracy of the BeiDou is slightly lower than that of GPS. Xu and Ji [6]
assessed the quality of BeiDou pseudorange and carrier phase observations in terms of
availability, integrity and positioning accuracy with practical data in HongKong. The
experiment results showed that the noise and multipath of GEOs pseudorange mea-
surement fluctuates within 1.5 m, while the variations of IGSOs and MEOs are more
obvious. Bramanto et al. [7] assessed the data quality and positioning performance of
BeiDou in respect with GPS in Bandung, Indonesia, the results showed that the SNR
for B1, B2, and B3 vary from 40 to 50 dB-Hz, the multipath variation of GEOs varies
within 1 m, while the multipath variation of IGSOs and MEOs vary larger than
GEOs’. However, the research on the BDS-3 experimental satellite is relatively few,
especially in comprehensive assessment of the quality of its observation data. Tan
et al. [3] and Zhao et al. [4] evaluated the precision orbit and clock of the BDS-3
experimental satellites, respectively. The initial results indicated that the BDS-3
satellites show slightly better performance than BDS-2 satellites; Zhang et al. [2]
evaluated the five kinds of signals of C32–C34 from the aspects of carrier-noise-ratio
density ratio (C/N0) and pseudorange multipath, the results show that the quality of
BDS-3 observation data are comparable to those of GPS L1/L2/L5 and Galileo E1/
E5a/E5b. This paper systematically analyze the quality of the new-generation BDS-3
experimental satellite data in terms of data integrity, signal-to-noise ratio (SNR),
multipath effect, ionospheric delay and cycle slip, etc. so as to facilitate the evaluation
of the performance of the new-generation experimental satellite.

2 Data Collection

At present, the International GNSS Monitoring and Assessment System (iGMAS)
tracking network and a little of the Multi-GNSS Experiment (MGEX) tracking net-
work can receive the BDS-3 experimental satellite observation data, but most of the

Table 1 Status of BDS-3
satellites

Satellite PRN Type Launch date Status

I1-S C31 IGSO 2015/03/30 Operational

M1-S C33 MEO 2015/07/25 Operational

M2-S C34 MEO 2015/07/25 Operational

I2-S C32 IGSO 2015/09/29 Operational

M3-S C35 MEO 2015/09/29 Test
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receiver can only receive the B1I and B3I dual-frequency observation data of BDS-3.
Therefore, this paper selected the real multi-GNSS observations of 16 iGMAS sta-
tions and 6 MGEX stations from 21 August (doy 233) to 20 September 2017 (doy
263), the stations distribution as shown in Fig. 2, and the details of the stations are
summarized in Table 2. The quality of the Beidou new-generation experimental
satellite B1I and B3I dual-frequency observation data are analyzed in terms of the
evaluation indexes of data integrity rate, SNR, multipath effect, ionospheric delay and
cycle slip. In order to intuitive comparison analysis, the above-mentioned satellites
are divided into 8 categories: GPS (G01–G32), GEO (C01–C05), IGSO (C06–C10),
MEO (C11–C14), C31, C32, C33 and C34. Through comparing with the data quality
of BDS-2 and GPS of the homologous stations, the performance indexes and winding
level of new-generation experimental satellite are obtained.

3 Data Quality Evaluation Indexes

3.1 GNSS Observation Equation

The quality analysis software for multi-GNSS observation data was selected in this
paper, which is independent research by Beidou Data Processing and Analysis
Center of China University of Mining and Technology [8]. Similar to the data
quality checking software TEQC (Translation, Editing and Quality Checking)
which is most widely used [9], the principle of the software is based on GNSS
dual-frequency observation data. The basic observation equations of the pseudor-
ange and carrier-phase can be expressed as [10]:

Fig. 2 Distribution of selected tracking stations from MGEX and iGMAS
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PiðtÞ ¼ qðtÞþ cðtr � tsÞþ Ioni þ Tropi þMPi þ eP
LiðtÞ ¼ qðtÞþ cðtr � tsÞ � Ioni þ Tropi þmpi þ niki þ eL

ð1Þ

where, the subscript i indicates the band (B1 and B3) of observations, PiðtÞ and
LiðtÞ are pseudorange and carrier-phase observations, q is the geometric distance
between satellite and receiver in meters, c is the speed of light (299792458 m). tr
and ts are the receiver clock error and the satellite clock error, respectively. Ioni and
Tropi are ionospheric delay and tropospheric delay in meters, respectively. MPi and
mpi are the multipath error of pseudorange and carrier-phase in meters, respectively.
ni and ki are the ambiguity and wavelength, respectively. eP and eL are the
observation noise of pseudorange and carrier-phase, respectively.

Table 2 Information of the selected tracking stations from MGEX and iGMAS

Station Location Country Receiver Antenna Notes

CEDU Ceduna Australia SEPT POLARX5 AOAD/M_T NONE MGEX

DAV1 Davis Antarctica SEPT POLARX5 LEIAR25.R3 LEIT MGEX

HOB2 Hobart Australia SEPT POLARX5 AOAD/M_T NONE MGEX

KAT1 Katherine Australia SEPT POLARX5 LEIAR25.R3 LEIT MGEX

STR1 Stromlo Australia SEPT POLARX5 ASH701945C_M NONE MGEX

TONG Nuku’alofa Tonga SEPT POLARX5 TRM59800.00 NONE MGEX

ABJA Abuja Nigeria GNSS_GGR RINT-8CH CETD iGMAS

BJF1 Beijing China CETC-54-GMR-4016 LEIAR25.R4 LEIT iGMAS

BRCH Brunswick Germany CETC-54-GMR-4016 NOV750.R4 NOVS iGMAS

CANB Canberra Australia CETC-54-GMR-4011 GNSS-750 iGMAS

CHU1 Changchun China GNSS_GGR RINT-8CH CETD iGMAS

CLGY Calgary Canada CETC-54-GMR-4016 LEIAR25.R4 LEIT iGMAS

DWIN Darwin Australia CETC-54-GMR-4011 GNSS-750 iGMAS

GUA1 Wulumuqi China GNSS_GGR RINT-8CH CETD iGMAS

HMNS Hermanus South
Africa

GNSS_GGR RINT-8CH CETD iGMAS

ICUK London Britain CETC-54-GMR-4016 NovAtel-750 iGMAS

KNDY Kandy Sri Lanka CETC-54-GMR-4016 GNSS-750 iGMAS

LHA1 Lasa China CETC-54-GMR-4016 NOV750.R4 NOVS iGMAS

PETH Perth Australia CETC-54-GMR-4011 GNSS-750 iGMAS

WUH1 Wuhan China CETC-54-GMR-4016 LEIAR25.R4 LEIT iGMAS

XIA1 Xi’an China GNSS_GGR RINT-8CH CETD iGMAS

ZHON Zhongshan
Station

Antarctica CETC-54-GMR-4011 GNSS-750 iGMAS
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3.2 Data Integrity Rate

During the process of generation and transmission of satellite signals, the lack of
necessary data may be caused by many different reasons, resulting in the decline of
the quality of the observation data. Data integrity is an important index of the
observational data, which refers to the availability and integrity of data of the
observation period. It not only reflects the influence of observation environment, but
also reflects the performance of receiver [11]. The data integrity Int is defined as:

Int ¼ HaveðiÞ=ExpertðiÞ ð2Þ

where, Have(i) is the number of the real complete observations of the i satellite, and
Expert(i) is the number of theoretical observations of the i satellite. Complete
observation value means a satellite must has the observation value of P1 or C/A
code, P2 or C2 code, B1 and B3 carrier-phase data at the same epoch, and the SNR
of B1 and B3 are greater than or equal to the minimum specified value, the ele-
vation angle of the satellites is greater than or equal to the satellite elevation cut-off
angle [12]. The theoretical observation value is the use of the broadcast ephemeris
to calculate satellite elevation angle in the observation period. If the elevation angle
is greater than the elevation cut-off angle, the satellite can be observed by the
receiver theoretically.

The data integrity rate of GPS and BDS of 22 stations from doy 233 to doy 263
in 2017 were calculated. In order to verify the reception of B1I and B3I signals, the
cut-off angle was set to zero in this paper. According to the above-mentioned
satellites classification, the average values of 31 days of each station as shown in
Table 3, and mapped in Fig. 3.

Table 3 and Fig. 3 shows the maximum of data integrity of BDS experimental
satellites is 100% and the minimum is 89.79%, among them, the data integrity of
91.94% IGSO experimental satellites (C31-C32) are more than 95%, and 98.39%
MEO experimental satellites (C33-C34) are more than 95%. The phenomena of
inferior data integrity are concentrated in TONG, ABJA and ICUK stations, but the
receivers and antenna types of three stations are not the same, probably due to the
environmental impact around the station. Compared with the BDS-2 and GPS of the
homologous stations, the data integrity of the BDS-3 experimental satellites is
comparable to the same type of BDS-2, and in most cases it is slightly better than
BDS-2 and GPS.

3.3 Signal-to-Noise Ratio

The Signal-to-Noise Ratio (SNR) is the ratio of the carrier signal intensity to the
noise intensity of the receiver, and the unit is dB-Hz. It is mainly affected by the
gain of the satellite launch equipment, the status of the correlator of the receiver,
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the geometric distance between the satellite and the receiver, and the multipath
effect. It not only reflects the performance of the receiver, but also reflects the
quality of the satellite signal [13]. The greater the SNR, the better the quality of the
signal and the greater the accuracy of the observations. The SNR of each satellite
can be obtained from the observation file directly.

The SNR of GPS and BDS of 22 stations from doy 233 to doy 263 in 2017 were
calculated. According to the above-mentioned satellites classification, the average
values of 31 days of each station as shown in Table 4, and the average SNR of each
station are drawn to Fig. 4. Because of the limited space, only the HMNS station is
selected to show the fluctuates of the SNR of various satellites during the experi-
mental period, as shown in Figs. 5 and 6. The SNR1 and SNR3 represent the SNR
of BDS B1 and B3 frequency points, or the SNR of GPS satellite L1 and L2
frequency points, respectively (Fig. 7).

Table 4 and Fig. 4 shows the average SNR of the experimental satellites are
more than 43 dB-Hz, the SNR of C31 and C32 have a slight increase over than
those of BDS-2 working IGSO satellites, only the SNR1 of B1 frequency of C31 is
slightly lower than the BDS-2 IGSO satellites. The SNR of C33 and C34 are greater
than those of the BDS-2 working MEO satellites, which indicates that the two MEO
experimental satellites carrier-phase observations have less noise and better quality.
The SNR1 of GPS is obviously larger than SNR3, while the SNR1 of BDS is
slightly lower than SNR3. Figures 5 and 6 shows the fluctuates of SNR1 and SNR3
of all kinds of satellites observed by HMNS stations are consistent. It is more
intuitive that the SNR1 and SNR3 of BDS-3 are better than BDS-2 working
satellites.

3.4 Multipath Effect

The influence of observation environment on the transmission process of satellite
signal will cause multipath effect. Generally, the multipath error of carrier-phase
observation does not exceed 1/4 wavelength, while the pseudorange multipath error

Fig. 3 Data integrity rate of different satellites at different stations
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can reach 0.5 code width. The multipath effect has the characteristics of periodic
and random noise, which can not be completely separated from the noise [14].
Therefore, this paper mainly considers the effect of the pseudorange multipath and
noise. Due to the difference of the frequencies, the influence of signals during the
transmission process are different, while the multi-frequency data can form different
data combinations, dual-frequency pseudorange multipath effect can be obtained by
the linear combination of pseudorange and carrier-phase observations [11]. The
multipath error of the satellite can be expressed as [9, 13]:

MP1 ¼ P1 � ð1þ 2
a� 1

Þk1u1 þ
2

a� 1
k3u3 � BP1

MP3 ¼ P3 � 2a
a� 1

k1u1 þð 2a
a� 1

� 1Þk3u3 � BP3

ð3Þ

Fig. 4 SNR of classified satellites

Fig. 5 SNR1 from doy 233 to doy 263 of HMNS station
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where,MP1 andMP3 represent the combined multipath of B1/B3 band pseudorange
and carrier-phase observations, respectively, Pi is the pseudorange observations, ki
is the wavelength corresponding to the frequency, ui is the carrier-phase obser-
vations, a ¼ ðf 21 =f 23 Þ, fi is the frequency of carrier-phase observations, BPi includes
the ambiguity and frequency bias.

In case of no cycle slip, BP1 and BP3 are constants. If the real multipath needs to
be calculated, ambiguity must be solved accurately, but the resolution of ambiguity
is complicated. In this paper, the moving average method is used to calculate the
pseudorange multipath [12]. Moving average method, which is calculate the
average value of combined multipath of the mobile window, then using the com-
bined multipath of current epoch minus the moving average, the multipath of the
epoch can be obtained, so as to eliminate the system error and the hardware delay
which are not included in Eq. (3). The multipath effect has a period of about 5–

Fig. 6 SNR3 from doy 233 to doy 263 of HMNS station

Fig. 7 Multipath error of classified satellites
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10 min, in order to eliminate the influence of the periodicity, the length of the
mobile window should be the multiple of the period.

The root mean square (RMS) of multipath errors of GPS and BDS of 22 stations
from doy 233 to doy 263 in 2017 are calculated. According to the above-mentioned
satellites classification, the average values of 31 days of each station can be seen as
Table 5, and the average multipath errors RMS of each station are drawn to Fig. 7.
The HMNS station is selected to show the variation of the multipath errors RMS of
various satellites during the experimental period, as shown in Figs. 8 and 9. The
MP1-RMS and MP3-RMS represent the multipath error RMS of BDS B1 and B3
frequency points, or the multipath error RMS of the GPS satellite L1 and the L2
frequency points, respectively.

Table 5 and Fig. 7 shows the RMSmean values of all satellites are below 0.35 m,
the maximummultipath error RMS of BDS-3 up to 0.757 m, the phenomena of larger
than 0.5 m are concentrated in TONG, CLGY and ICUK stations, which is similar to
the data integrity, the environment around these stations is poor. The multipath errors
of C31 and C32 are comparable to those of the BDS-2 working IGSO satellites, while
the C33 and C34 multipath errors are significantly reduce compared with the BDS-2
working MEO satellites, indicating that the pseudorange observations of C33 and
C34 are superior. It can be seen that the MP1-RMS of GPS is slightly smaller than
MP3-RMS, while MP1-RMS of BDS is obviously greater than MP3-RMS, which
indicates that the pseudorange observations of the L1 frequency point of GPS and the
B3 frequency point of BDS have better quality, and the ability to suppress multipath
error is stronger. Because of the geostationary characteristic of the GEO satellites, its
multipath error is far less than those of other satellites. Figures 8 and 9 shows the
fluctuates of MP1-RMS and MP3-RMS of all kinds of satellites observed by HMNS
station are consistent, except a few outliers. It reflects the periodicity of multipath
error, and shows that the pseudorange observations quality of C31–C34 are better
than those of BDS-2 working satellites.

3.5 Ionospheric Delay and Change Rate

The electromagnetic wave will be delayed when it passes through the ionosphere,
assumes that the propagation path of two frequency carriers are same in the
atmosphere, the ionospheric delay of two frequencies can be expressed as [9]:

I1 ¼ 1
a� 1

½ðB1 � B3Þ � ðn1k1 � n3k3 þmp1 � mp3Þ�

I3 ¼ a
a� 1

½ðB1 � B3Þ � ðn1k1 � n3k3 þmp1 � mp3Þ�
ð4Þ

where, Ii is the ionospheric delay error, Bi is the carrier-phase observation, and the
other parameters are the same as above-mentioned.
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The ionospheric delay change rate can reflect the activity of the ionosphere, and
it is also one of the indexes to detect the cycle slip. Taking the B3 frequency as an
example, the ionospheric delay change rate is defined as [15, 16]:

IODð3Þ ¼ a
a� 1

½ðB3 � B1Þj � ðB3 � B1Þj�1�=ðtj � tj�1Þ ð5Þ

where, tj is the observation time for the j epoch. When the IOD(3) is larger than or
equal to 4 m/min, it is considered that the ionospheric slip had occurred.

The RMS of ionospheric delay change rates of GPS and BDS of 22 stations from
doy 233 to doy 263 in 2017 are calculated. According to the above-mentioned
satellites classification, the average values of 31 days of each station as shown in
Table 6, and mapped in Fig. 10. The GUA1 station is selected to show the fluc-
tuates of the ionospheric delay change rate RMS (IOD-RMS) of various satellites in
the experimental period, as shown in Fig. 11.

Table 6 and Fig. 10 shows the maximum RMS of the ionospheric delay rate of
C31–C34 experimental satellites can reach 1.04 m/min, while 97.58% of
IOD-RMS are less than 0.30 m/min, which is at the same magnitude as BDS-2

Fig. 8 MP1-RMS from doy 233 to doy 263 of HMNS station

Fig. 9 MP3-RMS from doy 233 to doy 263 of HMNS station
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working satellites, and slightly better than those of BDS-2. Figure 11 shows the
IOD-RMS of GPS satellites are significantly higher than those of BDS in various
kinds of satellites, and there are obvious fluctuations on the doy 236, 242, 250, 257,
260 and 263, which may be caused by the ionosphere anomalies.

3.6 Cycle Slip Ratio

Cycle slip refers to the phenomenon of cycle counting slip or interruption in
carrier-phase observation due to the loss of locking of satellite signals. This paper
combined the Geometry-free combination (LG combination) and
Melbourne-Wübbena combination (MW combination) to detect the cycle slip.

Fig. 10 IOD-RMS of different satellites at different stations

Fig. 11 IOD-RMS from doy 233 to doy 263 of GUA1 station
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(1) LG combination [17]

uLG ¼ k1u1�k3u3 ¼ ðI=f 23 � I=f 21 Þþ ðk1n1�k3n3Þ ð6Þ

where I is the ionospheric delay
(2) MW combination [17]

NMW ¼ n1 � n3 ¼ ðu1 � u3Þ �
f1 � f3
f1 þ f3

ðP1

k1
þ P3

k3
Þ ð7Þ

The two combinations are independent of the geometric distance between the
receiver and the satellite, orbit error, receiver clock error, satellite clock error and
tropospheric error. The LG combination only includes the influence of ionosphere,
and the real ambiguity combination of B1 and B3 [18]. If there is no cycle slip in
carrier-phase observation, uLG should be a gentle curve, and NMW is a constant
theoretically. Due to the influence of observation noise, the NMW sequence fluc-
tuates near a certain value. Cycle slip ratio (CSR) is usually used to measure the
cycle slip of the observation data, and the greater of the CSR, the more serious of
the cycle slip [9].

CSR ¼ 1000
O=Slps

ð8Þ

where the O/Slps indicates the ratio of the number of the observation value to the
number of cycle slip.

The CRS of GPS and BDS of 22 stations from doy 233 to doy 263 in 2017 are
calculated. According to the above-mentioned satellites classification, the average
values of 31 days of each station as shown in Table 7, and mapped in Fig. 12.
Table 7 and Fig. 12 shows that CRS of C31–C34 experimental satellites can reach
a maximum of 53.62, and the larger CRS are concentrated in DAV1 and ZHON
station, which may be due to the fact that both stations were built in Antarctica,
high latitude causes serious cycle slip. Apart from these two stations, the CSR of
76.72% satellites is less than 10, which is generally stable. Compared with the
homologous station BDS-2, the accuracy of BDS-3 is comparable, so there is no
obvious improvement. But it is superior to the majority of the GPS satellites of the
homologous station.

4 Conclusions

This paper selected the real multi-GNSS observations of 22 iGMAS and MGEX
stations. The B1I and B3I dual-frequency observation data quality of BDS-3 are
analyzed, including the data integrity rate, multipath, SNR, ionospheric delay and
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cycle slip ratio, and the results were compared with BDS-2 and GPS of the
homologous stations.

(1) The data integrity of 91.94% IGSO experimental satellites (C31–C32) are more
than 95%, and 98.39% MEO experimental satellites (C33–C34) are more than
95%.

(2) The SNR of C31 and C32 have a slight increase over than those of BDS-2
working IGSO satellites, only the SNR1 of B1 frequency of C31 is slightly
lower than that of the BDS-2 IGSO satellites, and the SNR of C33 and C34 are
greater than those of the BDS-2 working MEO satellites.

(3) The multipath errors of C31 and C32 are comparable to those of the BDS-2
working IGSO satellites, while the C33 and C34 multipath errors are signifi-
cantly reduce compared with the BDS-2 working MEO satellites, indicating
that the pseudorange observations of C33 and C34 are superior.

(4) In terms of ionospheric delay, 97.58% of IOD-RMS is less than 0.30 m/min,
which is at the same level as BDS-2 working satellites, and slightly better than
those of BDS-2 and GPS satellites.

(5) The CSR of most satellites is less than 10, which is generally stable. Compared
with the homologous station BDS-2, the accuracy of BDS-3 is comparable, so
there is no obvious improvement. But it is superior to the majority of the GPS
satellites of the homologous station.

Overall, the performance of the Beidou new-generation experimental satellites
have been further improved, which can meet the normal working requirements of
the Beidou satellite navigation system, and lay the foundation for the Beidou
satellite navigation system from the regional system to the global system.
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Research on Adaptability of BDS
Satellite in-Orbit Attitude Control
Mode of Precise Orbit Determination

Jin Chang, Qiuli Chen and Haihong Wang

Abstract Orbit dynamics model is one of the most important factors determining the
precision of orbit determination. It also determines navigation and positioning
accuracy of navigation satellite system. The orbital perturbation force can be divided
into two parts, conservative force and non-conservative force. For medium and high
earth orbit navigation satellites, solar radiation pressure is the non-conservative force,
that is closely related to the in-orbit attitude control mode and engineering parameters
of the satellite. Taking BDS navigation satellite as example, the satellite in-orbit
attitude control mode and the change of key parameters has been analyzed. On the
basis of that, the difference of solar radiation pressure for three attitude control modes
have been calculated and proposed, that are normal yaw-steering, yaw-fixed, and
high-angle maneuvering. Seven-parameter optical pressure analysis model has been
established. Based on precise ephemeris determined by laser range data, adaptability
of solar radiation pressure models of different attitude control modes and precise orbit
determination has been analyzed and studied. The results show that, the attitude
control mode is the decisive factor of solar radiation pressure model which can not be
ignored. Any other amendments are not considered. The solar radiation pressure
models suitable for attitude control modes have been adopted. T precision of orbit
determination is sub-meter level, which be not affected by the attitude control mode.

Keywords BDS satellite � Precise orbit determination � Attitude control mode
Adaptability

1 Introduction

Satellites in the movement around the Earth will be subjected to a variety of forces.
These forces can be divided into two categories: one is conservative, the other is
non-defensive [1]. Conservative forces include the gravitational forces of the Earth,
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the Sun and the Moon gravitational forces. Non-conservative forces include
atmospheric resistance that can be negligible for the high orbit satellite, solar
radiation pressure perturbation, and relativistic effects. To the navigation satellites,
whether the orbit dynamics model can accurately and truly represent the real
on-orbit stress state, which affects the precision of orbit and positioning and nav-
igation accuracy.

Different from other kinds of perturbation force, solar radiation pressure SRP
and satellite attitude control mode, complex surface three-dimensional structure, the
surface area of components, optical properties of materials and other engineering
parameters are closely related. This also determines that SRP is the most difficult to
accurately model [2]. It is the most important source of error for the navigation
satellite orbit dynamics model.

There are three kinds of yaw attitude control modes of in-orbit BDS satellite,
such as normal yaw-steering, yaw-fixed, and high angle maneuver. Taking BDS
satellite as an example, a detailed analysis of three kinds of attitude control modes
was proposed. On this basis, the acceleration of SRP under different attitude control
modes were simulated and analyzed. The orbit determined by laser range data was
chose as benchmark. By using SRP model established in different control modes,
precise orbit was determined. The orbit determination result was compared with
precise ephemeris afterwards named external compliance verification method. It is
verified that the SRP model built for different attitude control modes were adapted
to precise orbit determination.

2 Analysis on BDS Satellite Orbital Attitude
Control Mode

At present, the BDS system has geostationary earth orbit, inclined geosynchronous
satellite orbit, and medium earth orbit three types satellites. Three types of satellite
attitude control methods are used full three-axis stability. In order to meet the
energy security requirement, the IGSO/MEO satellite needs to control the attitude
of yaw attitude and windsurfing corner. The result is that the included angle
between the normal of windsurfing and sun rays is not greater than ±5°. So that the
yaw attitude changes with the orbital position. The GEO satellite maintains its own
energy needs by controlling the yaw attitude to 0° while keeping the sailboard
cruising.

In order to meet the requirements of yaw control at different solar elevation
angles, there are three kinds of yaw control modes for the in-orbit BDS IGSO/MEO
satellites, which are respectively (1) yaw attitude dynamic bias mode (referred to as
normal yaw-steering mode); (2) yaw attitude zero bias mode (referred to as
yaw-fixed mode); (3) yaw attitude large-angle motor control (referred to as the
high-angle motor mode).
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In order to facilitate the explanation, we agree that the origin of the satellite is
located at the satellite centroid. The +Z axis is perpendicular to the floor and points
to the center of the earth. The +Y axis along one of the windsurfing shafts, and the
X, Y and Z axes conform to the right hand spiral. As shown in Fig. 1.

2.1 Satellite Attitude Control Mode Analysis

The orbital inclination of inclined geosynchronous satellite orbit and medium earth
orbit is 55°. The angle between the sun and the orbital plane is between 31.5 and
78.5°. Under normal conditions, the satellite yaw angle is shown in formula (1).

w ¼ ATAN2ð� tan b; sin cÞ ð1Þ

where, w is yaw angle. b is the angle between solar vector and orbital plane. c is the
angle between satellite vector and orbit midnight, which is the farthest point on the
orbit from the Sun.

According to the yaw angle in Eq. (1), the required yaw rate of satellite is
formula (2).

w
�
¼ c

�
tan b cos c=ðsin2 cþ tan2 bÞ ð2Þ

When c ¼ 0�, w
�
¼ c

�
= tan b. When c ¼ 180�, w

�
¼ � c

�
= tan b.

It can be concluded that the yaw rate will be very large when the included angle

between the sun vector and the orbital plane is small. When b ¼ 0�, theoretically w
�

is infinite. The momentum wheel used to control the attitude can not track the
nominal yaw rate. Therefore, depending on b, different attitude control modes need
to be designed to meet the yaw attitude control needs.

Fig. 1 Satellite body-fixed
coordinate system
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(1) Normal yaw-steering mode
When b[ 4�, the control moment and angular momentum provided by the
momentum wheel satisfied the requirement of yaw attitude control, and the con-
tinuous dynamic control of yaw angle was realized according to the yaw attitude
offset determined by Formula (1).

Figure 2 is a IGSO satellite yaw attitude changes and solar panels rotation rules
under normal conditions. The angle between solar vector and orbital plane angle is
relatively large, yaw control mode of which called the normal yaw-steering in this
article.

(2) Yaw-fixed mode
When b\4�, one way was to make w ¼ 0�. The solar panel is perpendicular to
projection of the sun’s vector in the orbit. Due to the small solar elevation angle,
yaw-fixed can meet the energy needs of satellite. It also is a protection for on-board
attitude control hardware. For yaw-fixed mode, the satellite body fixed coordinate
system coincides with the orbital orbit coordinate system. The sun vector moves on
the cone with the included angle with the XOZ plane of the present system (co-
incident with the orbital plane at this time).

(3) High-angle maneuvering mode
When b is small, yaw attitude control can also be implemented by means of yawing
large-angle maneuvers. According to the reordered maneuvering trajectory of yaw
attitude, the method of early maneuver and delayed maneuver is adopted to reduce
the yaw maneuvering angular velocity and reduce the variation of yaw momentum
so that the momentum wheel still has enough control torque margin and yaw angle
Momentum margin.

Figure 3 shows the variation of yaw attitude, yaw rate and sailboard corner at
high angle maneuvering at small solar altitude. In the maneuvering mode, the yaw
attitude is controlled according to the planned trajectory. The sun vector is not
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completely within the XOZ plane of the present system, but has a small angle with
the XOZ plane. With noon and midnight around the maneuver, the satellite has
been +X facing the sun exposure.

2.2 Influence of Attitude Control Mode on SRP and TRP

The generalized pressure radiation is dominated by the direct solar radiation
pressure, and also includes the satellite’s own thermal radiation, the earth’s albedo,
and the high-power antenna electromagnetic radiation.

SRP analysis modeling is the calculation process from mechanism to result. By
calculating the pressure perturbation force of each surface element and each surface
element, the whole-star light pressure perturbation force and acceleration are
obtained. This requires accurate description of the geometry of the surface elements
exposed to sunlight, which is the real-time motion of the Sun vector in the star body
coordinate system. This movement of the sun’s vector is determined by the attitude
control mode of the satellite.
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Fig. 3 a Yaw attitude during satellite maneuvering. b Yaw rate during satellite maneuvering.
c Sailboard corner during satellite maneuvering of three days
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Similarly, satellite thermal radiation means that when the temperature gradient
exists between the surface of the satellite and the space environment. The satellite
surface component radiates heat energy to the space background to maintain its own
thermal balance [3]. Besides the heat generated by the work of the internal parts of
the satellite body, the temperature of the outer surface component also absorbed
from the sun and the earth’s light energy. Different attitude control mode causes
different radiated relations, the surface temperature of difference components is
different, which will produce thermal radiation perturbation acceleration.

3 SRP and TRP Modeling and Difference Analysis
for Different Control Modes

About the modeling method of the perturbation of pressure perturbation, it is the
same with [2] in the literature, no longer elaborate here. The mass of the satellites is
calculated on the basis of the orbital mass and the propellant consumed by each
orbit of the orbit. In addition, the perturbation accelerations produced by Earth’s
albedo and antenna electromagnetic radiation are much lower than SRP and TRP,
and are not included in the simulation in this paper.

3.1 Direct SRP Modeling and Analysis

To the normal yaw-steering, yaw-fixed and large-angle yaw maneuvering different
attitude control models, taking the actual engineering parameters and on-orbit
telemetry of a certain satellite as examples, direct SRP acceleration changes were
shown in Figs. 4, 5 and 6. Y component is 2� 10�9 � 3� 10�9 m=s2 during
yaw-fixed. During high-angle yaw maneuvering, the difference between X and Z
perturbation accelerations and normal yaw-steering is less than 10�11 m=s2. It can
consider that is same with normal yaw-steering. In addition, theoretically there is
3� 10�11 � 4� 10�11 m=s2 Y-component during high-angle yaw maneuvers.

During the normal yaw-steering and the high-angle yaw maneuvering, the Sun
moves within the XOZ plane of the satellite body-fixed coordinate system.
Computation of acceleration of SRP and TRP perturbation taked the angle between
the solar vector and +Z axis the satellite body-fixed coordinate system as an
independent variable, denoted as heps. During the yaw-fixed, there is an angle b
between the sun and the XOZ plane of the star body which is also the orbital plane.
In this case, the acceleration of SRP and TRP perturbation is the angle between the
projection of the Sun vector in the orbital plane and +Z as an argument, which is
also denoted as heps.
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3.2 TRP Modeling and Analysis

Combined with the changes of in-orbit satellite temperature telemetry and the
thermal simulation of the node grid method, Fig. 7 shows the X and Z perturbation
accelerations caused by thermal radiation of in-orbit satellites for a period of time.
North and South cooling plate is a uniform thermal design. In theory, there is no +Y
or −Y direction of thermal radiation acceleration.

According to the simulation results of the optical perturbation, the
seven-parameter form shown in the formula (3) is finally selected as the mathe-
matical model of the optical perturbation analysis model after screening and
comparison. And through the Fourier polynomial fitting, get each on-orbit satellite
specific optical parameters.

Fig. 4 Direct SRP
acceleration for normal
yaw-steering

Fig. 5 Direct SRP
acceleration for yaw-fixed
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X ¼ Xs � sinðhepsÞþXc � cosðhepsÞþXa

Y ¼ Ya
Z ¼ Zs � sinðhepsÞþ Zc � cosðhepsÞþ Za

8
<

:
ð3Þ

4 Precision Orbit Adaptation Verification

This section takes BDS C10 and C13 satellites as an example to conduct precise
orbit determination. Precise orbit calculation determined by the laser ranging data
around the world about 70 stations. Earth’s gravitational field model uses 70*70
Joint Gravity Model 3 [4]. Sun and Month position was calculate through the
ephemeris. Then, Sun and Moon gravity was solved. The SRP and TRP model uses

Fig. 6 Direct SRP
acceleration for high-angle
yaw maneuvering

Fig. 7 TRP acceleration of
in-orbit satellite
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the simulation results described in Sect. 3, respectively. Every 15 min as a sam-
pling point, the 2016 annual precise orbit has been determined. C10 satellite with
the normal yaw-steering and yaw-fixed control mode, as the international laser
tracking satellite, use laser ranging value of which as a benchmark. The
root-mean-square (RMS) of the difference between the precision orbit determina-
tion result obtained by the precision measurement of the laser ranging and the orbit
result determined in this paper in the 2016 full year has been compared. C13
satellites, using the normal yaw-steering and large-angle motor control mode, chose
the same laser ranging as a benchmark. Precision orbit determination results
through laser ranging and assess from the result in this paper has also been
calculated.

Figure 8 shows the results of precision orbit determination and laser ranging and
orbit determination under the normal continuous bias and zero offset modes of C10
satellite. The resulting evaluation results show that the precision of orbit determi-
nation is 0.785 m. Figure 9 shows the results of the calibration of precision orbit

Fig. 8 In-orbit adaptability
verification results of SRP
+TRP model for C10 satellite

Fig. 9 In-orbit adaptability
verification results of SRP
+TRP model for C13 satellite
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determination and laser ranging orbit determination during normal continuous
maneuvering and high-angle maneuvering of C13 satellite. The orbit determination
accuracy is 0.767 m.

In the same vein, we also tried to use the SRP model for yaw-steering mode
during yaw-fixed mode or use the SRP model parameter under the yaw-fixed model
during the yaw-steering mode. Both of them will cause the orbit determination to
show signs of divergence in a short period of time. It shows that the model of SRP
and the actual state of on-track are adaptive to each other, which is very necessary
for the precision orbit determination.

5 Conclusion

Radiated parts and exposure is different due to BDS satellite different in-orbit attitude
control modes, which causes different SRP model parameters. In this paper, the BDS
inclined geosynchronous satellite orbit and medium earth orbit satellite were taken as
examples to describe the different attitude control modes in orbit. The differential
acceleration perturbations under different attitude control modes are simulated and
analyzed. For the actual in-orbit attitude control mode, satellite telemetry parameters,
engineering parameters established by the optical perturbation simulation model for
the BDS satellite orbit determination. Based on the orbit determined by the laser
ranging data, the results of the precision orbit determination of the simulation model
are validated by comparing the outer coincidences with each other.

The results of laser inspection show that, the C10 satellite adopting the normal
yaw-steering and yaw-fixed modes, C13 satellite adopting the normal yaw-steering
and large-angle maneuver modes, adopts the light-pressure simulation model for the
orbit calculation without adding any other corrections, precision orbit determination
accuracy were both about 0.7 m. It provides a reference for further research on orbit
dynamics model, especially for the in-depth study and application of light pressure
perturbation.
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High-Precision GLONASS Orbit
Prediction for Real-Time Precise
Point Positioning

Peiyuan Zhou, Yang Gao and Hongzhou Yang

Abstract With the revitalization of GLONASS constellation, it becomes feasible
to integrate the GLONASS into the conventional GPS-only real-time precise point
positioning (PPP) processing to enhance system availability and reliability. As
generation of real-time orbit corrections is a crucial part of the real-time PPP
system, a high-precision GLONASS orbit prediction method is proposed and
evaluated in this paper. First, the concept of a new real-time PPP system will be
briefly introduced. Then, GLONASS orbit prediction method is presented with an
emphasis on assessing the differences of the full 9 parameters empirical CODE orbit
model (ECOM) solar radiation pressure (SRP) model and the reduced 5 parameters
ECOM SRP model. Finally, the generated orbits are compared with the observed
part of the GFZ ultra-rapid products. Furthermore, the orbit quality is assessed in
both static and kinematic PPP experiments. It is shown that an average accuracy for
12 h orbit prediction using the full ECOM model are 0.019, 0.085, and 0.029 m in
the radial, along-track and cross-track direction, respectively. The average accuracy
of static PPP positioning for 5 global IGS stations are 0.019, 0.019, 0.031 m in the
east, north and up direction, respectively; while the average accuracy of kinematic
PPP is 0.136, 0.090, 0.256 m in the east, north and up direction, respectively.
Meanwhile, utilization of the reduced 5 parameters ECOM solar radiation pressure
model will not degrade the orbit prediction accuracy significantly and therefore
comparable positioning performance can be achieved.
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1 Introduction

Precise point positioning (PPP) is a widely-used technique for derivation of accu-
rate positioning solutions using a single receiver [1]. The conventional PPP data
processing relies heavily on post-processed IGS final satellite orbits and clocks to
obtain the highest accuracy, thus suffering from latencies up to about two weeks
[2, 3].

In order to generate precise orbits and clocks for real-time PPP, the IGS laun-
ched the IGS real-time service (IGS RTS, http://www.igs.org/rts) [4]. Currently, the
IGS RTS is transmitting real-time precise satellite orbit and clock corrections
through the Networked Transport of RTCM via Internet Protocol (NTRIP) [5], with
which the PPP user can obtain decimeter to centimeter level positioning accuracy
[6–8]. However, the current user of real-time PPP system requires reliable and
continuous access to the real-time orbit and clock correction streams, which is very
challenging in real applications. Therefore, a new method for real-time correction
update is proposed to solve this problem in previous work [9]. In the new real-time
correction package, the orbit and clock are represented by initial conditions and
generated in the server-end and then are sent to PPP users for derivation of precise
orbit and clock corrections. The update rate of these orbit and clock initial condi-
tions can be very low so that the PPP user’s dependency on network access is
significantly decreased.

In previous works, the generation of real-time orbit and clock initial conditions
for GPS has been studied extensively [10, 11]. With a total number of 25 satellites
in the GLONASS constellation, it is possible to add GLONASS to the conventional
GPS-only processing to enhance system availability and reliability in challenging
environments [12], such as city canyons, etc. However, the applicability of the GPS
orbit prediction models to the GLONASS constellations remains to be investigated.
For instance, the appropriate a priori SRP acceleration value should be determined
for GLONASS satellites.

This paper will investigate the generation of GLONASS orbit initial conditions
for real-time PPP system. The method used for generating GLONASS orbit initial
conditions will be presented first and then an analysis of different solar radiation
pressure models will be carried out. After that, the performance of the GLONASS
orbit prediction will be fully examined. Finally, GLONASS based PPP experiments
are conducted to demonstrate the quality of the predicted orbits.

2 GLONASS Orbit Prediction Method

It is well-known that satellite motions in space are under the influences of many
forces, such as Earth gravity, Sun gravity, Moon gravity, solar radiation pressure,
etc., which can be described by the differential equation [13]:
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€r ¼ F t; r; vð Þ
m

ð1Þ

where m is the mass of the satellite, r and v are satellite position and velocity in the
inertial frame, respectively.

Considering the magnitude of different forces, a set of forces are selected and
properly modeled. The EGM2008 model up to both degree and order of 12 is
applied for modeling of Earth gravity [14]; the Sun and Moon gravity are calculated
by point mass gravity [13]; and the solar radiation pressure forces are modeled by
the empirical CODE orbit model (ECOM) developed by the Center for Orbit
Determination in Europe (CODE) [15, 16]. A further detailed description of used
models and methods can refer to [11, 17]. Accurate modeling of the solar radiation
pressure forces is the key to achieve high-precision orbit prediction. The ECOM
model can be described by [15]:

€rSRP ¼ a2u
rs � rj j2 � D uð Þ � eD þ Y uð Þ � eY þB uð Þ � eB½ � ð2Þ

where au represents the length of astronomical unit; rs and r are positions of Sun
and satellite in the initial frame. eD is the unit vector from the sun to the satellite; eY
is the Y axis of the satellite; and eB ¼ eD � eY :D uð Þ; Y uð Þ and B uð Þ are expressed
as [15]:

D uð Þ
Y uð Þ
B uð Þ

2
4

3
5 ¼ D0

k � DRAD DCOS DSIN
YRAD YCOS YSIN
BRAD BCOS BSIN

2
4

3
5

1
cos uð Þ
sin uð Þ

2
4

3
5 ð3Þ

where DRAD;YRAD;BRAD. . .BSIN are 9 ECOM parameters. u is the argument of
latitude of the satellite, D0 is the theoretical acceleration value caused by the solar
radiation pressure given by ROCK model [16].

Instead of the full 9 parameters ECOM SRP model, a reduced 5 parameters
empirical CODE orbit model is used in orbit determination activities of some IGS
analysis centers [18]. The reduced ECOM SRP model differs in only taking har-
monic terms in the B-direction into account as follows:

D uð Þ
Y uð Þ
B uð Þ

2
4

3
5 ¼ D0

kDRAD 0 0
YRAD 0 0
BRAD BCOS BSIN

2
4

3
5

1
cos uð Þ
sin uð Þ

2
4

3
5 ð4Þ

With the above models, the orbit initial conditions, namely, the satellite position,
velocity and ECOM parameters at the reference epoch, can be solved properly and
then broadcasted to real-time PPP users for recovering high-frequency precise
orbits through communication link [11]. Currently, the 9 parameters ECOM SRP
model is routinely used in generation of GPS orbit initial conditions in the new
real-time PPP system. However, since the theoretical acceleration value D0 is
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unknown for GLONASS satellites, it is necessary to set a reasonable value based on
satellite properties. Therefore, the theoretical acceleration value for GPS satellites
has been modified to serve the modeling of GLONASS satellite solar radiation
pressure forces. The variations of ECOM coefficients for GLONASS R01 in GPST
Week 1963 are shown in Fig. 1 for checking the validity of the model.

As can be seen, the DRAD parameter for both the full ECOM and the reduced
ECOM are near 1, which shows the correctness of the theoretical acceleration value
for GLONASS. The harmonic terms in the D and Y direction are basically an order
of magnitude smaller than the B direction. Overall, the D and BCOS are two of the
largest terms contributed to the SRP force modeling. Considering that the SRP
forces are rather small compared to other forces acting on the satellite, it is expected
that the elimination of harmonic terms in the D and Y direction will only slightly
degrade recovered orbit quality while reduce computation efforts for recovering
orbits from the initial conditions in the PPP user-end.

3 Orbit Prediction Accuracy

The GFZ multi-GNSS products are used for validation of the orbit prediction
strategies. Firstly, the GFZ ultra-rapid orbits for GPS week 1963 with sampling
interval of 5 min are downloaded from the GFZ online archive (https://www.gfz-
potsdam.de/pub/home/GNSS/products/mgex/). 21 GLONASS satellites are avail-
able in this week. The GFZ ultra-rapid GLONASS orbits has an accuracy of several
centimeters. It is remarked that we are using only the first update (i.e. 00:00) of each
day in this paper. Then, the observed part of the GLONASS orbits in each day are
used for generation of the orbit initial conditions. After that, the predicted orbits
recovered from the initial conditions using a numerical integrator are compared
with GFZ observed orbits of the next day.

The average fitting root mean square error (RMS) of each day for all GLONASS
satellites is given in Table 1. It can be seen that the average fitting RMS using
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Fig. 1 Variations of ECOM SRP coefficients for GLONASS R01 in GPS week 1963
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ECOM 9 parameters SRP model is 0.3 cm in each direction, while the average
fitting RMS using ECOM 5 parameters SRP model are 1.6, 0.7 and 0.9 cm in
radial, along-track and cross-track direction, respectively. The fitting RMS in the
radial direction is an order of magnitude larger than using full ECOM SRP. The
differences in fitting accuracy of the two SRP models are attributed to the different
number of SRP parameters used for modeling of SRP force. Since the ECOM 5
parameters SRP model neglect harmonic terms in the D- and Y-direction, it might
induce insufficient modeling of periodic force component in these directions. On the
other hand, as the GFZ orbits are computed using the reduced 5 parameters SRP
model [18], there also might be an overfitting problem when using the 9 parameters
ECOM SRP model.

Next, the predicted orbits recovered from the generated orbit initial conditions
are compared to the observed orbits. Figures 2 and 3 shows the 12-hour prediction
accuracy of GLONASS R01 and R17 in the first day of GPS week 1963. It is
clearly shown that the prediction errors in the radial and cross-track direction over
12 h are generally smaller than 0.05 m. Meanwhile, we can see accumulating errors
in the along-track direction due to orbit dynamics. This might also be partly
attributed to the fact that orbit prediction accuracy are closely correlated to the orbit
quality used for generation of orbit initial conditions. The along-track direction of
GFZ GLONASS orbits are poorer than the radial direction, which can lead to poor
orbit initial condition estimates. As a result, the predicted orbit accuracy in the
along-track direction are also poor. Furthermore, the ECOM model are designed for
GPS satellites, it may not be fully capable of modeling SRP forces acting on
GLONASS satellites. Therefore, the SRP model for GLONASS orbit prediction
may need to be optimized in future work. Figure 4 shows the average orbit

Table 1 Average 24-h fitting
RMS of all GLONASS
satellites for GPS week 1963
(unit: m)

Day of week SRP Radial Along Cross

1 ECOM (9) 0.003 0.002 0.003

ECOM (5) 0.017 0.006 0.008

2 ECOM (9) 0.003 0.003 0.003

ECOM (5) 0.015 0.007 0.006

3 ECOM (9) 0.004 0.003 0.003

ECOM (5) 0.015 0.008 0.005

4 ECOM (9) 0.004 0.003 0.003

ECOM (5) 0.013 0.007 0.009

5 ECOM (9) 0.003 0.002 0.003

ECOM (5) 0.015 0.007 0.005

6 ECOM (9) 0.004 0.005 0.003

ECOM (5) 0.020 0.008 0.017

7 ECOM (9) 0.003 0.004 0.003

ECOM (5) 0.018 0.007 0.012

Mean ECOM (9) 0.003 0.003 0.003

ECOM (5) 0.016 0.007 0.009
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prediction errors over 12 h for GPS week 1963. Overall, the average prediction
error in the radial, along-track and cross-track direction over 12 h are 0.019, 0.085,
0.029 m for the full ECOM SRP model, and 0.026, 0.087, 0.033 m for the reduced
ECOM SRPM model, respectively.

For evaluating orbit errors in the total positioning error budget, the orbit-only
contribution to the signal-in-space range error (SISRE) for GLONASS is calculated
by [19]:

SISRE orbð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:98 � Rð Þ2 þ A2 þC2ð Þ=45

q
ð5Þ

where R;A and C are RMS of radial, along-track and cross-track directions.
The SISRE (orb) for the predicted orbits are plotted in Fig. 5. It indicates that the

orbit-only SISRE of full ECOM SRP model is several millimeters better than the
reduced ECOM SRP. Both the full ECOM and reduced ECOM model can satisfy
PPP orbit accuracy requirement with an average SISRE (orb) of 3 cm. Therefore,
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Fig. 2 GLONASS orbit prediction errors using full ECOM SRP model
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the orbit-only SISRE of the two ECOM SRP models will not induce significant
impacts on positioning accuracy.

4 PPP Experiments and Analysis

Since the positioning performance using the predicted orbits is our major concern,
the accuracy of the predicted GLONASS orbits are further verified in both static
and kinematic GLONASS-only PPP experiments. The experiments are carried out
in the first day of GPS week 1963, 00:00 * 06:00. The observation data with 30 s
sampling interval are taken from the IGS global stations as shown in Fig. 6. The
precise clocks are taken from the GFZ observed part of the ultra-rapid products,
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while the predicted orbits and the GFZ observed orbits are used for comparison.
Both orbits and clocks have a sampling interval of 5 min. The positioning accuracy
is calculated using the positioning solutions after the solution reach a fully con-
vergence with respect to the IGS daily SINEX solution as a reference. The posi-
tioning accuracy of static PPP and kinematic PPP are listed in Tables 2 and 3,
respectively.

Fig. 6 Distribution of selected IGS stations

Table 2 Positioning accuracy of GLONASS-only static PPP (m)

Station Orbits East North Up

BRAZ Observed 0.012 0.007 0.028

Predicted with ECOM (9) 0.016 0.007 0.030

Predicted with ECOM (5) 0.019 0.014 0.062

BRUX Observed 0.024 0.017 0.015

Predicted with ECOM (9) 0.043 0.019 0.017

Predicted with ECOM (5) 0.044 0.013 0.030

RDSD Observed 0.008 0.008 0.015

Predicted with ECOM (9) 0.007 0.004 0.056

Predicted with ECOM (5) 0.014 0.007 0.012

UCAL Observed 0.004 0.013 0.009

Predicted with ECOM (9) 0.017 0.037 0.020

Predicted with ECOM (5) 0.012 0.030 0.026

UNB3 Observed 0.015 0.012 0.021

Predicted with ECOM (9) 0.011 0.030 0.029

Predicted with ECOM (5) 0.012 0.018 0.033

Mean Observed 0.013 0.011 0.018

Predicted with ECOM (9) 0.019 0.019 0.031

Predicted with ECOM (5) 0.020 0.016 0.033
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From the results, we can see that the average static PPP accuracy using the
predicted orbits with ECOM 9 parameters SRP model are 0.019, 0.019, 0.031 m in
the east, north and up direction; while the average accuracy of kinematic PPP is
0.136, 0.090, 0.256 m in the east, north and up direction, respectively. The posi-
tioning performance of predicted orbits using ECOM 5 parameters SRP model are
comparable to the 9 parameters ECOM SRP model. On the other hand, the

Table 3 Positioning accuracy of GLONASS-only kinematic PPP (m)

Station Orbits East North Up

ANKR Observed 0.024 0.026 0.053

Predicted with ECOM (9) 0.032 0.021 0.080

Predicted with ECOM (5) 0.026 0.022 0.079

BRAZ Observed 0.040 0.023 0.063

Predicted with ECOM (9) 0.038 0.042 0.097

Predicted with ECOM (5) 0.044 0.039 0.089

BRUX Observed 0.018 0.025 0.064

Predicted with ECOM (9) 0.035 0.026 0.104

Predicted with ECOM (5) 0.037 0.029 0.084

CHOF Observed 0.362 0.221 0.747

Predicted with ECOM (9) 0.445 0.278 0.942

Predicted with ECOM (5) 0.441 0.271 0.917

KZN2 Observed 0.036 0.022 0.095

Predicted with ECOM (9) 0.119 0.074 0.211

Predicted with ECOM (5) 0.120 0.087 0.187

NKLG Observed 0.057 0.064 0.083

Predicted with ECOM (9) 0.067 0.074 0.104

Predicted with ECOM (5) 0.090 0.071 0.086

RDSD Observed 0.154 0.061 0.369

Predicted with ECOM (9) 0.145 0.077 0.187

Predicted with ECOM (5) 0.110 0.057 0.215

UCAL Observed 0.058 0.074 0.089

Predicted with ECOM (9) 0.095 0.127 0.158

Predicted with ECOM (5) 0.085 0.122 0.171

UNB3 Observed 0.386 0.096 0.530

Predicted with ECOM (9) 0.314 0.115 0.503

Predicted with ECOM (5) 0.360 0.111 0.540

ZIM2 Observed 0.033 0.044 0.112

Predicted with ECOM (9) 0.075 0.062 0.170

Predicted with ECOM (5) 0.065 0.065 0.169

Mean Observed 0.117 0.066 0.220

Predicted with ECOM (9) 0.136 0.090 0.256

Predicted with ECOM (5) 0.138 0.087 0.254
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performance of GFZ observed orbits are several centimeters better than using the
predicted orbits. These results are in good agreements with analysis of SISRE
(orb) statistics.

5 Conclusions

The high-precision GLONASS orbit prediction method for the new real-time PPP
system are discussed and validated in this paper. The prediction method is pre-
sented first with an analysis of two variants of the ECOM SRP model. Then the
generated orbits are compared to the GFZ observed orbit for direct accuracy
analysis. It is shown that the proposed method can achieve high-precision
GLONASS satellite orbit prediction with an average SISRE (orb) of smaller than
0.03 m. Furthermore, the predicted orbits are verified in PPP experiments with data
acquired at the IGS global stations. The average accuracy of static PPP for 5 global
IGS stations are 0.019, 0.019, 0.031 m in the east, north and up direction,
respectively; while the average accuracy of kinematic PPP for 10 IGS stations are
0.136, 0.090, 0.256 m in the east, north and up direction, respectively. Based on our
comparisons, it is concluded that the two ECOM SRP models has insignificant
impacts on GLONASS orbit prediction accuracy and both models can satisfy
real-time PPP requirements on orbit accuracy.
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The Filtered GNSS Real-time Precise
Orbit Solution

Xiaolei Dai, Zhiqiang Dai, Yidong Lou, Min Li and Yun Qing

Abstract The reliable real-time precise satellite orbit is the prerequisite and
foundation of real-time precise positioning service for Global Navigation Satellite
System. Recently, real-time precise orbit products are usually predicted from the
post precise products that are determinate by the batch-processing method based on
the history data. This method bears some obvious drawbacks that degrade the
performance of real-time orbit products, especially for the Chinese BeiDou Satellite
System (BDS). Firstly, the predicted orbit depends heavily on the accuracy of
dynamic force model and responses slowly to the model accuracy degradation and
variation. Secondly, the predicted precise orbit exhibits uncontinuity between two
consecutive orbit arcs, which will affect the position accuracy. In this paper, the
Square Root Information Filter (SRIF) method is adopted to update the satellite
orbit in real-time and response quickly to orbit maneuver. The strategy is validated
for the POD of GNSS satellites using one-month data. The results show that the 3D
RMS of SRIF orbit for GPS and GLONASS satellites is 6.7 and 9.3 cm, respec-
tively. The mean value of SLR validation residual for BDS IGSO and MEO
satellites is less than 10 cm and for GEO satellite is about 20.7 cm. At last, the real
time products were used to for kinematic PPP. The positioning results show that,
compared to the predicted real time product, the real time product generated by the
proposed real time filtering method improves the BDS-only kinematic positioning
accuracy significantly and the accuracy of 3 cm in the horizon and 5 cm in height
can be reached for the multi-GNSS positioning.
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1 Introduction

GNSS technology has been committed to providing users with real-time,
high-precision and high-reliability navigation services, especially in recent years,
many countries and regions have been or are being established the real-time precise
point positioning service system. High-precision satellite orbit is the prerequisite
and guarantee for the global real-time positioning service system. There are two
methods for real-time orbit determination. One is the orbital forecasting mode based
on post-batch processing, the other is the filtering solution based on real-time data
stream. The orbit prediction is realized based on the satellite dynamic model. First,
the precise orbit states are determinated using post-batch processing, and then the
satellite orbit is predicted based on the solved parameters by using numerical
integration. The accuracy and reliability of such an orbit is heavily dependent on the
stability of satellite motion and the force modelling, and as well as the predicting
time. This strategy has been employed to generate the BDS orbit for the real-time
positioning. Generally, the batch processing can achieve real-time orbit precision of
decimeter level for IGSO and MEO, and about 1 m for GEO [1, 2]. However, when
the satellite is during eclipsing season or maneuver period, it is hard to maintain the
accuracy and reliability of the real-time orbit because the satellite dynamic is dif-
ficult to be modeled. This problem is more severe for BDS GEO satellites that have
to keep pace with the Earth rotation by frequent maneuvers.

In principle, the filter-based real-time orbit determination strategy is superior to
the traditional method at least in two ways. Firstly, this method can update the
satellite orbit state as soon as the observation is obtained, so that the estimates can
immediately reflect any unusual behaviour in satellite dynamics. Secondly, based
on the real-time data stream, the estimated orbit using a filter is continuous and
smooth over the whole filtering period, whereas orbit jumps between the consec-
utive arcs are inevitable in batch processing, especially for the BDS GEOs. Poor
geometric condition and inaccurate solar radial pressure model may lead to 1 m
jumps in the along-track direction [3].

In this paper, the square root information filter (SRIF) is used to determinate the
satellite precise orbit in real-time. By using this method, the satellite orbit states are
estimated in real-time which can avoid the accuracy degradation of the dynamic
model predicted over time. The real-time GNSS orbits estimated by SRIF method
are compared with the final products of IGS and MGEX ACs and analysed by the
Satellite Laser Ranging (SLR) residuals. Finally, the SRIF real-time orbit products
are validated by the real-time kinematic PPP.
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2 Methodology

2.1 Square Root Information Filter

The SRIF is an improved Kalman filter method with high numerical accuracy and
stability which is originally proposed by Bierman [4]. In its sequential recursive, an
elementary Householder orthogonal transformation and a square root of the infor-
mation matrix is employed. Generally, the SRIF process comprises of measurement
and time update steps.

Assumed the normalized a priori information of the unknowns and linear
measurement equations are:

~z0 ¼ ~R0xþ~v0
z ¼ Axþ v

�
ð1Þ

By applying Householder transformation to Eq. (1), then

T
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A

� �
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0
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� �
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where T is an orthogonal transformation, ek k2 is the sum of squares residual error.
The SRIF measurement update can be expressed as

~R0x ¼ ~z0 �!Ax¼z

T

e
R̂0x ¼ ẑ0

�
ð3Þ

The estimate state vector x is divided into determined parameters y and process
parameters p, then x ¼ p y½ �T . The dynamic equations for process noise param-
eters can be written as:

Rwjpjþ 1 ¼ Mjpj þwj ð4Þ

where the covariance matrix of the process noise -j is Qj ¼ R�1
wj
R�T
wj

;mj is the

transition matrix and set Mj ¼ Rwjmj;wj ¼ Rwj-j. The SRIF time update can be
expressed as:

R̂jxj ¼ ẑj �!
Rwj pjþ 1¼Mjpj þwj

T

~Rpjpj þ ~Rpjpjþ 1pjþ 1 ¼ ~wjþ 1
~Rjþ 1xjþ 1 ¼ ~zjþ 1

�
ð5Þ

2.2 Measurement and Orbit Models

The real-time precise orbit determination software developed in this paper uses the
SRIF method to simultaneously determine the orbit states of multi-GNSS satellites
under the same space and time reference frame. The space and time reference
frame, the dynamic model and the observed model are shown in Tables 1, 2 and 3.
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Table 1 Space and time reference frame

Item Applied models

Time system GPS time

Inertial reference system J2000.0 ICRF frame

Geocentric reference system ITRF2008 reference frame

Earth rotation parameters (ERP) Initial values are from file gpsrapid.daily
(http://maia.usno.navy.mil/ser7/gpsrapid.daily)

Table 2 Orbit dynamic model

Item Applied models

Geopotential EGM96 model (12 � 12)

M-body gravity Sun, Moon and planets

Tidal forces Solid Earth, pole, ocean tide
IERS conventions 2010

Solar radiation
pressure

Reduced CODE 5-parameter with no initial value

Earth albedo GPS/GLONASS: SR ERPFBOXW by Rodriguez-Solano with antenna
thrust applied by Rodriguez-Solano et al. [5]; BDS: no

Table 3 Observation models

Item Applied models

Basic observables un-differenced ionosphere-free combination of code and phase based
on GPS L1/L2, BDS B1/B2

Processing sampling 300 s

Cutoff elevation 7°

Weighting Elevation dependent weight

Satellite antenna phase
center

GPS/GLONASS: PCOs and PCVs from IGS;
BDS: PCO from IGS MGEX
no PCVs

Receiver phase center igs08.atx for GPS/GLONASS, none for BDS

Phase wind-up Wu [6]

Tropospheric delay Initial model + random-walk process

Satellite clock Estimated as white noise

Receiver clock Estimated as white noise

Earth rotation
parameters (ERP)

Estimated with tight constraint

Inter-system biases Estimated as constant parameters with zero mean condition

Ambiguity Fixed for GPS/BDS(IGSO, MEO) separately
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3 Experiment and Result Analysis

In this paper, the post data were processed simulated in real-time to validate the
algorithm and software. The data stream time delay which was exist in the real
situation was regardless in this case. The experiments were performed on the
precise orbit determination of GPS, GLONASS and Beidou satellites from DOY
039 to DOY 069 in 2015. The observations were from IGS, MGEX and BETS
(Beidou Experimental Network) networks for a total of about 110 stations. The
station distribution is shown in Fig. 1.

3.1 The Accuracy of Real-Time Orbit Solution

To evaluate the orbit accuracy, the GPS and GLONASS real-time orbit solutions
are compared with the IGS final products, while the BDS real-time orbit is validated
by the SLR data.

The real-time orbit solutions from 040, 2015 to 069, 2015 are used to assess the
orbit accuracy, with the orbit during the convergence day excluded. Figure 2 pre-
sents the orbit accuracy of GPS and GLONASS in radial-, cross- and
along-direction. As it is shown, the RMS of all GPS satellites is less than 7 cm, with
the mean RMS of 2.9, 3.7 and 4.8 cm in the radial-, cross- and along-direction
respectively. The orbit accuracy of GLONASS is comparable to that of GPS in
radial-direction, and slight worse in another two directions, especially in
cross-direction, with the largest RMS of about 12 cm. The mean RMS of all
GLONASS satellites is 3.3, 4.2 and 7.6 cm in the radial-, cross- and
along-direction, respectively. The statistical results show that orbit accuracy of GPS
and GLONASS real-time orbit is comparable with that of the predicted part of IGS
ultra-fast orbit products.

Fig. 1 The station distribution
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The real-time BDS orbit solutions and the least-squares post solutions from 040,
2015 to 069, 2015 are compared respectively with the SLR data to assess the orbit
accuracy which is listed in Table 4. As shown in table, the standard deviation
(STD) of the IGSO and MEO SLR residuals of the real-time orbit solutions is large
than that of the post orbit solutions. Of all the satellites, C08 has the large SLR
residuals, of which the bias and STD are −5.8 and 9.7 cm respectively. The mean
bias of C10 and C11 SLR residuals is −2.2 and −0.4 cm. There is significant bias,
about −20.7 cm, found in the SLR residual of the filtered GEO orbit solution,
which is 21 cm smaller than the post solutions, same as the STD. In real-time POD,
the process noise is introduced to reduce the effect of force model error and increase
the weight of observations may contribute to the improvement compared to the post
solution. To further reduce the GEO SLR residuals, more accurate solar radiation
pressure is needed.

Fig. 2 Accuracy of the GPS (up) and GLONASS (bottom) filtered orbit solutions

Table 4 Mean and STD of
SLR residuals of SRIF
solutions and post 3-day
solutions (Units: cm)

Filtered Solution Post 3-day solution

C01 Bias −20.7 −41.7

STD 18.8 29.2

C08 Bias −5.8 −3.8

STD 9.7 8.6

C10 Bias −2.2 −1.7

STD 7.9 4.7

C11 Bias −0.4 −0.6

STD 5.1 2.3
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3.2 Analysis of the Real-Time Orbit Series

To assess the accuracy of real-time orbit solutions, the orbit difference series of
real-time orbit solution and reference orbit is analyzed too.

Figure 3 presents the orbit difference series of GPS and GLONASS in the along-
, cross- and radial-direction from 039, 2015 to 044, 2015. As it is shown in the
figure, after convergence, the orbit difference of GPS is between ±10 cm in the
cross- and radial-direction, and between ±20 cm in the along-direction. GLONASS
has larger orbit differences than GPS in all directions, of which the orbit differences
of most satellites are between ±10 cm in the radial- and cross-direction, and the
orbit difference in the along-direction is up to 40 cm. Further analysis shows that,
the R11, R12, R14 and R16 satellites, having rather larger orbit differences in the
POD period, are eclipse satellites. The orbit differences exhibit significant jumps in
the along- and cross-direction around the day boundary, especially for the eclipse
satellite. Since the filtered orbits are continuous, the jumps in orbit differences result
from the IGS reference orbits. Thus, orbit error of the reference solutions and
filtered solutions becomes larger for the eclipse satellites which contributes to the
apparent larger orbit differences than the other satellites.

Recently, the GNSS Research Center of Wuhan University has been providing
the precise final products (code is WUM) for GPS, GLONASS, BDS and
GALILEO. The filtered orbits are compared with the WUM products to compute
the orbit differences in along-, cross- and radial-direction which are shown in
Fig. 4. As it is shown, the orbit differences with WUM are the largest in
along-direction, and the smallest in radial-direction. As the filter progresses, the
orbit differences between filtered solution and WUM final products become smaller.
As the WUM final products are the 1-day solutions, the orbit differences exhibit
apparent jumps as much as 80 cm around the day boundary. The filtered solutions
of BDS IGSO and MEO exhibit good continuity, of which the orbit differences
converge to stable status as the filter progresses. After convergence, the orbit
accuracy of the filtered solutions is about 10–20 cm.

Fig. 3 Orbit difference series of GPS (left) and GLONASS (right)
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4 PPP Validation of the Filtered Orbit Products

In order to validate the positioning performance of the filtered real-time precise
orbit products, the filtered orbits and predicted orbits are used to estimate precise
satellite clock corrections with the same stations in POD. Two sets of products are
respectively used to carry out kinematic PPP, and the positioning results are
compared with the static PPP solution of the IGS post products. The E/N/U series
are shown in Fig. 5. It can be seen from the figure that the multi-GNSS kinematic
PPP solutions of the two schemes are superior to the GPS-only solutions in terms of
accuracy and convergence speed, mainly because multi-GNSS can increase the
available satellite number and improve the geometric conditions dramatically.
For MROI station, the GPS and BDS combined solution shows apparent
improvements in three directions, especially in the U direction, with an

Fig. 4 Orbit differences between the filtered solutions and the WUM final products for BDS GEO
(left), IGSO and MEO (right)

Fig. 5 Different kinematic PPP series in E/N/U directions (left: filtered products, right: predicted
products)
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improvement of 36% for scheme 1 and 21% for scheme 2. The GPS-only PPP
solutions have comparable accuracy for the two schemes, while the BDS-only
solution of scheme 1 is better than that of scheme 2, with the improvements of 39,
66 and 38% in E, N and U directions, because the predicted BDS orbit is rather
worse. The GPS and BDS combined solutions of scheme 1 are better than that of
scheme 2, with the accuracy of 1.6, 1.1 and 3.4 cm in E/N/U directions, which
demonstrate that the filtered real-time products are capable to support real-time PPP
application.

5 Conclusions

In this paper, the real-time orbit of satellite is determined by the SRIF method based
on real-time observation data to generate high-precision real-time orbit, which
effectively solves the problem that the precision of satellite dynamics model
degrades with time. The experimental results show that the three-dimensional
accuracy of real-time orbits of GPS and GLONASS are 6.7 and 9.3 cm, respec-
tively. The mean bias of SLR residuals of the BDS IGSO and MEO real-time orbit
is within 10 cm, while that of the GEO satellites is 20.7 cm, with an improved of 20
cm, compared with the post orbit solutions. After convergence, the filtered orbit
exhibits better continuity in time, which can avoid inconsistencies between two arcs
in the predicted orbit. At the same time, the filtered orbit can detect and response to
the satellite orbit maneuver events in real-time. Based on the filtered real-time orbit
product, the real-time PPP solution is improved by 2 cm, 3.5 cm, and 4.6 cm in E/
N/U directions respectively, which demonstrate the filtered real-time orbit products
can provide reliable and precise real-time positioning service.
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Systematic Error Estimation
and Accuracy Evaluation for Two-Way
Satellite Time and Frequency Transfer
Observing Data

Rui Guo, Li Liu, Shan Wu, GuiFen Tang and XiaoJie Li

Abstract The time delay could hardly be calibrated accurately for the two-way
satellite time and frequency transfer equipment. Therefore the time delay error and its
secular drift would not only restrict the time synchronization accuracy, but also
restrict the broadcast parameters accuracy for the satellite navigation system. In order
to solve this problem in the self-sending-self-receiving observation, we bring forward
two systematic error estimation methods, named SLR co-location comparison
method and combined precise orbit determination (POD) method. We also introduce
a across sending and receiving systematic error estimation method based on the
restriction from the station clock offsets estimated by multiple precise orbit deter-
mination (MPOD). And the three-station circle error and clock offset consistency are
introduced to evaluate the systematic error estimation accuracy. Tests are carried out
with the Beidou satellite navigation system (BDS) real data. Results show that the
accuracy of the SLR co-location comparison method is better than 0.3 ns, while the
combined POD method better than 0.5 ns for the self-sending-self-receiving obser-
vation. And for the across sending and receiving systematic error, the estimation
accuracy is better than 0.4 ns, with circle errors among three stations better than
0.1 ns. The station clock offset consistency from two different C-band antennas is
better than 0.3 ns. The high accuracy time synchronization can be achieved among
different stations in the satellite navigation system, and two different C-band equip-
ment could backup with each other.
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1 Introduction

High-accuracy interstation time synchronization is not only an important basis of
satellite navigation system’s high-precision punctuality and time service, but also
an important premise for processing various satellite navigation message parameters
[1, 2]. Especially for Beidou system, solving the problem of orbit determination and
fast post-maneuver orbit recovery of GEO satellites depends on high-precision time
synchronization among ground stations [3–5].

Commonly used interstation time synchronization method mainly includes
satellite common-view method, satellite bidirectional common-view method and
c-band satellite two-way frequency transfer method. Satellite common-view method
is unable to completely eliminate satellite orbit error, and when station distance
increases, alignment error also increases and meanwhile influence of pseudo-range
measurement error is obvious. Satellite bidirectional common-view method relies
on the two-receiving channels of uplink, which are high in precision but with
limited application. C-band satellite two-way frequency transfer method is high in
precision without high requirement on satellite load, and time synchronization
between two stations can be realized by both communication satellite and navi-
gation satellite, and therefore this method is preferred for time synchronization in
Beidou system [6, 7].

However, affected by time delay error of satellite and ground equipment,
accuracy of this method is decreasing significantly and unable to achieve
high-precision time synchronization among stations with equipment’s factory
calibrated time delay value. There is significant systematic deviation in three-station
clock offset and circle error, which makes it difficult to support navigation system’s
high-precision message parameters processing [8, 9].

This paper selects a suitable reference benchmark for interstation two-way fre-
quency transfer data’s time delay systematic error, and designs systematic error
integrated computation and accuracy evaluation methods for interstation
self-sending-self-receiving observation and across-sending-and-receiving observa-
tion, which effectively solves interstation time synchronization clock offset error,
and significantly improves synchronization accuracy among stations and achieves
high-precision GEO satellite orbit determination.

2 Interstation Two-Way Frequency Transfer

Interstation two-way frequency transfer is mainly used for time synchronization
among multiple stations. Its basic principle is to assume that there are n stations
under control of local clock and gather single-sending-multiple-receiving
pseudo-range measurement at the same time, including self-sending-self-receiving
observation and across-sending-and-receiving observation, details are shown below
(Fig. 1).
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Station 1 sends satellite uplink signal (link 1 in Fig. 1), which after resent by
satellite turns to downlink signal (link 2 in Fig. 1) received by station 2. This is a
complete Station-1-sending—Station-2-receiving observation q012, station 1 also
receives the resent downlink signal (link 3 in Fig. 3), completing Station-1-sending—
Station-1-receiving observation q011. If station 2 sends uplink signal (link 4 in Fig. 1),
then station 1 completes across-sending-and-receiving observation q021 and station 2
completes self-sending-self-receiving observation q022. The measurement model is
shown in Eq. (1).

q012 and q021 are across-sending-and-receiving observations; q1 Sat and q2 Sat are
planet geostrophic theory distance of two stations; DT1 and DT2 are clock offsets of
the two stations; s1 Tran and s2 Tran are uplink time delay; sSat is satellite resent
time delay; s1 Rcv and s2 Rcv are downlink receiving time delay; sErr12 and sErr21
are propagation errors in two across-sending-and-receiving observations. Station
1’s self-sending-self-receiving observation measurement model is shown in Eq. (2).

q012 ¼ q1 Sat þ qSat 2 þ c � DT2 � DT1ð Þþ s1 Tran þ sSat þ s2 Rcv þ sErr12
q021 ¼ q2 Sat þ qSat 1 þ c � DT1 � DT2ð Þþ s2 Tran þ sSat þ s1 Rcv þ sErr21

�
ð1Þ

q011 ¼ q1 Sat þ qSat 1 þ s1 Tran þ sSat þ s1 Rcv þ sErr11 ð2Þ

Two-way time comparison of two across-sending-and-receiving observations
from station 1 and station 2 can be used to determine relative clock offset between
the two stations. As for self-sending-self-receiving data, the observation result does
not include satellite clock offset and station clock offset, and therefore can be used
for satellite orbit determination.

Fig. 1 Station–station
two-way frequency transfer
sketch map
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3 Systematic Error Sources and Calculation Benchmark
Selection

Interstation time synchronization observation shows three types of time delay:
launch delay, receiving delay and satellite transponder delay.

Generally speaking, launch delay and receiving delay are measured by ground
equipment, which is defined as the delay value from c-band antenna phase center to
1PPS.

Since self-sending-self-receiving data does not contain satellite clock offset and
station clock offset, the data could be converted into distance observation, and
applied directly to satellite precise orbit determination, after deducting satellite
transponder delay and self-sending-self-receiving combined time delay. In
measured-data-based orbit determination calculation process, if adopting equip-
ment’s calibrated time delay value, then orbit determination residuals of different
stations show obvious systematic error, largely concentrated in large overlapping
arc segment, which led to over 10 m position error.

When processing interstation time synchronization data, if adopting directly
equipment’s measured time delay value, three-station clock offset and circle error are
bigger, and clock offset calculated based on different satellite and different antenna
displayed obvious difference, and there are also obvious error in GEO satellite orbit
determination precision, which is based on interstation time synchronization system.

In order to accurately calculate c-band two-way frequency transfer data sys-
tematic error, appropriate reference benchmark needs to be selected. SLR (Satellite
Laser Ranging) has very high accuracy at centimeter or millimeter level, which
makes it an effective orbit determination and evaluation method. Therefore, SLR
data of main stations can be selected as reference benchmark to complete com-
prehensive calculation of all self-sending-self-receiving data systematic error.

Since station clock offset cannot separate directly from equipment time delay, it
is necessary to select appropriate benchmark to determine station clock offset.
Multi-satellite orbit determination can comprehensively utilize pseudo-range phase
data of multiple stations for combined orbit determination by using main station as
reference benchmark and calculating clock offset of other stations and all satellites
corresponding to the benchmark [10]. Therefore, calculation benchmark of inter-
station across-sending-and-receiving data systematic error can select multi-satellite
orbit determination calculation’s station clock offset.

4 Self-sending-self-receiving Data Systematic Error
Calculation Method and Test Analysis

4.1 SLR Colocation and Comparison Method

When SLR station and c-band station carry out colocation observation of GEO
satellite, tracking data of tracking station can be deducted to SLR station, using
SLR data to calculate precisely time delay of c-band equipment in tracking station.
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Using known GEO satellite orbit, the theoretical distance between c-band dis-
tance tracking station and laser station and their distance difference can be calcu-
lated precisely, and the difference value is insensitive to GEO orbit accuracy.

For C band range, satellite transponder delay can be measured before satellite
launch, the value can be considered accurate and the inaccurate part is reduced to
time delay of station equipment, therefore equipment delay within system achieves
self-consistent. Eliminate errors related to propagation path from measured c-band
ranging data and SLR data, and accurately calibrate equipment delay of tracking
station. For detailed theory, please refer to Ref. [10].

4.2 Combined Orbit Determination Method

Due to limited number of SLR colocation stations, it is impossible to use colocation
comparison method to calculate time delay for all c-band distance tracking stations.
Therefore, it is necessary to find an effective method for equipment delay calcu-
lation. SLR observation data is highly accurate, and can be combined with c-band
self-sending-self-receiving data collection for GEO combined orbit determination,
and using SLR data as reference standard to estimate equipment delay error of other
stations [10].

In addition to central attraction of the earth, mechanical model also includes
non-spherical earth gravity, lunisolar attraction and planetary perturbation, earth
tide, sea tide and solar radiation pressure, in which earth gravitational field using
10 � 10 order JGM-3 model and planetary ephemeris using JPL DE405 parame-
ters, nutation model using IAU80 model, and solar radiation pressure model using
Box–Wing model.

Orbit determination strategy observes one arc per day and multiple c-band
ranging stations, and calculates other stations’ equipment delay and meanwhile
estimate satellite preliminary orbit and solar radiation pressure, using SLR station as
benchmark.

4.3 Accuracy Evaluation Method

Calculation accuracy evaluation of self-sending-self-receiving data systematic error
includes two aspects: internal and external consistency. Internal precision consistency
evaluation is based on stability of root mean square and multi-day systematic error.

External precision consistency is mainly based on self-sending-self-receiving
orbit determination precision method using SLR data, which processes orbit
determination precisely using c-band self-sending-self-receiving data, and uses
clock offset SLR data to evaluate calculation accuracy of self-sending-self-receiving
data systematic error. It is important to note that SLR data used for evaluation
cannot be used for equipment systematic error calculation.
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4.4 Test Analysis

4.4.1 SLR Colocation Comparison Method

Measured SLR and c-band colocation observation data of Beidou GEO satellite is
used in comparison test, and SLR station (No. 7821) and c-band tracking station
(No. 1013) are located in Beijing.

The table has listed calibration result of 3 days from June 9 to 11, 2009. It can be
seen from the results that time delay calibration results are very stable for 3 con-
secutive days, the average value is −2.0 m, standard deviation is 0.08 m, and daily
delay change is very small, about 0.25 ns. Since satellite transponder delay jitter is
also around 0.2 ns, and meanwhile considering the influence of propagation delay
model error, SLR colocation comparison method’s systematic error calculation
internal precision consistency is better than 0.3 ns (Fig. 2 and Table 1).

4.4.2 Combined Orbit Determination Approach

Since SLR colocation station data are limited, it is impossible to use SLR colocation
observation approach for time delay calibration of all resending tracking stations.
Combined orbit determination approach is adopted in interstation time synchroniza-
tion for self-sending-self-receiving data systematic error calculation. The calculation
uses precise SLR data and c-band resent ranging data (time delay has been accurately
calibrated) as reference and estimates systematic error of other tracking stations.

Orbit determination strategy uses 1 day observation segment and 3 c-band
self-sending-self-receiving range tracking stations. Beijing laser station is used as
benchmark to calculate combine time delay of other stations’ c-band self-sending-
self-receiving equipment, and meanwhile estimate satellite preliminary orbit and
solar radiation pressure parameters. Three consecutive days’ equipment time delay
calculation results for three stations are presented in Table 2.

Fig. 2 Detailed ranging bias calibration results of SLR co-location comparison approach on June
9, 2009 (SLR co-location comparison approach)
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It can be seen that equipment calibration results of the other three stations are
very stable, except for Sichuan station, time delay variation of the other stations are
better than 0.3 ns. Sichuan station has greater variation, about 0.6 ns, mainly
because measurement noise of Sichuan station is large, about 40 cm.

In view of stability and accuracy of equipment time delay calculation results,
mean value of the three day calibration results in table can be used as the final
calibration result. Considering consistency of different stations’ systematic error,
SLR data residuals and orbit determination total residuals, it can be considered that
based on combined orbit determination approach, the accuracy of self-sending-
self-receiving data systematic error is better than 0.5 ns.

4.4.3 Self-sending-self-receiving Data Systematic Error Calculation
Precise Evaluation Based on GEO Orbit Determination

This paper uses self-sending-self-receiving data of May and June in 2009 and
carries out 5 orbit determination testing to further evaluate interstation
self-sending-self-receiving data systematic error accuracy. Different from combined
orbit determination, c-band range tracking station’s equipment time delay used
calibration results of June 9 to 11, 2009, and fixed time delay value without solving
orbit determination algorithm. Orbit determination calculation strategy adopts
one-day arc observation and estimates parameters only include satellite preliminary
orbit and solar radiation pressure, and mechanical model is exactly the same as the
previous one. It is important to note that SLR data in 4-day orbit determination test
was not considered in calibration of orbit determination and equipment time delay,
so SLR residuals can reflect orbit determination visual direction accuracy (Table 3).

It can be seen from the results in the table that 4-day GEO orbit determination
results’ residual internal consistent average precision is 0.21 m, SLR evaluated
average external consistent visual direction precision is 0.13 m. Precision of orbit
determination is very stable, changes are within 0.05 m. According to the ratio

Table 1 Ranging bias results of Beijing station (unit: m)

Date 2009/6/9 2009/6/10 2009/6/11 Average Standard deviation

Time delay −1.99 −2.08 −1.94 −2.00 0.08

Table 2 Ranging bias results for consequent 3 days by combined POD method (unit: m)

Time Hainan Xinjiang Sichuan SLR residual POD residual

2009/6/9 −3.28 −2.01 −0.80 0.05 0.22

2009/6/10 −3.22 −2.12 −0.52 0.06 0.18

2009/6/11 −3.24 −2.05 −0.86 0.12 0.21

Average −3.25 −2.06 −0.72 0.07 0.21

Standard deviation 0.03 0.06 0.18 0.04 0.02
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between GEO satellite’s visual direction accuracy and three-dimensional position
accuracy (about 1:20) and external-consistent error precision, it can be inferred that
accuracy of GEO satellite’s three-dimensional position is better than 2.7 m.

At the same time, it is estimated that time delay of c-band tracking station
equipment is about one month, looking from systematic error calculation time and
orbit determination testing time. Therefore, with supported SLR data, it is com-
pletely possible to carry out regular calibration of equipment time delay using SLR
colocation comparison approach and combined orbit determination approach, cor-
rect equipment time delay and improve GEO satellite orbit determination accuracy.

Based on accuracy of self-sending-self-receiving data’s orbit determination
precision based on SLR evaluation, visual direction accuracy of GEO satellite is
0.13 m, which can be considered as external-consistent precision of self-sending-
self-receiving data’s systematic error is better than 0.4 ns.

5 Across-Sending-and-Receiving Data’s Systematic Error
Calculation Method and Test Analysis

5.1 Constraint Method Based on Multi-satellite Orbit
Determination Station Clock Offset

Since station clock offset is unable to separate directly from equipment time delay,
it is necessary to select appropriate benchmark, which requires determining station
clock offset first. We choose multi-satellite orbit determination calculation’s station
clock offset as a reference benchmark, separate station clock offset and equipment
time delay, and then deduct geometry distance, transfer error and station clock
offset from across-sending-and-receiving data, so combined time delay will be
calculated for self-sending-self-receiving data. As GEO satellite orbit error influ-
ences across-sending-and-receiving data’s systematic error accuracy, and in order to
reduce the influence of this error, self-sending-self-receiving data could be used as
benchmark (systematic error calculation completed) to achieve high-precision
theoretical value, detailed computation formula is as follows:

Ds12 ¼ q12 � R12 � s2 � s1ð Þ � 1
2

q11 � R11 � Ds11ð Þ � 1
2

q22 � R22 � Ds22ð Þ
ð3Þ

Table 3 GEO orbit determination accuracy statistic (unit: m)

Time 2009/5/17 2009/5/18 2009/6/22 2009/6/23 Average Standard
deviation

Orbit determination
residuals

0.22 0.15 0.22 0.21 0.21 0.03

SLR residuals 0.17 0.16 0.15 0.13 0.13 0.05
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In the equation, Ds12 is the combined time delay of sending from Station 1 and
receiving from Station 2; q12 is c-band ranging value sent by Station 1 and received
by Station 2; R12 is the approximate earth-satellite distance when sending from
Station 1 and receiving from Station 2; s1 and s2 are station clock offset of Station 1
and 2 respectively; q11 and q22 are self-sending-self-receiving range value of
Station 1 and 2 respectively; R11 and R22 are approximate earth-satellite distance
from Station 1 and 2 respectively; Ds11 and Ds22 are self-sending-self-receiving
systematic error of Station 1 and 2 (please refer to part 4).

It is important to note that R12, R11 and R22 are earth-satellite distance calculated
based on the same orbit calculation and after correction of various transfer error.
Above equation is able to eliminate GEO satellite orbit’s error influence, and
complete comprehensive calculation of all interstation across-sending-and-
receiving data systematic error.

5.2 Accuracy Evaluation Method

This paper evaluates interstation time synchronization systematic error’s
internal-consistent accuracy, with root mean square of systematic error calculation
and stability of multi-day systematic error. Evaluation method is completely the
same with previous one.

External-consistent accuracy of interstation time synchronization’s across-sending-
and-receiving systematic error mainly evaluates by three-station circle error and clock
offset consistency checking approach.

The calculation principle of three-station circle error is as follows:

D ¼ s12 � s13 þ s23 ð4Þ

In the equation, s12 is clock offset of station 1 comparing with station 2, s13 is
clock offset of station 1 comparing with station 3, s23 is clock offset of station 2
comparing with station 3.

Clock offset consistency check can compare clock offset of different c-band
antennas in the same station calculated by different GEO satellites, and then cal-
culate standard deviation.

5.3 Test Analysis

5.3.1 Across-Sending-and-Receiving Data Systematic Error
Calculation Based on Station Clock Offset of Multi-satellite
Orbit Determination

In order to complete interstation time synchronization across-sending-and-receiving
data systematic error calculation, this paper uses c-band data on Aug 4 in 2011 for
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test calculation. Tables 4 and 5 have shown detailed calculation result of interstation
across-sending-and-receiving data systematic error based on satellite C01 and C03.

Standard deviation of table shows result is 0.46 ns, so it can be considered that
internal-consistent accuracy of this calculation is better than 0.5 ns.

Table 4 Inter-send/receive systematic error by C01 (unit: ns)

Received
by

Sent by Combined time delay

2011-8-4 2011-8-5 2011-8-6 Average Standard
deviation

Beijing Hainan 2509.98 2510.62 2510.80 2510.47 0.43

Xinjiang 5696.61 5696.27 5695.97 5696.28 0.32

Sichuan 1084.03 1084.73 1084.95 1084.57 0.48

Hainan Beijing 2593.28 2592.64 2592.45 2592.79 0.44

Xinjiang 5324.47 5323.43 5322.95 5323.62 0.78

Sichuan 694.00 693.96 694.00 693.99 0.02

Xinjiang Beijing 3177.95 3178.33 3178.64 3178.31 0.34

Hainan 2706.09 2707.13 2707.56 2706.93 0.75

Sichuan 1280.81 1281.78 1282.32 1281.64 0.77

Sichuan Beijing 3219.34 3218.73 3218.53 3218.87 0.43

Hainan 2752.05 2752.09 2752.02 2752.05 0.03

Sichuan 5944.19 5943.24 5942.71 5943.38 0.75

Average 0.46

Table 5 Inter-send/receive systematic error by C03 (unit: ns)

Received
by

Sent by Combined time delay

2011-8-4 2011-8-5 2011-8-6 Average Standard
deviation

Beijing Hainan 2551.78 2552.37 2552.54 2552.23 0.40

Xinjiang 5544.86 5544.61 5544.35 5544.61 0.25

Sichuan 925.58 926.28 926.62 926.16 0.53

Hainan Beijing 2625.98 2625.35 2625.24 2625.52 0.40

Xinjiang 5462.08 5461.24 5460.79 5461.37 0.66

Sichuan 842.89 842.99 843.14 843.01 0.13

Xinjiang Beijing 3002.33 3002.59 3002.82 3002.58 0.25

Hainan 2844.02 2844.89 2845.34 2844.75 0.67

Sichuan 1225.48 1226.45 1227.00 1226.31 0.77

Sichuan Beijing 2978.56 2977.91 2977.59 2978.02 0.50

Hainan 2821.11 2821.03 2820.89 2821.01 0.11

Sichuan 5815.22 5814.30 5813.75 5814.42 0.74

Average 0.45
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5.3.2 Three-Station Circle Error

Three-station clock offset and circle error is an important indicator for c-band data
systematic error calculation. In order to further analyze accuracy of above sys-
tematic error calculation, this paper uses c-band data on Aug 4 in 2011 for
three-station circle error check, and compares with circle error before calculation.
Detailed comparison results are presented in Table 6.

Above results have shown that interstation time synchronization’s three-station
circle error has improved from 3.84 ns to better than 0.1 ns after
across-sending-and-receiving data systematic error calculation.

5.3.3 Clock Offset Check Based on Clock Offset Consistency

When a station has two sets of c-band interstation time synchronization equipment,
two GEO satellite observations and two different interstation clock offsets could be
achieved and consistency of clock offsets calculated by two set of equipment is also
an important indicator for interstation time synchronization data systematic error
calculation precision.

This paper uses c-band data on Aug 4 in 2011 for test analysis, compares two
sets of antenna’s station clock consistency based on satellite C01 and C03, detailed
results are presented in Table 7.

Above results have shown that clock offset consistency based on different
antennas and satellites has improved from over 10 to 0.3 ns after
across-sending-and-receiving data systematic error calculation, and therefore two
different C-band equipment could backup with each other.

Table 6 Three station circle error of station–station time synchronization (unit: ns)

Satellite Testing station
combination

Circle error before
calculation

Circle error after
calculation

Average Standard
deviation

Average Standard
deviation

C01 Beijing-Hainan-Xinjiang 3.20 0.32 0.04 0.32

Beijing-Hainan-Sichuan 5.09 0.26 0.05 0.26

Beijing-Xinjiang-Sichuan 2.06 0.37 0.01 0.37

Hainan-Xinjiang-Sichuan 3.05 0.26 0.01 0.26

C03 Beijing-Hainan-Xinjiang 5.15 0.15 0.01 0.15

Beijing-Hainan-Sichuan 6.19 0.19 0.02 0.19

Beijing-Xinjiang-Sichuan 1.30 0.23 0.02 0.23

Hainan-Xinjiang-Sichuan 4.64 0.22 0.01 0.22

Average 3.84 0.25 0.02 0.25
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6 Conclusions

To sum up, this paper systematically analyzed source of systematic error for c-band
interstation two-way frequency transfer’s data systematic error, adopted
high-precision SLR data and multi-satellite orbit determination calculation’s station
clock as reference benchmark, deduced and established two self-sending-
self-receiving data systematic error calculation methods of SLR colocation com-
parison and combined orbit determination, and across-sending-and-receiving data
systematic error calculation method based on multi-satellite orbit determination
station clock offset, and then designed accuracy evaluation method that combined
internal and external consistency, and carried out verification tests with Beidou
measured data. Main conclusions are as follow:

(1) For self-sending-self-receiving data systematic error calculation, precision of
SLR colocation comparison method is better than 0.3 ns, internal-consistent
accuracy of combined orbit determination method is better than 0.5 ns,
external-consistent accuracy is better than 0.4 ns, orbit determination accuracy
based on self-sending-self-receiving data has improved from over 10 to 2.7 m,
which consequently solves interstation self-sending-self-receiving data sys-
tematic error problem.

(2) For across-sending-and-receiving data systematic calculation, its
internal-consistent accuracy is better than 0.4 ns, three-station circle error has
improved from 3.84 to 0.1 ns, clock offset consistency based on different
antennas and satellites has improved from over 10 to 0.3 ns, thus realizing
high-precision interstation time synchronization and two different C-band
equipment could backup with each other.

(3) For timeliness of systematic error calculation, effectiveness of c-band tracking
station equipment delay is about 1 month, and navigation system can period-
ically carry out time delay check and maintain corresponding ground
equipment.

Table 7 Station clock offset consistency (unit: ns)

Test station combination Relative clock offset before
calculation

Relative clock offset after
calculation

Average Standard
deviation

Average Standard
deviation

Beijing-Hainan 51.43 0.34 0.09 0.34

Beijing-Xinjiang 1.56 0.57 0.34 0.57

Beijing-Sichuan 136.31 0.43 0.01 0.43

Hainan-Xinjiang 53.10 0.60 0.43 0.60

Hainan-Sichuan 84.54 0.50 0.12 0.50

Xinjiang-Sichuan 138.24 0.58 0.33 0.58

Average 77.53 – 0.22 –
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Accuracy Analysis of BDS-3 Experiment
Satellite Broadcast Ephemeris

Ya Mao, Qianxin Wang, Chao Hu and Yilei He

Abstract Currently, five BDS-3 experiment satellites are transmitting both BDS-2
signals and new signals for users. They are equippedwith high-precision rubidium or/
and passive hydrogen maser clocks. In view of the inconsistency of BDS-3 experi-
ment satellites signals received by iGMAS and MGEX network, the experiment to
determine BDS-3 orbits is carried out by the step by step method through one year. In
order to improve the efficiency and avoid the inverse anomalies caused by too large
matrix dimension in the inversion process, the normal equation matrix is decomposed
by Cholesky. In this paper, the internal accuracy of BDS-3(C31/C32/C33/C34)
satellites orbit and clock offset is evaluated by overlapping arcs, and the average
values in one year are 36.5 cm/38.4 cm/44.1 cm/48.8 cm and 2.27 ns/2.40 ns/
1.88 ns/1.87 ns respectively. In addition, satellite laser ranging (SLR), as an
important external inspection tool, has been widely used in satellite orbit accuracy
assessment. Using SLR to evaluate the orbit outside accuracy, and the average values
of one year is 51.4 cm/40.2 cm/62.9 cm/82 cm. Finally, the precision of BDS-3
satellites broadcast-clock offset and broadcast-orbit is evaluated by BDS-3 precise
ephemeris, and the SLR observation data is taken as the external inspection tool to
evaluate the orbits. The results show that the BDS-3 experiment satellite
broadcast-clock accuracy is better than 40 ns, and the broadcast-orbit accuracy is
about 1 m.
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1 Introduction

In recent years, BeiDou satellite navigation system has been developed rapidly. As
of 2012, there are 14 BDS navigation satellites in orbit, including 5 GEO
(C01-C05), 5 IGSO (C06-C10) and 4 MEO (C11-C14), which can provide services
to the Asia Pacific region. In March 30, 2015, the first BDS-3 experiment satellite
was launched successfully, marking the beginning of the Beidou satellite navigation
system covering from the region navigation system to the global navigational. Up to
2017, BDS-3 has been launched 5 experiment satellites (C31-C35) as follows: I1-S,
M1-S, M2-S, I2-S, M3-S, and transmit some new signals namely B1C at
1575.42 MHz, B2a at 1176.45 MHz, B2b at 1207.14 MHz to users [1]. The
Beidou navigation system plans to achieve 35 (5 GEO, 27 MEO and 3 IGSO)
satellites in orbit, and provide PNT service to global users by the end of 2020. In the
5 experiment satellites, there are 4 (C31/C32/C33/C34) are in normal working state,
the C35 is in testing mode, and there is no information about the 5 satellites in the
ICD file because of the 5 experiment satellite is still in the experimental condition.
Table 1 show the status of BDS-3 experiment satellites.

In satellite navigation and positioning, the main factor affect the navigation and
positioning accuracy include the broadcast ephemeris accuracy and geometric
precision factor [2]. It make great senses to analyze the broadcast ephemeris
accuracy. At present, there are many scholars have been analysed the broadcast
ephemeris accuracy, but the work is mostly focus on the four conventional system
that is BDS, GPS, GLONASS, GALILEO, there is no literature to evaluate the
BDS-3 satellites ephemeris accuracy. Literature [3] has been evaluate the GNSS
broadcast ephemeris, and draws some meaningful conclusions; and the GPS
broadcast ephemeris accuracy is analysed by Guo et al. [4], the result show that the
GPS broadcast ephemeris accuracy is better than 2 m, and the clock offset accuracy
is about 10 ns; and then Guo et al. [5] analysed the GLONASS broadcast ephemeris
accuracy through the space signal ranging error, and the result show that the whole
accuracy is better than 4.5 m; Lucas Rodriguez carried out the evaluation of Galileo
broadcast ephemeris preliminary accuracy, first in 2013 [6]; Guo et al. [7] analysed
the Beidou broadcast ephemeris orbit and clock offset accuracy, the results show
that the radial accuracy of GEO satellite is better than 2 m, and the MEO and IGSO
broadcast ephemeris accuracy is equivalent to GPS, that radial accuracy is better
than 0.5 m. In addition, the studies have validated that SLR data is an important
external inspection tool to evaluate the satellites orbits accuracy [1, 8–10]. It is

Table 1 BDS-3 satellites
status [1, 17]

Satellite PRN SVN Type Lunch data

I1-S C31 C101 IGSO 2015/3/30

I2-S C32 C104 IGSO 2015/9/29

M1-S C33 C102 MEO 2015/7/25

M2-S C34 C103 MEO 2015/7/25

M3-S N/A N/A MEO 2015/9/29
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reliable to analyse the broadcast ephemeris accuracy by SLR data, Sun et al. [1]
have been used SLR data to analyse the BDS-2 satellite broadcast-orbit accuracy,
and the results show that the accuracy of C01, C08, C10, C11 satellites is 0.97,
0.43, 0.41, 0.44 m, and there was a constant laser residual deviation by SLR data to
evaluate BDS-2 broadcast-orbit, but in this research, does not evaluate broadcast
ephemeris accuracy by the precise ephemeris. There are two obvious defects to
check the orbits accuracy by SLR [11, 12]: (1) There are less SLR stations, and the
obtained broadcast ephemeris accuracy only in sight line of the SLR station; (2) It is
impossible to carry out Omni-directional and full-time evaluation with less obser-
vation data. When using precise ephemeris to evaluate broadcast ephemeris,
although, it is more robustly and practically, but it is easy to be affected by the
accuracy of the precision ephemeris.

In this paper, the multi GNSS monitoring station data provided by MGEX
stations network and iGMAS stations network are selected to calculate the BDS-3
experiment satellite orbit and clock offset in three days arcs by PANDA software,
and then the BSD-3 experiment satellite broadcast ephemeris accuracy is evaluated
by the precise ephemeris which are calculated above. In view of the advantage and
disadvantage of evaluate the BDS-3 experiment satellites broadcast-orbit accuracy
by SLR observation data and precise ephemeris data, the SLR observation data is
used as an important external inspection tool to evaluate the broadcast-orbit
accuracy.

2 Determine the BDS-3 Satellite Orbit and Clock Offset

In China, in order to provide high-precision satellite orbit, clock offset and other
products and improve the signal availability, reliability, accuracy, since 2007,
China have been build GNSS international monitoring system (iGMAS) to monitor
Chinese Beidou satellite and other global navigation satellite system. In addition, to
meet the needs of scientific research and engineering construction, iGMAS have
been built the continuous operation tracking stations, which can receive BDS, GPS,
GLONASS, GALILEO the four system signals. In 2016, there are 9 iGMAS sta-
tions can receive BDS-3 dual frequency observation data of B1/B3. By the end of
the experiment, there are 17 stations have the capable to receive BDS-3 dual
frequency observation data of B1/B3, as shown in Fig. 1. The MGEX monitoring
station build by IGS can receive multi system observation data, but only four
stations (roap, stj3, tlsg and yel2) have the capable to receive BDS-3 single fre-
quency observation data of B1. According to the literature [13] research, the
existing stations which can receive BDS-3 signals are not enough to carry out
high-précis BDS-3 orbits; In addition, the literature [14] pointed out that making
full use of the global distribution monitoring station data can effectively improve
the parameters accuracy. In order to overcome the problem of that the less station
that can receive BDS-3 singles, this section adopts the step by step method to
determine BDS-3 satellites orbits and clock offset in three-day arcs, and this is a
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method that can makes full use of redundant observation data in orbit determina-
tion. The parameters and models setting to determine orbit and clock offset is shown
in Table 2.

Considering the inconsistency between the received BDS-3 signals by iGMAS
tracking network and MGEX tracking network, and it is useful to determine the
BDS-3 orbit and clock offset by using MGEX observation data to calculate the
related parameters (station coordinates, troposphere and clock errors). In order to
making full use of the two networks observation data to determine BDS-3 exper-
iment satellites orbit and clock offset, this paper adopt step by step method to
determine orbit.

The equation of the two observation networks as follows [15]:

(1) The normal equation when determining the BDS-3 experiment satellite orbit
and clock offset by iGMAS station:

NN11 NN12

NN21 NN22

� �
X
Y

� �
¼ U1

U2

� �
ð1Þ

Among them, X is the parameters of troposphere, station coordinates, clock
offset and others related to iGMAS station; Y is the orbit, clock offset and other
parameters related to BDS-3 experiment satellites. NN is the normal matrix, U is the
constant term.

Fig. 1 The iGMAS station distribution
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(2) The following is the normal equation to determine the common parameters by
iGMAS and MGEX station:

NN 0
11 NN 0

12
NN 0

21 NN 0
22

� �
X
Y 0

� �
¼ U0

1
U0

2

� �
ð2Þ

Among them, X is the same parameter as the formula (1), that is, iGMAS station
coordinate, clock offset and troposphere; Y′ is the parameter related to MGEX
station and the orbit and clock offset of GPS and BDS-2 satellite.

The same parameter X is calculated by formula (2):

X ¼ NN 0
11 � NN 0

12 NN 0
22

� ��1
NN 0

21

h i�1
U0

1 � N 0
12 NN 0

22

� ��1
U0

2

� �
ð3Þ

In order to improve the efficiency and avoid the inversion anomaly caused by too
large matrix dimension in the inversion process, Cholesky decomposition is used to

the real symmetric matrix NN 0
11 � NN 0

12 NN 0
22

� ��1
NN 0

21, that is NN 0
11 � NN 0

12

NN 0
22

� ��1
NN 0

21 ¼ STS, S is a lower triangular matrix.

X ¼ S�1S�T U0
1 � N 0

12 NN 0
22

� ��1
U0

2

� �
ð4Þ

The orbits and clock offset of the BDS-3 test satellite can be calculated by the
formula (4) back to the formula (1):

Y ¼ NN�1
12 U1 � NN11Xð Þ ð5Þ

The parameters related to BDS-3 satellites can be solved by the upper form, and
the satellite orbit and clock offset at any time can be obtained through the corre-
sponding state transition matrix.

In order to describe the strategy to determine BDS-3 experiment satellites orbit
by the step by step method, the flow chart of that method is given in Fig. 2.

3 Experimental Analysis

In order to analyze the BDS-3 experiment satellites orbit and clock offset accuracy
calculated by the step by step method, the experiment to determine orbit was carried
out by iGMAS and MGEX tracking stations observation data in per day from
154 days of 2016 to 154 days of 2017. In this experiment, there are 16 iGMAS
stations (9 contain BDS-3 observation data), and 54 MGEX stations. And with the
updating and construction of the iGMAS tracking network equipment, the number of
iGMAS stations that can receive BDS-3 experiment satellites singles increased to 17
at the later stage of the experiment, and the distribution of that is showing in Fig. 1.
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Because of the BDS-3 experiment satellites is a new generation experimental satel-
lites, temporarily, satellites parameters cannot be obtained accurately, so that, the
determine orbit model is same with GPS. In this experiment, 3 day arcs observation
data is adopted to determine orbit, and the orbit accuracy is checked through the
inside accuracy and outside accuracy, due to the BDS-3 experiment satellites clock
offset accuracy cannot provide a stable external inspection tool, the clock offset
accuracy is only checked by inside accuracy. The method to evaluate the orbit and
clock offset as follows: (1) The non-attachment value between the overlap arc in one
day, compare the orbit and clock offset difference in the same arc section between the
two process, as shown in Fig. 3; (2) Taking into account that all the BDS-3 experi-
ment satellites are equipped with laser reflection device, the external inspection of
BDS-3 orbit is carried out by SLR observation data.

The BDS-3 (C31/C32/C33/C34) satellite orbit and clock offset accuracy is
shown in Figs. 4 and 5, and the trend of the internal coincidence precision was
fitted. The discontinuity in follow figure about C31 that is because there is no C31
broadcast data in that section. In Fig. 6 show the outside accuracy of orbit; Table 3

Fig. 2 The flow chart of step by step method to determine BDS-3 experiment satellites orbit and
clock offset parameters

One day 
overlap orbit

The first day

The second day

Fig. 3 Sketch map of precision of overlap segment of orbits and clock offset
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Fig. 4 The orbits inside precision of overlapping arcs of BDS-3 satellites with step by step
method

Fig. 5 The clock offset inside precision of overlapping arcs of BDS-3 satellites with step by step
method
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show the average value of orbit and clock offset inside accuracy of one year, and the
average value of outside orbit precision of one year.

The experimental results show that the inside accuracy and outside accuracy of
the BDS-3(C31/C32/C33/C34) satellite orbit determined by step by step is
36.5 cm/38.4 cm/44.1 cm/48.8 cm and 51.4 cm/40.2 cm/62.9 cm/82 cm, respec-
tively. And the inside precision of clock offset is 2.27 ns/2.40 ns/1.88 ns/1.87 ns.

4 Analyze the BDS-3 Broadcast Ephemeris Accuracy

In order to analyze the broadcast ephemeris accuracy, the broadcast ephemeris at
the same time with upper section is selected to evaluate its orbit accuracy and clock
offset accuracy. Considering the advantage and disadvantage of evaluate
broadcast-orbit by the precise ephemeris and SLR observation data, this paper uses
precise ephemeris of the upper section calculated as reference to check the BDS-3
broadcast ephemeris accuracy, and use SLR observations data as the external check
method to check the orbits.

Fig. 6 The outside precision of BDS-3 test satellites orbits

Table 3 The orbits and clock
offset average accuracy of the
inside and outside precision
internal in one year

The inside precision/
(cm/ns)

The outside
precision/(cm/ns)

Satellite Orbit Clock offset Satellite Orbit

C31 36.5 2.27 51.4 –

C32 38.4 2.40 40.2 –

C33 44.1 1.88 62.9 –

C34 48.8 1.87 82 –
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4.1 Analyze the BDS-3 Broadcast-Orbit Accuracy

At present, BDS transmit a set of broadcast ephemeris parameters in per 1H, and its
ephemeris parameter gives the position of the satellite centroid [1]. In order to check
the broadcast-orbit accuracy, it is necessary to calculate the satellite
three-dimensional coordinates in the geocentric earth coordinate system by the
broadcast ephemeris parameters, and the 6 Kepler orbital parameters and ECOM5
radiation model parameters were used to fit orbits, the orbit fitting model is shown in
Table 4. Because the difference between the CGCS2000 coordinate system and the
ITRF frame is less than 2 cm, so it can be neglected; but the BDS-3 precise ephe-
meris calculated on the upper section is using GPST as the reference epoch time
scale, so when using the precise ephemeris as reference to evaluate the BDS-3
broadcast ephemeris accuracy will need transform it from GPST into BDT. Figure 7
show the accuracy of BDS-3 (C31, C32, C33 and C34) experiment satellites
broadcast-orbit evaluated by precise ephemeris. Figure 8 show the results of BDS-3
broadcast-orbit evaluated by SLR observation data, Table 5 is the mean value of the
inside accuracy and outside accuracy of the BDS-3 broadcast ephemeris.

Table 4 Dynamic model of BDS-3 satellite

Perturbation force Module

Gravity field EGM2008 12 steps

Tide SOLID TIDE, OCEAN TIDE

Precession, nutation IERS2000, IAU2000

N-body perturbation DE405

Fig. 7 The evaluate results of BDS-3 broadcast ephemeris orbits by satellites precise ephemeris
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The result of BDS-3 (C31/C32/C33/C34) broadcast-orbit accuracy is 3.07 m/
4.69 m/3.28 m/3.17 m and 0.88 m/0.79 m/1.03 m/0.93 by precise ephemeris and
SLR observation data, respectively. The evaluate result is differ greatly between the
result that evaluated by the precise ephemeris and the SLR observation data because
of the poor accuracy of the precise ephemeris.

4.2 Analyze the BDS-3 Broadcast-Clock Offset Accuracy

In this paper, the two order difference method is used to the clock offset accuracy
statistics [16]. Because BeiDou broadcast-clock space time reference point is the
antenna center of B3 frequency, and space-time reference points of BDS-3 preci-
sion clock offset is B1/B3 ionosphere-free combination, so it is necessary to TGD
correction for clock offset (Eq. 6). Figure 9 is the check result of the BDS-3
broadcast-clock offset.

DtB1=B3 ¼ DtB3 � TGD1 � f 21
f 21 � f 22

ð6Þ

Among them, DtB1=B3 is the clock offset corrected by TGD, f2, f2 stands for the
frequency of B1, B2. DtB3 is the broadcast ephemeris clock offset.

Fig. 8 The evaluate results of BDS-3 broadcast ephemeris clock offset by SLR

Table 5 BDS-3 the mean
value of the inside and outside
precision of the BDS-3
broadcast ephemeris

Precision ephemeris/
(m, ns)

SLR/m

Satellites Orbit Offset Orbit

C31 3.07 43.87 0.88

C32 4.69 39.87 0.79

C33 3.28 21.59 1.03

C34 3.17 20.81 0.93
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The above is the accuracy of the BDS-3 broadcast-clock offset evaluated by the
BDS-3 precise clock offset calculated by this paper as the reference. Through the
experimental analysis, the accuracy of the 4 BDS-3 experiment satellite broadcast
ephemeris of C31/C32/C33/C34 is 43.87 ns/39.87 ns/21.59 ns/20.81 ns. The
evaluate results of BDS-3 broadcast-clock offset accuracy are poor, mainly because
of the poor accuracy of the precise clock offset, in addition, may be due to the
system errors exist in the RMS statistical results, and the further analysis is needed.

5 Conclusion

In this paper, the BDS-3 experiment satellite broadcast-orbit and broadcast-clock
offset accuracy through 12 months in 2016–2017 is evaluated by precise ephemeris.
And the SLR observation data is used as a powerful external inspection tool to
evaluate the orbit accuracy by the improved Bernese software.

At present, iGMAS and IGS do not provide BDS-3 experiment satellites precise
ephemeris, in order to get BDS-3 experiment satellites precise orbit and clock
offset, this paper based on the iGMAS and MGEX network observation data
through one year to calculate the precise orbit of BDS-3 (C31/C32/C33/C34) in
3 day arcs by step by step method, and then statistical the overlap arc accuracy, the
result show that: the inside accuracy of broadcast-orbit and broadcast-clock offset
is: 36.5 cm/38.4 cm/44.1 cm/48.8 cm and 2.27 ns/2.40 ns/1.88 ns/1.87 ns,
respectively; in order to evaluate the precise orbit more accurately, the outside
accuracy of the orbit is evaluated by SLR observation data, and the average values
are 51.4 cm/40.2 cm/62.9 cm/82 cm of one year. In addition, by fitting the inside

Fig. 9 The check result of the BDS-3 broadcast ephemeris offset
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precision series, it can be found that the orbit and clock offset accuracy at the later
stage is obviously improved, that is due to the more stations that can receive BDS-3
signals and the quality of data becomes more better. Because the number of SLR
observation data of BDS-3 is less, cannot meet the fitting conditions, and its change
trend cannot be obtained.

The BDS-3 precise ephemeris is combined with the SLR observation data to
evaluate the BDS-3 broadcast ephemeris. Because BeiDou broadcast ephemeris
satellite clock space time reference point is the antenna center of B3 frequency, and
space-time reference points of BDS-3 precision clock offset is B1/B3
ionosphere-free combination, in this paper, the TGD correction for the clock off-
set is carried out before evaluate the accuracy of broadcast. The statistical results
show that the RMS accuracy of C31 and C32 clock is about 40 ns, and the RMS
accuracy of C33 and C34 clock is about 20 ns, the orbit accuracy is about 1 m, and
the accuracy of BDS-3 broadcast ephemeris is improved obviously in the later
period.

Acknowledgements We would like to thank the International GNSS Monitoring Assessment
System (IGMAS) for their support for this paper.
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Multi-frequency Combined POD
and Clock Estimation for BDS

Guang Zeng, Yanan Fang, Jie Li and Jun Zhu

Abstract MGEX (The Multi-GNSS Experiment) and iGMAS (international GNSS
Monitoring & Assessment System) are two important global tracking networks of
the BDS satellite navigation system. At present, all MGEX stations that can receive
the BDS signal can track the BDS B1 and B2 signals. More than 20 stations can
only track B1, B3 signals, and most iGMAS stations can only track B1, B3 signals.
At the same time, BDS regional satellite navigation system broadcast B1, B2, B3
three frequency signal, and a new-generation BDS experimental satellite broadcast
transitional signal of B1, B3. Based on this situation, a multi-frequency data fusion
processing method is studied. The multi-frequency data fusion orbit determination
and clock error estimation of BeiDou are realized by introducing the observation
data of different frequency points from different observation networks. The pro-
posed method has been applied and verified in the fusion of the BDS II and BDS
experimental satellites. This method can introduce more MGEX stations and
improve the BDS II MEO orbit accuracy by about 29%, 1DRMS to 5.5 cm;
through the PPP verification of the BDS orbit and clock accuracy, PPP positioning
accuracy increased by about 60%. The method can be applied to the BDS Global
satellites construction for the early POD mission.
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1 Introduction

The accuracy of navigation satellite Orbit and clock errors is a decisive factor in the
precision location service performance of navigation systems. Domestic and foreign
scholars have done a great deal of research on BDS precision orbit [1–5]. Compared
with GPS system, BDS satellite navigation system lacks IGS densely distributed
observation network. There are only a limited number of BDS observatories pro-
vided by the Multi-GNSS Experiment (MGEX) and the International GNSS
Monitoring & Assessment System (iGMAS), with uneven global distributed only
about 60 MGEX stations and 20 iGMAS stations. In order to improve the orbit
determination and time synchronization accuracy, it is the best solution to use as
many stations as possible. However, under the current conditions, the scheme is
subject to the following constraints: At present, all MGEX stations that can receive
the BDS signal can track the BDS B1 and B2 signals, but only more than 20
stations can track the B3 signal. All iGMAS stations can track B1, B3 signals, of
which only four stations can track the B2 signal. At the same time, BDS regional
satellite navigation system broadcasts B1, B2 and B3 tri-band signals. In order to
achieve a smooth transition with the BDS II downlink navigation signal, the new
generation of BDS experimental satellite and the BDS III satellite will still
broadcast transition signals B1 and B3. In this case, Most of the BDS satellite orbit
determination uses dual-frequency signal B1, B2 combination [6–8] or B1 and B3
combination, as a result, the observation stations used are bound to have some
trade-offs. In order to realize the data fusion processing of different tracking net-
work and BDS satellite at different stages of construction, a multi-frequency data
fusion processing method is studied in this paper. Stations belonging to different
observation networks introduce observation data of different frequency points to
realize multi-frequency Data fusion orbit determination and clock error estimation.
Finally, the method is applied to the BDS II and BDS experimental satellites fusion
orbit determination experiment. The validity and correctness of this method is
verified through the overlapping arc orbit and static PPP.

2 Mathematical Model

The receiver i receives the signal of the satellite j, and the observation equation of
the code and the phase data is [1, 2]:

Pj
i;f ¼ q j

i þ c Dti � Dt j þ bi;f � bj;f
� �þ e jP;i

L j
i;f ¼ q j

i þ c Dti � Dt j þ bi;f � bj;f
� �þ kj;kNj;k

i þ e jL;i

(
ð1Þ

where q j
i is the distance between the satellite and the station (including the spatial

delay correction of the troposphere and ionosphere), Dti and Dt j are the clock errors
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of the station and the satellite respectively, bi;f and bj;f are the channel delays of the

station and the satellite, and Nj;k
i is the ambiguity. Ignoring the observation noise,

only the code data is taken into account and the following variables are introduced:

KB12
1 ¼ f 2B1

f 2B1�f 2B2
; KB12

2 ¼ �f 2B2
f 2B1�f 2B2

KB13
1 ¼ f 2B1

f 2B1�f 2B3
; KB13

2 ¼ �f 2B3
f 2B1�f 2B3

8<
: ð2Þ

where fB1 ¼ 1561:098 MHz, fB2 ¼ 1207:14 MHz, fB3 ¼ 1268:52 MHz are BDS
B1, B2, B3 signal frequency value respectively.

For B1 & B2 and B1 & B3 data, the ionosphere-free observation equation can be
expressed as

PB12
3 ¼ q j

i1;ion free þ c Dti1 þKB12
1 bi1;B1 þKB12

2 bi1;B2
� �

� c Dt j þKB12
1 bj;B1 þKB12

2 bj;B2
� �

PB13
3 ¼ q j

i2;ion free þ c Dti2 þKB13
1 bi2;B1 þKB13

2 bi2;B3
� �

� c Dt j þKB13
1 bj;B1 þKB13

2 bj;B3
� �

8>>>>><
>>>>>:

ð3Þ

Equation (3) can be simplified as:

PB12
3 ¼ q j

i1;ion free þ c Dt0i1 � Dt0j þ tbias
� �

PB13
3 ¼ q j

i2;ion free þ c Dt0i2 � Dt0j
� �

(
ð4Þ

where

Dt0i1 ¼ Dti1 þKB12
1 bi1;B1 þKB12

2 bi1;B2
Dt0i2 ¼ Dti2 þKB13

1 bi2;B1 þKB13
2 bi2;B3

Dt0j ¼ Dt j þKB13
1 bj;B1 þKB13

2 bj;B3

tbias ¼ KB13
1 � KB12

1

� �
bj;B1 þKB13

2 bj;B3 � KB12
2 bj;B2

8>><
>>:

ð5Þ

When dealing with zero-difference pseudo-range data, the parameter solved is
not the actual receiver clock error Dti, but the Dt0i that has been doped with channel
delay. Since each receiver either processes the B1B2 data or processes the B1B3
data, it is only necessary to solve Dt0i for station clock error and station channel
delay parameters during the fusion processing of different observation networks.
The satellite clock error processing strategy is that for all receivers set parameter Dt0j
for each satellite in each epoch, and for the B1B2 data receiver it is necessary to
additionally add tbias for each satellite (constants, not related to epochs). An extra
restraint condition need to be introduced in order to prevent the normal equation
system from becoming singular.
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Xns
j¼1

t jbias ¼ 0 ð6Þ

When dealing with zero-difference phase data, since tbias is linearly related to the
ambiguity, it is not necessary to solve the parameter tbias but solve the
ambiguity-float solution.

For double-difference observations, the double-difference observation data can
be expressed as:

DDP i1; i2; j1; j2ð Þ ¼ Pj1
i1 � Pj2

i1

� �� Pj1
i2 � Pj2

i2

� �
DDL i1; i2; j1; j2ð Þ ¼ Lj1i1 � Lj2i1

� �� Lj1i2 � Lj2i2
� �

(
ð7Þ

If both receivers i1 and i2 select either B1B2 data or B1B3 data, the channel
delay parameters can be completely eliminated and the ambiguities remain integer.
If one of the receivers a and b receives B1B1 data and the other receives B1B3 data,
the channel delay difference between the different frequencies needs to be taken into
consideration and solving process becomes complicated. In order to simplify the
processing, when using double-difference data to solve the orbital parameters, the
observation network needs to be grouped. Receivers that receive B1B2 data are
classified as the first group and that receive B1B3 data are classified as the second
group. Only the stations of the same group can form the baseline.

3 Processing Strategies and Procedure

BDS satellite multi-frequency data fusion processing has three key elements:

(1) The program needs to recognize the frequency of observed data when forming
ionosphere-free combination;

(2) When dealing with double-difference data, only the stations of the same group
can form baselines;

(3) When dealing with zero-difference data, identify the receiver that receives the
B1B3 data and add parameter tbias for each satellite.

The software used in the BDS multi-frequency combined processing test in this
paper is developed by the iGMAS analysis centre on the basis of Bernese GNSS
Software Version 5.2. The software now has the following combined processing
capabilities:

(1) GPS & GLONASS & BDS & Galileo four systems combined processing;
(2) BDSII satellite and BDS experimental satellite combined processing;
(3) Joint processing of BDS B1 & B3 and B1 & B2 frequency combination.
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The scheme adopted in BDS multi-frequency data combined processing is as
follows:

In the joint processing of GPS&BDS & Galileo, the dynamic model and
observation model used in the solution are the same as those in Ref. [1]. A two-step
method that the orbit and the clock error are solved respectively in two steps is
adopted: The first step is to use double-difference data to solve satellite orbits. The
observation data are first divided into two groups, the iGMAS group (with B1 & B3
data included) and the MGEX group (with B1 & B2 data included), forming a
baseline within the respective group with no baseline between the two groups.
When estimating the parameters, all the baseline data are introduced to solve the
orbital parameters of the three navigation systems, the tropospheric parameters, the
earth rotation parameters and the station coordinate parameters. The second step is
to solve the satellite and station clock errors using zero-difference data. The B1 &
B3 data of IGS group and the B1 & B2 data of MGEX group are used together and
the orbit, the tropospheric parameters, the Earth’s rotation parameters and the sta-
tion coordinates obtained in the first step are fixed and introduced. First, the DCB
parameters (including tbias parameters) are solved using the code data. Then the
satellite and station clock errors are solved with combined code and phase data and
fixed DCB parameters. Specific strategies shown in Table 1, the data processing
flow shown in Fig. 1.

Table 1 Multi-frequency combined processing strategy

POD with double-difference data Clock error estimation with
zero-difference data

Data source iGMAS + MGEX: PHASE iGMAS + MGEX:
CODE + PHASE

Cluster
scheme for
difference

iGMAS in one cluster and MGEX in another Zero-difference, mixed with
iGMAS and MGEX

Coordinate
parameters

Introducing rapid products of analysis
center, tight constraints

Introducing the result of
double-difference solution

Orbit
parameters

6 orbit elements, 5 RPR parameters and
pseudo-random pulse in tangential with tight
constraints

Introducing the result of
double-difference solution

Earth rotation
parameter

Xp, Yp and LOD Introducing the result of
double-difference solution

Tropospheric
delay

ZPD parameters, 2 h a group, relatively
loose constraint. Horizontal gradients, 24 h a
group, relatively loose constraint

Introducing the result of
double-difference solution

Ambiguity
parameters

Float solution Float solution

DCB
parameters

None Bias between system
inter-system biases, GPS
P1-C1, tbias of BDS

Arcs 3-days solution 1-day solution
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4 Multi-frequency Orbit and Clock Error Estimation Test

4.1 Test Data

The stations used in the experiment included 17 stations in iGMAS and 65 stations
in MGEX (only 25 stations could receive B3I signals). The station distribution is
shown in Fig. 2. The test data are collected from these stations at 271 days in 2017–
277 days in 2017. In multi-frequency processing trials (denoted as Scheme 1),
iGMAS stations introduce B1 & B3 dual-band data, while MGEX introduce B1 &
B2 data (65 stations).

GPS&GAL&BDS
Broadcast ephemeris

Orbit resolbing using double-
difference observation

MGEX&iGMAS
Observation

Data preprocessing

Code data weight 
determination

Resolving DCB 
parameters

(including Tbias)

Phase and code data 
preprocessing

Clock error estimation with 
pahse and code data

Satellites and 
receivers clock 

error
DCB

MGEX&iGMAS
Observation

Clock error estimation using 
zero-difference observation

Data Processing

Data flow Processing flow

Ambiguity-free solution

Detect bad stations

Residual screen

Ambiguity-free 
solution

Phase data 
preprocessing

MGEX forming 
baselines

iGMAS forming 
baselines

Data preprocessing

Satellite status judgment

Initial satellite orbits & 
clock corrections

Orbits
Station coordinates

Troposphere
parameters

Earth roatation 
parameters

Fig. 1 Multi-frequency combined processing flow chart
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To compare the test results, dual-frequency processing is introduced as the
comparison scheme and denoted as Scheme2. The difference from Scheme 1 is the
introduction of only iGMAS and MGEX stations (25 stations in total) that can
receive B1I & B3I signals, as shown in the Table 2.

4.2 Test Results

The orbit obtained by the two schemes is respectively compared with overlapping
arcs (3-day arcs, overlapping 2 days). The comparison results are shown in Fig. 3.

Compared with scheme 2, the multi-frequency processing scheme improved the
MEO orbit of BDS II by 29%, while the increase of MGEX stations improves the
observation conditions of MEO. However, for IGSO and GEO satellites, the
satellite orbital loci are located in the Asia-Pacific region. The addition of B1I &
B2I stations has seen little improvement in the observation conditions for satellites
in this region. So in the overlapping arc of IGSO and GEO orbit, the proposed
scheme has no obvious advantage.

In the multi-frequency processing scheme, additional satellite parameter tbias is
required for solving clock errors. To verify the rationality of this parameter setting,
the repeatability of the single-day solution within 7 days is calculated. The results
are shown in Fig. 4 (subtracting tbias of C14). It can be seen that the daily tbias
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Table 2 The data used in
first and second scheme

Multi-frequency Dual-frequency

iGMAS Code: B1I & B3I
Phase: B1I & B3I

Code: B1I & B3I
Phase: B1I & B3I

MGEX Code: B1I & B2I
Phase: B1I & B2I

Code: B1I & B3I
Phase: B1I & B3I
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solved for each satellite is relatively stable, RMS = 0.465 ns, which proves the
rationality of the solution.

In order to verify the BDS orbit and clock accuracy of the multi-frequency
processing scheme, the static PPP method is used. The specific steps are as follows:
22 MGEX stations are selected and the BDS orbit and clock error, which are solved
in Scheme I and Scheme II respectively, are used to complete the static PPP
solution of station coordinates. The results of the solution are compared with
iGMAS final coordinate products and statistical comparison result is shown in
Fig. 5. The accuracy of static PPP reaches 45.14 mm in horizontal and 79.40 mm
in vertical with the orbit and clock error obtained in scheme 1; and for Scheme 2,
the accuracy in horizontal and vertical are 139.01 and 164.91 mm respectively.
Compared to scheme 2, the BDS orbit and clock error products that are solved by
the multi-frequency processing scheme improve the static PPP positioning accuracy
of the station by about 60%.
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5 Conclusions

In this paper, a multi-frequency data combined processing method is studied.
Stations belonging to different observation networks introduce observation data of
different frequency points to realize multi-frequency Data fusion orbit determina-
tion and clock error estimation. The method has been applied and verified in the
BDS II and BDS experimental satellite combined orbit determination:

(1) Compared with the traditional dual-frequency method, this method introduced
more MGEX stations and improved the MEO observation conditions of
BDS II. The MEO orbit of BDS II increased by 29% and 1DRMS reaches
5.5 cm.

(2) The accuracy of BDS orbit and clock errors are verified through the static
PPP. The results show that static PPP accuracy increased by about 60%, the
horizontal direction of 45.13 mm, the vertical direction of 79.40 mm.

(3) This method realizes the data fusion processing of different tracking network
and BDS constellation at different stages of construction, and can be applied to
the precise orbit determination and clock error estimation in the initial stage of
BDS global satellite construction.

Thanks The authors are grateful to the observation data provided by the International GNSS
Monitoring and Evaluation System (www.igmas.org).
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Assessment of iGMAS Final
Combination with Nearly Three-Year
Solutions

Hongliang Cai, Xing Li, Guo Chen and Wenhai Jiao

Abstract To monitor and assess the performance of Chinese Beidou System as
well as other navigation satellite systems (i.e. GPS, GLONASS, Galielo), the
international GNSS continuous Monitoring and Assessment System (iGMAS) is
developed by China. As the products reprocess center, the Product Integration and
Service Center (ISC) provides global users with different time-delay products. With
nearly three-year products from iGMAS, the present paper focuses on the timeliness
and precision of products. The results show that there are four analysis centers with
products timeliness more than 95% and keep stable, currently, the timeliness of
combined solutions are better than 99%. Compared to the IGS products, the pre-
cision of final orbit and clock products differs between different satellite system, the
GPS shows best among the four systems, the precision of orbit and clock are 1 cm
and 0.05 ns, respectively, followed by GLONASS, 2 cm and 0.1 ns for satellite
orbit and clock, respectively, while the BDS IGSO/MEO and Galileo satellites
show identical results, the orbit precision of both systems is about 4–8 cm, and
about 0.2 ns for the satellite clock products. The precision of combined final tro-
pospheric delay products is 2 mm, with respect to the products from JPL, while the
difference between the combinations of iGMAS and IGS is about 2TECU.
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1 Introduction

With the establishment of the global navigation satellite systems (GNSS) from
different nations, GNSS technology is extensive and profound applied in various
scientific research and engineering fields. In 20 IUGG meeting, 1991, the concept
of IGS (i.e. International GPS Service) was proposed, and with the continuous
development during the last over twenty years, the international GNSS service
organization (IGS) has been able to provide open access and high-quality GNSS
products. The precision of final GPS satellites orbits and clock can reach to about
2.0 cm and 0.075 ns. Meanwhile, with the set-up and development of the
Multi-GNSS Experiment (MGEX), IGS has been dedicated to generate and provide
multi-GNSS products to global users [1–3].

The iGMAS is built by China at the beginning of 2011 to provide monitoring
and assessment services for global navigation satellite systems. It consists of thirty
global-distributed tracking stations, three data centers, more than eight analysis
centers, one monitor and assessment center, one function management center and
one Product Integration and Service Center (ISC). The main task of iGMAS is to
provide the global GNSS users with tracking data from global stations and high
quality products, such as satellite orbit/clock, Earth Rotation Parameters (ERP),
station coordinates, global ionosphere maps, station zenith troposphere delay
products and GNSS integrity products, as well as the monitoring and assessment
results for the GNSS. The ISC is responsible for the combination of products from
different analysis centers, including three types combined products, that is
ultra-rapid, rapid and final products with different timeliness, the ultra-rapid prod-
ucts are updated every six hours with a delay by three hours, the rapid products are
updated every day with a delay about fourteen hours and the final products are
produced one time for each week with a delay about twelve days.

The differences of softwares and data processing strategies used by analysis
centers, lead to the different products accuracy, timeliness and reliability during
different analysis centers. The importance of products combination from ISC is
make fully use of products from each analysis center to generate high-precision,
stable and reliable combined solutions.

With nearly three-year products of iGMAS analysis centers and ISC, the present
paper focuses on assessment of product timeliness and precision of final orbit,
clock, troposphere and ionosphere maps.

2 Timeliness of IGMAS Products

Currently, thirteen analysis centers participate in the products combination and
assessment. In order to provide users with different timely products to meet the
different requirements in the various fields, analysis centers and ISC need to provide
or reprocess products within the required time. In this section, the timeliness of
products of analysis centers and ISC is analyzed. It is worth noting that the failure of
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products generation due to power outages and network problems is excluded in the
statistics of products timeliness. The time period is from Jan 1, 2015 to Oct 22, 2017.

For analysis center’s product timeliness, that is the ability of submitting all kinds
of products before the deadline to ISC. There are 84 ultra-rapid products per week,
including satellite orbits, clock, Earth Rotation Parameters (ERP) and zenith tro-
pospheric path delay estimates. There are 28 rapid products per week, including
satellite orbits, clock, ERP and global ionosphere maps. For the final product,
including station coordinates, satellite orbits, clock, ERP, zenith tropospheric path
delay estimates and global ionosphere maps, there is a total of 45 products per
week. The products timeliness is computed by the ratio between the number of
products submitted by analysis centers on time and the required number. Figure 1
shows the products timeliness of each analysis center for each year.

For the products timeliness, most of the analysis centers have an improvement
over time except AC09, compared to the products timeliness in 2015, the statistics
results of products timeliness in 2017 period show an improvement about 6.7, 1.3
and 3.5% for ultra-rapid, rapid and final products, respectively. However, some
analysis centers show decreasing performance of products timeliness. For example,
there is a decrease about 7.2% for the rapid products of AC01, a decrease about
17.5% of final products for AC06 and 11.6% for AC13 final product. The analysis
centers with the best product timeliness performance are AC02, AC03, AC08 and
AC11, the average products timeliness during the three years are better than 95%
for ultra-rapid, rapid and final products.

Table 1 lists the products timeliness of combined solutions for the ultra-rapid,
rapid and final products, the performance shows a tendency of improvement year by
year, especially for the ultra-rapid and rapid products. Compared to the products
timeliness in 2015, there is an improvement by about 3.3, 5.1 and 1.7% in 2017 for
the ultra-rapid, rapid and final products, respectively, and the products timeliness of
ISC is better than 99%.

3 Precision of Final Combined Solutions

The precision of combined solutions is focused in this section and the external
reference products from IGS are collected from Jan 01, 2015 to Sep 23, 2017. The
combined final solutions include satellite orbits, clock, ERP, zenith tropospheric
path delay estimates and global ionosphere maps.

3.1 Satellite Orbits

For the method of orbits combination, please reference to literature [4–8], in this
present paper, we adopt the algorithm in the literature [8] to generate the combined
solutions. To obtain the precision of orbits products, we take the combined solu-
tions from IGS as references for GPS and GLONASS satellite orbits. Figure 2
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Fig. 1 Timeliness of analysis centers products. Top: ultra-rapid, middle: rapid, bottom: final
products
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shows the precision of mean root mean square errors (RMS) over the three XYZ
geocentric components.

For GPS and GLONASS satellite orbit, the precision of iGMAS combined
solutions fluctuate around 1 and 1.8 cm respectively, and the precision of GPS
satellite orbit has a tendency of improve over the time, at the end of 2016, the
precision of combined GLONASS satellite orbits has an obvious improvement.

For BDS and Galileo satellite orbit products, the products from TUM and GFZ
are used as reference. The average root-mean-square of orbit difference is used as
the precision indicator, and the BDS GEO and IGSO/MEO satellites are separated
in the statistics, the precision variation over time is shown in Fig. 3, the precision of
GEO satellite is not shown in the figure, due to the lareger difference among the
analysis centers.

In contrast to the reference orbits, the IGSO/MEO in the BDS has a tendency of
improvement over time. At the end of 2017, the precision has reached 4 cm, which
could be attributed to the enhancement of the model and more observations used by
most of the iGMAS analysis centers. However, the variation of precision for the
Galileo satellite orbit is relatively small, it fluctuates around 7 cm in the last three
years. On the one hand, there is only a few analysis centers of iGMAS, which
improve the solar pressure model, as a result, the beta-dependent systematic error in
the Galileo satellite orbits is not removed. On the other hand, the orbit products of
TUM also have the same systematic error before 2017 (http://mgex.igs.org/analysis/
slrres_GAL.php).

Table 1 Timeliness of
combined solutions (unit: %)

Year Ultra-rapid Rapid Final

2015 96.43 94.94 98.25

2016 99.67 99.95 100.00

2017 99.77 100.00 100.00

Fig. 2 Precision of GPS and
GLONASS combined orbits
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The statistic results for the precision of each navigation satellite system is pre-
sented in Table 2. The orbit of GPS and GLONASS products have a precision
within 2 cm, while for BDS IGSO/MEO and Galileo satellite, the precession are
better than 10 cm. Due to the limited changes of observation geometry, the pre-
cision of BDS GEO is between 1.4 and 2.2 m. With the increasement of global
stations, there is still room to further improve the performance of precise orbit
determination for BDS IGSO/MEO and Galileo satellites.

3.2 Satellite Clock Products

To keep the consistency between satellite orbit and clock products, the consistency
corrections should also be accounted in the clock product combination. The detail
method of satellite clock products combination is introduced in Refs. [9–11]. The
difference between iGMAS and IGS for GPS satellite clock products, as well as the
difference between iGMAS and ESA for GLONASS satellite clock products are
shown in Fig. 4. The root mean square error is used as the clock products quality.

For BDS and Galileo satellite clock products, the MGEX products of GBM are
used as reference and the iGMAS combined solutions are compared. The precision

Fig. 3 Precision of BDS and Galileo combined orbits

Table 2 Precision of combined orbit (unit: mm)

Year GPS GLONASS BDS-GEO BDS-IGSO/MEO Galileo

2015 9.6 18.1 2133.2 78.3 71.2

2016 9.1 19.8 1628.5 50.9 81.6

2017 8.1 17.4 1408.5 38.7 65.0
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of BDS GEO and IGSO/MEO satellites separately computed in statistics, the
specific statistical accuracy change as shown in Fig. 5, the precision of BDS GEO
satellites clock products is not shown in the figure as the larger difference compared
to other satellites.

Table 3 lists the precision of the satellites clock products, it is clear from the
figures and the table, the precision of GPS and GLONASS satellite clock is more
stable, the precision of GPS satellite clock is at the level of 0.05 ns, and the
GLONASS satellite clock products is about 0.11 ns. Compared with the reference
products, the precision of BDS and Galileo satellites clock have an improvement
over time. At the end of 2017, BDS GEO satellites clock have a precision about
0.5 ns, while BDS IGSO/MEO satellites and Galileo satellites clock are 0.2 ns.

Fig. 4 Precision of combined
satellite clock bias products
for GPS and GLONASS

Fig. 5 Precision of combined
satellite clock bias products
for BDS and Galileo
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3.3 Tropospheric Delay Products

The zenith tropospheric path delay estimates are important for studying atmospheric
water vapor, and the accuracy of tropospheric products directly influence the
accuracy of water vapor content. Compared to the JPL troposphere products, the
precision of iGMAS combined final products is computed, and Fig. 6 shows
the precision variation over time. The precision is about 2.5 mm for 2015. A small
improvement is found for 2016 and 2017, the precision is about 2.2 and 2.3 mm,
respectively. The meteorological observation will be used to further verify the
accuracy of iGMAS tropospheric products in the future.

3.4 Global Ionosphere Maps

For iGMAS combined global ionosphere maps, they are obtained as a simple
weighted mean of the available analysis centers products. The iGMAS ionospheric
products are compared to the IGS products for different latitudes (i.e. the northern
high-latitude areas (NHL): 60–87.5°N, the northern hemisphere mid-latitude
(NML): 30–60°N, the northern low-hemisphere (NLL): 0–30°N, the southern
high-latitude areas (SHL): 60–87.5°S, the southern hemisphere mid-latitude (SML):
30–60°S, the southern low-hemisphere (SLL): 0–30°S). Figure 7 shows the pre-
cision of different latitude areas for iGMAS combined solution.

Table 3 Precision of combined satellite clock products (unit: ns)

Year GPS GLONASS BDS-GEO BDS-IGSO/MEO Galileo

2015 0.053 0.112 0.494 0.216 0.280

2016 0.052 0.100 0.464 0.195 0.204

2017 0.049 0.106 0.452 0.195 0.212

Fig. 6 Precision of iGMAS
combined tropospheric delay
products
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Fig. 7 Precision of iGMAS combined ionospheric delay products. Top: high latitude (HL) area,
middle: middle latitude (ML) area, bottom: low latitude (LL) area
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Table 4 summarizes the root mean square error of iGMAS global ionosphere
maps. On the one hand, the maps in the northern hemisphere high and middle
latitude areas have a better precision than the maps in southern hemisphere, while it
is opposite for the low latitude area. On the other hand, the precision of ionosphere
products in low latitude areas is less than the high and middle latitude areas, which
is associated with the stronger activity of low latitude ionosphere. Moreover, sta-
tions in low latitude areas are not evenly distributed, here we choose 173 global
stations with well distribution to calculate the ionosphere products, and the corre-
sponding ionospheric pierce points are shown in Fig. 8. It is clear that there are less
pierce points in low latitude areas, regardless of whether north or south hemi-
spheres, what is worse, the stations are located in the mainland, the sea areas is
more serious as the lack of data.

According to the characteristics of the solar-geomagnetic reference frame, the
longitude of these areas with less observations in land under the framework are
constantly changing, which means some pierce points under the framework could be
observed at some periods. Therefore, it is possible to impose constraints on the
parameters of the ionosphere model in the adjacent periods, as a result, the estimation
of model parameters can be less affected by the less observations areas. In order to
further improve the accuracy of ionospheric products, we can integrate multiple data
sources, such as GNSS data, oceanic altimetry satellite and DORIS data.

Table 4 Precision of iGMAS combined ionospheric delay products (unit: TECU)

Year NHL NML NLL SHL SML SLL

2015 1.31 1.34 2.78 1.53 1.68 2.33

2016 1.12 1.24 2.32 1.24 1.44 1.96

2017 1.01 0.99 1.73 1.07 1.23 1.59

Fig. 8 Distribution of ionospheric pierce points
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4 Conclusion

With nearly three-year iGMAS products, this present paper firstly analyzes the
timeliness of the products for analysis centers and combined solutions. The prod-
ucts timeliness of four analysis centers is relatively stable and better than 95%. For
most analysis centers, compared the products timeliness in 2015, the timeliness in
2017 show a improvement. However, a few analysis center s need to be further
improved for their products timeliness.

The combined products make full use of the products from different analysis
centers, not only its timeliness, but also the precision are benefited. the timeliness of
combined products in 2017 can reach 99%. Moreover, the precision of combined
solutions is stable. Among the four satellite systems, the precision of GPS orbit and
clock products show the best performance in four system, the GLONASS related
products are better than BDS IGSO/MEO and Galileo satellites products (i.e.
satellite orbit and clock), with more and more stations used for BDS and Galileo
precise orbit determination and improvement of solar pressure model, there is still
room to improve the precision of BDS and Galileo related products. At the end of
2017, the precision of combined tropospheric final product is about 2 mm, while it
is about 2TECU for the final combined ionospheric products.

Further improvement of products performance for the iGMAS combined solu-
tions can be considered from the analysis centers and the products consistency of
combined solutions. For analysis centers, more efforts of data processing strategy,
such as the orbit dynamic model (i.e. solar pressure model), ambiguity resolution
should be studied to improve the performance of satellite orbit clock products. More
data sources can be used to generate ionospheric products to improve the current
performance of global ionosphere maps. For combined products consistency, the
orbit/clock and ERP need to be validated in the future work.
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Analysis on the Representation of Polar
Motion in GNSS Applications

Pu Li and Urs Hugentobler

Abstract In modern technology, the daily polar motion parameters are estimated
with the orbit parameters in the precise orbit determination process. So, the pre-
cision of polar motion parameters affects that of orbit parameters as well as the
reference frame. During current estimations, both the x-pole and y-pole are rep-
resented by a linear model. However, controversial of using the offset and rate
model or the piecewise linear model remains unsolved. In this article, the behavior
of polar motion is studied and simulated, then estimated using both models mention
above. The attempt of implementing the least square cubic spline (LSCS) model is
realized, and the comparison of these models are conducted. Consequently, the
LSCS model revealed a significant improvement in the sense of residuals with the
simulated polar motion data with less parameters per estimation period compared to
the traditional offset and rate model. Furthermore, hypothesis testing show that
higher order parameters are significant. It is then worth studying how much will the
LSCS model affect orbit parameters.

Keywords Polar motion � Least square cubic spline � Time-frequency analysis
POD

1 Introduction

In GNSS applications, the polar motion (PM) parameters are estimated by indi-
vidual analysis centres (ACs) with the orbit parameters in the precise orbit deter-
mination process. During this procedure, the PM a priori model provided by the
IERS conventions are subtracted, and the remains are estimated using linear model
with two parameters (including an intercept and a slope) per day. However,
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controversial of whether there should be daily continuity constraints remains
unsolved and thus two models are distinguished—the “piecewise linear model”
(with constraints) and the “offset and rate model” (without constraints). Many
attempts to decide the performance of the two models, Kouba [7] and Ray [11–13]
interpreted from the frequency domain of pole parameters themselves, while Gross
et al. [3, 4] and Gross [5, 6] interpreted from that of the PM excitation. Their
conclusions diverge.

In this article, the behaviour of polar motion is studied and the simulation of PM
data is described in Sect. 2. The currently used two simple linear models, one
simple linear model with (almost) doubled number of parameters, and the new
LSCS model is introduced in Sect. 3. Afterwards, these models mentioned above
are realised in Sect. 4, their residuals compared, followed by a hypothesis testing
for the significance of higher order parameters. Finally, in Sect. 5 conclusions and
further work are depicted.

2 Data Simulation

The simulation of data is mainly based on the estimations of PM in different ACs
over the years. According to Ray [11], the power spectrum of the estimated x-pole
and y-pole follows nearly a single power-law behavior in high frequencies (higher
than 0.1 cpd) with a negative spectral index around −4. Further studies of the power
spectrum showed that the index of x-pole has a slight larger absolute value than
y-pole. For lower frequencies, periodic signal (the Chandler wobble) is dominant.
So, the simulation is generated as the sum of a power law signal and a periodic
signal.

The power law signal part of the simulated data is generated base on a discrete
generation method [8]. The power of the noise in the x-pole is set to be −4.5 and in
the y-pole −4.1 [11]; the Allan Variance at 1 s where the data are tabulated at 1 s of
both poles are set to be 1e-8 (in order not to disturb the PM behavior in the time
domain too much). The Chandler wobble part is generated as sinusoidal signals
with yearly and 14-monthly periods; the magnitude of both periods are set to be
0.1 mas. During the simulation, the time resolution is set to be hourly.

3 Models

Linear model in this article means linear regression model with the form

y ¼ Xbþ e ð1Þ

where each symbol stands for a matrix, with b (p�1 with p the number of param-
eters) the to be solved parameters, X (m�p with m the number of observations)
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including the independent variables, y (m�1) the dependent variables, and e (m�1) a
random error component [9]. Basic assumptions include that the errors have zero
mean, constant unknown variance, and are uncorrelated.

Simple linear models applied in the experiments are the offset and rate model,
and the piecewise linear model. Polynomial regression models include the inter-
polating cubic spline model, and the least square cubic spline model. In this section,
theories of the currently used models as well as the altered parameterization are
presented, followed by the cubic splines.

3.1 Current Models

In current pole representation, a simple linear regression model is used, thus the
independent variables have a maximum order of 1, and only two parameters—one
intercept and one slope.

3.1.1 Offset and Rate Model

The offset and rate model is a simple linear regression model, which for each day
has the form

yi ¼ b0i þ bixþ ei ð2Þ

In the upper formula, b0i is the intercept, bi is the slope, and e is a random error.
There is no dependency between day to day results. If we define the day boundaries
as xi i ¼ 1; 2; . . .; nð Þ for n days, then x 2 xi; xiþ 1½ � in each day i.

As common to all, least-squares is applied to estimate unknown parameters and
afterwards a parameter transformation [1] is applied to the intercept and slope of
each day to get the offset and rate at 12UTC of each day.

3.1.2 Piecewise Linear Model

The piecewise linear model is also a simple linear regression model, which for each
day has the form (2). However, different from the offset and rate model, there is
dependency between day to day results. This dependency comes from the
assumption that the estimates overall should be continuous (same value at day
boundaries) and the form then becomes

yi ¼ Abi þBbiþ 1 þ ei ð3Þ
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with

A ¼ xiþ 1 � x
xiþ 1 � xi

; B ¼ x� xi
xiþ 1 � xi

ð4Þ

where xi i ¼ 2; . . .; n� 1ð Þ has the same meaning as in the offset and rate model.
Thus, the unknown parameters b0i i ¼ 1; 2; . . .; nþ 1ð Þ in n days become the value at
day boundaries and with our assumption (same value at day boundaries), the
unknowns reduced from 2n to n + 1.

There is another way to achieve the assumption for day boundaries—instead of
changing the original model itself, constraints are set up as “the difference of two
boundary values shall be zero”. These pseudo-observations are added in the
least-squares normal equation level with high weights. The number of unknown
parameters then remains the same, though the slopes (except the last one) are no
longer free-variables, thus again only n + 1 parameters are freely estimated.

Since the second way is more convenient to realise, it is used in the orbit
determination software for certain ACs. Same as the offset and rate model, the
estimated intercepts and slopes are transformed to offsets and rates at 12UTC of
each day.

Alternatives of the models can also be defined, for example, to leave the number
of parameters like the offset and rate model, a piecewise linear model with half-day
estimation period (thus with 2n + 1 parameters) is also realised in the experiment
part.

3.2 New Models

Currently used single regression model can only describe relationship of a single
independent variable x and a dependent variable y that is a straight line. However,
by observing the estimates of PM and its power spectrum, both x-pole and y-pole
showed obvious curvature behavior. As polynomials are widely used in situations
where the response is curvilinear [9], attempts of introducing the polynomial
regression model shall be conducted.

Polynomial model with order k (with one independent variables) can be written
in the following from

y ¼ b0 þ b1xþ b2x
2 þ � � � þ bkx

k þ e ð5Þ

Splines are piecewise polynomials with a certain order k. Usually we call the
joint points of the pieces “knots”. Commonly, the function values and the first
k − 1 derivatives shall agree at the knots, which indicates the spline is a continuous
function with k − 1 continuous derivatives. Since the cubic spline (with k = 3) is
normally adequate for most practical cases [9], it is chosen.
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According to Press et al. [10], a cubic polynomial can be described as

yi ¼ Abi þBbiþ 1 þCb00i þDb00iþ 1 ð6Þ

where

C ¼ 1
6
ðA3 � AÞðxiþ 1 � xiÞ2; D ¼ 1

6
ðB3 � BÞðxiþ 1 � xiÞ2 ð7Þ

and A, B the same as (4). The unknown parameters bi i ¼ 1; 2; . . .; nþ 1ð Þ and its
second derivatives b00i i ¼ 1; 2; . . .; nþ 1ð Þ are now unknown parameters.

By directly calculating the 1st and 2nd derivative of Eq. (6), we get

dy
dx

¼ yiþ 1 � yi
xiþ 1 � xi

� 3A2 � 1
6

ðxiþ 1 � xiÞy00i þ
3B2 � 1

6
ðxiþ 1 � xiÞy00iþ 1 ð8Þ

and
d2y
dx2

¼ Ay00i þBy00iþ 1 ð9Þ

Then with the continuity restrictions at knots for the 1st derivatives, we may
write

xi � xi�1

6
y00i�1 þ

xiþ 1 � xi�1

3
y00i þ

xiþ 1 � xi
6

y00iþ 1 ¼
yiþ 1 � yi
xiþ 1 � xi

� yi � yi�1

xi � xi�1
ð10Þ

3.2.1 Interpolating Cubic Spline

For the interpolating cubic spline, observations at knots (yi with i ¼ 1; 2; . . . n) are
used, according to (10), the n − 2 linear equations have n unknowns (y00i with
i ¼ 1; 2; . . . n). So, two boundary conditions need to be specified.

One way (the natural cubic spline) is to set the second derivatives of both of
boundaries equal to zero. The other way is to calculate the second derivative of both
of boundaries from (8) to make the first derivative of the interpolating function have
a specific value [10].

3.2.2 Least-Squares Cubic Spline

To establish a least-squares fit of the cubic splines, we rewrite (10) as

0 ¼ xi � xi�1

6
y00i�1 þ

xiþ 1 � xi�1

3
y00i þ

xiþ 1 � xi
6

y00iþ 1

� 1
xi � xi�1

yi�1 þ 1
xiþ 1 � xi

þ 1
xi � xi�1

� �
yi � 1

xi � xi�1
yiþ 1

ð11Þ
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The Eqs. (6) and (11) are both linear w.r.t the parameters and can be formally
written as

y ¼ f ðx; bkÞ ¼ Xb k ¼ 1; 2; . . .; nþ 1
0 ¼ giðbkÞ ¼ Hb i ¼ 1; 2; . . .; n� 1

with one Lagrange multipliers ki for each of the n − 1 conditions, the function

F ¼ ðf � yÞTPðf � yÞþ 2kTg ð12Þ

is minimised. Partial derivatives of (12) w.r.t b and k to maintain the minimal
condition gives the normal equation (NEQ)

XTPX BT

B 0

� �
b
k

� �
¼ XTPy

0

� �

Solving the NEQ gives the parameters and estimates of LSCS.
In the experiment part, both the interpolating cubic spline and LSCS are

implemented. For comparison, the embedded Matlab function for LSCS with
adjustable knot positions is also included.

4 Experiments

In this part, simulated data generated as described in Sect. 2 are treated as
pseudo-observations, and least-squares fit of the offset and rate model, piecewise
linear model, and LSCS model are carried out. After the adjustment, residuals of
each model are analyzed and compared. To further determine the performance of
these models, hypothesis testing based on the simulated data are implemented.

Figure 1 is a 3D-plot of the simulated data, where the x-axis is the amplitude of
the x-pole in arcseconds, the y-axis is the amplitude of the y-pole in arcseconds, and
the z-axis is the timespan in days.

The simulated data shows a smoother behavior than that according to Folgueira
and Souchay [2] and the EOP 14 C04 (IAU 2000) combined solution, this could
cause by a missing of short term periodic signals (with frequency between 1 and
365 cycles per year). Overall, the simulated data agree well with the two in the time
domain and thus is considered usable.

The realized model types are the daily offset and rate model (Daily O&R), the
daily piecewise linear model (Daily PL), the 12-hourly piecewise linear model
(12 h PL), the interpolating cubic splines (Interp CS), the LSCS model, and the
Matlab embedded LSCS model (Matlab LSCS). For each model, the corresponding
number of parameters (NoP) in n days are shown in Table 1.

Residuals of each fit, and the mean and standard deviation (STD) of the residuals
are displayed in the Fig. 2 and Table 2 respectively.
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Fig. 1 3D-plot of the simulated data

Table 1 Model types and corresponding number of parameters in n days

Model type Daily O&R Daily PL 12 h PL Interp CS LSCS Matlab LSCS

NoP 2n n + 1 2n + 1 n + 1 n + 3 n + 3

Fig. 2 Residuals of each fit
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From the point of view of the residuals, the Daily O&R model has a similar
performance with the Daily PL model. For the 12 h PL model where a similar
number of parameters (2n + 1) is used as the Daily O&R model, variance of
residuals reduced by more than a factor of three for both x-pole and y-pole. The
residuals of all these three models show a periodic pattern. The residuals of the
LSCS model show a more stable behavior and the variance of residuals reduced
more than a factor of 20 for x-pole component and 50 for y-pole component. The
embedded Matlab LSCS show similar behavior as the LSCS algorithm.

To further prove the significance of linear polynomial regression, model ade-
quacy tests are conducted [9] with the simulated data. The first test is done by
residual plots—a zoom-in of both Fig. 2 and the plot of residuals against fitted
values are shown in Fig. 3.

Obvious nonlinear behavior can be seen in both residual plots from the three
simple linear models. As expressed before, the nonlinearity could indicate that
higher order independent variables e.g. quadratic or cubic terms are necessary. In
this case, hypotheses testing (partial F test) based on the subsets of coefficients of
the cubic polynomial regression is shown below.

The hypothesis testing can be described mathematically as

H0 : b2 ¼ 0; H1 : b2 6¼ 0 ð13Þ

Table 2 Mean and STD of the residuals (micro arcsecond)

model type Daily
O&R

Daily
PL

12 h
PL

Interp
CS

LSCS Matlab
LSCS

Mean X 0 0 0 0.016 0 0

Y 0 0 0 −0.037 0 0

STD X 1.4034 1.4209 0.3643 0.1463 0.0488 0.0462

Y 1.2581 1.2732 0.3269 0.0997 0.0236 0.0232

Fig. 3 Zoom-in of two residuals plots
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As described before, the linear regression model can be written as (1) with b the
parameters (p quantities). We want to determine the significance of the subset of
higher order parameters b2 (r quantities), so the model can be rewritten as

y ¼ X1b1 þX2b2 þ e ð14Þ

with b ¼ ðb1; b2ÞT , b1 the linear terms (p − r), and b2 the higher order terms (r).
The model (14) is called the full model and its SSE (the sum of squares of esti-
mations) is defined as

SSEðbÞ ¼ ŷ� �yð Þ0 ŷ� �yð Þ ð15Þ

with ŷ the fitted values and �y the average of observations. The SSR (the sum of
squares of residuals) of the full model is defined as

SSRðbÞ ¼ y� ŷð Þ0 y� ŷð Þ ð16Þ

with the same notation for ŷ and �y as in (15).
We can further define the MSR (mean squares of residuals) as

MSRðbÞ ¼ SSRðbÞ
m� p

ð17Þ

with m the number of observations and p the number of parameters in the full
model.

The contribution of the terms in b2 to the estimates is find out by fitting the
model assuming that the null hypothesis H0 : b2 ¼ 0 is true. The reduced model is

y ¼ X1b1 þ e ð18Þ

Corresponding sum of squares of the estimation of the reduced model SSEðb1Þ is
defined like SSEðbÞ. So that the sum of squares of estimations due to b2 given that
b1 is already in the model is

SSEðb2jb1Þ ¼ SSEðbÞ � SSEðb1Þ ð19Þ

And the F test can be written as

F0 ¼ SSEðb2jb1Þ=r
MSR

ð20Þ

The null hypothesis is rejected if F0 [Fp�1;m�p;k, with p and m the same
meaning as in (17) and k the right-tail probabilities. And the reject of null
hypothesis implies that the subset of parameters b2 is significant. For more details,
please refer to Montgomery et al. [9]. The result of F test with simulated data of
256 days for both x-pole and y-pole quadratic and cubic terms are shown in the
Table 3.
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With such large F0 values, F0 [F513;5631;k is established for any common value
of k, and the hypothesis H0 is rejected for both x-pole and y-pole, so that we can
conclude that the subset of higher order parameters is significant.

5 Conclusions and Further Work

In this article, polar motion data is simulated with hourly resolution, by a combi-
nation of low-frequency periodic terms and power-law terms. The simulated data
coincide well with real data and is thus used as the pseudo-observations to study the
performance of each linear model. Linear models as three simple linear models and
two polynomial models with cubic order are realized in the experiments and their
performance are compared. By simply looking at the residuals, the LSCS model has
the best fit with less than 1/20 of the residuals of the most commonly used offset
and rate model. Then the significance of the introduced quadratic and cubic terms
are calculated using the hypothesis test (F test), which shows that it would be
necessary to add the higher polynomial terms in the estimations.

In further studies, firstly, data source other than just the frequency domain of PM
of the IGS ACs may be studied to complete the noise analysis of the simulated data,
and thus the conclusions are more credible. Real data like the VLBI measured
subdaily PM time series could also be useful. Secondly, effects of changing the PM
parameterizations to the orbit parameters and to the reference frame shall be con-
sidered. If the influence is significant, the realization of LSCS model in GNSS
software packages shall be conducted.
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Real-Time Monitoring of Inter-device
Distance Based on Same-Beam
Interferometry

Yunpeng Gao, Tianpeng Ren, Lan Du, Zejun Liu and Sirui Chen

Abstract In this paper, we propose a real-time monitoring of the separation
between devices by using very long baseline interferometry (VLBI) technology,
which is already mature in the mission of the lunar flight. In particular, during the
separation process, using the same beam interference measurement (SBI) based on
two downstream signals between the detectors, and the relative delay resolution to
improve the relative distance resolution. Based on the principle of monitoring the
relative distance between devices by using the same beam interference measure-
ment, the real-time monitoring algorithm is given and the effects of orbit error,
observation delay error and satellite attitude error on the monitoring are analyzed.
And select a reasonable number of samples and confidence intervals to determine
the separation process. Simulation analysis shows that considering the influence of
10 km satellite orbit error, 10 ps observation delay error and 0.5° satellite attitude
error, this method can realize the real-time monitoring of the separation between
Chang’e 5’s equipment.

Keywords Same beam interference measurement (SBI) � Chang’e 5
Relative distance

1 Introduction

China’s lunar exploration project is divided into three stages: “winding, landing and
returning”. Chang’e 1 and Chang’e 2 detectors had accomplished a series of
important scientific research achievements. They completed the missions of the
lunar flight and the landing area imaging. Chang’e 3 is a lunar rover, with the lander
and the “Yutu” rover inside, which successfully achieved a soft landing on
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December 14, 2013, and carried out the lunar reconnaissance mission. The
“Chang’e 5” probe is expected to be launched in November 2017 (postponed) and
plans to complete the lunar sampling and returning mission in the third phase of
China’s lunar exploration project.

The Chang’e 5’s composition includes the orbiter, the returner, the lander and
the riser. During the round-moon flight phase, the real-time monitoring of the
separation between the orbiter-returner assembly and the lander-riser assembly is
the key detection section of the Chang’e 5 flight control. In the separation phase,
many facilities have yet to start up and the information not timely sent to the
ground; there is no better method to measure relative distance between the
orbital-reducer assembly and the lander-riser assembly in real time.

Very long baseline interferometry (VLBI) can realize the real-time continuous
observations [1, 2]. When two signal source in the perspective of sense is very close,
they can be observed within the same beam by the antenna on the ground. Using two
deep space network source for observation at the same time, it can generate differ-
ential interferometry, called the same beam interference measurement (SBI). By
using relative time delay to improve the relative distance decoding accuracy in the
process of separation, we can realize real-time accurate monitoring of the separation
distance between equipment.

2 Real-Time Monitoring Principle

2.1 SBI Principle

VLBI uses two ground stations, among which there are thousands of kilometers, to
receive the arrival of the delay of the same deep signals. By using the distance
difference between the two stations and signal source target, we can measure signal
source of angular position information accurately.

If the angular distance is close to two sources, the signal can be observed by
ground station within the same beam of the antenna; this can generate differential
interferometry (referred to the same beam interference measurement).

The SBI measuring principle is shown in Fig. 1 [3–5]. Station 1 working as the
time reference station, station 2 standing from a long distance away, the signal to
station 1 time is t0; SR signal launch time is t1; SC signal emission time is t2; station
2 receives SR and SC signal at the moment of t3 and t4. The SBI observation
equation is derived as following,

cMst0 ¼ c½sR � sC�
¼ ½ SRðt1Þ � TKðt0Þj j � SRðt1Þ � TJðt3Þj j�
� ½ SCðt2Þ � TKðt0Þj j � SCðt2Þ � TJðt4Þj j�

ð1Þ
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where sC and sR are respectively the time delay corresponding to the antenna phase
center of the orbital-reducer assembly and the lander-riser assembly.
TK ¼ ½xk; yk; zk�T , TJ ¼ ½xj; yj; zj�T are the corresponding coordinates in the ECEF

of antenna phase centers of Kashi Station, Jiamusi Station SC ¼ ½xc; yc; zc�T , SR ¼
½xR; yR; zR�T are the corresponding coordinates in the solid-state coordinate system
of antenna phase centers of the orbital-reducer assembly and the lander-riser
assembly.

The solid-state coordinate system (mechanical coordinate system) of the
Chang’e 5 detector is defined as following (Fig. 2):

(1) Origin: The geometric center of the satellite and launch vehicle docking
surface.

(2) X-axis: Along the longitudinal axis of the satellite, pointing in the direction of
the ascender (in the direction of the satellite’s movement);

(3) Z-axis: Perpendicular to the X-axis, perpendicular to the sun flaps, pointing to
the moon direction;

(4) Y-axis: Point to Z, X-axis right-handed rectangular coordinate system.

The coordinate transformation of the lunar inertial system to the geocentric
inertial system consists of two steps:

(1) The lunar equatorial coordinate reference system to the lunar celestial sphere
coordinate reference system

Fig. 1 SBI principle
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The IAU defines the lunar horizontal axis coordinate system through its defined
orientation model of the planet and its satellites, as shown in Fig. 3. We use the
approximate transformation between the flat-axis coordinate system and the lunar
celestial coordinate system provided by IAU2009:

~rME ¼ RzðWÞ � Rx 90� � d0ð Þ � Rz 90� þ a0ð Þ �~rSC ð2Þ

where~rME and~rSC respectively represent the lunar position vector in the horizontal
coordinate system and in the lunar celestial coordinate system.

(2) Selenocentric celestial coordinate system to the Geocentric inertial system

Fig. 2 CE-5 fixed coordinate
system

Fig. 3 IAU orientation
model
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As the selenocentric celestial coordinate system and the J2000 define the same
coordinate direction, only the lunar celestial world coordinate system can be used to
translate the GCRS to the selencenter.

Specific calculation methods and the derivation of other rotation matrices can be
referred to [6, 7], which will not be repeated here.

At this point, we can get the rotating coordinate system of Chang’e 5 satellite
rotating to the corresponding rotation matrix USF

MCI.

2.2 SBI Based Separation Monitoring Method

(1) Measurement equation

In the reference system, finishing the measurement Eq. (3)

cMst0 ¼ lt0ðxr; yr; zrÞ ¼ q1 � q2j j � q3 � q4j j
q1;2 ¼ UECI

ECEFrmoonECI þUECI
ECEFU

MCI
ECI rcMCI � T1;2

q3;4 ¼ UECI
ECEFrmoonECI þUECI

ECEFU
MCI
ECI rcMCI þUECI

ECEFU
MCI
ECI U

SF
MCID� T1;2

8
<

:
ð3Þ

In this formula, rmoonECI is the coordinate of the moon in geocentirc inertial
system. D is the position vector of the orbital-reducer assembly relative to the
lander-riser assembly in ECEF. UMCI

ECI is the rotation matrix of selenocentric inertial
system to geocentric inertial system. UECI

ECEF is the rotation matrix of the geocentric
inertial system to ECEF. T1;2 are Jiamusi, Kashi stations’ coordinates in ECEF.

(2) Separation process kinetic model

Within a few minutes of the initial separation of the lander-riser assembly from the
orbital-reducer assembly, the linear velocity can be approximated as a constant
linear motion in the fixed coordinate system due to the relatively slow separation
speed.

Assuming that the direction of separation is the direction of flight velocity, the
relative position of the separation body in satellite solidified coordinate system
changes as:

DD ¼ vdt ð4Þ

According to the separation of kinematic equations and measurement equations,
DD can be calculated by the epoch. According to the separation distance, we can
attain the separation process starting moment and the separation process to reach the
safety distance of the moment.
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2.3 Error Source Analysis

In this simulation, the main consideration of the error sources included as following
[8, 9]:

(1) CE-5 orbit error: In front of the separate operation, generally to determine the
satellite orbit, due to the track error of measurement, CE-5 satellite orbit will
have certain deviation.

(2) SBI observation error: By the SBI observation system receiving equipment
phase fluctuations, the detector frequency drift, and the Earth’s rotation error.

(3) Attitude error of satellite: Due to the phase center deviation of satellite antenna
and orbit error, the attitude of satellite has about 0.1° error.

Considering the influences of orbital accuracy, observational delay error and
satellite attitude error, the result of the calculation has some deviations. The sample
data confidence interval is used to process the solution data to obtain a relatively
smooth result of the separation process.

3 Simulation Results and Error Analysis

3.1 Simulation Conditions

The Jiamusi-Kashi baseline and Shanghai-Kashi baseline were selected to measure
the same-beam interferometry with Chang’e 5 satellite. The orbital elements of
Chang’e 5 satellite during the separation phase is set to be 80° orbital inclination,
15 km perigee, 100 km apogee and the rests are 0 [10]. At 9:33, September 21,
2018, UTC, the separation start time was taken as 0.1, 0.2, 0.5 and 1 m/s,
respectively. SBI sampling rate of 1 s, the error model includes 10 ps white noise
observation [11]. The priori position error of Chang’e 5 is 10 km, and the attitude
error is 0.5° (Fig. 4).

Fig. 4 CE-5 subastral point
at 9.33, September 21, 2018
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3.2 Simulation Results

Taking the Jiamusi-Kashi baseline as an example, the separation speed is 0.2 m/s,
and the results are obtained shown in Figs. 5 and 6. We can see that the absolute
error of the solution is about 1 m. As the separation distance increases, the absolute
error of the solution results tends to increase.

The experimental process was repeated on Jiamusi-Kashi baseline and
Shanghai-Kashi baseline. The different separation rates were selected as following:
0.1, 0.2, 0.5 and 1 m/s. The simulation results are shown in Fig. 7.

On these basis, the reasonable confidence intervals are selected as the basis for
the separation distance to realize the automatic real-time separation monitoring.
Taking 10 consecutive observations as samples, a confidence interval of 98% was
constructed to determine whether the Chang’e-5 detector’s orbital-reducer assembly
was separated from the lander-riser assembly (separation distance increased from 0)
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and both reached in the safety distance (taking 80 m as an example), the result
obtained is shown in Fig. 1. Under these conditions, the corresponding moments
are T = 210 s and T = 606 s respectively, and the true values should be T = 200 s
and T = 600 s (Fig. 8).

Assessing the above separation process, we can get the moment of the start and
the moment of the reaching of the safe distance. The results shown in Table 1,
which can be learned:

(1) The separation monitoring and safety distance monitoring delay are less than
30 s. This method is superior to radar and visual sensor ranging methods in
real-time, which realized the basic real-time separation between real-time
monitoring.

(2) As the separation speed increases, the results of separation monitoring and
safety distance monitoring are closer to the real time. This is because when the
speed is faster, the data changes more obviously, so that the relative error is
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reduced, the judgment time is shortened, and the judgment is more timely and
accurate.

(3) The real-time performance of Jiamusi-Kashi baseline monitoring and separation
process is better than that of Shanghai-Kashi baseline monitoring. This is due to
the different geographical locations of the two baselines and the longer baseline
length of the Jiamusi-Kashi, which has a higher angular resolution when per-
forming SBI observations on Chang’e-5.

4 Conclusion

In this paper, for the “Chang’e 5” lunar probe lunar orbit phase, which based on the
two downlink signals of the orbiter-returner assembly and the lander-riser assembly,
we realized real-time separation monitoring using SBI data. The confidence interval
of 10 consecutive observations and 98% confidence level was selected to judge
independently.

The simulation results show that, under the influence of 10 km satellite orbit
error, 10 ps observation delay error and 0.5° satellite attitude error, this method can
achieve accurate and reliable monitoring for Chang’e-5 separation between the
monitors, with delay less than 30 s with the separation distance of 80 m.
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Table 1 Time delay of separating and reaching safe distance

Base line Separation
speed V(m/
s)

Separation
time T0=S

Monitor
latency
DT0=S

Safe
distance
moment
T1=S

Monitor
latency
DT1=S

Hamusi-Kashi 0.1 200 25 1000 14

0.2 200 10 600 4

0.5 200 9 360 6

1 200 6 280 5

Shanghai-Kashi 0.1 200 26 1000 20

0.2 200 14 600 10

0.5 200 9 360 7

1 200 6 280 6
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Analysis of BDS Satellite Clock
Prediction Contribution to
Rapid Orbit Recovery

Qian Chen, Junping Chen, Yize Zhang, Shan Wu and Xiuqiang Gong

Abstract The BDS-2 system is designed as a GEO/IGSO/MEO mixed constella-
tion. Generally, there exists satellite maintaining operation for GEO or IGSO
satellite every 7–10 days. During this period the maneuver satellite is out of service.
It will be about 5–6 h starting from the beginning of satellite maneuver to the
release of the first group of recovery orbit. Strategy of satellite clock assisted precise
orbit determination (POD) is normally implement, where the most critical factor
that contributes to the availability of maneuver satellites is the length of accumu-
lation of data. However, the last hour of real-time observed pseudo-range data of
tracking station could not be included in POD, due to the reason that the satellite
clock could not be observed in real-time. In this paper, we propose to use the
polynomial fitting method to forecast the satellite clocks and use it in POD. We
analyze the accuracy of satellite clocks prediction and its contribution to the rapid
orbit recovery. Results show that the satellite unavailability time could be shortened
by at least 1 h, which effectively improves satellite availability. And it improves the
accuracy of orbit determination and prediction by more than 15 and 70%.
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1 Introduction

The Global Navigation Satellite System (GNSS) provides important spatiotemporal
information and plays an increasingly prominent role in social life. Precise Orbit
Determination (POD) and prediction are one of the important processes for
GNSS PNT (Positioning, Navigation and Timing) service [1, 2]. Among different
methods, multi-satellite orbit determination and prediction using data of 3–7 days
are widely used [3]. Due to various perturbations on the satellites, orbit maneuver
control is required to maintain satellite constellation configuration [4]. During the
orbit maneuver periods, the satellite dynamics is normally different from previous
arcs. Thus, strategies have to be developed for the fast orbit recovery to support the
recovery of satellite availability, which is the key factor in the GNSS applications of
life safety, such as aviation etc. [5].

BDS’ constellation is composed of GEO/IGSO/MEO satellites. The unique
system design makes the satellite maneuver more frequently. Every 7–10 days there
will be a GEO or IGSO satellite under orbit control operation, during which the
maneuver satellite is unavailable. During the period of maneuver, tracking data has
to be re-accumulated for POD, as the orbit dynamics change. In this period, strategy
of satellite clock assisted POD is developed [4, 6, 7], where the satellite clocks and
station clocks from the technique of Two Way Time Transfer (TWTT) are normally
used as known parameters in the POD process. It may take 5–6 h starting from the
beginning of orbit control until the first group of rapid recovered orbit is released.

This paper studies the strategy to shorten the satellite maneuver period. As
discussed previously, the clocks from TWTT is the key parameters in the fast POD
process. However, the TWTT technique is normally in post-processing with latency
of around 1–2 h. To make the first group of recovered orbit released earlier, we
propose to use a polynomial fitting method to forecast the satellite clocks from
TWTT technique. The accuracy of predicted satellite clocks and its contribution in
satellite clock assisted POD is discussed.

2 Methods of Rapid Orbit Recovery and Clock Processing

Conventional POD use longer arcs using data of 3–7 days for multi-satellite orbit
determination, but the orbit dynamics are changed during the satellite maneuver
periods. In order to recover satellite orbit as soon as possible, short arcs are used to
improve orbit accuracy and system availability [8].

2.1 Dynamic Model

Satellites suffer from a variety of forces during the rotation around the earth. The
dynamic model used in orbit determination is as the following:
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F ¼ fTB þ fNB þ fNS þ fTD þ fRL þ fSR þ fAL ð1Þ

where fTB is the gravity of the earth on the satellite, fNB is the N-body perturbation,
fNS is the non-spherical gravitation perturbation of the earth, fTD is the solid tide and
ocean tide perturbation, fRL is the relativistic perturbation, fSR is the solar pressure,
and fAL is the Earth’s albedo radiation Pressure perturbation (Table 1).

2.2 Observation Model

Rapid orbit recovery use pseudo-range observations of a tracking network. The
pseudo-range observation equation is as the following [9, 10]:

qij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þðyi � yjÞ2 þðyi � yjÞ2

q
þ c � dtj

� c � dti þ dtrop þ dion þ drel þ e
ð2Þ

where (xi, yi, zi) is the satellite position, (xj, yj, zj) is the station location, dtj is the
station clock error, dti is the satellite clock error, dtrop is the tropospheric correction,
dion is Ionospheric correction, drel stands for relativistic correction, and e is the
multipath effects and other kinds of noise.

The location of the station are normally accurately determined previously and
the tropospheric and ionospheric errors can be corrected by the model. Technique
of carrier phase smoothing pseudo-range is applied here to obtain higher precision
pseudo-range observation.

2.3 Satellite Clock Error Prediction Model

The clock accuracy in the satellite clock assisted POD should be better than 0.5 ns [11].
As satellite clock from TWTT is not broadcasted in real-time, only the clock

parameters of previous hours could be used in rapid orbit recovery. To realize

Table 1 Model description

Model

The gravity of the earth’s gravity center 10 � 10 JGM-3 model

N body perturbation Sun and moon gravity perturbation

Planetary calendar JPL DE403

Nutation model IAU80 model

Solid tide IERS96 model

Solar pressure and earth’s albedo radiation pressure Box-wing model
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real-time processes, the quadratic polynomial model could be used to fit and predict
the satellite clocks, the model can be modeled as the following:

Ti ¼ a0 þ a1ðti � t0Þþ a2ðti � t0Þ2 ð3Þ

where t0 is the reference time, ti is the user epoch, (a0, a1, a2) are the constant, linear
and acceleration terms of satellite clocks, which can estimated from least square
estimation [12–14].

Assuming that the clock error with respect to time ti is xi and the observation
error is vi, we can establish the error equation:

xi þ vi ¼ a0 þ a1ðti � t0Þþ a2ðti � t0Þ2

Setting â ¼ â0; â1; â2½ �T as (a0, a1, a2) estimates, the coefficient matrix is as the
following:

A ¼

1

1

. . .

1

ðt1 � t0Þ
ðt2 � t0Þ

. . .

ðti � t0Þ

ðt1 � t0Þ2

ðt2 � t0Þ2
. . .

ðti � t0Þ2

2
66664

3
77775
; L ¼

x1
x2
. . .

xi

2
6664

3
7775

And it could be estimated by the equation: â ¼ ðATAÞ�1ATL.

3 Analysis of Rapid Orbit Recovery

3.1 Orbit Determination Strategy

Satellite clock assisted POD strategy is applied for rapid orbit recovery. The station
clocks can be retrieved from the multi-satellite POD, while the satellite clocks
estimation include two parts: the satellite clocks can be corrected directly for the arc
using the TWTT technique, and predicted when there is no TWTT satellite clocks
in the last hour. The pseudo-range data can be smoothed using carrier phase data to
reduce pseudo-range noise and multipath effect in data preprocessing.

Figure 1 shows the different data accumulation processes during rapid orbit
recovery, where t0 is the epoch when the orbit control is terminated and the start of
data re-accumulation, t is the current epoch. From the figure we see that the
accumulation of satellite clock data are late than the observation, due to the latency
of TWTT process.

We define two types of processing methods of POD for comparison and
analysis.
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Strategy 1: Only use the observed TWTT clocks and re-accumulated observa-
tions in POD.

Strategy 2: TWTT observed and predicted satellite clocks are both used, which
can make full use of the observed data.

3.2 Introduction of Experiment Data

Data of 7 tracking stations evenly distributed in China are used, which is shown in
Fig. 2. Three periods where GEO satellites experienced maneuver in October 2017
are selected for the experiment. The maneuvering information is shown in Table 2.

Fig. 1 Rapid orbit recovery of data accumulation diagram

Fig. 2 Selected stations

Analysis of BDS Satellite Clock Prediction Contribution … 403



3.3 Analysis of Experiment Results

Firstly, the satellite clocks fitting and prediction accuracy is analyzed. The fitting
accuracy of 1-h interval is within 0.3 ns and clock prediction errors is below 1.5 ns,
which can be concluded from Table 3.

Using data spanning from 3 to 8 h, POD are carried out 6 using strategy 1 and
strategy 2. With the observation data from The POD residuals, UERE and UERE
after 1 h prediction are assessed, as shown in Table 4 and Figs. 3 and 4,
respectively.

Table 2 Satellite maneuvering information

SatID Start time End time Available time

C01 2017-10-31 8:55 2017-10-31 10:15 4 h after maneuver

C02 2017-10-19 8:59 2017-10-19 11:15 4 h after maneuver

C03 2017-10-23 8:46 2017-10-23 11:15 4 h after maneuver

Table 3 Accuracy of fitting and predicted satellite clock for 1 h (unit: ns)

SatID Accuracy Predicted 1 h

C01 0.11 0.81

C02 0.09 0.80

C03 0.06 0.78

C04 0.11 1.14

C05 0.07 0.93

C06 0.24 1.23

C07 0.23 1.30

C08 0.17 1.33

C09 0.21 1.41

C10 0.26 1.44

Table 4 Residuals of orbit determination (unit: m)

SatID
(h)

C01 C02 C03

Strategy
1

Strategy
2

Strategy
1

Strategy
2

Strategy
1

Strategy
2

3 1.120 1.070 0.631 0.688 0.524 0.516

4 1.070 0.961 0.682 0.679 0.513 0.521

5 0.962 0.608 0.677 0.678 0.522 0.509

6 0.610 0.641 0.676 0.642 0.509 0.495

7 0.611 0.582 0.641 0.650 0.496 0.490

8 0.585 0.621 0.652 0.679 0.492 0.512
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From the result we can see that the POD residuals of the two strategies are about
0.6 m, the differences is at millimeter level.

As for UERE results, the prediction accuracy of 3 h for strategy 1 is 1.9–3.9 m,
while it is less than 1 m for strategy 2. This may due to the inclusion of more
observation data, where satellite clocks are predicted. According to the Fig. 4, the

0.2

0.4

0.6

0.8
U

ER
E 

(m
) sat01 Strategy1

Strategy2

0.2

0.4
0.6

0.8

U
ER

E 
(m

) sat02

UERE for orbit determination 

3 4 5 6 7 8
0.2

0.4
0.6

0.8

U
ER

E 
(m

)

recovery (hour)

sat03

Fig. 3 UERE of each satellite during rapid orbit recovery

1

2

3

4

U
ER

E 
(m

) sat01 Strategy1
Strategy2

1

2

3

U
ER

E 
(m

) sat02

UERE for 1h prediction

3 4 5 6 7 8

1

2

3

U
ER

E 
(m

) sat03

recovery (hour)

Fig. 4 UERE after 1 h prediction of each satellite during rapid orbit recovery

Analysis of BDS Satellite Clock Prediction Contribution … 405



POD precision and prediction accuracy of the strategy 2 is more stable, especially
during the first few hours. The contribution to the orbit prediction for strategy 2
gradually decreases over time as more data are accumulated. The detailed com-
parison of strategy 1 and strategy 2 is listed in Table 5.

According to the statistics of the experiment results, it can be seen that the
satellite clock prediction contributes the most to the first few hours where very few
data are available. It improves orbit determination accuracy by more than 15% and
over 70% on orbit prediction accuracy.

4 Conclusions

The accuracy of orbit determination during satellite orbit recovery is mainly limited
by the amount of observation data. However, with the increase of the observation
length, the orbit accuracy is mainly limited by the model accuracy and the quality of
observed data. Aiming at reducing the recovery time after satellite’s maneuver, we
propose a method to use the predicted satellite clocks in POD. By using quadratic
polynomials, the accuracy of short-term prediction is better than 0.3 ns. The

Table 5 Statistics of orbit determination (unit: m)

SatID Time
(h)

Orbit determination UERE Forecast for 1 h UERE

Strategy
1

Strategy
2

Improvement
(%)

Strategy
1

Strategy
2

Improvement
(%)

C01 3 0.856 0.378 55.848 3.982 0.717 81.996

4 0.476 0.354 25.672 1.997 0.341 82.919

5 0.341 0.326 4.368 0.367 0.435 −18.484

6 0.331 0.352 −6.377 0.400 0.486 −21.600

7 0.402 0.323 19.497 0.697 0.376 46.114

8 0.336 0.320 4.911 0.744 0.819 −10.052

C02 3 0.505 0.423 16.261 2.308 0.338 85.369

4 0.436 0.394 9.529 0.889 0.632 28.941

5 0.502 0.483 3.845 1.733 1.130 34.785

6 0.600 0.628 −4.600 1.251 1.163 7.049

7 0.750 0.679 9.433 1.415 0.564 60.158

8 0.647 0.650 −0.526 0.502 0.501 0.179

C03 3 0.801 0.673 15.980 1.929 0.568 70.561

4 0.670 0.680 −1.462 0.503 0.502 0.219

5 0.683 0.643 5.801 0.842 0.546 35.139

6 0.645 0.672 −4.169 0.506 0.476 5.873

7 0.638 0.638 −0.063 0.494 0.513 −3.742

8 0.611 0.614 −0.541 0.461 0.463 −0.456

Mean 0.568 0.513 8.523 1.168 0.587 26.943
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contribution of predicted satellite clocks to orbit determination and prediction is
particularly significant during the first few hours of rapid orbit recovery. The
contribution to orbit determination accuracy is above 15% and the contribution of
orbit prediction accuracy is more than 70%. The optimization strategy can shorten
the satellite unavailable period by at least one hour during satellite maneuvering,
which would benefit the system service.
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Centralized Autonomous Orbit
Determination of Beidou Satellites
Under the Constraint of Anchor Station

Xufeng Wen, Jinming Hao, Xiaogong Hu, Chengpan Tang,
Dongxia Wang, Jie Xin, Bo Jiao and Jing Wang

Abstract Autonomous Navigation Based on Inter-Satellite Link (ISL) is a hot spot
in the future development of satellite navigation system. The new generation
Beidou navigation satellites are equipped with Ka-band ISL test verification plat-
form. The processing flow of ISL observation data and the algorithm of centralized
orbit determination are derived. Analysis of centralized orbit determination for
3 day arcs is carried out with measured data of five new generation BD satellites
and an anchor station. Some 4 experiments were carried out on the effect of anchor
station. Meanwhile, some 2 experiments were carried out on the effect of obser-
vation frequency. The result shows that: (a) The working time length of anchor
station has little influence on the accuracy of orbit determination; (b) When the
intersatellite observation is healthy, the anchor station and single satellite chain can
maintain the orbit determination accuracy of 1 m, otherwise the improvement of
anchor station’s observation quantity will not improve its constraint function.
(c) When the anchor station is well linked to all the satellites, the centralized
algorithm can survive a lower number of observations, which means the orbit
determination accuracy can remain being better than 1 m even though all links’
observational frequencies dropped to 240 min.
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1 Introduction

Based on the Inter-Satellite Link (ISL) ranging and communication, we can achieve
the autonomous orbit determination and time synchronization of the satellite nav-
igation system, and improve the survivability of the satellite navigation system
under the condition of ground transportation control is blocked or weakened [1–7].
In addition, high precision ISL observation can be used to assist the ground
transportation and control, and it can make up the defects of the station layout for
the Beidou System in China 8.

For a long time, most of the domestic research on autonomous navigation of
GNSS constellations is mostly in the stage of algorithm deduction and simulation
verification [9–13]. In 2015–2016 years, Beidou(BDS) launched five new genera-
tion experimental navigation satellites (including 2 IGSO and 3 MEO satellites).
These satellites have carried an inter satellite link test verification platform based on
the Ka band time division observation system. The measured data have been
obtained and the relevant technical research is being carried out. Therefore, the
domestic research on autonomous navigation using ISL is transferred to the mea-
sured data test and evaluation. The preliminary analysis results of centralized
autonomous orbit determination show that the dual one-way observation accuracy
of Ka-band ISL is better than 10 cm [14], and the orbit determination precision of R
direction under the support of a ground station is better than 0.5 m [15].

The autonomous orbit determination using ISL-only observations might lead to
the problem of constellation rotation, which is caused by rank deficiency problem in
the observation equation of ISL and the unobservability of the change of right
ascension of ascending node (RAAN). With the prolongation of the time of inde-
pendent orbit determination, this problem is mainly embodied in the accumulation
of the error of the RAAN. To solve this problem, predicted orbits with good
precision can be used as a priori information to constrain the estimated satellite orbit
parameters. With the prior orbit of 15 m precision, the orbit determination accuracy
is better than 6 m [16]. However, adding ground anchor stations is the general mean
to solve the problem. And this scheme is used in BDS, who provides the means of
satellite-ground observation in Ka-band.

In this paper, the problem of orbit determination with ISL under the constraint of
anchor station is analysed. Data processing algorithm for ISL dual one-way
observation is derived. Data from all 5 new generation satellites (compared with
only 4 satellites in literature [16]) and an anchor station were collected. The
influence of the observation of the anchor station on the orbit determination
accuracy is analysed according to the different conditions, and the influence of the
observation frequency on the orbit determination results is analysed, either.
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2 ISL Observation Equation and Preprocessing

The ISL of the Beidou new generation satellite adopts the Ka bi-directional time
division system, which means the routing table is pre-injected and each satellite
(or anchor station) build chains with all visible satellites in order according to the
table. Each pair of satellites (or anchor station) produce dual one-way measurement.
Each of every pair of measurements, although produced in very close time, are
actually not synchronous. Therefore, epoch deduction must be performed before the
decoupling calculation. The ISL observational equation can be expressed as
follows:

qABðt1Þ ¼ r!Bðt1Þ � r!Aðt1 � Dt1Þ
�� ��þ c sBðt1Þ � sAðt1Þð Þþ dAB

qBAðt2Þ ¼ r!Aðt2Þ � r!Bðt2 � Dt2Þ
�� ��þ c sAðt2Þ � sBðt2Þð Þþ dBA

ð1Þ

where qABðt1Þ and qBAðt2Þ are one-way measurement for satellite (anchor) A, B at
corresponding time (forward and backward). r!B and r!A represent the positions of
the two satellites when the signals are transmitted or received. Dt1 and Dt2 represent
the light travel time of the dual one-way observation signals. c is the speed of light.
sA and sB are the clock error of A and B compared with BDT. dAB and dBA are the
amount of error to be corrected in two view measurements, respectively, which
mainly includes the delay of the satellite and ground equipment and the geometric
deviation like the antenna phase center deviation, the relativistic effect, the atmo-
spheric influence (mainly the satellite ground link), and the Sagnac effect. Among
them, the equipment delay can be calibrated accurately by the later period as a
parameter to be estimated [17, 18]. The Ka ISL atmospheric delay is at subcen-
timeter level, negligible, and the rest can be modeled accurately. Imputed the dual
measurements to the same epoch t0:

qABðt0Þ ¼ qABðt1Þþ dqAB ¼ r!Bðt0Þ � r!Aðt0Þ
�� ��þ c sBðt0Þ � sAðt0Þð Þþ dAB

qBAðt0Þ ¼ qABðt2Þþ dqBA ¼ r!Aðt0Þ � r!Bðt0Þ
�� ��þ c sAðt0Þ � sBðt0Þð Þþ dBA

ð2Þ

where A and B are epoch imputation correction using forecasting euhemerist,
including distance correction and satellite clock error correction. Adding two to
each other, the information of the star clock can be eliminated and the orbital
parameters are reserved only, and it can be used directly for the calculation of orbit
determination:

ZAB t0ð Þ ¼ qABðt0Þþ qBAðt0Þ
2

¼ r!Bðt0Þ � r!Aðt0Þ
�� ��þ dAB þ dBA

2
ð3Þ

Thus, the orbit of the Ka bi-directional pseudo distance measurement is
decoupled from the clock difference, and the residual term of the error can be
pre-processed according to the previous method.
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3 Centralized Orbit Determination Algorithm
with Anchor Station

According to the dynamic equation of the satellite, we establish the connection
between the input quantity, the normalized inter satellite link distance measurement,
and the output, initial satellite information and all dynamic parameters. Then the
adjustment can be carried out, and the output will be measured and corrected. The
centralized orbit determination of this paper uses the least square batch processing
algorithm, and the arc length of the fixed orbit is 3 days. The models considered in
the satellite dynamics equation include two-body motion, the third body attracting
forces model of sun and moon, the 30 order earth’s non-spherical gravitational field
model, the solar radiation pressure model, the earth tide and the sea tide pertur-
bation model. The output parameters to be estimated include the initial orbit of the

satellite (r*, _r*), the parameters of the solar radiation pressure p* (Bernese ECOM 5)

and the time delay d
*

of the ISL equipment for the satellites or the anchor station.

The state of the satellite is X
* ¼ r*; _r*; p*

� �T
. Let f X

*
� �

¼ _
X
*

;
€
X
*

; 0
� �T

. Then the

dynamic equations and initial conditions of the satellite can be expressed as
follows:

_
X
*

tð Þ ¼ f X
*

; t
� �

X
*

t0ð Þ ¼ X
*

0

8<
: ð4Þ

By the method of numerical integration, the relation between the initial state
quantity and the time state of the target can be established, and the reference orbit
and the state transfer matrix of the target time can be obtained. Thus, the numerical
calculation of the motion equation of the satellite can be converted to the solution of
the initial value of the ordinary differential equation. The Taylor expansion is
carried out by the observation Eq. (3), and the residual equation after linearization
can be expressed as:

zAB ¼ ZAB � Z�
AB

¼ HA X
*

A � X
*�
A

� �
þHB X

*

B � X
*�
B

� �
þDþ v

¼ HAx
*

A þHBx
*

B þDþ v

¼HAUA;t x
*

A;0 þHBUB;t x
*

B;0 þDþ v

ð5Þ

where Z�
AB refers to the range estimation on target time calculated according to the

satellite orbit prior information, H ¼ @z

@X
* is the measurement matrix, U ¼ @X

*

@ r*0;
_
r*0;p

*
� �

is the state transition matrix, x* ¼ ½Dr* D _r* Dp* �T is the State correction, and
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D ¼ ½ dDA dDB �T refers to correction of distance deviation caused by device
delay of two satellites (or anchor) respectively. D is contained in d in formula (3).
v is residual error.

After obtaining sufficient observation within 3 days, the state parameter cor-
rection calculation based on least squares estimation is carried out based on the
above observation equation, and the modified orbit and ISL device delay is finally
obtained. In the calculation, the anchor station is considered as a virtual satellite, but
its exact coordinates are known, so the covariance is zero. Theoretically, the anchor
station provides a spatial datum for the navigation constellation, which can solve
the problem of the unobservability of overall rotation of the ISL measurements.

4 Example Analysis

4.1 Data Sets

In this paper, we collected the ISL data of all five new generation BDS satellites
(I1S, I2S, M1S, M2S and M3S, respectively) and an anchor station. The data starts
from 00:00 in July 15, 2016 (BDT) and end at 00:00 in July 18, 2016 (BDT).
Available survey statistics are shown in Table 1. The coverage of the ISLs chain arc
section is shown in Fig. 1. It can be seen that except the I1S-I2S link, which is not
visible all the time, all the other links have observable data. But the data of the
I1S-M2S and I2S-M3S links can be less. Figure 2 shows the chain construction.

4.2 The Influence of Anchor Station

The document [14] points out that, with the support of a ground anchor station, the
laser residual of centralized orbit determination using ISL data is superior to 15 cm.
Therefore, in this calculation example, the orbit determination results using all the
observed data are used as the precision results. In order to analyse the influence of
the anchor station on the accuracy of the autonomous orbit determination, the
conditions of the observation of the anchor station are set according to the different
strategies. And the accuracy is evaluated by comparing the calculated results with
the preceding precision results. Radial direction (R direction), tangential direction
(T direction), normal direction (N direction) and position error are selected as
evaluation indexes. Each star completes the chain with all the visible stars (stations)
within 30 s. The test scheme is shown in Table 2.

Figures 3, 4, 5 and 6 shows the test results of each test scheme. It can be seen
that in scheme 1, with all the satellites retain the building chain with anchor station,
the RMS of orbit determination is very small (within 1 m), even though the number
of observation links of each anchor station is reduced. The contrast between
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scheme 2 and scheme 3 is sharp: in a similar case with only one satellite building
chain with anchor station, although the measurement number of anchor station in
scheme 3 is more than 5 times that of scheme 2, the orbit determination error of the
former, with 3 meters in T direction and N direction and even worse for I1S and
I2S, is still much larger than the latter, which is not quite different from the result of
scheme 1. Combined with the analysis of Fig. 2, this should be due to that the
observations between M1S and all the other satellites are sufficient, which can
transfer the anchor station’s constraints well to other satellites. Conversely, not only
can’t I1S build chain with I2S, but it doesn’t have a healthy link with M3S, which,
to a large extent, restricts the transmission of anchor station’s constraints. The result
of scheme 4 shows the importance of the anchor station in the autonomous orbit
determination, and the anchor station mainly plays a restraining effect on the T
direction and the N direction.

Fig. 1 Visibility of ISL observations. (The red part represents the anchor station links)

I1S I2S 

M2S 
M1S 

M3S 

Anchor station

Fig. 2 Schematic diagram of
link building in ISLs (The red
lines represent the anchor
station links, and the dotted
lines represent inadequate
data)
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4.3 The Influence of the Observational Frequency of ISLs

In this paper, the influence of the observational frequency of ISLs on the orbit
determination is also analysed. The test scheme is shown in Table 3. The so-called
observational frequency of 1 min (240 min) means that the observation of each link
within 1 min (240 min) is not more than once. The orbit determination results of
the two schemes are shown in Figs. 7 and 8. It can be seen that even if the
observation frequency is low to four hours in scheme 6, and the number of
observations per star is only a few, its orbit determination accuracy is still within
1 m.

Fig. 3 The orbit
determination accuracy of
anchor station on only the
second day

Fig. 4 The orbit
determination accuracy of
anchor station linked with
M1S only

Fig. 5 The orbit
determination accuracy of
anchor station linked with I2S
only

Fig. 6 The orbit
determination accuracy with
no anchor station (RMS on T
and N are more than 100 m)
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The results show that the centralized orbit determination algorithm can tolerate
ISL observation with low frequency under the presence of an anchor station. On the
one hand, it shows the optimality of the centralized algorithm, and on the other
hand, it shows the sensitivity of the anchorage station to the control of the
autonomous orbit determination.

5 Summary and Discussion

The measurement on the Beidou ISL is based on the time division dual one-way
strategy. The preprocessing algorithm for ISL observation data is derived, and the
centralized orbit determination algorithm under the constraint of anchor station is
deduced. Using measured data from five new-generation satellites of BDS and an
anchor station, a centralized orbit determination of 3-day arc section is carried out.
In order to analyze the influence of the anchorage station as well as the observation
frequency of ISL on the accuracy of the orbit determination, some 6 experimental
schemes are designed. The test results show that:

(A) The anchorage station is necessary in the autonomous orbit determination.
Lacking of external constraints, the result of the autonomous orbit determina-
tion based on the ISL will be diverged.

(B) The constraint of anchorage station needs perfect ISLs to be transmitted to the
whole constellation. The satellite linked to anchorage station needs to build
enough links with other satellites, so as to guarantee the anchorage station’s
constraint function. When the condition is satisfied, an anchor station building
chains with a single satellite can ensure that the centralized orbit determination
accuracy is better than 1 m in 3-day arc section. Otherwise, the orbit deter-
mination accuracy will not be guaranteed, even if the number of observations
increases.

Fig. 7 Orbit determination
accuracy with observation
frequency of 1 min

Fig. 8 Orbit determination
accuracy with observation
frequency of 240 min
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(C) The centralized orbit determination is not sensitive to the observation frequency
when the anchor station is built up chain with all satellites. The orbit deter-
mination accuracy on T and N direction of all satellites is better than 1 m,
Despite that the observation frequency of each link is less than 240 min.

The analysis of this article is limited by the number of ISL-capable satellites and
anchorage stations. With the completion of the Beidou-3 global system, more
measured data can be used for the autonomous orbit determination of the whole
constellation. In addition, the centralized algorithm is adopted in this paper, but the
distributed autonomous orbit determination algorithm adapting to the satellites’
environment using measured data needs further research.
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Research on Atmosphere Refraction
Modification of Radio Wave on TT&C
System in Close-Shore Environment

Demin Qiu, Bo Liang, Tianyu Pan, Yuxuan Li, Haitao Fan, Qing Sun,
Hongchao DiAO, SHAO Junfei, Maolin Xie and Shaohui Wei

Abstract As for the problem that the non-stationary fluctuating wind induces
dramatic changes of atmosphere refraction at tens of meters height above the rough
ocean surface, which reduces the accuracy of orbit measurement and control system
while tracking spacecraft at low elevation. A new atmosphere refraction modifi-
cation method is investigated based on the modified Monin-Obukhov approxima-
tion, with the consideration of the influence by random rough ocean surface which
is established by Monte-Carlo method. Experimental results of several in-orbit
spacecraft measurement data indicate that precision can be dramatically improved
compared with traditional methods.

Keywords Atmosphere refraction modification � Random rough ocean surface
Monte-Carlo method � PM spectrum

1 Introduction

With the increasing accuracy of the orbit determination and the accuracy of orbit
determination, the accuracy of the atmospheric refraction correction model of
electromagnetic wave propagation has become one of the important factors
affecting the accuracy of the measurement [1]. The probability of evaporation of
waveguides in the southeastern coastal areas of China is very high. Especially when
the monitoring and control system in the coastal area tracks the low-elevation
spacecraft, the surface roughness is affected by the gust of the tens of meters in the
sea. Change more intense [2].

Some scholars have carried out research on the characteristics of evaporative
waveguides based on the theory of ocean-atmosphere interaction in the 1970s [3].
However, such studies have been carried out under the assumption that the sea is
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calm. On this basis, the atmospheric correction method does not take full account of
the influence of sea surface roughness [4], thus limiting the further improvement of
the accuracy of spacecraft external measurement.

In this paper, a precision atmospheric refraction correction method is proposed
for the high precision correction of radio propagation error in the coastal area. This
method takes full account of the influence of sea surface roughness on the evap-
orative waveguide, based on Pierson-Moscowitz Gravitational Spectroscopy. The
Monte-Carlo method is used to generate three-dimensional random rough sea
surface, which accurately describes the change of atmospheric refractive index in
the wave propagation environment. Using the meteorological data of Qingdao area
to establish an empirical model of atmospheric meteorological parameters consis-
tent with the climate and seasonal characteristics of the station area. Based on the
theory of atmospheric refraction index and the statistical method, the empirical
model of vertical distribution of atmospheric refractive index is proposed, and the
atmospheric transmission error correction of the radio and television is measured to
improve the accuracy of data correction. It is better for accurate tracking and
measurement of spacecraft.

2 Evolving Waveguide Causes and Formation Conditions

The troposphere, especially the surface layer of the atmosphere, is adjacent to the
surface and sea surface. Its electromagnetic properties have a strong influence on
the propagation of radio waves. The electromagnetic properties of the atmosphere
surface layer can be modelled as an function of temperature, pressure and humidity
in the atmosphere. The random weather change the process. So that these param-
eters have complicated changes, affecting the ground measurement and control
system measurement accuracy and performance. Since the discovery of atmospheric
waveguide theory and low altitude atmospheric waveguide exploration since World
War II, it has been shown that the atmospheric waveguides in the marine envi-
ronment can be classified into three types: surface waveguide, floating waveguide
and evaporative waveguide according to the spatial distribution of atmospheric
refractive index. Evaporation of the waveguide is due to the evaporation of seawater
caused by the increase in the surface humidity with the height of the rapid decline in
the formation of the sea waveguide, generally occurred in the 40 m below the
height of the sea atmosphere. According to Patterson and other global sea area
atmospheric waveguide law, evaporation waveguide summer in China’s south-
eastern coastal probability of up to 85% [5].

A large number of studies have shown that the atmospheric refraction effect
causes the propagation delay and the path bending, which is one of the key factors
to control the improvement of radio measurement accuracy. In order to further
improve the accuracy of radiofrequency refraction correction, the tropospheric
zenith delay of the traditional Hopfield model, Saastamoinen model and the min-
imum operational performance standard (MOPS) model and sounding rocket and
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other methods, but these methods in the measurement days. There are some limi-
tations in the top delay, and the accuracy needs to be improved.

2.1 Evaporative Waveguide Prediction Model

The atmospheric troposphere is the most recent atmospheric section from the
ground. Its atmospheric composition, pressure, temperature and humidity all change
with height. Therefore, it belongs to inhomogeneous medium, which usually
reduces the atmospheric refraction index in the vertical direction with increasing
height and horizontal Refractive index changes can be ignored [6]. The refractive
index can be expressed by the refractive index.

N ¼ ðn� 1Þ � 106 ¼ 77:6
P
T
þ 3:73� 105 � e

T2 ð1Þ

where: P for atmospheric pressure; T for thermodynamic temperature; e for vapor
pressure. When the electromagnetic wave propagation distance is comparable to the
Earth’s radius, considering the influence of the Earth’s curvature and assuming that
the Earth’s atmosphere is a uniform spherical stratification, the modified refractive
index can be obtained by Snell’s law

mðzÞ ¼ nðzÞð1þ z
ae
Þ � nðzÞþ z

ae
ð2Þ

where: z for the sea above the vertical height; nðzÞ for the height z of the atmo-
spheric refraction index; ae = 6370 km for the Earth’s average radius. Thus, the
atmosphere can be corrected for the refractive index

M ¼ N þ z
ae

� 106 ¼ Nþ 0:157z ð3Þ

The main physical processes in the atmospheric boundary layer are the turbulent
transport of physical quantities such as heat, momentum, water vapor and so on.
The key to the momentum exchange of the oceanic surface is its accurate. The main
physical process of atmospheric boundary layer is the turbulence of the atmospheric
boundary layer affected by the near sea. To describe the dependence of atmospheric
stability and sea surface aerodynamic roughness, the similarity theory of
Monin-Obukhov can describe the dependence of stability, and the accuracy and
universality of aerodynamic roughness calculation method are of great significance
to the study of wind and waves development and sea-air interaction [7].

The similarity theory of Monin-Obukhov is closely related to the structure of the
atmospheric surface, and it is believed that the atmosphere of the near sea is in a
thermodynamically equilibrium state. The heat and water vapor are transmitted
through the turbulence to the upper atmosphere, and the evaporation waveguide
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modeling is used in the range of tens of meters above sea level [8]. Several common
radio refraction is shown in Fig. 1.

According to Monin-Obukhov theory

@�r
@z

¼ r�

Kz
U

z
L

� �
ð4Þ

where: �r for the turbulence average; r0 for the turbulence pulsation; r� for the
turbulence feature scale; K for the Karman constant; L for the Monin-Obukhov
length, U is the function of the stability parameter z/L. When using the formula (4)
from the rough height z_0 of the sea to the height, there are

�r z1ð Þ � �r z0ð Þ ¼ r�

Kz
A ð5Þ

where A ¼ R zz0 U z
Lð Þ
z dz. Substituting Eq. (5) into Eq. (4)

@�r
@z

¼ �r z1ð Þ � �r z0ð Þ
z

U z
L

� �
A

ð6Þ

Ignore the impact of other parameters near the sea surface, take the standard sea
surface atmospheric conditions, so that P0 = 1013.25 hPa, T0 = 288 K,
e0 = 10.13 hPa. From formula (1) can be affixed to the sea atmospheric refractive
index gradient

dNðzÞ
dz

� 0:269
dPðzÞ
dz

� 1:265
dTðzÞ
dz

þ 4:5
deðzÞ
dz

ð7Þ

Fig. 1 Atmospheric refraction classification
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PðzÞ can be given by the exponential form

PðzÞ ¼ P0e
ð�z=zPÞ ð8Þ

where: zP is the homogeneous atmosphere height; zP ¼ R�T=gl; R� is the universal
gas constant; g is the acceleration of gravity; u is the air molecular weight. For the

sea atmosphere, take u = 28.84, zP = 8467 m, then dPðzÞ
dz � 0.1192 hPa/m.

From formula (7) available in the vicinity of the sea atmospheric refractive index

dNðzÞ
dz

� �0:032 � 1:265
dTðzÞ
dz

þ 4:5
deðzÞ
dz

ð9Þ

At the height ze of the evaporative waveguide

dNðzÞ
dz

����
z¼ze

� �0:157 N/m ð10Þ

This is available

4:5� deðzÞ
dz

����
z¼ze

�1:265� dTðzÞ
dz

����
z¼ze

� �0:125 ð11Þ

Let NPðzÞ ¼ 4:5� eðzÞ � 1:265� TðzÞ, And defined NPðzÞ as the
pseudo-refractive index, if the physical quantity r ¼ NP, then formula (6) becomes

dNP

dz
¼ NP z1ð Þ � NP z0ð Þ

z

U z
L

� �
A

ð12Þ

where: NP z0ð Þ, NP z1ð Þ are the pseudo-refractive index at the height of the sea
surface roughness and the reference height, respectively. b ¼ �0:125 When the
pseudo-refractive index vertical gradient is equal to the critical gradient d, it is the
evaporation waveguide height. Formula (12) is rewritten as

b ¼ NP z1ð Þ � NP z0ð Þ
d

U d
L

� �
A

ð13Þ

By formulas (3), (12) and (13) available

dM
dz

¼ 0:125� 0:125� dU z
L

� �
zU d

L

� � ð14Þ

Formula (14) from the points z_0 to z get close to the sea surface of the
evaporation waveguide refractive index of the logarithmic model
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MðzÞ ¼ Mðz0Þþ 0:125z � 0:125z0 � 0:125d ln z=z0ð Þ ð15Þ

where: Mðz0Þ for the sea surface roughness height z0 of the modified refractive
index; d for the evaporation waveguide height. When d = 0 is the standard atmo-
spheric refractive index profile. Evaporation waveguide characteristic parameter
changes shown in Fig. 2.

Figure 2 shows the refractive index profile of the different waveguide type,
where Fig. 2a is the refractive index profile of the standard atmosphere, and Fig. 2b
is the refractive index profile of the evaporative waveguide, where M is the
waveguide strength unit.

2.2 Rapping Angle and Cutoff Wavelength of Evaporative
Waveguides

The necessary conditions for the propagation of radio waves in the atmospheric
waveguide include the following conditions: (1) The elevation angle of the radio
wave must be less than a critical angle, that is, the trapping angle; (2) The radio
frequency must be higher than the maximum trapping frequency.

(a)

(b)

Standard atmosphere

Evaporative duct

M(z)/ M 

z/m

O 

z

h

M
O 

M(z)/ M 

Fig. 2 Cutaway view on
atmosphere refraction index
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The trapping angle is that under certain atmospheric parameters, the wave can be
captured by the atmospheric waveguide, thus forming the maximum elevation of
atmospheric waveguide propagation. The expression is

hc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð DN
nTdh

� 10�6 � 1
re þ hT

Þdh
s

ð16Þ

The cutoff frequency expression is

fH ¼ c= 0:25nTð DNnTdh
� 106

re þ hT
Þ1=2dh3=2

� 	

fV ¼ c= 0:75nTð DNnTdh
� 106

re þ hT
Þ1=2dh3=2

� 	
9>>>=
>>>;

ð17Þ

In the formulas (16) and (17): c is the speed of light; nT is the refractive index of
the antenna where the antenna is located; re is the radius of the earth; hT is the
height of the antenna; dh is the thickness of the waveguide layer; DN is the index
profile of the refractive index of the waveguide; fH/fV is the horizontal/vertical
polarization wave cutoff frequency.

In the evaporative waveguide layer, when the angle between the wave path and
the waveguide horizontal boundary is small, based on the spherical stratified
atmosphere, Snell’s law, we have

DN ¼ Mdj j þ d
re
� 10�6 ð18Þ

where Mdj j is the waveguide strength, since hT � re, nT � 1, the trapping angle
and the horizontal polarization cutoff frequency can be approximated as (Fig. 3).

hc �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� Mdj j

p
� 10�3

fHmax ¼ c= 0:25d
ffiffiffiffiffiffiffiffiffi
Mdj j

p� �
fVmax ¼ c= 0:75d

ffiffiffiffiffiffiffiffiffi
Mdj j

p� �

9>>>=
>>>;

ð19Þ

Table 1 shows the cutoff frequency corresponding to the height and intensity of
the different evaporative waveguides. It can be seen from the change rule of Table 1
that the trapping angle is proportional to the increase of the waveguide strength, and
the cutoff frequency is inversely proportional to the increase of the waveguide
strength, the higher the cutoff frequency of the evaporative waveguide layer is, the
lower the cutoff frequency is.

The distribution of waveguide intensity in different regions is shown in Table 2.
It can be seen that the average waveguide intensity in Qingdao is 13.1 M units.
From formula (19), the trapping angle and horizontal cutoff frequency are 0.29° and
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Trapping angle

Cut-off frequency

Fig. 3 Trapping angle and cut-off frequency of evaporation duct
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1.66 GHz, respectively. It is shown that the radio and the received radio waves are
not trapped by the evaporative waveguides to form the over-the-horizon propaga-
tion in the S-band (near 2200 MHz) in the coastal area of Qingdao. The atmo-
spheric refractive index in the pitching direction will be significantly affected by the
evaporation of the waveguide, which needs to be more precisely corrected.

3 Windy Environment Random Rough Surface Modeling

The scattering of radio waves in the rough sea surface makes the propagation path
of the waveguide more complicated. The traditional atmospheric refraction cor-
rection method approximates the sea surface as a smooth plane, and does not fully
consider the influence of the wave height on the atmospheric refractive index in the
windy environment. According to the theory of Longuet-Higgins, the waves under
steady sea conditions can be regarded as stationary stochastic processes, that is, the
superposition of sine wave with infinite number of different periods, amplitudes and
initial phases.

Table 1 Cut-off frequency of different waveguides

Waveguide height/m Waveguide strength/M Cut-off frequency/MHz

10 10 3794.733

20 2683.282

30 2190.890

20 10 1897.367

20 1341.641

30 1217.161

30 10 1264.911

20 894.427

30 730.297

Table 2 Distribution of waveguide intensity in different areas

Place Waveguide strength/M

0 0–2 2–5 5–10 10–15 15–20 20–30 30–40 >40 平均

QingDao 0.0 16.1 10.7 23.2 21.4 12.5 7.1 3.6 5.4 13.1

JiNan 0.0 32.0 20.0 16.0 4.0 8.0 4.0 0.0 16.0 11.4

DaLian 0.0 28.3 20.8 15.1 9.4 5.7 1.9 3.8 15.1 10.9

ShenYang 2.9 17.1 28.6 28.6 2.9 2.9 0.0 2.9 14.3 13.1

ZhengZhou 0.0 27.5 31.4 15.7 3.9 0.0 7.8 2.0 11.8 13.4

ShangHai 0.0 25.9 21.3 19.4 11.1 11.1 4.6 2.8 3.7 8.7

XiaMen 0.0 24.1 31.0 27.6 3.4 6.9 3.4 0.0 3.4 7.7

SanYa 0.0 18.4 20.4 28.6 14.3 6.1 4.1 4.1 4.1 11.0
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3.1 Rough Sea Surface Statistical Characteristics

The probability density function of the ups and downs of the waves reflects the
distribution of the undulating distribution, denoted by p fð Þ, then p fð Þdf is the
probability of the average height z� zþ dz, and the mean of the undulating is

�f ¼
Z1
�1

fp fð Þdf ð20Þ

The undulating mean square root is

d ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ1
�1

f 2p fð Þdf �
Z1
�1

fp fð Þdf

vuuut ð21Þ

The autocorrelation function is

q Rð Þ ¼ E f xð Þf xþRð Þ½ 	
d2

ð22Þ

The power spectral density is

S kð Þ ¼ 1
2p

Z1
�1

G Rð ÞeikRdR ð23Þ

where: R ¼ x1 � x2j j.

3.2 Monte-Carlo Method to Generate Random
Rough Sea Surface

The method of generating a stationary random process by Fast Fourier Transform
(FFT) is used to generate a random rough surface sample [9]. The correlation
function and spectral density function of rough surface fluctuation can be expressed
by the corresponding Fourier transform relation, which is

C x; yð Þ ¼
ZZ

W Kx;Ky
� �

ei KxxþKyyð ÞdKxdKy

W Kx;Ky
� � ¼ 1

4p2

ZZ
C x; yð Þe�i KxxþKyyð Þdxdy

9>>=
>>; ð24Þ
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Monte-Carlo method is used to filter the power spectrum in the frequency
domain, and the inverse fast Fourier transform (IFFT) can be used to obtain the ups
and downs of the rough sea surface. The length of the two-dimensional random
rough sea in the x and y directions is Lx, Ly, and the interval of the interval is M, N,
the distance between adjacent two points is Dx, Dy, then the height of any point on
the sea xm ¼ mDx, yn ¼ nDy, m ¼ �M=2þ 1, M=2, n ¼ �N=2þ 1; � � � ;N=2) is

f xm; ynð Þ ¼ 1
LxLy

� PM=2

mk¼�M=2þ 1

PN=2
nk¼�N=2þ 1

F kmk ; knkð Þei kmk xm þ knk ynð Þ

F kmk ; knkð Þ ¼ 2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LxLyW kmk ; knkð Þp �

ffiffiffi
2

p
N 0; 1ð Þþ iN 0; 1ð Þ½ 	; mk 6¼ 0;M=2

nk 6¼ 0;N=2

 !

N 0; 1ð Þ; mk ¼ 0;M=2

nk ¼ 0;N=2

 !
8>>>><
>>>>:

9>>>>=
>>>>;

ð25Þ

where: W kmk ; knkð Þ is the power spectral density of a two-dimensional random
rough surface; kmk ¼ 2pmk=Lx ; knk ¼ 2pnk=Ly .

3.3 Three-Dimensional Rough Sea Surface Simulation

The random rough sea surface is the Fourier transform of the wave height correlation
function, which reflects the second order statistical properties of the random dis-
tribution process of the relative spatial frequency and position of each harmonic
component. The commonly used wave spectrum is Pierson-Moskowitz spectrum
(PM spectrum), Fung complete sea spectrum, JONSWAP spectrum [10]. The PM
spectrum is the empirical spectrum of the wave observation with wind speed as the
parameter. The polar coordinate expression of the three-dimensional PM spectrum is

W D;uð Þ ¼ a

2 Dj j4 � exp � bg20
D2U4

19:5


 �
U uð Þ ð26Þ

where: a ¼ 0:008; b ¼ 0:74; D is the spatial wave number; U19:5 is the average
wind speed at 19.5 m above the sea surface; g0 is the gravitational acceleration;
U uð Þ is the diffusion function. Converts the polar coordinate expression of the PM
spectrum to the Cartesian coordinate system

W Kx;Ky
� � ¼ a

2 K2
x þK2

y

� �2 � exp � bg20

K2
x þK2

y

� �
U4

19:5

0
@

1
A

� cos2 tan�1 Ky=Kx
� �� uv

� �
p

ð27Þ
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where: uv is the average wind direction; uv ¼ 0 corresponds to x positive.
According to Phillips, the relationship between surface roughness height z0 and

wind speed U19:5 is obtained

z0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
aU4

19:5

4bg20

s
ð28Þ

The correlation length of the sea surface is 51.2 m and the sampling point is 512.
The simulation results of the rough sea surface with different wind speed are shown
in Fig. 4.

According to formulas (15) and (28) can be obtained in the environment near the
rough sea near the atmospheric correction of the refractive index with the height of
the curve shown in Fig. 5.

In order to evaluate the accuracy of the correction model and the traditional
model, the tracking data of multiple satellites were verified by the coastal station.
The results are shown in Figs. 6 and 7.

It can be seen from Figs. 6 and 7 that the correction of the elevation angle is
0.22° at the elevation angle of 3°, and the double exponential model as well as the
Hopfield model are 0.28° and 0.32° respectively. At the elevation angle of 40°, the
three models The correction amount is basically the same, that is, the low angle of
elevation is close to the sea surface evaporation waveguide when the refraction
angle correction amount is large, the high elevation angle over the top when the
correction amount is the smallest. The results of the anomalous correction of the

Fig. 4 Three-dimensional random rough sea
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Fig. 5 Correction curve of atmosphere refraction index

Fig. 6 Comparison of measured atmospheric refraction correction
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atmospheric correction model are compared with the traditional double exponential
model and the Hopfield model, which is closer to the satellite orbit data.

From the above analysis, we can see that the model of the atmospheric correction
model can reflect the change of the atmospheric refractive index over the coastal
station and improve the accuracy of the orbital orbit measurement data.

4 Conclusion

Evaporative waveguides as the common form of atmospheric waveguide in the
ocean has great influence on the propagation of radio waves in the near stratum,
especially when the low altitude of the station in the coastal area is used to track the
spacecraft, the atmospheric refraction error will greatly reduce the accuracy of angle
measurement. In this paper, based on the Monte-Carlo method and
Monin-Obukhov’s similarity theory, the atmospheric refraction model is based on
the assumption that the sea surface is a smooth surface condition. Considering the
random rough sea surface effect of non-stationary pulsating winds, and the trapping
angle and cutoff frequency of the S-band radio waves propagating in the evapo-
rative waveguide are given. By using this model, the atmospheric refraction cor-
rection of the data of orbiting satellites is carried out. The accuracy of the correction
is improved obviously compared with the traditional method, which provides a

Fig. 7 Atmospheric refraction correction changing with the elevation angle
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technical means for the subsequent extension of the measurement of radians in the
coastal area and improving the accuracy of the external test data.

In this paper, the demand for high-precision correction of atmospheric refraction
error of low-elevation sea-level radio waves is measured in the observation and
control of the spacecraft in the coastal area. The influence of sea surface roughness
on the evaporation waveguide under the gust disturbance is considered. Based on
the Pierson-Moscowitz gravity The Monte-Carlo method is used to generate
three-dimensional random rough sea surface. The variation law of atmospheric
refractive index in the environment of radio wave propagation is described accu-
rately. A modified method of precision atmospheric refraction based on
Monin-Obukhov similarity theory is proposed.

Domestic and foreign research status: Since World War II foreign scholars
through the atmospheric waveguide theory, low-altitude atmospheric waveguide
detection and other research, the marine environment in the atmospheric waveguide
is divided into surface waveguide, floating waveguide and evaporation waveguide 3
categories. Patterson and other statistics summed up the global sea area atmospheric
waveguide occurred in the law. The Hopfield model, the Saastamoinen model and
the Minimum Operational Performance Standards (MOPS) model, as well as the
ray tracing method and the sounding rocket.

The research on the propagation of radio waves in atmospheric waveguide is
mainly from the 1990s, mainly based on the parabolic equation theory and the ray
tracing theory. The Chinese Institute of Radio Propagation has carried out a large
number of theoretical and experimental studies, such as ionospheric radio error
correction based on microwave radiometer, Inversion of atmospheric refractive
index based on GNSS, and so on.
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A Novel Triple-Frequency Cycle Slip
Detection and Correction Method
for BDS

Ye Tian, Lixin Zhang and Qibing Xu

Abstract A novel triple-frequency cycle slip detection and correction method for
BDS is proposed to detect and correct cycle slips when the ionosphere is active.
Firstly, two sets of phase combinations whose sum equals zero are selected, and the
corresponding pseudorange coefficients are obtained by the optimization algorithm,
which effectively reduces the ionospheric amplification factor. Then, a set of phase
combinations whose sum not equal to zero is adopted to reduce the condition
number of coefficient matrices, meanwhile, the ionospheric delay variation between
the epochs of this combination data is estimated and corrected. Thus, three linear
independence sets of geometry-free and ionosphere-free pseudorange-phase com-
binations are constructed. Finally, the covariance matrix of the combined obser-
vations is obtained by employing observation error and ionospheric correct error,
accordingly, the search space and objective function of cycle correction are con-
structed, which improves the correction accuracy. Based on BDS triple-frequency
observations, the experiment results show that the proposed method possesses a
good cycle slip detection and correction performance under active ionospheric
situation.

Keywords BDS � Three-frequency cycle slip detection and correction
Geometry-free and ionosphere-free � Covariance matrix of observations

1 Introduction

Carrier phase observations are always used in precise GNSS applications and
accurate carrier phase observation is the key to precise GNSS applications [1]. Due
to interruption of the GNSS transmitted signal, low signal-to-noise ratio and some
other reasons, a cycle slip presents a sudden jump of phase ambiguity by an integer
number [2]. Detection and correction of cycle slips are necessary before the carrier
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phases are used as high-precision measurements. At present, 3 or more than 3
carrier frequencies are used in GNSS, and it is a common and effective method to
construct the multi-frequency linear combination observation for cycle slips
detection and correction [2].

BDS has been able to provide triple-frequency signals. Cycle slip detection using
multi-frequency BDS observations has been investigated for a long time. Based on
the principle of ionospheric amplification factor and noise minimization, Ref. [3]
selected the combination of geometric phase combination and pseudorange-phase
combination to detect cycle slips. Reference [4] use wide-lane pseudorange-phase
combinations with low ionosphere value as the first and second detectable amount,
geometry-free phase combination with low ionosphere value as third detectable
amount to detect cycle slip. Due to the current method is difficult to detect cycle slip
when the ionosphere is active, a new triple-frequency TurboEdit method for
weakening the ionosphere influence is proposed in Ref. [5]. Reference [6] selected
two geometry-free phase combinations and one geometry-free pseudorange minus
phase linear combination to detect and correct cycle slip in real time. In Ref. [7], a
systematic study of BDS multi-frequency linear combination is carried out, and
different optimal linear combinations are selected for long and short baselines. In
Ref. [8], a robust polynomial adaptive algorithm is proposed for the small cycle of
BDS GEOs at low elevation angles, which allows identification of such small cycle
slips with high reliability. In above reference, Cycle slips detection and correction
methods are studied in detail, but the method of Refs. [3–6] has a large condition
number of coefficient matrix. The methods in the above reference don’t fully
consider the covariance of observations, which simplifies the search space and
cause some correction errors.

In this paper, by choosing the two sets of coefficients in the group S0 [7], the
corresponding pseudorange coefficients are solved by using the optimization
algorithm firstly. A set of coefficients is selected in the group S1, meanwhile, the
ionospheric delay variation is eliminated. Three sets of linearly independent,
geometric-free ionospheric-free pseudorange-phase combinations are formed,
which has better cycle slip detection capability. Through the covariance matrix of
the combined observations, a corresponding search space is formed, and the correct
cycle slip is searched under the influence of the weight coefficient to minimize the
residual of the combined observation. Finally, the method is verified by the BDS
triple-frequency data.

2 BDS Triple-Frequency Cycle Slip Detection Method

BDS now has the service capabilities in the Asia Pacific region. Currently the
satellites in orbits are able to broadcast triple-frequency navigation signals,
respectively, B1: 1561.098 MHz, B2: 1207.14 MHz, B3: 1268.52 MHz.
Generally, the frequencies are arranged in descending order, which the three
frequencies f1, f2, f3 correspond to B1, B3 and B2 respectively.
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2.1 Cycle Slip Detections Using Triple-Frequency
Geometric-Free Ionospheric-Free Pseudorange-Phase
Combinations

The carrier phase observation in any frequency at epoch t0 is expressed as:

kiuiðt0Þ ¼ qðt0Þþ trðt0Þ � tsðt0Þþ Tðt0Þþ kiNiðt0Þ � giI1ðt0Þþ kieui
ðt0Þ ð1Þ

where, k is carrier wavelength, u is carrier phase, q is satellite-to-receiver geometric
distance, tr is receiver clock error, ts is satellite clock error, T is tropospheric delay,
I1 is ionospheric delay of the B1 carrier phase, N is integer ambiguity, gi is
ionosphere amplification factor, eu is phase noise, subscripts i represent signals of
different frequencies. Pseudorange at epoch t0 is expressed as:

Plðt0Þ ¼ qðt0Þþ trðt0Þ � tsðt0Þþ Tðt0Þþ glI1ðt0Þþ ePlðt0Þ ð2Þ

where, q, tr, ts, T have the same meaning with (1), gl is ionospheric amplification
factor, eP is pseudorange noise, the subscript l represents different frequencies. Let
the combination coefficients of the triple-frequency carrier phase be i, j, k and the
combination coefficients of the triple-frequency pseudorange be l, m, n (l;m; n 2 R,
lþmþ n ¼ 1). The combination of the phase and pseudo-range of the
triple-frequency is expressed as:

kijkuijk ¼ kijkðiu1 þ ju2 þ ku3Þ
¼ qþ T þ kijkNijk � gijkI1 þ T þðds � drÞþ kijkeijk

ð3Þ

Plmn ¼ lP1 þmP2 þ nP3

¼ qþ T þ glmnI1 þ T þðds � drÞþ elmn
ð4Þ

where, the ionospheric amplification factors are:

gijk ¼
kijk
k1

iþ j
k2
k1

þ k
k3
k1

� �
ð5Þ

glmn ¼ lþm
k2
k1

� �2

þ n
k3
k1

� �2

ð6Þ

Here, the first-order ionospheric delay terms are mainly discussed. The influ-
ences of second-order terms and subsequent terms have little effect on the final
result and can be ignored [9]. Differencing (3) and (4), the combined ambiguity of
pseudorange-phase can be expressed as:
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Nlijk;lmn ¼ uijk �
Plmn

kijk
þ gijk;lmnI1 þ e ð7Þ

gijk;lmn ¼ ðgijk þ glmnÞ
�
kijk ð8Þ

where, Nijk;lmn is integer ambiguity, gijk;lmn is ionospheric amplification factor and e
is noise. Difference (7) can be obtained difference of ambiguities between adjacent
epochs, that is, the cycle slip detection value:

DNijk;lmn ¼ D/ijk �
DPlmn

kijk
þ gijk;lmnDI1 þDe0 ð9Þ

Assuming that the standard deviation of the carrier phase noise of
triple-frequency is same as r/ and the standard deviation of the pseudorange noise
at the triple-frequency is same as rP, then the standard deviation of ambiguity is (9):

rDNlmn;ijk ¼
ffiffiffi
2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ði2 þ j2 þ k2Þr2/ þðl2 þm2 þ n2Þr2P

.
k2ijk

r
ð10Þ

Make three times the standard deviation of ambiguity estimation (confidence
level of 99.7%) as the threshold of cycle slip judgment, and when the following
formula holds, it is determined that cycle slip has occured.

iD/1 þ jD/2 þ kD/3 �
lDP1 þmDP2 þ nDP3

kijk
[ 3rDNlmn;ijk ð11Þ

2.2 Selection of Triple-Frequency Geometric-Free
and Ionosphere-Free Pseudorange-Phase Coefficient

From (7), (9), (11), when the change of DI1 is large and the ionospheric amplifi-
cation factor is large, the ionospheric amplification factor gijk;lmn affect the result of
the cycle slip detection. The standard deviation of the ambiguity estkimation
rDNlmn;ijk also has an impact on the accuracy of cycle slip detection. Therefore, it is
necessary to select the appropriate parameters for pseudorange-phase combination
to reduce the standard deviation of ambiguity estimation and the ionospheric
amplification factor.
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2.2.1 Method of Selecting Pseudorange-Phase Coefficient

From (5), (6), (8), the ionospheric amplification factor can be expressed as:

gijk;lmn ¼ i
1
k1

þ j
k2
k21

þ k
k3
k21

þ l
1
kijk

þm
k2
k1

� �2 1
kijk

þ n
k3
k1

� �2 1
kijk

ð12Þ

As can be seen from (10), when the phase coefficient is fixed, the smaller
l2 þm2 þ n2 is, the smaller standard deviation of the ambiguity estimation. From
the inequality l2 þm2 þ n2 � 3lmn and lþmþ n ¼ 1, we can see when
l ¼ m ¼ n ¼ 1=3, l2 þm2 þ n2 has the minimum value, so let l ¼ m ¼ n ¼ 1=3, we
can get the smallest rDNlmn;ijk .

Although when l ¼ m ¼ n ¼ 1=3, rDNlmn;ijk has the minimum value, most of the
references use this set of pseudorange coefficients. By analysing the Eq. (10) and
the cycle slip correction processing, the influence of the ionosphere on the detection
results is considerable. If the ionospheric delay can’t be eliminated, the detection
and correction of cycle slip will be affected. While the standard deviation of
ambiguity estimation can be accurately corrected by search algorithm as long as the
deviation is within a certain range. Therefore, the following optimization of
pseudorange coefficients is given to further eliminate the ionospheric delay.

min
l;m;n

gijk;lmn
�� ��2

2

s:t: lþmþ n ¼ 1 rDNlmn;ijk\rDNmin þx
ð13Þ

where, the phase coefficient is fixed and rDN min is the result when
l ¼ m ¼ n ¼ 1=3. x is used to limit the standard deviation of the ambiguity esti-
mation, and being adjusted according to the pseudorange noise, the general
empirical value is 0.001–0.01.

According to the sum of the coefficients, the phase combination coefficients are
classified [7]. Let S ¼ iþ jþ k, Sx represent the combination of iþ jþ k ¼ �x. In
the following table, the appropriate phase combination coefficients are chosen in the
group S0 and S1, and the corresponding pseudorange coefficients are calculated by
using the above-mentioned pseudorange coefficients optimization algorithm, com-
pared with the pseudorange coefficients given in [5] and [10], and also compared
with the case l ¼ m ¼ n ¼ 1=3. The standard deviations of the ambiguity estimation
and ionospheric amplification factor are mainly compared. The subscript 1 repre-
sents the optimization method in this paper, the subscript 2 represents the method in
the Refs. [5, 10], and the subscript 3 represents the case when l ¼ m ¼ n ¼ 1=3. The
pseudorange noise is 0.3 m and the phase noise is 0.01 cycle.

It can be seen from Table 1 that the proposed method can further reduce the
ionospheric amplification factor. In the above table, the coefficients (0, 1, −1) and
(1, −2, 1) are selected as the two sets of cycle slip detection combinations. In order
to constitute three linear independent equations and reduce the condition number of
the coefficient matrix, another set of phase coefficients are selected in the S1
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group. Subscript 1 represents the optimization method proposed in this paper, and
subscript 2 is the case when l ¼ m ¼ n ¼ 1=3.

It can be seen from Table 2 that although the optimized pseudorange coefficients
can greatly reduce the ionospheric amplification factor, the standard deviation of the
ambiguity estimation becomes very large. Therefore, the set of l ¼ m ¼ n ¼ 1=3 is
used for the S1 group. (−4, 3, 2) is selected from S1 group. This set of coefficient has
longer wavelength, the standard deviation of ambiguity estimation is smaller.
However, the ionospheric amplification factor of (−4, 3, 2) is larger, which needs to
eliminate the influence of ionospheric delay.

2.2.2 Method of Eliminating Ionospheric Delay of S1

To eliminate the ionospheric delay, we need to estimate the ionospheric delay vari-
ation between adjacent epochs at the B1 frequency. We can calculate DI1 and its
standard deviation using Eq. (14). There is no cycle slip in the phase observation [10].

DI1 ¼
kiDui � kjDuj

gj � gi
; rðDI1Þ ¼ 2ru

gj � gi
�� �� ð14Þ

When there are cycle slips in the phase observation, there is a difference DN
between epochs. DNi and DNj between the frequencies can’t offset each other,
which have a greater impact on the DI1 estimation. When three frequency exist the
same cycle slip DN, the first two sets of coefficients can’t detect the cycle slip.
The ionospheric quadratic difference defined by (15) can be used to detect it. Due to
the second epoch difference of the ionospheric delay is very smooth, if there is a
large deviation, we can consider triple-frequency exist the same cycle slip.

rDI1ðaÞ ¼ DI1ðaÞ � DI1ða� 1Þ ð15Þ

When any one of DNð0;1;�1Þ, DNð1;�2;1Þ, and rDI1ðaÞ exceeds threshold, it is
determined that cycle slips have occurred. Therefore, DI1 of the current epoch can’t
be calculated using Eq. (14) and can be corrected by the following equation.

DI1ðaÞ ¼ DI1ða� 1ÞþrD�I1ða� 1Þ ð16Þ

where rD�I1 is the smoothed value of rDI1 without cycle slips. The calculation
equation is expressed as:

rD�I1ðaÞ ¼ h � rDI1ðaÞþ ð1� hÞ � rDI1ða� 1Þ ð17Þ

h is the weight factor. The ionospheric delay of the S1 group coefficients
(−4, 3, 2) can be corrected by using the calculated DI1.
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3 A New Cycle Slip Correction Method

Three pseudorange-phase combinations are used to construct cycle slip detection
with geometry-free and ionosphere-free, and the above method is used to correct the
ionospheric delay of S1 group observations. The combined observations can be
obtained from:

L ¼ CL0 ð18Þ

C ¼
i1 j1 k1

�l1
ki1 j1k1

�m1
ki1 j1k1

�n1
ki1 j1k1

i2 j2 k2
�l2

ki2 j2k2

�m2
ki2 j2k2

�n2
ki2 j2k2

i3 j3 k3
�l3

ki3 j3k3

�m3
ki3 j3k3

�n3
ki3 j3k3

2
664

3
775 ð19Þ

L0 ¼ lu1
lu2

lu3
lP1 lP2 lP3

� 	T ð20Þ

where, the phase coefficients ði1; j1; k1Þ and ði2; j2; k2Þ correspond to (0, 1, −1) and
(1, −2, 1) in S0 group, and the corresponding pseudorange coefficients are in
Table 1. In this equation, The phase coefficient ði3; j3; k3Þ corresponds to (−4, 3, 2)
in S1 group and the pseudorange coefficient is l ¼ m ¼ n ¼ 1=3. lui

and lPi are
phase and pseudorange observations in L0 respectively. The relationship between
the combination coefficient and the cycle slip valuation is expressed as:

AX ¼ L ð21Þ

A ¼
i1 j1 k1
i2 j2 k2
i3 j3 k3

2
4

3
5X ¼ DN1 DN2 DN3½ �T ð22Þ

where, the coefficient matrix A is reversible, and the cycle slip can be determined
by X ¼ A�1L. But for the first and second observations, in order to reduce iono-
spheric amplification factor, the standard deviation of ambiguity estimation is
increased. Ambiguity estimation of the third detection amount is affected by the
error of ionospheric delay estimation. Therefore, it is not easy to correct cycle slip
by calculating X ¼ A�1L and rounding.

Assuming that the covariance matrix of the combined observation L is Q and the
third combined observation is also affected by the variance of the ionospheric delay
estimation, we consider it into the covariance matrix, then Q is defined as follows:

Q ¼ ½Ce3�Q0½Ce3�T ð23Þ

where Q0 ¼ diagðr2u1
; r2u2

; r2u3
; r2P1

; r2P2
; r2P3

; r2DI1Þ e3 ¼ 0 0 1½ �T , rui
, rPi

, rDI1
denote the standard deviation of phase and pseudorange and ionospheric correct
error respectively. In order to determine the integer cycle slip XN , the corresponding
search space is set up as:

A Novel Triple-Frequency Cycle Slip Detection and Correction … 449



ðXN � X̂ÞTQ�1ðXN � X̂Þ\v ð24Þ

The threshold v is generally based on the observation noise. The target equation
is expressed as:

ðAXN � LÞTQ�1ðAXN � LÞ ¼ min ð25Þ

Under the influence of weight coefficient, the correct cycle slip minimizes the
residuals of AXN and combined observations L.

4 Experimental Analysis

The experiment adopts the data in JFNG observation station (30�310N; 114�290E) at
a large magnetic storm on December 21, 2015, the satellite elevation cutoff angle is
set to 15�. The geomagnetic Dst index from 0 to 6 h on that day was abnormal,
indicating that a large magnetic storm occurred. Using the above method, the C04
satellite data (without cycle slips) are processed. As can be seen from Fig. 1, the
large magnetic storms do not affect the detection value due to the elimination of the
ionospheric effects.
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Fig. 1 Detection of three groups when no cycle slips occur
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Figure 2 shows the results of four sets of special cycle slips. The special cycle
slips include the cycle slips which are not sensitive to each set of coefficients and
the small jumps which occur simultaneously in triple-frequency. As can be seen
from Fig. 2, when a group of coefficients is not sensitive to the cycle slips, other
coefficients can detect cycle slip. For DN1 ¼ DN2 ¼ DN3 ¼ 1 this type of cycle
slip, coefficients in S1 group can be detected.

In order to further verify the performance of this cycle slip detection and cor-
rection method, different cycle slips combinations are added in different epochs of
carrier phase observations of C08 and C12 satellites, including small cycle slips,
large cycle slips and special cycle slips. As can be seen from Table 3, this method
eliminates the effect of the ionospheric delay between epochs and can detect and
correct the cycle slip. When some cycle slips occur, it is not correct to use the
X ¼ A�1L directly to get the cycle slips. Using the method mentioned in this paper
to search the optimal value in a certain region can avoid the problems caused by
pseudorange, phase and ionospheric repair errors.
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Fig. 2 Detection of three groups when special cycle slips occur
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5 Conclusions

A new triple-frequency cycle slip detection and correction method for BDS is
proposed when the ionosphere is active. Firstly, two sets of phase combinations are
selected from group S0, and the corresponding pseudorange coefficients are
obtained by the optimization algorithm, which effectively reduces the ionospheric
amplification factor. Then, a set of phase combinations is selected from group S1 to
reduce the condition number of coefficient matrices, meanwhile, the ionospheric
delay variation between the epochs of this combination data is estimated and
corrected. Thus, three linear independence sets of geometry-free and ionosphere-
free pseudorange-phase combinations are constructed. Finally, the covariance
matrix of the combined observations is obtained by using observation and iono-
spheric correct error, which is employed to establish searching space. Under the
influence of weight coefficient, the correct cycle slip is searched to minimize the
residual of the combined observation. At last, the performance of proposed method
is verified by BDS triple-frequency data. When the ionosphere is active, this
method possesses a good cycle slip detection and correction performance.

References

1. Zhang X, Zeng Q, He J, Kang C (2017) Improving TurboEdit real-time cycle slip detection by
the construction of threshold model. Geomatics and Information Science of Wuhan Univers
42(3):285–292

2. Cocarf M, Bourgon S, Kamali O et al (2008) A systematic investigation of optimal
carrier-phase combinations for modernized triple-frequency GPS. J Geodesy 82(9):555–564

3. Huang L, Song L, WANG Y et al (2012) BeiDou triple-frequency geometry-free phase
combination for cycle-slip detection and correction. Acta Geodaet Cartographica Sinica 41
(5):763–768

4. Yao Y, Gao J, Wang J et al (2014) Real-time detection and repair for compass
triple-frequency carrier phase observations. J China Univer Min Technol 43(6):1140–1148

5. Huang L, Zhai G, Ouyang Y, et al (2015) Triple-frequency TurboEdit cycle-slip processing
method of weakening ionospheric activity. Acta Geodaet Cartographica Sinica 44(8):840–847

6. Huang L, Lu Z, Zhai G et al (2015) A New Triple-frequency cycle slip detecting algorithm
validated with BDS data. GPS Solutions 20(4):1–9

7. Zhang XH, He XY (2015) BDS triple-frequency carrier-phase linear combination models and
their characteristics. Sci China Earth Sci 58(6):896–905

8. Ju B, Gu D, Chang X et al (2017) Enhanced cycle slip detection method for dual-frequency
BeiDou GEO carrier phase observations. Gps Solutions 1–12

9. Banville S, Langley RB (2013) Mitigating the impact of ionospheric cycle slips in GNSS
observations. J Geodesy 87(2):179–193

10. Wang X, Liu W, Li B et al (2016) Detection and repair of cycle slips for undifferenced bds
triple-frequency observations. J Nat Univ Defense Technol 38(3):12–18

A Novel Triple-Frequency Cycle Slip Detection and Correction … 453



Stratified Weighting Method Based
on Posterior Residual Error

Fangchao Li, Jingxiang Gao, Zengke Li, Yifei Yao, Ren Wang
and Ruoxi Li

Abstract In order to enhance positioning accuracy and reliability, improve data
utilization, improve the success rate of epoch result, a stratified weighting algorithm
based on posterior residual error was designed for multi-GNSS. The algorithm can
greatly improve reliability, accuracy and the success rate of epoch result without
affecting positioning accuracy. Firstly, the GNSS date to be processed was solved
based on weight allocated by priori information, then the system weight is allocated
by posterior residual error of above results of each system, and this is the first
layer weight allocation. Then the weight of satellite type is allocated by posterior
residual error of each type satellite, and this is the second layer weight allocation.
Then satellites’ weight is allocated by residual residuals of each single satellite and
this is the third layer weight allocation. Finally, stochastic model matrix is deter-
mined by multiplying above results, and the least square is used to process GNSS
data based on the stochastic model. The algorithm is validated by 11 IGS stations
date, and the result shows that it can increase hypothesis-test pass rate to more than
99% of dual-system BDS/GPS and BDS/GLO, triple-system BDS/GPS/GLONASS
without affecting positioning accuracy, and it could get a similar effect for
single-system BDS without the first layer weight allocation.
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1 Introduction

After GPS and GLONASS, BDS II has achieved networking in Asia Pacific after
launching 14 satellites, and BDS III has launched satellites in November 2017 and
plans to achieve global networking by 2020. The BDS III is composed of 3 GEO
(geostationary orbit satellite), 3 IGSO (inclined geosynchronous satellite orbit), 24
MEO (medium earth orbit) and other reserved satellites, and BDS is the only GNSS
with three hybrid orbits in world [1]. Meanwhile, GALIEO, a new generation of
civilian GNSS, has launched 18 satellites by European, and plans to realize global
deployment by 2019. Multi-GNSS could provide large redundant information for
error detection and processing, which could improve positioning accuracy and
reliability, so multi-GNSS and multi observation is a trend of navigation and
positioning [2] Meanwhile different observation types and frequencies bring dif-
ferent observation precision, and it is necessary to use suitable stochastic model for
observation when using least square or Kalman filtering to process data.

At present, stochastic model used in multi-GNSS is relatively simple, and prior
information is often used to construct stochastic model matrix, such as elevation
model and the signal to noise ratio (SNR) model. It’s most widely used model in
GNSS is satellite elevation stochastic model, which is also used in four famous
GNSS software. The Bernese GNSS software developed by University of Bern for
precise positioning and orbit determination uses cosine function model [3].
The GAMIT GNSS software developed by Massachusetts Institute of Technology
(MIT) and Scripps Institution of Oceanography(SIO) for calculation ultra-long
baseline uses sine function model [4]. The Position and Navigation Date Analysis
(PANDA) software developed by Wuhan University for precise positioning and
orbit determination uses 30 degrees as dividing line for building stochastic model
matrix [5]. If satellite altitude angle is greater than 30 degrees, weight matrix is unit
array, otherwise, weight allocation is designed by sine function. There are also
some other stochastic models based on satellite elevation angle, such as exponential
function model designed by Barnes [6]. The model based on satellite elevation
angle can improve positioning accuracy obviously compared with equal weight
model, but it is difficult to reflect true quality of observation directly. In order to
reflect true quality, domestic and foreign experts and scholars have proposed a
variety of VCE (variance component estimation). MINQUE (Minimum norm
quadratic unbiased), HELMERT (Helmert VCE) and BIQUE (best invariant
quadratic unbiased estimation) are most widely used in the course of GNSS data
processing [7–9]. Yu deduced rigorous formula of HELMERT VCE [10]. Wang
studied L1/C1 iono-free combination (LC) stochastic model based on
HELMERT VCE [11]. Amiri-simkooei studied zero-difference stochastic model
based on LS (least square) [8]. There are also lots of studies about VCE by dis-
tinguishing GPS and BDS [12–14], and Li found there are significant differences in
the magnitude of variance component and changing characteristics over time
among three types of BDS orbit [15].
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Although stochastic models based on prior information have been widely used,
the information affects positioning precision is dynamic, which causes weight
matrix could not reflect accuracy and reliability of observations. Residual error has
been used in HELMERT VCE, but the relationship among observations in same
system is neglected. We propose a stratified weighting algorithm based on posterior
residual. In the algorithm, system weight allocation is determined by each system
posterior error, then weight allocation among satellite types and satellites is
determined by posterior error of each satellite. Finally, stochastic model matrix is
determined by multiplying results above. This algorithm could dynamically update
the weight of observation without any external information, and directly reflect
observations accuracy, and greatly improve hypothesis-test pass rate.

2 Stratified Weighting Method Based on Posterior
Residual Error of SPP

2.1 Pseudo-range SPP Theory

Time systems unification is foundation of GNSS high precision measurement.
Although GPS, GLONASS and BDS all use international atomic time, the defini-
tion of time origin and the way of maintaining are different, which leads to a minor
item except for integer multiple seconds between any two time systems. Because it
requires integration to calculate the minor items, we often estimate the difference as
a parameter when processing multi GNSS data. Time system can be unified after
parameter estimation, and multi-GNSS SPP (single point positioning) date process
can be written as follows:

Pg ¼ qg þ cDtR � cDtg þVg
ion þVg

trop þ dqg þ dqgmul þ eg

Pc ¼ qc þ cDtR þ cTc � cDtc þV c
ion þV c

trop þ dqc þ dqcmul þ ec

Pr ¼ qr þ cDtR þ cT r � cDtr þV r
ion þV r

trop þ dqr þ dqrmul þ er
ð1Þ

In the form, the superscript of g, r, c represents GPS, GLONASS, BDS, q
represents geometric distance between satellite and receiver, P represents pseudo
range observation, DtR represents receiver clock error, Dtg, Dtr, Dtc represents
satellite clock errors respectively, Vion represents ionospheric delay, Vtrop represents
tropospheric delay, dq represents distance error caused by satellite ephemeris errors,
dqmul represents multipath effect delay, e represents other item correction.

Products of precise ephemeris and clock provided by GFZ (Helmholtz-Centre
Potsdam-German Research Centre for Geosciences) is used for processing data. It
can be considered that satellite orbit error and clock error have been eliminated, and
multi-GNSS LC combination can be described as follows:
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Pg
IF ¼ qg þ cDtR þVg

trop þ egPIF
Pc
IF ¼ qc þ cDtR þ cTc þVc

trop þ ecPIF
Pr
IF ¼ qr þ cDtR þ cT r þV r

trop þ erPIF

ð2Þ

In the form, PIF represents LC of pseudo-range, ePIF represents other errors.

2.2 Stratified Weighting Method Based on Posterior
Residual Error

The construction time, maturity, orbit and clock accuracy of GNSS are different,
and there are discrepancies in precision when one receiver receives signal rooted in
different systems, which causes positioning accuracy of different system is different.
There are great differences and similarity among each system, and accuracy of
observation within same system is nearly. But the difference between system is
greater than same satellite type, especially BDS, and BDS is only GNSS with three
hybrid orbits in world. The differences among GEO, IGSO and MEO satellites is
great in BDS system, which leads to different data processing strategies and
observation precision, thus it is necessary to consider the differentia. Meanwhile,
the launch time, orbit and environment of satellites are different, once observation
environment becomes challengeable, it’s difficult for positioning results to pass
hypothesis-test. For this, we should consider similarities and differences among
satellites.

Firstly, we design stochastic model matrices according to prior information and
linearize location equation, which could be described as follows:

e1 ¼ k11X þ k12Y þ k13Z þ k14d� D1

� � � � � �
en ¼ kn1X þ kn2Y þ kn3Z þ kn4d� Dn

8<
: ð3Þ

In the form, there are n kinds of observations, kijði ¼ 1 � � � n; j ¼ 1 � � � 4Þ rep-
resents the coefficient of jth to be estimated parameters of ith type observation, Di

represents discrepancy of ith type, ei represents residuals of ith type, X; Y ; Z; d
represents parameters to be estimated.

In the form, there are n kinds of observations totally, kijði ¼ 1 � � � n; j ¼ 1 � � � 4Þ
represents coefficient of jth parameters to be estimated of ith type observation, Di

represents discrepancy of ith type, ei represents residuals of ith type, X; Y ; Z; d
represents parameters to be estimated.

It is assumed that all observations are independent with each other, and the
weight of each kind of observations is #1; � � �#n, and #ij ¼ 0 if i 6¼ j.

We assume as follows:
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e ¼
e1
� � �
en

2
4

3
5; k ¼

k11 � � � k14
� � � � � � � � �
kn1 � � � k14

2
4

3
5; # ¼

#1 0 0
0 � � � 0
0 0 #n

2
4

3
5;D ¼

D1

� � �
D2

2
4

3
5 ð4Þ

We can get following formula:

n ¼ kT#k ¼ kT1#1k1 þ � � � þ kTn#nkn ¼ n1 þ � � � þ nn ð5Þ

In the formula, ki ¼ ½ki1; � � � ; ki4�
The solution of parameter to be estimated can be described as follow:

X; Y ; Z; d½ �T¼ ðkT#kÞ�1kT#D ¼ ðnÞ�1f ð6Þ

Posterior residual weights are estimated as follow.

u#̂ ¼ W# ð7Þ

In the formula, #̂ ¼ #̂2
01 #̂2

02 � � � #̂2
0n

h i
, W# ¼ eT1#1e1 eT2#2e2 � � � eTn#nen

� �T ,

u ¼
n1 � 2trðn�1n1Þþ trðn�1n1Þ trðn�1n1n

�1n2Þ � � � trðn�1n1n
�1nnÞ

trðn�1n1n
�1n2Þ n2 � 2trðn�1n2Þþ trðn�1n2Þ � � � � � �

� � � � � � � � � � � �
trðn�1n1n

�1nnÞ � � � � � � nn � 2trðn�1nnÞþ trðn�1nnÞ

2
664

3
775

The solution of above equations can be written as follow:

#̂ ¼ u�1W# ð8Þ

It is inappropriate for weight allocation based on prior information at first, so it is
necessary to iterate until the unit weight variance of each type observation is
basically equal [16].

Firstly, initial weight matrix should be estimated by prior information, such as
observations type and satellite elevation, which could be written as #1; #2 � � �#n.
Then the first adjustment is carried out to get eTi #iei, and residual error of each
observation is calculated according to above process, and the unit weight variance
of each type observation is obtained as #̂2

01 . Then we can get stochastic model with

formula #̂i ¼ p�1
i =#̂2

01 , and the process is repeated until the unit weight variance
ratio of all type observations is close to 1.

In accordance with data processing process as above, we can get weight ratio
between GPS, GLONASS and BDS as #G : #R : #C. Satellites in the system are
classified according to satellites type. Nowadays there is three types of GPS
satellites, IIA, IIR and IIF, and GPS satellites are divided into three categories,
whose weight ratio are decided according to above algorithms, and the weight ratio
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is #G;A : #G;R : #G;F . There are M and K satellites in GLONASS. which is divided
into two categories to decide weight ratio, and weight ratio can be described as
#R;M : #R;K . We divide the most special system BDS into MEO, GEO and IGSO to
allocate weight, and weight ratio could be written as #C;M : #C;G : #C;I . Then all
observation are taken as independent classes to determine stochastic model. The
stratified result can be drawn as Fig. 1.

Finally, all observations are taken as an independent classes and stochastic
model matrix is determined by multiplying results above. The weights can be
calculated according to following formulas:

#1 ¼ #G � #G;IIR � #1
#2 ¼ #G � #G;IIR � #2
. . . . . .
#mþ nþ q ¼ #C � #C;G � #ðmþ nþ qÞ

ð9Þ

3 Statistics and Analysis of SPP Result

Data utilization and accuracy are main indexes to evaluate GNSS algorithm. The
data rejection rate should be less than 10% in the same period advised by
China’s GB/T 18314-2009. In order to weaken the error caused by troposphere
when signal passes through the atmosphere, satellite cut-off elevation angle set as
15° advised by Li [17]. In order to evaluate positioning accuracy of stratified
weighting model objectively, the SPP results of stochastic model are verified by 11
IGS multi-GNSS experiment (MGEX) stations located at the Asian-Pacific region.
The dates are collected by Trimble R9 on October 1, 2016, and the sampling interval
is 30 s continued for 86400. The selected station distribution is shown in Fig. 2.

Whether parameter estimation or error model is used to eliminate error, it is
possible that the accuracy of location result is greatly reduced due to the incomplete
elimination of system errors, thus it is indispensable to make hypothesis-testing for
parameter estimation results. We assume that the systematic error is completely
eliminated and the residual error of observation is random error at date process, thus

Weight

GPS GLONASS BDS

IIR IIF M K MEO IGSO GEO

PG1 PG2 PGn PR1 PRm PC1 PC2 …… PCj

System layer

Type layer

Satellite layer

Stochastic model1:  2: n ( 1) : : ( )n n m+ + ( 1) : : ( )m n m n q+ + + +

IIR

Fig. 1 Stratified weighting graph for multi-GNSS
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the residual error vi obeys normal distribution whose mean value is zero and
standard deviation is di, which could be expressed as follows:

v0i ¼ vi=di �Nð0; 1Þ ð10Þ

In the formula, i stands for ith observation, di stands for standard deviation of ith
observation.

We take v0 ¼ ðv01; v02; v03 � � � v0mÞ, and we can get follow:

v0Ti v
0
i

m� n� 1
� v2ðm� n� 1Þ ð11Þ

In the formula, m represents there are m observations in all, n represents there are
n observations to be estimated in all. We take a significant level a ¼ 0:001ð0:1%Þ
when taking hypothesis-testing.

The hypothesis-testing pass rate of 11 stations is processed by single-system
BDS, dual-system BDS/GPS and BDS/GLO and three system BDS/GPS/GLO, and
the statistical results are shown as Fig. 3.

It can get that there are some epochs are difficult to pass the hypothesis-test
because of inadequate error elimination at GNSS date processing. After using
stratified weighting algorithm, the pass rate of single-system BDS increased to more
than 99.5%, dual-system BDS/GPS increased to more than 99.3% and BDS/GLO
increased to more than 99.2%, triple-system BDS/GPS/GLO increased to more than
99.3%. From above analysis, we could obtain the succeed rate is greatly improved
after using stratified weighting algorithm, and the stochastic model can greatly
increase the utilization rate of navigation and positioning.

  60 ° E 
  75 ° E   90° E  105°  E  120° E 

 135
°  E 

  0 °

 15 ° N 

 30 ° N 

 45 ° N 

Fig. 2 The selected IGS MGEX station distribution map
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The result accuracy is one of important indicators to evaluate GNSS algorithm,
and in order to evaluate the stochastic model algorithm more objectively and effec-
tively, the IGS MGEX stations coordinate provided by Jet Propulsion Laboratory
(JPL) are used as reference truth values to gain residual error of each epoch. The
residual error in east (E), north (N) and upon(U) directions of above 11 stations is
calculated in four combination methods (C, C/G, C/R, C/G/R) of GNSS systems, and
the weight allocation is determined by prior date and stratified algorithm respectively.
The mean of squared residual error is also calculated, and the location results’
accuracy of each combination method is shown in Figs. 4, 5, 6 and 7.

According above results, the changes of accuracy in three directions are counted,
and there are 97.3% estimation results of the accuracy change is less than 1.5 m,
88.2% less than 1 m, and the mean value of accuracy change is less than 0.30 m;
The accuracy changes slightly large in single-system BDS, because of the insta-
bility of BDS system and the system layer weight isn’t allocated; The accuracy
changes slightly in double-system BDS/GPS and BDS/GLO, and the improvement
and reduction of precision are basically equal; The accuracy changes slightly little
in triple-system BDS/GPS/GLO, and the advantages of stratified weighting is
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Fig. 3 The statistics figure of hypothesis-test succeed rate
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Fig. 4 The accuracy contrast figure of single-system BDS
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gradually reflected, and there are 69.7% estimation results of accuracy is improved.
Meanwhile, the mean value of results’ accuracy changes is only 0.01 m, which is
far less than the location accuracy of SPP. We can get a conclusion from above
analysis that the positioning accuracy doesn’t change after using stratified
weighting algorithm.
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Fig. 5 The accuracy contrast figure of double-system BDS/GPS
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Fig. 6 The accuracy contrast figure of double-system BDS/GLO
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Fig. 7 The accuracy contrast figure of triple-system BDS/GPS/GLO
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4 Conclusion

According to above experimental results, it is more reasonable to allocate weight of
each system, satellites types and different satellites after using stratified weighting
algorithm. It doesn’t need additional information to update stochastic model matrix
and the accuracy of observation is reflected dynamically by the algorithm, and 11
IGS MGEX stations data are used to verify the algorithm. The experimental results
all show that the algorithm can greatly improve the pass rate of hypothesis-test and
improve positioning reliability of results without affecting positioning accuracy.
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Characterization and Mitigation
of BeiDou Triple-Frequency Code
Multipath Bias

Xing Wang, Guoqiang Zhao, Feng Zhang and Yongan Yang

Abstract Regarding the problem of systematic multipath bias on BeiDou
navigation system code observations, ten days BeiDou triple-frequency observa-
tions of multi-stations were collected, the relationships between the characteristic of
multipath bias and the type of the satellite, the signal frequency and the satellite
elevation angle were analyse d. In order to solve this problem, a modified sidereal
filtering based on zero-phase filter was proposed to mitigate the multipath bias on
GEO and IGSO satellites code observations, and elevation-angle correction method
was introduced to decrease the multipath bias of IGSO and MEO satellite code
observations. The experimental results show that the modified sidereal filtering can
decrease the multipath bias of B1, B2 and B3 frequencies code observations for
GEO and IGSO satellites over 17.0, 18.6 and 10.5%, respectively, and the
elevation-angle correction method can reduce the multipath bias of IGSO and MEO
satellite B1, B2 and B3 frequencies code measurements by 5.0, 6.8, and 4.1%,
respectively. After mitigating the multipath bias of BeiDou code observations, the
precision of single point position for east, north and up directions can be improved
about 34, 45 and 51%, respectively.

Keywords BeiDou navigation system � Triple-frequency multipath bias on code
observations � Modified sidereal filtering � Elevation-angle correction

1 Introduction

BeiDou navigation satellite system (BDS) is a self-developed and independently
operated global satellite navigation system in China. The constellation is composed
of Geostationary Earth Orbit (GEO) satellites, Inclined Geosynchronous Satellite
Orbits (IGSO) satellites and Medium Earth Orbit (MEO) satellites. BDS satellites
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broadcast triple-frequency signals, and create new opportunities for positioning,
navigation and timing services.

Recent studies have shown that the code observations of BDS satellites have
systematic bias errors, which may be caused by the multipath effect at the satellite,
and closely related to the satellite elevation angle [1]. Wanninger and Beer analysed
the relationship between the fluctuation amplitude of multipath series for
BeiDou IGSO and MEO satellites and the elevation angle, azimuth angle and signal
frequency, and gave the empirical correction model [2]. On this basis, Yang et al.
proposed a two-order polynomial fitting model to simplify the correction parame-
ters [3]. However, the above method has a poor capability of correcting the IGSO
satellite multipath bias, only about 5% improvement can be reached, and it cannot
be applied to eliminate the multipath bias of GEO satellite. Zhang et al. pointed out
that although the elevation angle for GEO satellites is almost no change, there is
still obvious systematic multipath bias existing in GEO code observations [4].
Based on the periodicity of satellite orbit, Wang et al. introduced sidereal filtering to
mitigate the multipath effect of GEO satellite [5]. A modified sidereal filtering
method was proposed by Wang et al. to improve the performance of multipath
mitigation for GEO code observations [6]. However, these two methods only
consider the GEO satellite, and not involve other satellite types. Therefore, there are
still few researches on the analysis of the characteristics and mitigation methods for
the multipath bias of all satellite types of BeiDou constellation.

To solve above problems, we chose 10 receiving stations with ideal environment
and little multipath effect of ground, and collected 10 consecutive days
triple-frequency observables to analyse the characteristics of multipath bias for BDS
code observations, and used the modified sidereal filtering and the elevation-angle
correction method to mitigate the multipath biases of different satellite types.
Finally, Single Point Position (SPP) is involved to show the validity of the
multi-path mitigation method in this paper.

2 Characterization of BeiDou Triple-Frequency Code
Multipath Bias

2.1 Multipath Extraction for BeiDou Triple-Frequency
Code Observation

A linear combination of code and carrier phase observations can be used to extract
triple-frequency multipath series:

MPi ¼ Pi � c1i � U1 þ c2i � U2 þ c3i � U3ð Þ � Bi ð1Þ

where MP is the multipath bias error; c represents the combined coefficient,
sub-script i (i = 1, 2, 3) represents the frequency number; P and U are the code and
carrier phase observations in meters; B is the offset term, which contains the satellite
and receiver hardware delay, carrier ambiguity and other constant items.

468 X. Wang et al.



Constraint the noise variance of the combination reach minimum, and
geometry-ionospheric-free, the optimal combination will be obtained:

Min c21i þ c22i þ c23i
��c1i þ c2i þ c3i ¼ 1;

1
f 2i

þ c1i
f 21

þ c2i
f 22

þ c3i
f 23

¼ 0
� �

ð2Þ

We utilize BDS triple-frequency values to get the solution of the constraint
equations, the combinations can be approximately expressed as:

MP1 ¼ P1 � 4:1665 � U1 � 2:3483 � U2 � 0:8182 � U3ð Þ � B1

MP2 ¼ P2 � 5:2424 � U1 � 3:1010 � U2 � 1:1414 � U3ð Þ � B2

MP3 ¼ P3 � 4:9897 � U1 � 2:9242 � U2 � 1:0655 � U3ð Þ � B3

ð3Þ

Normally, the hardware delay is stable, and if we assume that there are no cycle
slips during the observed period, the constant term B can be determined by average
the MP series for a long observed time. Compared with multipath series extraction
methods using dual-frequency combination [2, 3], this method reduces the com-
bination coefficients, and decrease the noise variance of the combination.

2.2 Characteristics Analysis for BeiDou Code
Multipath Bias

In order to analyze the characteristics of multipath bias for BDS code observations,
we selected ten receiving stations in Asia-Pacific region, and collected BeiDou
triple-frequency observed data from Day of Year (DoY) 137–146 in 2015. Figure 1
shows the distribution of receiving stations. Among them, five Multi-GNSS
Experiment (MGEX) stations are all equipped with Trimble NetR9 receivers. The
international GNSS Monitoring and Assessment System (iGMAS) stations CAN1,
BJF1 and WUH1 are equipped with CETC-54 GMR-4011 receivers, while KUN1
and SHA1 stations are equipped with Unicore UB4B0I receivers. All observed data
were sampled with 30 s interval.

2.2.1 The Characteristics of Multipath Bias for BeiDou GEO Satellite

Although the geometrical positions of GEO satellites and ground station are almost
unchanged, the systematic multipath bias is still obviously. Figure 2 shows the
elevation angle and multipath series of C01 and C04 satellite at CUT0 station.

The multipath bias for GEO satellite has followed characteristics: (1) are almost
elevation-dependent, (2) daily periodical patterns can be easily found from all
multipath series, (3) the amplitudes of MP1 and MP2 series are significantly larger
than those of MP3 series.
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We introduced Power Spectral Densities (PSD) of multipath series to illustrate
the spectral characteristics of multipath bias. As Fig. 3 shown that, although mul-
tipath series in time domain are satellite-dependent and frequency-dependent, they
all have obviously low-frequency components, which verify that the multipath
series for BeiDou GEO satellite have significant daily periodical patterns.

Fig. 1 Receiving stations of MGEX (red) and iGMAS (blue) used in this study

Fig. 2 The elevation angle and the multipath series for C01 and C04 during DoY 137–146, 2015
at CUT0 station
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2.2.2 The Characteristics of Multipath Bias for BeiDou IGSO Satellite

When it comes to BeiDou IGSO satellite, the orbit repetition period is about a
sidereal day. For the receivers in the Asia Pacific region, a longer observed period
and a larger range of changes in elevation angle will be obtained. Figure 4 shows
the multipath series and elevation angle of C06 and C10 at CUT0 station. Figure 5
illustrates the PSD of these multipath series.

For stationary receivers, the multipath biases of IGSO satellite not only have the
significantly periodic repeatability, but also have a close correlativity with the
satellite elevation angle. So we make a statistic of all IGSO satellites observed data
and show the multipath bias as a function of elevation angle (separated by 10° of
elevation) in Fig. 6. We can conclude that the multipath bias for BeiDou IGSO
satellite has followed characteristics: (1) have daily periodical patterns, (2) are
elevation-dependent, but receiver-independent and station-independent, (3) have
small difference in variation amplitude for B1, B2, and B3 frequencies, and the
maximums of variation are almost 0.4 m.

2.2.3 The Characteristics of Multipath Bias for BeiDou MEO Satellite

The orbit repetition period of BeiDou MEO satellite is about 7 days, and the daily
visible interval is not the same. Therefore, we only take the relationship between
multipath bias and elevation angle into consideration, and show the multipath series
with elevation angles of C11 and C12 at CUT0 station in Fig. 7.

Fig. 3 The PSD results of multipath series for C01 and C04
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Furthermore, we illustrate the multipath bias of MEO satellite as a function of
elevation angle (separated by 10° of elevation) in Fig. 8. Obviously, we can con-
clude that the multipath bias for BeiDou MEO satellite has followed characteristics:
(1) are elevation-dependent, but receiver-independent and station-independent,
(2) variation amplitudes are 1.3, 0.8 and 0.4 m for B1, B2, and B3 frequencies,
respectively.

Fig. 4 The elevation angle and the multipath series for C06 and C10 during DoY 137–146, 2015
at CUT0 station

Fig. 5 The PSD results of multipath series for C06 and C10
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Fig. 6 The elevation-dependent code multipath bias models for BDS IGSO satellites

Fig. 7 The elevation angle and the multipath series for C11 and C12 during the visibility time of
DoY 137–138, 2015 at CUT0 station
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3 The Multipath Mitigation Method for BeiDou
Code Observation

3.1 The Modified Sidereal Filtering Based
on Zero-Phase Filter

For stationary receivers, sidereal filtering can be used to mitigate daily periodical
patterns. So it is necessary to extract the periodical components from multipath
series, otherwise the observable noise will be amplified by using sidereal filtering.
As foregoing statements, multipath bias and observable noise are tightly coupled in
time domain, but can be easily distinguished from the frequency domain by uti-
lizing a digital filter. So we introduce the modified sidereal filtering method, which
utilize zero-phase filter to extract the low-frequency components of the multipath
series as the correction values for nest sidereal day. Figure 9 illustrates the
implementation of flow chart [6, 7]. The digital filter in modified sidereal filtering
method can be easily designed and verified, and no phase distortion correction
values with original series can be obtained, and a better performance for multipath
mitigation will be got, and the computation will be great reduced.

Fig. 8 The elevation-dependent code multipath bias models for BDS MEO satellites
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We extend the modified sidereal filtering to the application of low sampling rate
(30 s sampling interval) observed data by utilizing Lagrange interpolation to get the
correction value at reference time. The interpolation is expressed as:

MP0
i tð Þ ¼

Xn
i¼0

MPi tið Þ
Yn
j ¼ 0
j 6¼ i

ti � t
ti � tj

ð4Þ

where n is the order for the interpolation, t is the specified reference time, ti and tj
are the time series near the reference time, and MP0

i is the correction value after
interpolation. We show the performance of the modified sidereal filtering as
Figs. 10 and 11. After the mitigation, the periodic patterns have been significantly
weakened, especially B1 and B2, periodical components have been almost com-
pletely eliminated.

Table 1 illustrates the Root Mean Square (RMS) of MP for BDS GEO and
IGSO satellite before and after the modified sidereal filtering. It can be seen that
the multipath bias of GEO satellite can correct about 24.65, 20.11 and 10.51% for
B1, B2 and B3 frequencies, respectively, while the improvement in IGSO satellite
can reach about 17.03, 18.64 and 14.24% for B1, B2 and B3 frequencies,
respectively.

Combination:
Geometry-

ionosphere -free

Mean
ambiguity bias 

removal

Zero phase 
filter

Orbital repeat 
periods
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Code
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Output:

Sidereal filtering

Reference multipath series extraction

Day1

Day0

Fig. 9 The implementation flow chart of the modified sidereal filtering
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Fig. 10 The multipath correction by the modified sidereal filtering method for C01 and C04
satellites code observations

Fig. 11 The multipath correction by the modified sidereal filtering method for C06 and C10
satellites code observations

Table 1 MP RMS of BDS GEO and IGSO code observations corrected by the modified sidereal
filtering

RMS (m) GEO IGSO

MP1 MP2 MP3 MP1 MP2 MP3

Raw data 0.434 0.353 0.295 0.499 0.338 0.316

Corrected 0.327 0.282 0.264 0.414 0.275 0.271

Improvement (%) 24.65 20.11 10.51 17.03 18.64 14.24
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3.2 The Multipath Corrected by Elevation-Angle
Correction Method

As foregoing statements, multipath biases of IGSO and MEO satellite are
elevation-dependent. So we set up a two-order polynomial fitting function of the
multipath bias of IGSO and GEO satellite for B1, B2 and B3 frequencies to the
satellite elevation angle:

dMPiðELÞ ¼ a2ðELÞ2 þ a1ðELÞþ a0 ð5Þ

where the dMP is the multipath correction value; EL represents the elevation angle;
a2, a1 and a0 are polynomial coefficients. The fitting coefficients are calculated by
the Minimum Square Error (MSE) estimator for each frequency of IGSO and MEO
satellite, and are illustrated with Table 2.

In application, we can subtract the multipath correction value of the original
code observations to obtain corrected code observations. Figures 12 and 13 show
the multipath series before and after the multipath corrected by elevation-angle
correction method.

Table 3 shows the RMS of MP for BDS IGSO and MEO satellite before and
after the elevation-angle correction method. It can be seen that the improvements in
IGSO satellite code observation are only 5.01, 6.80 and 4.11% for B1, B2 and B3
frequencies, respectively, which is worse than that of the modified sidereal filtering
The improvements in MEO satellites code observation are about 9.00, 8.35 and
4.85% for B1, B2 and B3 frequencies, respectively.

3.3 The Improvements in Precision of SPP

We involve SPP results to verify the validity of multipath mitigation method of this
paper. The strategies applied for SPP validation are listed as follows: broadcast
ephemeris is applied for orbital error and clock error correction, the cutoff elevation
angle is set as 10°, Saastamoinen model is employed for tropospheric delay cor-
rection, ionosphere delay error is eliminated by constructing dual-frequency
ionospheric-free code combination:

Table 2 The
elevation-dependent
two-order polynomial fitting
coefficients for BDS IGSO
and MEO code observations

a2 a1 a0
IGSO B1 −0.0000267 −0.0015076 0.1597005

B2 −0.0000004 −0.0055530 0.2877854

B3 −0.0000219 −0.0017440 0.1543974

MEO B1 −0.0002104 0.0059580 0.1665971

B2 −0.0001040 0.0001606 0.1935616

B3 −0.0000582 0.0003248 0.0979699
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Fig. 12 The multipath correction by the elevation-angle correction method for C06 and C10
satellites code observations

Fig. 13 The multipath correction by the elevation-angle correction method for C11 and C12
satellites code observations

Table 3 MP RMS of BDS IGSO and MEO code observations corrected by the elevation-angle
correction method

RMS (m) IGSO MEO

B1 B2 B3 B1 B2 B3

Raw data 0.499 0.338 0.316 0.562 0.383 0.330

Corrected 0.474 0.315 0.303 0.512 0.351 0.314

Improvement (%) 5.01 6.80 4.11 9.00 8.35 4.85
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PIF12 ¼ f 21
f 21 �f 22

P1 � f 22
f 21 �f 22

P2

PIF13 ¼ f 21
f 21 �f 23

P1 � f 23
f 21 �f 23

P3

8<
: ð6Þ

where PIF12 is B1 and B2 ionospheric-free code combination, PIF13 means B1 and
B3 ionospheric-free code combination.

Figure 14 shows the improvement in precision of SPP after mitigating the
multipath biases. Obviously, after eliminating the multipath bias of code observa-
tions, the precision of SPP at CUT0 station has been improved by 34, 45 and 51%
for east, north and up directions, respectively.

4 Conclusion and Outlook

There are systematic multipath biases in code observation of BeiDou satellite. For
stationary receivers, the multipath series of GEO and MEO satellite have daily
periodical patterns, and can be mitigated by the modified sidereal filtering. The
multipath bias of IGSO and MEO satellite are elevation-dependent, and can be
corrected by elevation-angle correction method. After mitigating the multipath bias
in code observations, the precision of SPP for stationary receivers has greatly
improved. The precision of SPP for dynamic receivers can be investigated for the
future research.

Fig. 14 SPP results before and after multipath bias mitigation at CUT0 station
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Comparison of Performances
of Three Multi-constellation Precise
Point Positioning Models Based
on iGMAS Products

Yangyang Liu, Ke Su, Baoqi Sun, Yulong Ge, Guoqiang Jiao
and Shengli Wang

Abstract The paper focuses on the performance of multi-GNSS (GPS, BDS,
GLONASS, and Galileo) precise point positioning (PPP) of three commonly used
models including Un-differenced (UD) model, UofC model and Un-combination
(UC) model with the products from international GNSS Monitoring and
Assessment System (iGMAS). The convergence time and positioning accuracy are
investigated. As a comparison, the same processing strategy is employed by using
the GBM products provided by Helmholtz-Centre Potsdam-German Research
Centre for Geosciences (GFZ). Daily GNSS measurements from 10 stations
observed during 30 days in 2015 are used. The result shows that: (1) the conver-
gence time of three multi-constellation PPP models are 22.25, 18.92 and 20.21 min,
respectively. The UofC model has the shortest convergence time and the conver-
gence speed of the UD model is slightly slower than the UC model. The RMS
values of the UD model in N, E and U components are 6.1, 7.8 and 21.1 mm,
respectively. The ones in UofC model are 5.4, 6.4 and 19.5 mm while the ones in
UC model are 5.6, 6.7 and 19.9 mm. The positioning accuracy of three
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multi-constellation PPP models is consistent in three components. (2) Using the
same observation data, the final positioning accuracy of multi-constellation PPP
based on both iGMAS products and GBM products in three models could reach
millimeter in the horizontal and millimeter-centimeter in the up component.
Although the convergence time of three models using iGMAS products are slightly
slower, the results could prove the stability and reliability of iGMAS products.

Keywords iGMAS products � Multi-constellation PPP � PPP models
Positioning accuracy � Convergence time

1 Introduction

PPP is the technology which uses the precise satellites orbit and clock offset
products provided by the organizations like IGS to process the pseudorange and
carrier-phase observations to obtain the coordinate of a single receiver [1, 2]. With
the construction and development the GNSS, there will be approximately more than
100 navigation satellites in orbit in the sky. Multi-constellation PPP gradually
becomes the research hotspot at home and abroad [3–6]. Multi-constellation GNSS
combination can improve the positioning accuracy and accelerate the convergence
speed, which can help improve the performance of navigation and other applica-
tions. Helmholtz-Centre Potsdam-German Research Centre for Geosciences
(GFZ) provides GBM precise products for the users to resolve after observing.
China has also built international GNSS Monitoring and Assessment System
(iGMAS), which can also provide the products of precise orbit, satellite clock
offset, Earth Orientation Parameters (EOP) and so on [7]. Ge et al. employed the
precise products provided by iGMAS to analyze the performance of
multi-constellation PPP in the aspect of convergence time and demonstrated the
stability of iGMAS products [8]. In processing, two methods to deal with iono-
sphere delay can be employed in PPP, which are the combinations of the obser-
vations and estimation of the parameters, to develop different PPP models.
Commonly used PPP models are Un-differenced (UD) model, UofC model and
Un-combination (UC) model based on the raw observations [2, 9, 10]. Li et al.
analyzed the relationship of three models in the aspect of ambiguity and proved that
UC model is equivalent to UofC model, which are both better than UD model [11].
At the same time, Shen et al. did some equivalent research to analyze different
methods of combinations with observations [12, 13].

This contribution focuses on three multi-GNSS PPP models including UD
model, UofC model and UC model with iGMAS products. Daily GNSS mea-
surements from 10 stations observed during 30 days in 2015 are used. The con-
vergence time and positioning accuracy are investigated to analyze the performance
of multi-GNSS PPP with iGMAS products. GBM products are also used with the
same processing strategy to verify the PPP results based on iGMAS products.
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2 Three PPP Models with Multi-constellation

GNSS pseudorange and carrier-phase observation equations can be expressed as:

psr;j ¼ qsr þ cðdtr � dtsÞþ Ts
r þ Isr;j þ cðdr þ dsr;jÞþ ep ð1Þ

us
r;j ¼ qsr þ cðdtr � dtsÞþ Ts

r � Isr;j þ kr;jN
s
r;j þ eu ð2Þ

where the superscript s represents the GNSS satellite, the subscript r and j represent
the receiver and the frequency, psr;j is the pseudorange observed at the frequency fj,u

s
r;j

is the corresponding carrier-phase, qsr is the geometrical range from satellite position
to receiver position,c is the vacuum speed of light, dtr is the receiver clock offset from
the GNSS time, dts is the satellite clock offset from the GNSS system time, Ts

r is the
tropospheric delay inmeter, Isr;j is the ionospheric delay at different frequencies, dr and
dsr;j are receiver and satellite terminal hardware delay deviation, kr;j is the wavelength
of carrier-phase at different frequencies, Ns

r;j is the float ambiguity at different fre-
quencies, ep and eu are the relevant measurement noise components, including
multipath of the pseudorange and carrier-phase observations.

UD model [1, 2] uses dual-frequency pseudorange and carrier-phase observa-
tions of ionosphere-free positioning model, which is expressed as follows [1]:

psr;IF ¼ f 21 � P1 � f 22 � P2

f 21 � f 22
¼ qsr þ cðdtr � dtsÞþ Ts

r þ ePIF ð3Þ

us
r;IF ¼ f 21 � u1 � f 22 � u2

f 21 � f 22
¼ qsr þ cðdtr � dtsÞþ Ts

r þ kr;IFN
s
r;IF þ euIF ð4Þ

where psr;IF is ionosphere-free code observation, us
r;IF is the ionosphere-free

carrier-phase observation.
UofC model [8] uses dual-frequency carrier-phase observations combination and

half-sum linear combination of code and phase observations, which can be
expressed as (4) and (5).

psr;j;IF ¼ psr;j þus
r;j

2
¼ qþ cðdtr � dtsÞþ Ts

r þ
kr;j
2

Ns
r;j þ ej;IF ð5Þ

where psr;j;IF is half-sum linear combination of code and phase observations at the
frequency fj.

UC model can be developed by the Eqs. (1) and (2). The effect of the iono-
spheric delay on different frequency observations has the relation:
Isr;j1¼ ðk2j1=k2j2ÞIsr;j2 , where j1, j2 are the different frequency. Hence, if observations at
n frequencies are used, we can acquire 2n equations every epoch.
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Multi-constellation GNSS combination can improve the positioning accuracy
and accelerate the convergence speed, which can help improve the performance of
navigation and other application. But there is a problem of compatibility between
different systems, which exists in different navigation system and the difference of
signal system. Hence, strategies and models of multi-constellation PPP models need
to be modified. When the GPS system is chosen as the reference time scale, the
multi-constellation PPP observation equations can be expressed as follows:

pgr;j ¼ qgr þ cdtr þ egp ð6Þ

ug
r;j ¼ qgr þ cdtr þ kr;jN

g
r;j þ egu ð7Þ

por;j ¼ qor þ cdtr þ cdtsys þ eop ð8Þ

uo
r;j ¼ qor þ cdtr þ cdtsys þ kr;jN

o
r;j þ eou ð9Þ

where the superscript g and o represent the GPS satellite and other system’s
satellite, dtsys is the time difference between GPS and different systems. egp, e

g
u, e

o
p

and eou include noise and other measurement error.

3 Data Description and Strategy Analysis

The data used are collected at 10 stations on 30 days, from December 1, 2015 to
December 30, 2015. The experiment tests 30 days of observation data. All selected
stations can receive the observations from GPS, BDS, GLONASS, and Galileo
constellations. The data has a sampling interval of 30 s. The orbit and clock offset
of iGMAS integrated products have a sampling of 15 min and 5 min respectively
and the time system of products is BDT. The sampling rate of GBM products are
5 min and 30 s and time system is GPST. The time system is unified to GPST in
PPP processing. The ‘igs08_1861. atx’ file data is used to correct GNSS satellite
phase center offset (PCO). The Kalman filtering algorithm is applied in the
multi-constellation PPP processing. The PPP parameters to be estimated include the
coordinates, the receiver offset, time difference between different satellite systems,
the delay of the wet troposphere component, the ambiguities and the ionosphere
parameters when only processing the UC model. The cutoff elevation of 5° is
applied. Figure 1 shows the distribution of the selected station in MGEX. The
solution strategy diagram is shown in Table 1.
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Fig. 1 Distribution of the selected MGEX stations

Table 1 Summary of data processing strategies

Parameters Method

Observations Pseudorange and carrier-phase Ionosphere-free linear combination
and half-sum linear combination

Cutoff elevations 5°

Error model Relativistic effects IERS 2010 [14]

Earth rotation IERS 2010 [14]

Tides IERS 2010 [14]

Receiver antenna IERS 2010 [14]

Satellite antenna IERS 2010 [14]

Wind-up of satellite IERS 2010 [14]

Satellite clock offset GBM or iGMAS products

Satellite obit GBM or iGMAS products

Troposphere GPT2+VMF1 [15]

Estimated parameters Receiver coordinate Estimation

Troposphere Estimation

Receiver clock offset Estimation

Ambiguity Estimation and float

System time difference Estimation
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4 Analysis of Positioning Results

The static quad-constellation PPP is carried out by using iGMAS products and
mainly analyzes three PPP models, which are UD model, UofC model and UC
model. In the study, the positioning filter is considered to have converged when the
positioning errors reach ±1 dm and remains within ±1 dm. The convergence time
is the period from the first the epoch the converged epoch. Figure 2 provides the
root mean square (RMS) statistics in the north (N), east (E), and up (U) coordinate
components to demonstrate a static positioning accuracy. For MAYG station, UD
model and UC model have the same accuracy before convergence, and the con-
vergence time of UD, UofC and UC model are 17, 22.5 and 18 min respectively.
The three positioning models can achieve the accuracy of millimeter-centimeter
positioning after convergence and remain the accuracy in three components.

Figure 3 provides the number of satellites and position dilution of precision
(PDOP) values at MAYG station. It shows that there are more than 20 satellites
observed at MAYG and the PDOP values is less than 0.4, which can ensure the
integrity of the satellite space structure and improve the geometry of the satellite.
Hence, multi-constellation GNSS positioning can accelerate the convergence speed,
and improve the positioning accuracy and the performance of navigation posi-
tioning in the severe environment. Figure 4 shows the zenith tropospheric delay
(ZTD) in three multi-constellation PPP models at SEYG station. The difference of
the ZTD by different models is in the level of centimeter. Figure 5 shows the
receiver clock offset and time difference of different time systems at SEYG station
and the difference is below 1 ns.

Table 2 shows the parameter estimation method in three multi-constellation PPP
models, where m, n, p and q represent the satellite’s number of GPS, BDS,
GLONASS, and Galileo, respectively. In the observation value of UD model, the
ambiguous parameters have to be estimated as a real parameter, which cannot make
full use of characteristic of integer ambiguity. At the same time, the original
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observation noise is magnified three times. UofC model and UD model can both
eliminate the influence of first-order ionosphere, while the former can also reduce
the noise level of the combined observed value. UofC model can estimate the
ambiguity of carrier phase in each frequency, but there is still systematic delay and
errors in the model. In UC model, the ionosphere delay are regarded as the
parameters, and by estimating the ionosphere delay, the troposphere delay, the
receiver clock offset, the carrier phase ambiguity and the station coordinate
parameters together, the model can ensure the convergence speed and reliability of
the PPP.

5 Comparative Analysis of Positioning Results

iGMAS products are analyzed and compared with GBM products from the aspects
of positioning accuracy, the convergence time, the tropospheric delay and so on. As
a comparison, the same processing is employed by using GBM products provided
by GFZ.

Table 3 provides the average RMS values of positioning errors by using iGMAS
products and GBM in the component of N, E and U. The statistics of RMS value
begins from the convergence time and sustains for 30 days. It shows that the final
positioning accuracy of multi-constellation PPP based on both iGMAS products
and GBM products in three models can reach millimeter in the horizontal and
millimeter-centimeter in the up component. Figure 6 shows the average conver-
gence time of three multi-constellation PPP models by using different products. The
convergence time of UD model, UofC model and UC model are 22.25, 18.92 and
20.21 min, respectively by using iGMAS products. And the convergence time of
UD model, UofC model and UC model are 21.78, 18.54 and 19.98 min, respec-
tively by using GBM products. The convergence time of three models using
iGMAS products is slightly slower than that of using GBM products.

Table 2 Comparison of three multi-constellation PPP models in parameter estimation method

UD model UofC model UC model

Observed
quantity

2m + 2n + 2p + 2q 3m + 3n + 3p + 3q 4m + 4n + 4p + 4q

Number of
the
parameter

m + n + p + q + 8 2m + 2n + 2p + 2q + 8 3m + 3n + 3p + 3q + 8

Redundancy m + n + p + q − 8 m + n + p + q − 8 m + n + p + q − 8

Type of the
parameters

Position, receiver
clock offset,
troposphere delay
and ambiguity

Position, receiver clock
offset, troposphere
delay and ambiguity

Position, receiver clock
offset, ionosphere delay,
troposphere delay and
ambiguity
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By comparing the positioning accuracy and convergence time of three
multi-constellation PPP with iGMAS products and GBM products, we can con-
clude that the results are in the same order of magnitude, which can partly prove the
stability and reliability of iGMAS products.

6 Conclusions

UD model, UofC model and UC model are the most commonly used models in
PPP, which differ in the combination of the observation and the processing of
ambiguity. We use daily GNSS measurements from 10 stations observed during
30 days in 2015 and process the data using the above three multi-constellation PPP
models with iGMAS products. The convergence time and positioning accuracy are
investigated. As a comparison, the same processing strategy is employed by using
GBM products provided by GFZ. The result shows that: (1) the convergence time
of UD model, UofC model and UC model are 22.25, 18.92 and 20.21 min,
respectively. The convergence speed of UofC model is the fastest and UD model is

Table 3 The average RMS values of positioning errors by three multi-constellation PPP models

iGMAS products GBM products

N (mm) E (mm) U (mm) N (mm) E (mm) U (mm)

UD model 6.1 7.8 21.1 5.8 7.6 19.7

UofC model 5.4 6.4 19.5 4.5 6.7 18.2

UC model 5.6 6.7 19.9 5.1 6.0 19.3
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Fig. 6 Mean convergence time of three multi-constellation PPP models based on iGMAS and
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the slowest. The positioning accuracy of three models is consistent in three com-
ponents. The RMS values of the UD model for the north, east and vertical com-
ponents are 6.1, 7.8 and 21.1 mm, respectively. The RMS values for the north, east
and vertical components in UofC model are 5.4, 6.4 and 19.5 mm while the RMS
values in UC model are 5.6, 6.7 and 19.9 mm. (2) Using the same observation data,
the final positioning accuracy of multi-constellation PPP based on both iGMAS
products and GBM products in three models can reach millimeter in the horizontal
and millimeter-centimeter in the up component. Meanwhile, the convergence time
of three models using iGMAS products is relatively slow. One possible is that the
sampling rate of iGMAS products is larger, and the other is that iGMAS products
adopt BDT, which will both be affected in the PPP processing. However, the
positioning performance difference between the two products is not obviously,
which can partly prove the stability and reliability of iGMAS products.
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Influence of Three Ionospheric Models
on Navigation Positioning Accuracy
in China

Cunjie Zhao, Yibin Yao, Jian Kong and Leilei Li

Abstract Ionospheric delay error is one of the most important errors in navigation
and positioning. Ignoring the effects of the second and the upper order terms of the
ionosphere, dual-frequency/multi-frequency receivers eliminate the effects of
ionospheric delay error through ionosphere-free combination model, while single
frequency receivers can only weak the ionospheric delay error through the iono-
spheric model parameters broadcasted by satellite navigation and positioning sys-
tems. In the current major satellite navigation systems, GPS uses the Klobuchar
ionosphere model, BDS uses the improved Klobuchar ionosphere model, and
Galileo uses the NeQuick ionosphere model. Analysing the influence of GPS
Klobuchar model, BDS Klobuchar model and NeQuick model on navigation and
positioning accuracy in China has great significance to guide the single frequency
receivers in China to select the suitable ionospheric parameters broadcasted by
satellite navigation and positioning systems. In this paper, GPS L1 single-frequency
observation data of 8 sites in Crustal Movement Observation Network of China are
used, the GPS Klobuchar model, BDS Klobuchar model and NeQuick model are
selected for single point positioning. The final positioning results are compared to
evaluate the correction accuracy of the three models in China. The results show that
choosing the NeQuick ionosphere parameters in China is more conducive to
improving the navigation positioning accuracy in the region, followed by selecting
the BDS Klobuchar ionosphere parameters and finally selecting the GPS Klobuchar
ionosphere parameters.
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1 Introduction

The ionosphere is an atmosphere which is about 60 to 1000 km above the ground.
It is an important part of the space environment over the Earth and is responsible for
the scattering, reflection, refraction and absorption of the radio waves passing
through it [1]. The ionospheric delay error is one of the most important sources of
error in GNSS navigation and positioning. It can reach more than 10 m in the zenith
direction and more than 50 m when the satellite elevation angle is small [2].
Ignoring the effects of the second and the upper order terms of the ionosphere,
dual-frequency/multi-frequency receivers eliminate the effects of ionospheric delay
error through ionosphere-free combination model, while single frequency receivers
can only weak the ionospheric delay error through the ionospheric model param-
eters broadcasted by satellite navigation and positioning systems [3]. In the current
major satellite navigation systems, GPS uses the Klobuchar ionosphere model, BDS
uses the improved Klobuchar ionosphere model, and Galileo uses the NeQuick
ionosphere model. Analysing the influence of GPS Klobuchar model, BDS
Klobuchar model and NeQuick model on navigation and positioning accuracy in
China has great significance to guide the single frequency receivers in China to
select the suitable ionospheric parameters broadcasted by satellite navigation and
positioning systems.

2 Model Introduction

2.1 GPS Klobuchar Model

Globe Positioning System uses GPS Klobuchar model as its broadcast ionospheric
correction model. In this paper, we call it GPS Klobuchar model. The GPS
Klobuchar model is an ionospheric empirical model proposed by Klobuchar in
1987 [4] and is one of the ionospheric models most familiar to single-frequency
navigation users. The advantage of the GPS Klobuchar model is that it has a simple
formula and a high calculation time [5]. The model has eight parameters, which are
broadcasted by GPS ephemeris to the users. The model is a piecewise function that
describes the daytime ionospheric delay as the positive part of the cosine function
and consists of the initial phase, cycle, and amplitude, setting the nighttime iono-
spheric zenith delay to 5 ns. These representations basically reflect the changing
characteristics of the ionosphere and ensure the reliability of the ionospheric pre-
diction from a large scale. The global correction accuracy of the model is about 50–
60%. Corrections are better in mid-latitudes and lower in polar and equatorial
regions where the ionospheric variation is greater [6, 7].
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2.2 BDS Klobuchar Model

BDS satellite navigation system uses improved Klobuchar ionosphere model which
is adapted for the Chinese region. In this paper, we call it the BDS Klobuchar
model. The BDS Klobuchar model and the GPS Klobuchar model are roughly the
same in calculation but slightly different. First of all, the GPS Klobuchar model
uses the geomagnetic coordinate system, while the BDS Klobuchar model uses the
solar solid geographic coordinate system. The advantage is that the unity of the
geographical longitude and time is better, and the daily variation of the ionosphere
is in good agreement with it. Second, there are differences between the two models
in the choice of model-related parameters [8]. The broadcasting parameters of the
BDS Klobuchar model are calculated based on the data of the monitoring stations in
China. There is no data in the southern hemisphere. Therefore, the symmetrical
mode with the northern hemisphere is adopted in the southern hemisphere. BDS
Klobuchar model calculation can refer to < BeiDou Navigation Satellite System
Signal In Space Interface Control Document > (version 2.0) [9].

2.3 NeQuick Model

The real-time single-frequency ionospheric correction model of the Galileo satellite
navigation system is the NeQuick model. The NeQuick model is a three-
dimensional ionospheric model developed by the International Center for
Theoretical Physics (ICTP) in Italy and the University of Graz in Austria [10].
NeQuick model uses an improved DGR model [11, 12] to describe electron den-
sities of 90–20,000 km above a given time and position. The NeQuick model
divides the model into two parts based on the peak height of the F2 layer, hmF2:
(a) the bottom part of the hmF2 is the bottom model, represented by the three
Epstein layers; (b) the top part of the hmF2 is the top model, represented by the
semi-Epstein layer. The input parameters include: position, time, effective iono-
spheric level factor AZ (determined by three coefficients broadcasted by Galileo
ephemeris), and the output parameters is the electron density at a given position and
time. The ionospheric STEC values along the propagation path from the
satellite-to-site can be numerically integrated. NeQuick model calculation can refer
to < Ionospheric Correction Algorithm for Galileo Single Frequency Users > [13].

3 Experiments and Analysis

In this paper, we divide the state of the ionosphere into two different situations: the
ionospheric calm state and the ionospheric disturbance state, according to the
geomagnetic activity index (Dst). A total of 8 sites in Crustal Movement
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Observation Network of China are used, which are HRBN, SHA2, GDZH, HBXF,
GSDX, YNJD, LHAS and XJWL. The exact coordinates of the sites are calculated
by the Gamit software with GNSS observations in 2015 065–067 days. The
satellite-to-site ionospheric delays are calculated at the observation epoch using the
GPS Klobuchar model, the BDS Klobuchar model, and the NeQuick model,
respectively. Since we only use the GPS L1 single-frequency observation data for
the single-point positioning in this paper, the satellite-to-site ionospheric delay
calculated by the BDS Klobuchar model and the NeQuick model needs to be
reduced to the GPS L1 frequency. The single-point positioning results of each
station are decomposed into two-dimensional horizontal direction and elevation
direction. The root mean square error (RMS) is compared to evaluate the posi-
tioning accuracy of the three models in China.

3.1 Ionospheric Calm State

The day 065 in 2015 is selected as the ionospheric calm state, when the Dst index is
0nT. It can be seen from Figs. 1, 2 and 3 that when the ionosphere is calm, the
accuracy of using the NeQuick model in the sites except HRBN and XJWL is
significantly improved both in the horizontal direction and in the elevation direction
compared with the GPS Klobuchar model and the BDS Klobuchar model. The
accuracy of using the BDS Klobuchar model is significantly improved in the
horizontal direction and is limited improved in the elevation direction compared
with the GPS Klobuchar model. In HRBN and XJWL, the positioning accuracy of
the three models is similar. It may be because the activity of the ionosphere
decreased at higher latitudes and the effects of the three models on the improvement
of the ionosphere are similar.

Fig. 1 Horizontal RMS for ionospheric calm state
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3.2 Ionospheric Disturbance State

The day 077 in 2015 is selected as the ionospheric disturbance state, when the Dst
index is −105nT. As seen from Figs. 4, 5 and 6 that in the ionospheric disturbance
state, the NeQuick model has the same or significantly improved in the horizontal
direction accuracy compared with the BDS Klobuchar model and the GPS
Klobuchar model. In addition to the YNJD and LHAS sites, significant improve-
ments have been made in the elevation direction. For the YNJD and LHAS sites, it
is probably because that most of the monitoring stations covered by Galileo in the
world are located in Europe and the marine regions as of the end of 2014, while the
altitude is high in Yunnan and Tibet. Maybe the calculated effective ionospheic
level factor AZ is inconsistent with the actual situation. Compared with the GPS
Klobuchar model, the BDS Klobuchar model improves the positioning accuracy in

Fig. 2 Elevation RMS for ionospheric calm state

Fig. 3 Point RMS for ionospheric calm state
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Fig. 4 Horizontal RMS for ionospheric disturbance state

Fig. 5 Elevation RMS for ionospheric disturbance state

Fig. 6 Point RMS for ionospheric disturbance state
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the horizontal direction slightly and decreases the positioning accuracy in the ele-
vation direction slightly, but it is not obvious. In general, the two models perform
similarly during periods of ionospheric disturbance state.

4 Conclusion

In this paper, the GPS L1 single frequency observation data of a total of 8 sites in
Crustal Movement Observation Network of China are used for single point posi-
tioning. GPS Klobuchar model, BDS Klobuchar model and NeQuick model are
used to calculate the satellite-to-site ionospheric delays, respectively. In order to
reflect the influence of three models on positioning accuracy under different
ionospheric conditions, we divide the state of ionosphere into two different situa-
tions: the ionospheric calm state and the ionospheric disturbance state, according to
the geomagnetic activity index (Dst). The results show:

(1) In the case of ionospheric calm state: In middle and low latitude regions, the
positioning accuracy of using the NeQuick model is significantly improved
both in the horizontal direction and in the elevation direction compared with
GPS Klobuchar model and BDS Klobuchar model. The positioning accuracy of
using the BDS Klobuchar model is significantly improved in the horizontal
direction and is slightly improved in the elevation direction compared with the
GPS Klobuchar model. In the mid-high latitude regions, the positioning
accuracy of the three models is comparable.

(2) In the case of ionospheric disturbances state: except for Yunnan and Tibet
region, the positioning accuracy of using NeQuick model is close to or better
than GPS Klobuchar model and BDS Klobuchar model both in horizontal
direction and elevation direction. The GPS Klobuchar model and the BDS
Klobuchar model perform equally well during periods of ionospheric distur-
bance state.

In general, choosing the NeQuick ionosphere parameters in China is more
conducive to improving the navigation positioning accuracy, followed by selecting
the BDS Klobuchar ionosphere parameters and finally selecting the GPS Klobuchar
ionosphere parameters.
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Analyzing the Precision and Regional
Modeling Method of Tropospheric Delay
Based on Multi-base Station GPS
Observations

Wenchao Jin and Zhiyong Liu

Abstract Tropospheric delay is one of the main factors that affect obtaining a
higher precision of long-distance RTK. In order to optimize the tropospheric delay
modeling method and obtain a higher positioning precision, this paper uses the
measured zenith tropospheric delay data of BJFS and URUM station to calculate
the tropospheric zenith delay and RMS of four classical tropospheric delay cor-
rection models, the precision and applicability of classical model are analyzed,
Hopfield model and Saastamoinen model have a higher precision. But for high
precision baseline solution, the precision can not meet the requirements. Therefore,
the GPS measurement method based on multi-base station GPS network is adopted.
In order to analyze the factors that should be considered in the model, the tropo-
spheric delay of several CORS stations calculated by a classical model is compared
and analyzed. It is concluded that there is a positive correlation between the tro-
pospheric delay and elevation, which provides evidence for modeling. And the
applicability of several regional modeling methods is theoretically analyzed. The
best method to choose base stations of multi-base station modeling is analyzed by
several experiments and it is concluded that when the base station is laid in the
mountainous area with gentle troposphere change, it should take into account the
uniformity of the plane position distribution of the station under the condition of
giving priority to the regional elevation range. By this way, the model can reflect
regional characteristics better and obtain a higher degree of precision. And the
precision and applicability of region modeling method of tropospheric delay is
studied through three experimental networks. The tropospheric delay modeling
methods based on multi-base station GPS observations obtained in this paper will
obtain a higher degree of precision and a better applicability with regional range
reducing. In different regions, the different method of tropospheric delay modeling
should be chosen. In small-sized and medium-sized areas with gentle tropospheric
change, the H1QM3 is the most suitable model for tropospheric delay calculation
and the precision is better than 1 cm.
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Keywords Tropospheric delay � Regional modeling � H1QM3
Precision analysis of models

1 Introduction

Due to its high performance, high precision and high degree of automation, the
Global Positioning System (GPS) suits the needs of surveying and mapping and is
applied in various fields. Atmospheric refraction always limites the improvement of
GPS positioning precision, of which tropospheric delay is the key factor [1]. Due to
the complexity of the troposphere and accompanying changes, the conventional
atmospheric models are difficult to show its characteristics. Therefore, Regional
modeling of tropospheric delay based on the multi-base station GPS observation
network becomes a solution to real-time monitoring of the troposphere and improve
the real-time dynamic positioning precision [2]. In addition, the modeling of the
troposphere will also break down the obstacles of the limited working distance of
traditional RTK technology and broaden the application fields.

In this paper, first, the precision and applicability of the classic models of tro-
pospheric delay correction are analyzed using the measured data; Second, the
general law to select reference stations of tropospheric delay modeling based on
multi-base station GPS observations is discussed in the experimental networks;
Finally, The precision and applicability analysis were carried out, and the regional
modeling methods meting the requirements of high precision baseline solution was
selected.

2 Precision Analysis of Classical Tropospheric Delay
Correction Model

Tropospheric delay values of Hopfield [3], Saastamoinen [4] and Black [5] are
calculated by the five-day meteorological data from IGS product of BJFS and
URUM station of Continuous Operational Reference System (CORS) sampling
interval of 2 h. Using Pressure, temperature, vapor pressure, temperature gradient
and water vapor gradient of mean sea level calculates the tropospheric delay value
of the EGNOS [6]. The Normalized Root Mean Square (NRMS) in the solution
results of GAMIT software is less than 0.3, which indicates that the precision of the
baseline solution is high and the tropospheric delay value can be used as a standard
value. Therefore, the RMS of the tropospheric delay error of the classical model can
be obtained. The result is shown in Tables 1 and 2.

As Tables 1 and 2 shows, Hopfield and Saastamoinen obtain a higher precision
in classical models, which can reach up 3–4 cm.
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3 Tropospheric Delay Regional Fitting Modeling Based
on GPS Observations of Multiple Base Station

Although the precision of the Hopfield and Saastamoinen model is higher in
classical models, the precision can not suit the need for high-precision baseline
solution. Therefore, the tropospheric delay regional fitting model based on
multi-base station GPS observations is used to improve the precision.

3.1 Tropospheric Delay Modeling

According to the complexity of the model and the choice of parameters, this paper
selects the following seven models [7]:

1. Three-parameter Flat model with one elevation factor (H1QM3)

dt ¼ a0 þ a1xþ a2yþ a3h

2. Four-parameter Surface model with one elevation factor (H1QM3)

dt ¼ a0 þ a1xþ a2yþ a3xyþ a4h

Table 1 RMS of classical models in several days of BJFS m

Model Time

170616 170715 170815 170915 171010 Mean

Hopfield 0.016 0.058 0.033 0.039 0.039 0.037

Saastamoinen 0.015 0.046 0.020 0.034 0.039 0.031

Balck 0.105 0.289 0.263 0.182 0.115 0.191

EGNOS 0.075 0.061 0.080 0.033 0.036 0.057

Table 2 RMS of classical models in several days of URUM m

Model Time

170616 170715 170815 170915 171010 Mean

Hopfield 0.105 0.122 0.095 0.070 0.048 0.088

Saastamoinen 0.060 0.072 0.049 0.030 0.010 0.044

Balck 0.133 0.190 0.129 0.081 0.039 0.114

EGNOS 0.216 0.200 0.217 0.211 0.215 0.212
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3. Quadratic surface model with one elevation factor (H1QM6)

dt ¼ a0 þ a1xþ a2yþ a3xyþ a4x
2 þ a5y

2 þ a6h

4. Curve model with one elevation factor (H1QX1)

dt ¼ a0 þ a1h

5. Quadratic curve model with one elevation factor (H1QX2)

dt ¼ a0 þ a1hþ a2h
2

6. Surface model with two elevation factor (H2QM3)

dt ¼ a0 þ a1xþ a2yþ a3xhþ a4yh

7. Surface model with three elevation factor (H1QM6)

dt ¼ a0 þ a1xþ a2yþ a3xhþ a4yhþ a5h

Where: a is a polynomial coefficient, x, y and h were north coordinates, east
coordinates and elevation, dt is tropospheric delay.

3.2 Analyzing Precision of Models

To establish a regional tropospheric delay model, the best method to choose ref-
erence stations is required. Therefore, this paper selects a part of SCIGN (South
California Integrated GPS Net), which consists of 27 points and covers an area of
about 60 km � 60 km. Its distribution is shown in Fig. 1.

Fig. 1 Distributing graph of
reference station in SCIGN
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This paper selects H1QM3 model and the full-network to ananlyze the best
method to choose reference stations. Two methods to choose reference stations are
applied to calculate the error and the RMS of tropospheric delay using station
meteorological data on the 350th day of 2002. The result is shown in Fig. 2.

As Fig. 2 shows, the tropospheric delay error of the two methods are generally
same, and the precision of the two methods is calculated to be 6–7 mm. The almost
absolute value of tropospheric delay error of stations is less than 1 cm. Analysis
shows that CGDM and LBCH stations beyond the elevation range of the reference
stations in Method 1, so the correlation will be reduced which result in a lower
precision. However, values of stations such as VIMT, WMAP and LEEP that
beyond the base station range in the X or Y direction are all less than 1 cm; the
three-dimensional coordinates of LONG in Method 1 and PVHS and LONG in
Method two are within the range of the reference stations, but the value are larger
than 1 cm, which reflects the limitation of H1QM3.

In summary, when laying out base stations in mountainous areas where the
troposphere changes gently, covering elevation range is prior to covering flat
coordinates for reference stations and the uniformity of the location distribution
should be taken into account. In this way, the information will better reflect the
regional characteristics and improves the positioning precision in the network.

3.2.1 Test One: Application Analysis of Models in SCIGN

This experiment network locates at mountain. Basing on the general law of
choosing base stations mentioned in the previous content, CCCS, CGDM, LBCH,
PSDM, PVHS, UCLP, VTIS and WRHS are selected as the base stations for
regional modeling. In order to verify the precision of the model, The results of
GAMIT software show that the NRMS values are less than 0.3, so the tropospheric

Fig. 2 Tropospheric delay
error of CORS station by two
methods
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delay value at the sampling interval of 2 h on the 350th day of 2002 is obtained as
the standard value to calculate the tropospheric delay error RMS. The results are
shown in the following Table 3.

As Table 3 shows, the RMS of H1QM3, H1QM4, H2QM3 and H3QM3 models
are all less than 1 cm, and the precision is significantly higher than that of the
traditional methods. The precision of H1QM6 is also about 1 cm, which is higher
than the traditional method. The RMS of H1QX1 and H1QX2 models are all more
than 4 cm, which is bigger than RMS of Saastamoinen and Hopfield.

In SCIGN, the H1QM3 model is the best choice considering the precision and
complexity of modeling.

3.2.2 Test Two: Application Analysis of Models in Chinese
GPS Network

The experimental network consists of 10 CORS stations covering an area about
2900 km � 2000 km. Basing on the general law of choosing base stations men-
tioned in the provious content, the test selects six CORS stations as reference
stations. Its distribution is shown in Fig. 3.

The results of GAMIT software show that the NRMS values are less than 0.3, so
the eight-day tropospheric delay value at the sampling interval of 2 h is obtained as
the standard value to calculate the tropospheric delay error RMS every two hour
except for H1QM6 and daily RMS can be obtained by average. The result are
shown in the following Table 4.

Table 3 RMS of models in several time interval m

Time Model

H1QM3 H1QM4 H1QM6 H1QX1 H1QX2 H2QM3 H3QM3

0 0.0053 0.0053 0.0145 0.0597 0.0628 0.0095 0.0056

2 0.0051 0.0053 0.0068 0.0600 0.0657 0.0063 0.0054

4 0.0039 0.0040 0.0088 0.0627 0.0674 0.0074 0.0035

6 0.0048 0.0043 0.0105 0.0614 0.0635 0.0064 0.0038

8 0.0053 0.0051 0.0121 0.0618 0.0644 0.0104 0.0059

10 0.0043 0.0044 0.0128 0.0615 0.0643 0.0069 0.0037

12 0.0048 0.0046 0.0073 0.0612 0.0660 0.0043 0.0034

14 0.0062 0.0062 0.0162 0.0605 0.0619 0.0101 0.0065

16 0.0041 0.0048 0.0069 0.0605 0.0641 0.0053 0.0047

18 0.0069 0.0074 0.0122 0.0573 0.0623 0.0094 0.0070

20 0.0080 0.0080 0.0129 0.0572 0.0612 0.0076 0.0080

22 0.0091 0.0076 0.0181 0.0626 0.0633 0.0060 0.0054

24 0.0105 0.0116 0.0201 0.0659 0.0675 0.0073 0.0092

Mean 0.0060 0.0060 0.0122 0.0609 0.0642 0.0074 0.0055
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As Table 4 shows, The precision of models are better than that of classical
model except for H1QX1 and H1QX2.

In the Chinese trial network, taking into account the precision and complexity of
modeling, H1QM4 model is the best choice.

3.2.3 Test Three: Application Analysis of Models in Sichuan GPS Net

The experimental network consists of some Sichuan GPS stations, covering an area
about 300 km � 300 km. Basing on the general law of choosing base stations
mentioned in the previous content, the test uses CORS stations such as MYAN,
PIXI, ZHJI, YAAN, RENS, ROXI, YBIN and LUZH as reference stations. Its
distribution is shown in Fig. 4.

Fig. 3 Distributing graph of reference station in Chinese GPS Network

Table 4 RMS of models in several time interval m

Time Model

H1QM3 H1QM4 H1QX1 H1QX2 H2QM3 H3QM3

170515 0.009 0.010 18.177 47583.608 0.013 0.009

170616 0.048 0.021 18.573 41592.467 0.041 0.020

170715 0.027 0.020 21.224 63031.177 0.021 0.014

170815 0.020 0.010 16.900 54816.317 0.018 0.012

170915 0.023 0.012 14.246 54511.272 0.019 0.015

171010 0.020 0.015 10.110 58594.716 0.016 0.012

171116 0.036 0.016 15.825 46417.840 0.014 0.005

171215 0.027 0.009 18.345 47852.556 0.010 0.008

Mean 0.026 0.014 16.675 51799.994 0.019 0.012
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The results of GAMIT software show that the NRMS values are less than 0.3, so
the tropospheric delay value at the sampling interval of 2 h on May 12, 2014 is
obtained as the standard value to calculate the tropospheric delay error RMS. The
results are shown in the following Table 5.

As Table 5 shows, the precision of models are all 1–2 cm in experimental
conditions and higher than the traditional method.

Therefore, in the Sichuan experimental network, the precision of H1QM6 is the
highest. but H1QM3 is the best optimal choice for regional modeling.

Fig. 4 Distributing graph of reference station in Sichuan GPS Network

Table 5 RMS of models in several time interval m

Time Model

H1QM3 H1QM4 H1QM6 H2QM3 H3QM3

0 0.0090 0.0098 0.0096 0.0089 0.0143

2 0.0099 0.0101 0.0092 0.0091 0.0130

4 0.0084 0.0103 0.0078 0.0077 0.0139

6 0.0087 0.0088 0.0077 0.0088 0.0091

8 0.0065 0.0068 0.0046 0.0067 0.0084

10 0.0065 0.0067 0.0046 0.0067 0.0084

12 0.0064 0.0067 0.0045 0.0066 0.0083

14 0.0064 0.0067 0.0045 0.0066 0.0084

16 0.0064 0.0066 0.0045 0.0066 0.0083

18 0.0064 0.0066 0.0045 0.0066 0.0083

20 0.0063 0.0066 0.0045 0.0065 0.0083

22 0.0063 0.0066 0.0045 0.0065 0.0083

24 0.0703 0.0705 0.0698 0.0704 0.0710

Mean 0.0121 0.0125 0.0108 0.0121 0.0145
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To analyze the precision and applicability of the tropospheric delay modeling
method based on multi-base station GPS observations, a histogram of mean value
of RMS of models over the three experimental networks is plotted in Fig. 5.

As Fig. 5 shows that, H1QM3, H1QM4, H1QM6, H2QM3 and H3QM3, have a
higher precision than that of classical models.

4 Conclusion

After analysis of the three tests, a series of conclusions can be drawn:

• From Chinese Test Network to Sichuan Test Network and then to SCIGN, the
precision of models is generally improved. In SCIGN, the precision of models
can reach up several millimeters except for H1QM6. Thus, as the area of tro-
pospheric delay modeling methods based on the multi-base station GPS
observations is reduced, the higher the precision, the better the applicability.

• The model with the highest precision and the best choice in the test are not
always same, and the applicability of the model is different. In SCIGN, the
precison of H3QM3 is the best, and H1QM3 is the best choice. Therefore, we
can draw a conclusion that H1QM3 has the best applicability in small areas
where the tropospheric gradients are not significant changing along the elevation
in the x and y directions. In Sichuan network, the precision of H1QM6 is the
best, and H1QM3 is the best choice. Therefore, we can draw the conclusion that
the H1QM3 has the best applicability in medium-sized regions where the
non-linear change of the troposphere with the plane position change is not
significant. In the Chinese network, the precision of H1QM6 is the best and the

Fig. 5 Histogram of RMS in
three test network
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H1QM4 model is the optimal choice. Therefore, the model based on the linear
relationship with x, y and h can not show the tropospheric variation when the
area is large enough, and the nonlinear variation should be considered; In
summary, H1QM3 is most suitable for tropospheric delay solution in small and
medium-sized regions where the tropospheric changes are gentle.

• The fitting error of model H1QX1 and H1QX2 in China and Sichuan experi-
ment network is too large, which reach up several meters, and the precision of
model H1QX1 and H1QX2 in SCIGN is the worst. Therefore, models consid-
ering only the troposphere change with elevation can not objectively reflect the
regular pattern of tropospheric changes.

• The troposphere has regional characteristics. Establishing a regional GPS con-
trol network, it is advisable to consider whether the span of the area will cause
the tropospheric characteristics change in addition to considering the size of the
regional network, which will influence the parameters selection and precision of
the tropospheric modeling. In order to further study the scope of the model, it is
suggested to refine the range gradient of the experimental network. Building a
balanced relationship between the data sample interval and the volume of data
will ensure the high precision and high efficiency of regional modeling.
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A Modified LLL-MIGS Decorrelation
Algorithm and Time Efficiency
Assessment Measure

Mingkun Su, Jiansheng Zheng, Yanxi Yang and Qiang Wu

Abstract LLL reduction algorithm has been used as a new technique of decor-
relation to GNSS ambiguity resolution for recent years. The basic idea of this
method is to make the variance-covariance matrix as orthogonal as possible by
virtue of integer Gram-Schmidt orthogonalization, based on this we also refer to as
LLL-IGS. Although LLL-IGS can indeed be used for decorrelation, the experiments
indicated that it performs worse and deteriorates in some cases, especially for real
GNSS data. In this contribution, (i) A modified LLL-MIGS decorrelation algorithm
is proposed by improving the sorting method and removing the error of orthogo-
nalization. (ii) The time efficiency is introduced as a new assessment criterion to
measure the performance of the decorrelation algorithm directly. The time effi-
ciency includes the decorrelation time efficiency and searching time efficiency.
(iii) Real GNSS observations which including short baseline, network-based
medium and long baselines have been used to compare the LLL-MIGS with
LLL-IGS and also to analyze them in depth. The results of the experiments show
that the LLL-MIGS method performs better than LLL-IGS method in decreasing
condition number and reducing time consumption which includes the decorrelation
time consumption and searching time consumption. Moreover, both of them indi-
cate that the modified LLL-MIGS algorithm is more stable than the traditional
LLL-IGS method.
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1 Introduction

In the realm of high precision GNSS positioning, decorrelation algorithm can
reduce the correlation of the variance-covariance matrix effectively and improve the
efficiency of ambiguity resolution. Among these ambiguity resolution approaches,
the most successful method is the LAMBDA, which was proposed by Teunissen
[1–3]. Based upon the LAMBDA algorithm, Chang [4] developed the modified
LAMBDA (MLAMBDA) method. Numerous simulations demonstrated that the
MLAMBDA method can reduce the computational complexity effectively and
perform faster than LAMBDA method on decreasing the correlation of the
variance-covariance. In addition, based on the direct high dimensional Gaussian
transformation, a recursive decorrelation method has been proposed by Li and Gao
[5]. After that, Liu et al. [6] proposed the united integer ambiguity decorrelation
algorithm and introduced the condition number as a assessment measure to assess
the performance of the decorrelation algorithms. Theoretically, these methods are
all based on Gaussian transformation.

Xu [7] developed the inverse integer Cholesky decorrelation algorithm (ICHOL)
and also presented a random simulation method. Zhou [8] proposed the inverse
paired Cholesky integer transformation. Mathematically speaking, both of them are
based on Cholesky decomposition. On the basis of LLL [9] reduction algorithm,
Hassibi [10] presented a new decorrelation method, namely LLL decorrelation
algorithm. Xu [7] and Lannes [11] studied and analyzed the performance of the
LLL-IGS algorithm. The experiment results indicate that although LLL-IGS
decorrelation algorithm can be used as a new technique for decorrelation, it per-
forms worse and deteriorates in some cases, especially for real GNSS data.

In this research, in order to improve the performance of LLL-IGS method and
make it better applied in the realm of decorrelation, the limitation and the source of
the error of the LLL-IGS have been analyzed deeply. A modified LLL-MIGS
decorrelation algorithm is proposed by improving the sorting method and removing
the error of orthogonalization. The new method LLL-MIGS performs better than
LLL-IGS significantly and is more stable in real GNSS data. In addition, we also
introduce the time efficiency as a new measure criterion to assess the performance
of the LLL-MIGS decorrelation algorithms directly.

2 A Modified LLL-MIGS Method

2.1 LLL-IGS Algorithm

Normally, the original variance-covariance matrix Q always can be decomposed by
means of the Cholesky lower triangular decomposition into:
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Q ¼ LLT ð1Þ

where L is a lower triangular matrix, and LT is the transpose matrix. Theoretically,
because Q is non-singular and full rank, the factorization is unique. To reach the
goal of orthogonal, we can further decompose L by Gram-Schmidt orthogonal-
ization, and express it as

L ¼ GO ð2Þ

where G is unimodular, and O is almost orthogonalization. The process works as
follows:

oi ¼ li �
Xi�1

j¼1

gijoj ð3Þ

gij ¼ ðli; ojÞ=ðoj; ojÞ
� �

in ð4Þ

where li and Oi denote the row vectors of L and O, respectively. (٠) denotes the
ordinary inner product. [٠]in means rounded to the nearest integers. gij is the factors
of the orthogonaliztion.

Then we have

Q ¼ LLT ¼ GOOTGT ð5Þ

Then, we will achieve an almost diagonal matrix Q1, by left multipling Q by G−1

and right multipling it by (GT)−1, respectively. It can be expressed as

Q1 ¼ G�1Q GT� ��1 ð6Þ

where the elements of G−1 are all integers, and it can be seen from Eq. 4. When
transformation matrix G−1 is defined as Z, then the transformation matrix is
achieved. At the same time, if the dimension is sufficiently large, one can improve
the orthogonality by attempting to iterate the process from Eqs. 1–6. Then we have

Z ¼ ZnZn�1. . .Z2Z1

¼ G�1
n G�1

n�1. . .G
�1
2 G�1

1

ð7Þ

where n denotes the number of the iteration.
Xu [7] studied and analyzed the effect of different decomposition matrices L,

different vectors for the orthogonalization and different orderings of the vectors during
orthogonalization. Numerous results have shown that the way of decomposition does
not affect the performance of decorrelation, and initial vector will largely determine
the effect of decorrelation. He also showed that the LLL-IGS has greatest performance
if the L in order of descending norm, but the performance of LLL-IGS is still worse
and deteriorates in some cases, especially for real GNSS data.
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2.2 A Modified LLL-MIGS Algorithm

In order to make the coefficient of the orthogonalization as small as possible, Xu [7]
sort the vectors by the norm of the row vectors. The sorting method can improve the
effect of decorrelation in a certain degree, but not significantly. Al Borno [12]
proposed that, contrary to the common belief, decorrelation should pursue the
permutation of the ordering of the diagonal entries. Hence, the other decorrelation
algorithms reach the goal of decorrelation by using integer Gauss transformation
and permutation. Specifically, they use the LTDL decomposition and strive for the
permutation of the diagonal entries of D.

Since the norm ranking method can only affect the factors of the orthogonal-
ization, it cannot make the spectrum of conditional variances more flatten. Thus, we
try to sort the diagonal entries of original matrix Q distributed in increasing order
instead of sorting the norm of vectors. The sorting matrix is F

Q1 ¼ FQFT ð8Þ

where Q is original covariance matrix, F is the sorting matrix. The process of
generating sorting matrix F as follows:

Algorithm 1: forming sorting matrix F

Given original matrix Q
Step 1: sort the diagonal entries of Q in increasing order and record the corresponding location
before sorting. Then, we will obtain a sorting vector m(i:n)
Step 2: if the j of fij equal to m(i), fij = 1, or fij = 0
Step 3: loop step 2 from i = 1 to i = n
Step 4: form the sorting matrix F

Output the sorting matrix F

After algorithm 1, the new matrix Q1 can be achieved.
At the same time, it is obvious that Eq. 4 means the coefficient of orthogonal-

ization gij will be rounded to the nearest integer before used to process the next
orthogonalization vector. Hence, this fact can result in orthogonalization error
especially in the following two situations: (i) with the increase of the dimension of
covariance matrix, the error of orthogonalization will be gradually accumulated.
(ii) the multi-time iteration also lead to magnify the error.

In order to remove the error of orthogonalization accumulation and improve the
effect of transformation matrix diagonalization, we conduct the Gram-Schmidt
orthogonalization procedure firstly, and then round the elements of G into integers.
The procedure can be expressed as follows:

oi ¼ li �
Xi�1

j¼1

gijoj ð9Þ
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gij ¼ ðli; ojÞ=ðoj; ojÞ ð10Þ

G ¼
1

½g21�in 1
: : 1

½gn1�in ½gn2�in : 1

��������

��������
ð11Þ

The process of forming orthogonalization matrix G can be described as follows:

Algorithm 2: forming orthogonalization matrix G

Given lower triangular matrix L
Step 1: use Eqs. 9 and 10 orthogonal L(i:n) by the row vector of L. Recording the factors gij.
Step 2: rounding [gij]in.
Step 3: generate the orthogonalization matrix G using the elements of step 2.

Output orthogonalization matrix G.

After achieving the orthogonalization matrix G, left and right multiplied byG−1 and
(G−1)T, we can obtain transformation variance-covariance matrix Qa, expressed as

Qa ¼ G�1FQFTðG�1ÞT ð12Þ

Then, the transformation matrix Z can be achieved

Z1 ¼ G�1F ð13Þ

Similarly, we can further improve the orthogonality by attempting to iterate the
process from Eqs. 8 to 12. In addition, in order to avoid deterioration of recursion,
we set the maximum of the iteration number as 30. Hence, the iteration will be
terminated when the G is identity matrix or the iteration number equal to 30. Thus,
the transformation matrix is

Z ¼ ZnZn�1. . .Z2Z1

¼ G�1
n FnG�1

n�1Fn�1. . .G�1
2 F2G�1

1 F1
ð14Þ

where n denotes the number of the iteration. The LLL-MIGS decorrelation algo-
rithm has been implemented in following the flowchart in Fig. 1.

3 Comparative Study and Analysis

In this research, the experimental data are double difference static resolution for
static receiving. Short baseline and Network-based baseline will be analyzed. The
condition numbers and time efficiency will be used to compare the traditional
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LLL-IGS with new LLL-MIGS algorithm. The time efficiency contains the
decorrelation time and searching time. To make a fair comparison, both of them are
searched by the same search method. All presented results in this section are
performed in Visual Studio 2010 on a PC, 3.09 GHz with 3.42 GB memory run-
ning Windows XP professional.

Input variance-
covariance Q

Generate Sorting
matrix F, and form

Q1=FQi

Decomposed Q1 by
Cholesky Q1=LLT

Gram-Schmidt,
and forming G
Q1=GOOTGT

Form
transformation

matrix Z1=(G-1)F

Form new matrix,
Qi=ZQZT

Copy Q to Qi

No

The final transformation

i 1Z=Z Z...

G is identity matrix? Iteration number 
equal 30?

Output transformation 

No

Yes Yes

n n-1 2 1
-1 -1 -1 -1
n n n-1 n-1 2 2 1 1

Z=Z Z Z Z

  =G F G F G F G F
...

...

Fig. 1 Flowchart of
proposed LLL-MIGS
algorithm
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3.1 Short Baseline

The length of short baseline is 8 km. The base station and rover station are both
equipped with Trimple NETR3 receiver. Experiment was conducted at 13:00 UT
and ended at 15:00 UT on July 31, 2014. The time interval between the data is 15 s,
and the cut-off angle is 10°.

Figure 2 shows the results of the condition numbers of the traditional LLL-IGS
(red) and new LLL-MIGS (blue). It is obvious that the LLL-MIGS performs better
than LLL-IGS in decreasing the condition numbers. The averages of condition
numbers can be decreased from 8.69604 (LLL-IGS) to 1.3608 (LLL-MIGS).
Meanwhile, LLL-IGS fluctuates more significantly than LLL-MIGS. The maximum
of the condition number by LLL-IGS is 12.4989, and the minimum is 6.038144.
However, the LLL-MIGS fluctuates from 2.7112 to 0.9089. Thus, the LLL-MIGS
performs more stable than LLL-IGS.

Tables 1 and 2 show the statistics of the 200 numbers of time efficiency of
traditional LLL-IGS algorithm and the LLL-MIGS method in unites of seconds. In
these tables, the average means the average time of the 200 numbers of each
method. The max and min mean the maximum one and minimum one of the 200
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Fig. 2 Comparison of the condition numbers of the 200 examples after applying the LLL-IGS
(red) and LLL-MIGS (blue) for short baseline, respectively

Table 1 The statistics of 200 numbers of epochs of decorrelation time (s), which was repeat 100
times by each decorrelation

Max Min Average

LLL-IGS 0.0782 0.0156 0.0307

LLL-MIGS 0.0471 0.0151 0.0291
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numbers of the experiment indexes. Specifically, Table 1 shows the decorrelation
time efficiency. From the Table 1, the minimum time of the LLL-IGS is almost
same as the LLL-MIGS. And the maximum time is slightly less than LLL-IGS.
Similarly, the average time of the LLL-MIGS is less than the LLL-IGS slightly.
Therefore, in terms of the decorrelation time efficiency, Table 1 shows that the
LLL-MIGS performs slightly better than the LLL-IGS algorithm in reducing
decorrelation time consumption.

Table 2 presents the results of the searching time of the LLL-IGS and
LLL-MIGS. It is obvious that the maximum and minimum time of the LLL-MIGS
is far less than that LLL-IGS algorithm. Particularly for the minimum time, the
LLL-IGS is 0.1151, but the modified LLL-MIGS method is only 0.001. Meanwhile,
as a whole, the average of searching time can be decreased from 0.1839 to 0.0045.
The LLL-MIGS is nearly 41 times faster than LLL-IGS. Hence, the modified
LLL-MIGS method can effectively improve the search computational efficiency,
and to further increase the speed of ambiguity resolution.

3.2 Network-Based Baseline

The modified LLL-MIGS is verified by the short baseline. Whether LLL-MIGS
works well in complex application will be tested by network-based experiments.
The location of the network is situated in western China as shown in Fig. 3. The
base station ZYAN and two rover stations ZYXT, ZYSN. The length of the
baseline ZYAN-ZYXT is 31.6 km and the ZYAN-ZYSN is 74.3 km. This exper-
iment started at 17:00 UT and ended at 19:00 UT on November 25, 2013. The
interval between data is 15 s. The cut-off angle is 10°.

Table 2 The statistics of 200
numbers of search time (s),
which was repeat 500 times
by each search

Max Min Average

LLL-IGS 0.2351 0.1152 0.1839

LLL-MIGS 0.0161 0.001 0.0045

Fig. 3 The locations of
stations ZYAN, ZYXT, and
ZYSN in western China
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Figures 4 and 5 show the results of the condition numbers of two baselines for
LLL-IGS and LLL-MIGS algorithm. The red star line represents the LLL-IGS and
the blue dot line represents the LLL-MIGS. Figure 4 shows the results of baseline
ZYAN-ZYXT, while Fig. 5 shows the results of baseline ZYAN-ZYSN. Both
Figs. 4 and 5 show that the LLL-MIGS performs better than the LLL-IGS in
decreasing the condition numbers significantly. The averages of the numbers of
condition numbers can be decreased from 10.3083 (LLL-IGS) to 1.5118
(LLL-MIGS) for Fig. 4 and from 10.4177 (LLL-IGS) to 2.0736 (LLL-MIGS) for
Fig. 5, respectively. Meanwhile, both Figs. 4 and 5 indicate that the red lines has
obvious fluctuations, but the blue line is found to be very stable with hardly any
fluctuations. Therefore, the LLL-MIGS performs more stable than the LLL-IGS in
decreasing condition numbers in network-based.
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Fig. 4 Comparison of the
condition numbers of the 200
examples after applying the
LLL-IGS (red) and
LLL-MIGS (blue) for
ZYAN-ZYXT baseline,
respectively
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Table 3 presents the results of the decorrelation time efficiency of the LLL-IGS
and LLL-MIGS for two network baselines. For ZYAN-ZYSN baseline, the maxi-
mum time is reduced from 0.1411 to 0.0947 and the minimum time is reduced from
0.0366 to 0.0301. Both of the averages of the decorrelation time for two baselines
indicate that the LLL-MIGS consumes less time than LLL-IGS algorithm. Actually,
the values of Table 3 show that although the improvement for decorrelation time
efficiency is not obvious, the LLL-MIGS still performs better than LLL-IGS
slightly in reducing decorrelation time consuming.

Table 4 shows the results of the search time efficiency of the LLL-IGS and
LLL-MIGS for two network baselines. It is clear that the LLL-MIGS algorithm
performs better than LLL-IGS in reducing the search time. The averages of the
search time can be decreased from 0.2154 (LLL-IGS) to 0.0064 (LLL-MIGS) for
ZYAN-ZYXT and 0.2186 (LLL-IGS) to 0.0085 (LLL-MIGS) for ZYAN-ZYSN,
respectively. As a whole, the modified LLL-MIGS method is nearly 34 times faster
than LLL-IGS for ZYAN-ZYXT and 26 times faster than LLL-IGS for
ZYAN-ZYSN, respectively. Meanwhile, compared to LLL-IGS method, both the
maximum and minimum time of the LLL-MIGS for these baselines are significantly
improved.

Tables 3 and 4 show that not only the modified LLL-MIGS algorithm can be
used for short baseline, but also it can by applied for network-based medium and
long baselines. The proposed LLL-MIGS method can decrease the condition

Table 3 The statistics of 200 numbers of epochs of decorrelation time (s), which was repeat 100
times by each decorrelation

Max Min Average

ZYAN-ZYXT:

LLL-IGS 0.2815 0.1541 0.2154

LLL-MIGS 0.064 0.001 0.0064

ZYAN-ZYSN:

LLL-IGS 0.3127 0.1575 0.2186

LLL-MIGS 0.0714 0.001 0.0085

Table 4 The statistics of 200 numbers of epochs of search time (s), which was repeat 500 times
by each search

Max Min Average

ZYAN-ZYXT:

LLL-IGS 0.0945 0.0352 0.0487

LLL-MIGS 0.0781 0.0311 0.0452

ZYAN-ZYSN:

LLL-IGS 0.1411 0.0366 0.0655

LLL-MIGS 0.0947 0.0301 0.0629
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numbers more significantly than LLL-IGS method and reduce the time consump-
tion in decorrelation and search procedures more effectively. Meanwhile, both the
short baseline and network-based experiments indicate that the LLL-MIGS per-
forms more stably and effectively than LLL-IGS method.

4 Conclusions

In recent years, LLL-IGS algorithm has been introduced into the realm of GNSS
decorrelation as a new technique. Although LLL-IGS can indeed be used for
decorrelation, numerous experiments demonstrated that it performs worse and
deteriorates in some cases, especially for the real GNSS data.

In this contribution, we improve the LLL-IGS from two aspects: (i) Sorting the
diagonal entries of original matrix Q distributed in increasing order instead of
sorting the norm of vectors. (ii) Removing the error of orthogonalization by con-
ducting the Gram-Schmidt orthogonalization procedure firstly, and then rounding
the elements of G into integers. In addition, in order to assess the performance of
the decorrelation algorithm directly, we introduce the time efficiency as a new
criterion to evaluate the performance of the modified LLL-MIGS method. The time
efficiency measure includes the decorrelation time efficiency and searching time
efficiency.

For the short baseline, the LLL-MIGS can reduce the condition numbers more
effectively than LLL-IGS method and the performance is more stable. Moreover,
although the LLL-MIGS performs slightly better than LLL-IGS in decorrelation
time consumption, it can reduce the search time significantly.

For the network-based, the LLL-MIGS method still performs better than
LLL-IGS in decreasing the condition numbers, reducing the decorrelation and
searching time efficiency. These results show that the proposed modified
LLL-MIGS algorithm performs better than LLL-IGS not only for short baseline, but
also for network-based medium and long baselines. Moreover, the LLL-MIGS
algorithm is still more stable than LLL-IGS.

In these experiments, the results indicate that the modified LLL-MIGS algorithm
performs much better than the LLL-IGS method in reducing condition numbers and
consumption of searching time consuming, even though the LLL-MIGS improves
decorrelation time efficiency slightly. Moreover, the performance of the modified
LLL-MIGS algorithm is more stable than that of LLL-IGS method.
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FCB Estimation Using IGS Real-Time
Products and Its Application in Precise
Point Positioning

Bo Jiao, Yishuai Shi, Jinming Hao, Cheng Fang, Xufeng Wen
and Baofeng Song

Abstract Real-time capability, positioning accuracy and convergence time ar e the
keys to the performance of Precise Point Positioning (PPP). In recent years, the
development of IGS Real-Time Services (RTS) has improved the performance of
real-time PPP to a large extent. Meanwhile, the PPP ambiguity resolution tech-
nique, which significantly improves the positioning accuracy and convergence time,
has become mature gradually. If the advantages of both techniques can be com-
bined to realize real-time PPP with ambiguity resolution, the application of PPP
would be greatly expanded. In this paper, a real-time satellite-satellite
single-difference fractional cycle bias (FCB) estimation method based on RTS
products is proposed. To meet the demand of real-time PPP, narrow-lane FCBs are
forecasted by short-term linear extrapolation. Taking accuracy levels and data
amount into consideration, the forecasting interval for real-time wide-lane and
narrow-lane FCBs are determined. Finally, the performance of real-time PPP with
ambiguity resolution using real-time FCBs is evaluated in both static and kinematic
modes. The results show that wide-lane FCBs to be forecasted daily and
narrow-lane FCBs to be forecasted every 5 min can satisfy the need of real-time
PPP with ambiguity resolution. In static mode, the average time to first fix (TTFF)
is 15.97 min, and the average precision of the north, east and up components for
hourly solution are 1.51, 1.64 and 2.18 cm respectively. As for kinematic mode, an
average TTFF of 24.36 min is needed, and the 3D position error in fixed solution is
decreased by 42.59% compared with float solution.
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1 Introduction

PPP has the advantage of determining the position of a single receiver with high
precision [1], thus it has been widely used in deformation monitoring, engineering
survey, geodynamics and so on. The accuracy of PPP largely depends on the quality
of satellite orbit and clock products. However, the high-precision products usually
have a certain delay. Therefore, traditional PPP can only be used in post-processing
mode. In order to meet the growing demands for real-time PPP, IGS launched the
Real-time Pilot Project (RTPP) in 2007, which is dedicated to building a global IGS
real-time tracking network, developing the formats for real-time data delivery and
combining real-time products from different analysis centers [2]. IGS has been
providing real-time service (RTS) since April 1, 2013 [3]. The accuracy of its orbits
is better than 5 cm and the accuracy of clocks is better than 0.3 ns [4]. The real-time
products are generated based on RTCM-SSR (state space representation) format
and distributed via the Internet according to the Ntrip (networked transport of
RTCM via Internet protocol) [5, 6].

Due to the effect of uncalibrated phase delay (UPD), the ambiguity in PPP
usually appears as a real number, while the correct integer ambiguity is conducive
to improving the convergence speed and accuracy [7]. Several methods have been
proposed to fix ambiguities [8–10]. Among them, Ge’s satellite-satellite
single-difference FCB method has already been widely used. It eliminates the
effects of receiver hardware delays and only estimates the fractional part of satellite
UPDs, which eases the calculation burden and is easy to be implemented.

Real-time PPP (RT-PPP) and PPP ambiguity resolution (PPP-AR) are two
principal development trends of PPP at present. However, there are few studies
about real-time PPP-AR with the combination of these two techniques. Laurichesse
had promoted the integer clock method into real-time applications with ambiguity
resolution, enabling users to achieve real-time positioning accuracy of 1 cm hor-
izontally and 3 cm vertically [11]. Using igu orbits from IGS, Li calculated
real-time clocks and then generated real-time FCBs to realize real-time PPP-AR,
which was proved to significantly improve the convergence time and accuracy
compared with the float solution [12]. Considering that the delay of RTS products
has been reduced to about 10 s and the accuracy of real-time clocks provided by
RTS is significantly better than that of the igu products [13], it is possible to
generate real-time FCBs using RTS products. Therefore, this paper presented a
real-time satellite-satellite single-difference FCB estimation method using IGS
real-time products. A linear extrapolation method is used to forecast narrow-lane
FCBs in a short term to meet real-time needs. To Balance the accuracy and the data
transmission burden, the forecast intervals for real-time wide-lane (WL) and
narrow-lane (NL) FCBs are determined. Finally, the performance of real-time PPP
with ambiguity resolution using real-time FCBs is evaluated in both static and
kinematic modes.
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2 Real-Time FCB Estimation Method

2.1 Calculation of Single-Difference FCBs

The single-difference FCB method estimate only the satellite FCBs. It uses
ionosphere-free (IF) combination to solve PPP, and decomposes IF ambiguities into
WL ambiguities and NL ambiguities with integer characteristics, FCBs of which is
estimated separately.

When solving WL FCBs, the WL float ambiguities can be obtained from MW
(Melbourne-Wubbena) combination:

Ns
wl;r ¼

Lswl;r � Ps
nl;r

kwl
¼ ~Ns

wl;r þ bswl þ bwl;r þ esMW ;r ð1Þ

where r and s denote station and satellite, Lswl;r is the WL carrier observation, Ps
nl;r is

NL the pseudo-range observation, and kwl means the WL wave-length. Ns
wl;r is

composed of four parts: the integral part ~Ns
wl;r, the UPD influences of satellites bswl, the

UPD influences of receivers bwl;r, and the MW observation noise esMW ;r. Since the
integral part of UPD has no influence on the AM fixation, so what we need to calculate
is only the fractional part (FCB). After bwl;r has been eliminated by single-difference
between s1 and s2, the WL ambiguity can be obtained by eliminating esMW ;r using
elevation-angle weighting. Then the decimal part ofWL ambiguity is theWL FCB of
the current station:

N̂s1;s2
wl;r ¼ N̂s1

wl;r � N̂s2
wl;r ¼ ~Ns1;s2

wl;r þ bs1;s2wl

bs1;s2wl;r ¼ N̂s1;s2
wl;r � int N̂s1;s2

wl;r

h i
(

ð2Þ

After making average over bs1;s2wl;r from different stations, the current estimate of

WL FCB b̂s1;s2wl and its standard deviation (STD) rb̂s1 ;s2wl
are:

b̂s1;s2wl ¼ bs1;s2wl;r

D E

rb̂s1 ;s2wl
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bs1;s2wl � b̂s1;s2wl;r

� �2
� �

=nsta

s
8>><
>>:

ð3Þ

Where <∙> means the average between stations, nsta is the amount of stations.
NL FCBs are calculated epoch-wisely. Supposing the single-difference IF

ambiguity of k-epoch is Ns1;s2
IF;r

� �
k
and the fixed WL ambiguity is ~Ns1;s2

wl;r

� �
k
, the float

NL ambiguity can be obtained from the relationship between ambiguities as follow:
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Ns1;s2
nl;r

� �
k
¼ f1 þ f2

f1
Ns1;s2
IF;r

� �
k
� f2
f1 � f2

~Ns1;s2
wl;r

� �
k
¼ ~Ns1;s2

nl;r

� �
k
þ bs1;s2nl

� �
k þ es1;s2nl;r

� �
k

ð4Þ

By eliminating the integer part ~Ns1;s2
nl;r

� �
k
, the fractional part of bs1;s2nl

� �
k is

obtained, which is the NL FCB of current station. After averaging different bs1;s2wl;r ,

the estimated WL FCB b̂s1;s2wl and its STD rb̂s1 ;s2wl
are:

b̂s1;s2nl

� �
k¼ Ns1;s2

nl;r

� �
k
�int Ns1;s2

nl;r

� �
k

h iD E

rb̂s1 ;s2nl

� �
k
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bs1;s2nl;r

� �
k
� b̂s1;s2nl

� �
k

� �2
� �

=nsta

s
8>><
>>:

ð5Þ

But single-difference FCBs using one reference satellite cannot cover all satel-
lites all the time, which requires differential transmission to convert the FCB
estimated using other reference satellites to a unified one. Assuming that s1–s3 and
s2–s3 are common-satellites pairs and that FCB b̂s1;s3 ; b̂s2;s3 and their STDs
rb̂s1 ;s3 ; rb̂s2 ;s3 are known, the FCB of s2 refer to s1 can be obtained through
transmission:

b̂s2;s1 ¼ b̂s2;s3 � b̂s1;s3 ¼ b̂s2 � b̂s3
� �� b̂s1 � b̂s3

� �
rb̂s2 ;s1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rb̂s1 ;s3

� �2
þ rb̂s2 ;s3
� �2

r
8<
: ð6Þ

In order to limit the error accumulation, only one transmission between reference
satellites is performed. And single-difference FCBs available for the whole period
are obtained by robust estimation.

2.2 Real-Time FCBs Forecast

The estimation of FCBs needs precise products and GNSS observations, for which
it is usually implemented in a post-processing mode. In order to satisfy the needs of
real-time applications, the server should forecast and broadcast short-term extrap-
olations based on the FCBs from the pre-epochs. Then clients can use the forecasted
FCBs to fix the ambiguity in real-time PPP.

The WL FCBs are derived by the MW combinations, which are independent of
the accuracy of real-time orbits and clocks. Studies have proven that WL FCBs have
a good long-term stability, typically less than 0.1 cycles within 30 days [7], which
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can be regarded as a constant for several days in forecast. For real-time applications,
WL FCB from previous day is treated as the forecasts. The NL FCBs’ long-term
stability is poor, but it still has a good short-term stability. The least squares linear fit
of NL FCBs of the current period is used to extrapolate the forecasts of the next
period according to the fitting function [14]. Assuming that the prediction period of
NL FCBs is n epochs and the FCBs of the i epoch are bi (i = 1, 2… n) in pre-period,
the observation equations of the least squares linear fit are:

a1 þ a0 ¼ b1
2a1 þ a0 ¼ b2

..

.

na1 þ a0 ¼ bn

8>><
>>:

ð7Þ

where a0 and a1 are fitting coefficients. After the weight matrix has been determined
according to variances of bi, a linear function of the fitting is resolved through the
least squares solution. Subsequently, the extrapolation obtains the forecasts ~b s at
the mid-point of the next period for clients to use:

~b ¼ 3nþ 1
2

a1 þ a0 ð8Þ

After the forecasting method has been determined, the accuracy and data burden
of the forecast FCBs are directly related to the forecast interval. The forecast
interval should be determined based on the stability of the NL FCBs and forecast
errors.

3 Generation of Real-Time FCBs

3.1 Generation Strategies

IGS-RTS has provided real-time streams including IGS01, IGC01, IGS02 and
IGS03 [15]. In this paper, real-time precision orbits and clocks saved from IGC01
is used. The products’ suffix name is igc. Using 30 s sampling data from 150 IGS
stations that are shown in Fig. 1, real-time single-difference FCBs are generated,
and the reference satellite is G01. The period is from 260 to 266 days in 2017.
The length of continuous arcs in WL FCBs solution should be longer than
20 min. When solving NL FCBs, the parameters and settings of IF combination
PPP are shown in Table 1. The complete generation process of real-time is shown
in Fig. 2.
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3.2 Determination of Forecast Interval

3.2.1 Stability Analysis of Real-Time FCBs

Because WL FCBs don’t require precise products, its real-time results are as stable
as the post-processing results. As shown in Fig. 3, the maximum variation of WL
FCBs for each satellite over a week is 0.27 cycles.

Fig. 1 The distribution of stations used in FCBs generation

Table 1 Strategies of parameter estimation and error handling

Items Strategy

Parameter estimation Receiver position Fixed to IGS weekly solution

Receiver clocks White noise process

Ionosphere delay IF combination

Troposphere delay Estimate ZTD

Calculation method Extended Kalman filter

Elevation cut-off 10°

Error handling Satellite orbit and clocks Real-time igc products

Cycle slip detection GF-MW combination

Clock jump Difference between epochs

Phase center correction igs14.atx

Earth tide and ocean tide IERS2003 and FES2004

DCB correction P1C1.dcb from CODE

Earth orientation parameter ERP files from IGS

Phase windup effect Corrected by model

Relativity effect Corrected by model
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Since the accuracy of real-time orbits and clocks is not as good as the
post-processing products, the accuracy of real-time IF ambiguities is not as accurate
as the post-processing results, which would degrade the stability of NL FCBs
through Formula (4). To compare stability differences between real-time and
post-processing NL FCBs, this paper uses final orbits and clocks from IGS to
generate post-processing NL FCBs. The post-processing NL FCBs’ daily changes
are less than 0.2 cycles, while the real-time products might change more than 1
cycle. However, 98.45% changes of real-time NL FCBs between adjacent epochs
are less than 0.05 cycles, which shows that it has good stability in short-time and
can meet the requires of short-term forecast. As shown in Figs. 4 and 5, partial
satellites are selected to show the difference between real-time and post-processing
NL FCBs’ sequences.

Fig. 2 The generation process of real-time FCBs

Fig. 3 Time series of real-time WL FCBs
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3.2.2 Accuracy of Forecasted FCBs

Referring to the overlapped arc test method used in forecast orbit accuracy eval-
uation, we can get the forecast errors of FCBs through comparing forecast FCBs
and the measured values of the same period. WL FCBs have a better stability, so the
results of the last day are directly used as forecasts. The average forecast error is
0.0044 cycles, and the STD is 0.0055 cycles, which can meet the needs to fix WL
ambiguities. However, the real-time NL FCBs are less stable compared with the
post-processing results. Therefore, it is impossible to select a 15-minute interval as

Fig. 4 Time series of
real-time NL FCBs

Fig. 5 Time series of
post-processing NL FCBs
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mentioned in [8] for real-time NL FCBs [8]. The forecast interval needs to be
re-determined. In order to do this, using the prediction method proposed in
Sect. 2.2, different forecast intervals were adopted to generate forecast NL FCBs for
7 days. Table 2 shows the calculated forecast errors of different intervals. The
errors within 0.05 cycles does not affect the fixity of ambiguity. Therefore, 0.05
cycles is chosen as the threshold to judge whether NL FCBs can meet the needs of
PPP. The experimental results show that only STDs at 2.5 and 5-minute intervals
can meet the requirements. The prediction accuracy of 2.5-minute promotes slightly
comparing with that of 5-minute, but the data burden would double. So 5-minute is
determined as the NL FCBs’ interval.

Real-time FCBs are generated according to the selected interval and the distri-
bution of the residuals is shown in Fig. 6. The statistics show that 92.47% of WL
FCBs residuals are less than 0.01 cycles and 90.53% of NL FCBs residuals are less
than 0.05 weeks.

Table 2 Forecast errors of NL FCBs at different intervals

Forecast interval/minute 2.5 5 10 15 20

Average error/cycle 0.016 0.023 0.036 0.048 0.058

STD/cycle 0.031 0.040 0.057 0.074 0.087

Fig. 6 Forecast residual distribution of WL and NL FCBs
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4 Application of Real-Time FCBs in PPP

To verify the performance of real-time FCBs in PPP, 10 IGS stations shown in
Fig. 7 are selected for fixed PPP experiments in both static and kinematic modes.
Except for that station coordinates are calculated epoch-wisely, the rest of the
settings are same as Table 1. For comparison purposes, post-processing fixed
solutions are also given using post-processing FCBs. For WL ambiguities, the
rounding method is used to fix ambiguities and the success rate of Bootstraping
with a threshold of 0.999 is used for verification. NL ambiguities were searched
using LAMBDA algorithm and checked using ratio-test with a threshold of 3.0 [8].
To ensure the fixed correctness, the fixed solution results are updated only after the
successive 5 epochs pass the tests and the three-dimensional (3D) STD is less than
0.15 m. If 3D errors are greater than 0.15 m after fixing and exceed 1.5 times the
errors of the corresponding float solution, then the ambiguities are considered to be
incorrectly fixed.

4.1 Static PPP

The 7-day observation data are divided into 1-hour sessions, and their float and
fixed solutions in static mode using real-time FCBs are calculated. As a compar-
ison, static post solutions are also resolved. Figure 8 shows the convergence pro-
cess of static PPP of station ALTT during 19:00 to 20:00 on the DOY 260 in 2017.
The blue and red curves show the positioning errors in north, east and up
(NEU) components of fixed and float solutions compared with the IGS weekly
solutions respectively. The green vertical dashed line indicate the TTFF of fixed

Fig. 7 The distribution of experimental stations
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solution. To emphasize the difference between fixed and float solutions, the lon-
gitudinal axis is enlarged by 5 times after fixation.

When the errors of NEU components are all less than 10 cm and maintain more
than 20 epochs, it is recognized that PPP achieves convergence [17]. The con-
vergence rate of float solutions is the percentage of convergence periods in all
periods, and that of fixed solutions is the proportion of successfully fixed periods.
Though fixed solutions have better converge speed and accuracy, its convergence
rate is lower. Table 3 shows convergence rates, average convergence time and
average positioning errors of different components of float solutions and fixed
solutions in static mode. According to results in static mode, real-time PPP-AR
converge faster than that of float solutions, and position errors are significantly
reduced and remain stable after the ambiguity being fixed. Compared with the float
results, the 3D errors of real-time fixed PPP are reduced by 44.56%, and the
convergence speed is accelerated by 26.94, 83.33% periods can be successfully
converged, the average positioning error after convergence is 3.67 cm. The con-
vergence rates and speeds of post-processing PPP are better than real-time PPP,
which is consistent with existing researches.

Fig. 8 Position errors of static PPP in ALRT
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4.2 Kinematic PPP

Using the same observations, we set the processing noise of the coordinate esti-
mation as white noise with a variance of 104 m2 for PPP in kinematic mode. The
solutions of real-time fixed and float PPP are divided in 1-hour sessions, and the
post-processing solutions are used as a contrast. As the kinematic solution needs to
re-estimate the coordinates epoch by epoch, which is more likely to be affected by
measurement noise, its convergence efficiency and positioning accuracy are inferior
to the static mode. Figure 9 shows the process of kinematic PPP convergence of

Table 3 Convergence and accuracy of 1 h static PPP

Mode Ambiguity strategy Convergence Position error/cm

Rate/% Time/min N E U 3D

Real-time Float 95.83 21.86 2.78 3.67 3.81 6.62

Fixed 83.33 15.97 1.51 1.64 2.18 3.67

Afterwards Float 99.17 17.71 0.95 2.07 2.54 3.84

Fixed 94.17 13.87 0.72 1.01 1.63 2.33

Fig. 9 Position errors of kinematic PPP in ALRT
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station ALRT during the same period in Fig. 8. Table 4 shows the statistical results
in kinematic mode. The positioning errors of fixed solutions decrease by 1.14 cm,
2.15 and 2.18 cm respectively in NEU components compared with float solutions.
The average convergence time is shortened by 8.6 min, but only 64.17% sessions
converge successfully.

5 Conclusion

In this paper, single-difference FCBs are generated using IGS real-time orbits and
clocks, and the linear extrapolation method is used to forecast the NL FCBs in a
short term for real-time application. The stability of the real time FCBs, as well as
the performance of real-time PPP-AR both in static and kinematic modes, have
been evaluated and analyzed. The results are concluded as follow:

(1) The stability of real-time NL FCBs is worse than that of post-processing
products. According to the analysis of prediction errors, a 5-minute interval
should be chosen for NL FCBs forecast, in which situation 90.53% of linear
extrapolation residuals are within 0.05 cycles. However, the stability of
real-time WL FCBs is much better, with 92.4% residuals within 0.01 cycles at a
1-day interval.

(2) The real-time PPP with ambiguity resolution using real-time FCBs can sig-
nificantly improve the position accuracy and convergence time comparing with
the float solution. In the static mode with ambiguity resolution: the convergence
rate is 83.33%; the deviation of the NEU direction is 1.51, 1.64 and 2.18 cm,
respectively; and the 3D deviation is reduced by 44.56% compared to the
floating point solution. In the kinematic mode with ambiguity resolution: it
takes an average time of 24.36 min to converge; after convergence, the devi-
ations of NEU components are 1.95, 2.41 and 2.66 cm, respectively.

Acknowledgements This research work was supported by the Natural Science Foundation of
China (41604032).

Table 4 Convergence and accuracy of 1 h kinematic PPP

Mode Ambiguity strategy Convergence Position error/cm

Rate/% Time/min N E U 3D

Real-time Float 81.67 32.96 3.39 4.56 4.84 8.57

Fixed 64.17 24.36 1.95 2.41 2.66 4.92

Afterwards Float 93.75 27.75 2.45 2.89 3.51 5.92

Fixed 74.58 19.82 1.35 0.91 2.16 3.02
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Improved TCAR Algorithm for BDS
Over Medium-Long Baseline

Yijun Tian, Lifen Sui, Dongqing Zhao, Shaolei Peng and Yuan Tian

Abstract In the paper, a modified TCAR method was proposed to investigate
triple-frequency ambiguity resolution (AR) performance with real BDS data. At first,
the extra-wide-lane (EWL), wide-lane (WL) and narrow-lane (NL) ambiguities were
determined with the classical TCAR method, and then analysis of the influence of
the residual double-differencing (DD) ionospheric delay on the NL ambiguity res-
olution was given, and concluded that the residual ionospheric delay was the main
error in the resolution of NL ambiguity over medium-long baseline. In the modified
TCAR method, the estimated DD ionospheric delay was used to modify the NL
ambiguity resolution. As the noise term of the DD ionospheric delay estimated from
the ambiguity-fixed EWL is very large, the smooth method is employed to correct
the estimated DD ionospheric delay. As a result, the NL ambiguity resolution
modified by the smooth DD ionospheric delay shows a much better performance
than the classical TCAR method over medium and long baseline.

Keywords BDS real data � TCAR method � Smooth DD ionospheric delay
NL

1 Introduction

BDS satellite navigation system has already become the world’s third largest
navigation system, following the United States GPS, and Russia GLONASS [1].
After the BDS satellite navigation system formally provides regional services, the
number of visible satellites of the combined BDS and GPS systems can reach
20 [2]. Domestic and foreign scholars have done a great deal of work in using
BeiDou to achieve high-precision static and dynamic relative positioning and
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demonstrating their feasibility and accuracy [3]. With the advent of GNSS
multi-frequency signals, many scholars have started to study various
multi-frequency linear combinations to improve the efficiency of ambiguity reso-
lution, the detection and repair of cycle slip, and the navigation and positioning
accuracy. Wu Yue analyzed the positioning accuracy of some GPS triple-frequency
phase observation [4]. Cocard systematically studied the linear combination of GPS
triple-frequency integer coefficients and found that the sum of the linear combi-
nation coefficients is closely related to the observed error characteristics of GPS
triple-frequency carrier phase combinations [5]. Urquhart analyzed the possible
benefits of combination of GPS and Galileo triple frequency phase observations to
ambiguity resolution and positioning accuracy [6]. Hatch analyzed the impact of
GPS third frequency on navigation and positioning users and pointed out that the
third frequency mainly improves the ambiguity resolution under short baseline and
its contribution is still limited under long baselines [7].

Under the “3 GEO + 3IGSO” regional constellation configuration of Beidou
satellite navigation system, Shi conducted a preliminary quality analysis of
Beidou GEO and IGSO satellites and evaluated the accuracy of dual-frequency
carrier phase differential positioning [8]. In the case of short baselines,
Montenbruck analyzed the success rate of the ambiguity resolution of the Beidou
triple frequency geometry-free carrier combination [9]. Tang proposed a method to
improve the TCAR model based on the geometric model and greatly improved the
success rate of ambiguity fixed in the case of short baseline [10]. In general,
ambiguity resolution in the geometry-free combination at short baseline is mainly
affected by ionospheric delay error and multipath error [11, 12], and the ionospheric
delay error can be roughly neglected after double differencing.

Under medium and long baseline, the ambiguity resolution in the geometric
model is not affected by the orbit and tropospheric delay errors, but the third-step
narrow-lane ambiguity resolution is easily affected by the double-difference iono-
spheric delay error. Therefore, many scholars started to study the solution of the
narrow-lane ambiguity over medium-long baseline. Simsky presented a triple fre-
quency geometry-free and ionosphere-free combination, and analyzed its application
in ambiguity resolution and multipath error extraction. Hatch proposed a method of
calculating the ambiguity of narrow lane with medium and long baselines by using
triple-frequency optimal ionosphere combination smoothing (ultra) wide-lane
combination [14]. Wang and Rothacher propose a simplified geometry-free and
ionosphere-free model by minimizing noise effects [15]. Zhao and Zhang has
improved the traditional TCAR method by using the combination of ultra-wide-lane
and wide-lane combination with pseudo-range combination to eliminate the geo-
metric and ionospheric terms [16, 17]. The non-geometric, ionosphere-free methods
above are essentially equivalent, all based on the good properties of a tri-band,
geometric-free, ionosphere combination that is unaffected by geometric terms and
ionospheric delay errors. The geometry-free and ionosphere-free methods above are
essentially equivalent, all based on the good properties of the triple frequency
combination that is unaffected by geometric terms and ionospheric delay errors.
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Although geometry-free and ionosphere-free ambiguity resolution scheme
eliminates systematic errors such as ionospheric delays, due to the error associated
with the epoch, the convergence speed of ambiguity is slow, and even it cannot
converge to the true value due to long-period multipath error (especially for
BDS GEO satellite). In this paper, aiming at the problem that it is difficult to
accurately fix the ambiguity of the narrow lane in the TCAR method under medium
and long baselines, an improved method is proposed to estimate the double-
difference ionospheric delay by smoothing the two wide-lane combinations with
ambiguity fixed. Then, the smoothed double-difference ionospheric delay can be
used to correct the narrow-lane ambiguity, which can obviously improve the
rounding success rate of floating ambiguity.

2 GNSS Observation Model

2.1 The Linear Combination of Observations

From the original observations and different linear combination coefficient, we can
get the observed combination of different characteristics, which can be expressed as
follows:

rDUði;j;kÞ ¼ i � f1 � rDU1 þ j � f2 � rDU2 þ k � f3 � rDU3

i � f1 þ j � f2 þ k � f3
¼ rDq� bði;j;kÞrDIþrDT þ kði;j;kÞrDNði;j;kÞ þ frDU

ð1Þ

rDPði;j;kÞ ¼ i � f1 � rDP1 þ j � f2 � rDP2 þ k � f3 � rDP3

i � f1 þ j � f2 þ k � f3
¼ rDqþ bði;j;kÞrDIþrDT þ erDP

ð2Þ

where rDUði;j;kÞ and rDPði;j;kÞ denote the double-difference phase and pseudo
range observations respectively, and correspondingly, frDU and erDP denote their
respective observed noise; rDI and rDT denote the double-difference ionospheric
delay and tropospheric delay error, respectively; kði;j;kÞ is the combined observation

wavelength; lði;j;kÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ði�f1Þ2 þðj�f2Þ2 þðk�f3Þ2

ði�f1 þ j�f2 þ k�f3Þ2

r
is the noise amplification factor;

rDNði;j;kÞ represents the double-difference ambiguity; bði;j;kÞ is the double-difference
combination coefficient of ionospheric delay.

2.2 Selection of Combined Observations

Feng and Cocard study the selection of the optimal combination of triad frequencies
systematically, and put forward the standard of determining the optimal
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combination of observations is to select the linear combination which has a longer
wavelength, smaller ionospheric delay and smaller linear noise effects. According
to the criterion and method of optimal combination coefficients proposed by
Feng, three optimal linear combinations of EWL (0, −1, 1), EWL (1,4, –5) and NL
(4, 0, −3) are adopted to conduct the experiments in this paper, and the charac-
teristics of the three combinations are shown in Table 1.

3 The Classical TCAR Method

3.1 Model of the TCAR Method

(1) The first step is to use the pseudo-range to solve the ultra-wide lane ambiguity
(EWL).

N̂ðie;je;keÞ ¼ uðie;je;keÞ �
Pðm;n;lÞ
kðie;je;keÞ

þ bðie;je;keÞ þ bðm;n;lÞ
kðie;je;keÞ

I1 � eðie;je;keÞ þ
eðm;n;lÞ
kðie;je;keÞ

ð3Þ

For GPS or BDS, the wavelength of the combined EWL observation is very
long. In the case of short baseline, the neglected double-difference ionospheric
delay error and observation noise have little influence on the ambiguity resolution
[21], so the EWL ambiguity can easily be fixed.

(2) The second step is to solve wide-lane ambiguity (WL) by combined observa-
tion of EWL with fixed ambiguity.

N̂ðiw;jw;kwÞ ¼ uðiw;jw;kwÞ �
kðie;je;keÞðuðie;je;keÞ � N

^

ðie;je;keÞÞ
kðiw;jw;kwÞ

þ bðiw;jw;kwÞ � bðie;je;keÞ
kðiw;jw;kwÞ

I1 þ
kðie;je;keÞeðie;je;keÞ � eðiw;jw;kwÞkðiw;jw;kwÞ

kðiw;jw;kwÞ

ð4Þ

Table 1 Characteristics of
optimal observation
combinations

rDUði;j;kÞ kði;j;kÞ bði;j;kÞ lði;j;kÞ
(0, −1, 1) 4.884 −1.592 28.529

(1, 4, −5) 6.371 0.652 172.6

(4, 0, −3) 0.1229 0.1972 2.9984
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(3) The third step is to solve narrow-lane ambiguity (NL) by combined observation
of WL with fixed ambiguity.

N̂ðin;jn;knÞ ¼ uðin;jn;knÞ �
kðiw;jw;kwÞðuðiw;jw;kwÞ � N

^

ðiw;jw;kwÞÞ
kðin;jn;knÞ

þ bðin;jn;knÞ � bðiw;jw;kwÞ
kðin;jn;knÞ

I1 � eðin;jn;knÞ þ eðiw;jw;kwÞ
kðiw;jw;kwÞ
kðin;jn;knÞ

ð5Þ

When the double-difference ionospheric error and double-difference measure-
ment noise of WL and NL combinations are less than half of the wavelength of the
combined observations, the floating ambiguities can be directly rounded to the
integers. In this paper, the steps are slightly changed. Firstly, the first EWL (0, −1, 1)
and second EWL (1, 4, −5) are determined according to the first step and then the

WL (1, −1, 0) is obtained according to the equation N
^

ð1;�1;0Þ ¼ 5N
^

ð0;�1;1Þ þ
rDN

^

ð1;4;�5Þ, and finally the NL (4, 0, −3) is obtained according to the Eq. (5). It can
be seen that from Table 2 the influence coefficient of double-difference ionospheric
delay in NL observations is 12.125, that is to say, the effect of the double-difference
ionospheric delay on the NL ambiguity resolution can be neglected only when the
double-difference ionospheric delay residual is within 4 cm.

3.2 Analysis of Experiments

Three baselines of 8, 17 and 72 km are selected in this paper (Table 3). The
double-difference ambiguities correctly fixed by LAMBDA method are taken as
reference values to calculate the double-difference ambiguities of EWL, WL and
NL in TCAR experiments.

Table 4 shows the RMS of the double-difference ambiguity resolution of dif-
ferent combinations for all BDS satellites. For short baselines of 8 and 17 km, the

Table 2 Influence of ionospheric coefficient on EWL (0, −1, 1), (1, 4, −5) and NL (4, 0, −3)

Equations Ionospheric coefficient rDI1
0.04 m 0.1 m 0.2 m

(3) 0.061 0.002 0.006 0.012

(4) 0.305 0.001 0.03 0.06

(5) 12.125 0.48 1.2 2.4

Table 3 Data of free-geometry ambiguity resolution

Length of baseline (km) Date Sampling interval (s) Data length

8 2014.07.31 10 3 h 30 min

17 2014.07.01 10 3 h 12 min

72 2013.12.14 1 24 h
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RMSs of the double-difference ambiguities for both EWL and NL combinations are
less than 0.3 cycles, and the accuracy of EWL (1, 4, −5) is almost the same as that
of EWL (0, −1, 1). For a medium-long baseline of 72 km, the double-difference
ambiguity residuals of the two EWL combinations can still reach high accuracy, but
the accuracy of double-difference NL ambiguity is obviously deteriorated, indi-
cating that the effect of baseline length on the direct rounding of the EWL ambi-
guity resolution is not significant but the direct rounding effect on the NL ambiguity
resolution is obvious. The success rate of rounding ambiguities to the correct
integers is listed in Table 5. As mentioned earlier, the direct rounding rates of the

Table 4 RMS of EWL (0, −1, 1), WL (1, 4, −5), NL (4, 0, −3) DD ambiguity residual

RMS/cycles 8 km 17 km 72 km

(1) (2) (3) (1) (2) (3) (1) (2) (3)

GEO C02 0.08 0.10 0.12 0.11 0.12 0.24 0.09 0.19 3.43

C03 0.06 0.08 0.10 0.12 0.11 0.19 0.05 0.09 0.97

C04 0.10 0.12 0.17 0.06 0.11 0.21 0.06 0.11 0.94

C05 0.08 0.10 0.13 0.13 0.17 0.23 * * *

IGSO C06 * * * 0.06 0.08 0.18 0.06 0.10 1.35

C07 0.06 0.09 0.13 0.07 0.10 0.18 0.06 0.10 0.52

C08 0.06 0.07 0.11 0.07 0.09 0.20 0.08 0.13 1.74

C09 * * * * * * 0.05 0.10 1.44

C10 0.06 0.07 0.09 0.06 0.08 0.22 0.07 0.14 3.37

MEO C11 0.07 0.09 0.11 * * * * * *

C12 * * * * * * 0.06 0.10 1.20

C13 * * * * * * 0.07 0.12 2.19

C14 * * * * * * 0.06 0.12 2.47

Table 5 Success rate of ambiguity resolution

Success rate/
%

8 km 17 km 72 km

(1) (2) (3) (1) (2) (3) (1) (2) (3)

GEO C02 100 100 100 100 100 94.3 100 99.7 26.8

C03 100 100 100 100 100 100 100 100 58.2

C04 99.8 99.7 99.6 100 100 99.0 100 100 62.7

C05 100 100 99.5 100 99.6 95.0 * * *

IGSO C06 * * * 99.2 99.1 96.2 100 99.9 39.4

C07 100 100 100 100 100 99.9 100 99.9 49.5

C08 100 100 100 100 100 99.1 99.9 99.8 37.7

C09 * * * * * * 99.9 99.9 35.8

C10 100 100 100 99.1 99.0 93.7 100 99.7 42.5

MEO C11 0.07 0.09 0.11 * * * * * *

C12 * * * * * * 0.06 0.10 1.20

C13 * * * * * * 0.07 0.12 2.19

C14 * * * * * * 0.06 0.12 2.47
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two EWL combinations at three baselines are above 99%, even up to 100%, while
for the 72 km baseline, the narrow-lane ambiguity rounding success rate become
significantly worse. Therefore, in the following, the resolution of the NL ambiguity
at medium-long baselines is mainly considered (Fig. 1).

4 The Modified TCAR Method

Aiming at the low success rate of NL ambiguity resolution over the medium-long
baseline, an improved TCAR method is proposed, which is to use the smoothed
double-difference ionosphere estimation to correct the NL ambiguity in the classical
TCAR method in this paper.

4.1 The Smoothed Double-Difference Ionosphere
Estimation

It can be seen from the foregoing statement that both the EWL (0, −1, 1), (1, 4, −5)
double-difference ambiguities can be easily fixed in the first two steps of the TCAR
method, regardless of the short or medium long baseline. Therefore, the double
difference ionospheric delay can be estimated by using these two ambiguous fixed
EWL observations. The equation can be expressed as follows:

Î1 ¼
~Uð0;�1;1Þ � ~Uð1;4;�5Þ
bð0;�1;1Þ � bð1;4;�5Þ

ð6Þ

where ~Uð0;�1;1Þ ¼ Uð0;�1;1Þ � kð0;�1;1Þ � N
^

ð0;�1;1Þ and ~Uð1;4;�5Þ ¼ Uð1;4;�5Þ �
kð1;4;�5Þ � N

^

ð1;4;�5Þ are the two EWL combinations after correction.
It is assumed that the accuracy of the phase observations at each frequency point

is equal, namely, rrDU1 ¼ rrDU2 ¼ rrDU3 ¼ rrDU, and then the accuracy of
double differential ionospheric delay estimation can be obtained.

rÎ1 ¼
rU

bð0;�1;1Þ � bð1;4;�5Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 21

f 2ð1;4;�5Þ
þ ð f2

fð0;�1;1Þ
þ 4f2

fð1;4;�5Þ
Þ2 þð f3

fð0;�1;1Þ
þ 5f3

fð1;4;�5Þ
Þ2

s

¼ 89:38rU

ð7Þ

As it can be seen from the Eq. (7), the noise of the double-difference ionospheric
delay estimated by the two EWL combinations is very large, so it needs to adopt the
smoothing algorithm. The term that is used to smooth the estimated double dif-
ference ionospheric delay can be expressed as follows:
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Fig. 1 The EWL (0, −1, 1), (1 ,4, −-5) and NL (4, 0, −3) ambiguity residual of different baselines
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�I1 ¼
ðUð1;0;0Þ � k1N1Þ � ðUð0;1;0Þ � k2N2Þ

bð1;0;0Þ � bð0;1;0Þ
ð8Þ

where ambiguity terms rDN1 and rDN2 are unknown, but they can be eliminated
by differencing between epochs, so in the event of cycle slip it needs to repair the
cycle slips or restart the procedure of smoothing. The double-difference ionospheric
delay can be obtained by combining the Eqs. (6) and (8).

I
^

1ðnÞ ¼
Pn

t¼1 Î1ðtÞ
n

þ ðn� 1Þ�I1ðnÞ �
Pn�1

t¼1
�I1ðtÞ

n
ð9Þ

In Fig. 2, the double differential ionospheric delay estimation obtained in Eq. (6)
and the smoothing value obtained in (9) is compared. As mentioned above, no
matter whether the short baseline or the medium long baseline, noise of the
double-difference ionospheric delay estimation is very large, even up to 1 m. The
smoothed double-difference ionospheric delay noise is significantly smaller, with an
accuracy over short baseline smaller than 5 cm. The double-difference ionospheric
delay of 72 km in the medium long baseline is significantly larger than that of the
short baseline, and is still on the decimeter scale even after the double difference. In
the meantime, the strategy of partial ambiguity fixing in LAMBDA method is used

Fig. 1 (continued)
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Fig. 2 Estimation of DD ionospheric delay
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to estimate the double-difference ionospheric delay which can be regarded as the
reference value for the TCAR method. It can be seen from the Fig. 2, the smoothed
double-difference ionospheric delays derived from the TCAR method are in good
agreement with the value obtained in the LAMBDA method.

4.2 Corrections of the NL Ambiguity

Using the double difference ionospheric smoothing value obtained in the previous
section, the narrow lane ambiguity NL in TCAR method is corrected as follows:

N̂ðin;jn;knÞ ¼ uðin;jn;knÞ �
kðiw;jw;kwÞðuðiw;jw;kwÞ � N

^

ðiw;jw;kwÞÞ
kðin;jn;knÞ

þ bðin;jn;knÞ � bðiw;jw;kwÞ
kðin;jn;knÞ

I
^

1 � eðin;jn;knÞ þ eðiw;jw;kwÞ
kðiw;jw;kwÞ
kðin;jn;knÞ

ð10Þ

The estimated double-difference ionospheric delay after smoothing are plotted in
Fig. 3. At the same time, referring to the correct integer ambiguities, residuals of the

Fig. 2 (continued)
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Fig. 3 The smooth DD ionospheric delay, classical and modified NL ambiguity residual
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double-difference NL floating ambiguities under three baselines compared with
values after correction are shown in Fig. 3, too. It can be seen that residuals of the
double-difference NL ambiguity and double-difference ionospheric smoothing
values always maintain the same trend. For the short baseline, the double difference
ionospheric delay residuals are very small. Except for several epochs in the initial
convergence stage, other epochs are all within 4 cm, which cannot affect the NL
ambiguity resolution as depicted in Sect. 3.1. However, at medium-long baseline,
the double-difference ionospheric delay residuals can still reach the decimeter level,
resulting in poor precision of narrow-lane ambiguity resolution, the effects of which
can reach up to 6 cycles. It is noticed that the accuracy of NL ambiguity corrected
by the ionospheric smoothing values is obviously improved.

The RMS values of the double-difference NL ambiguities for BDS satellites in the
classical and modified TCAR method are given in Table 6 over three baselines. It
can be seen from the comparison that as the baseline length increases, accuracy of
the NL ambiguity resolution will gradually deteriorate, and for the medium long
baseline, the RMSs of the double-difference NL ambiguity are even close to 4 cycles.
The accuracy of NL ambiguity resolution after corrections by the double-difference
ionospheric smoothing values is significantly improved. Most of the errors can be
corrected to within 0.5 cycles even at medium-long baseline. Success rates of
rounding NL ambiguities to the correct integers under different baseline are listed,

Fig. 3 (continued)
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and correspondingly, success rates of the corrected NL ambiguity are displayed, too.
It is worth noting that the success rates of the corrected NL ambiguity are even larger
than that of the NL ambiguity resolution without correction for short baseline, the
mainly reason of which is that success rate of NL ambiguity resolution is already
very high, and it needs time to converge during the procedure of ionospheric
smoothing, which affect the NL ambiguity resolution in the initial stage. However,
for the medium-long baseline success rate of NL ambiguity resolution has been
greatly improved, and for some satellites it can even reach 100% (Table 7).

Table 6 RMS of NL and modified NL ambiguity residual

RMS 8 km 17 km 72 km

NL NL-Smo NL NL-Smo NL NL-Smo

GEO C02 0.12 0.10 0.24 0.18 3.43 1.06

C03 0.10 0.08 0.19 0.20 0.97 0.16

C04 0.17 0.07 0.21 0.14 0.94 0.11

C05 0.13 0.07 0.23 0.12 * *

IGSO C06 * * 0.18 0.20 1.35 0.27

C07 0.13 0.08 0.18 0.14 0.52 0.27

C08 0.11 0.06 0.20 0.13 1.74 0.45

C09 * * * * 1.44 0.56

C10 0.09 0.05 0.22 0.19 3.37 0.73

MEO C11 0.11 0.06 * * * *

C12 * * * * 1.20 0.54

C13 * * * * 2.19 1.5

C14 * * * * 2.47 0.7

Table 7 Success rate of ambiguity resolution for NL and modified NL

Success rate/% 8 km 17 km 72 km

NL NL-Smo NL NL-Smo NL NL-Smo

GEO C02 100 99.1 94.3 98.9 26.8 30.2

C03 100 99.3 100 99.0 58.2 100

C04 99.6 99.0 99.0 98.3 62.7 100

C05 99.5 98.7 95.0 96.1 * *

IGSO C06 * * 96.2 96.0 39.4 95.7

C07 100 99.3 99.9 98.8 49.5 79.6

C08 100 99.0 99.1 99.4 37.7 91.2

C09 * * * * 35.8 77.6

C10 100 99.5 93.7 98.9 42.5 60.4

MEO C11 100 99.2 * * * *

C12 * * * * 45.7 67.7

C13 * * * * 22.5 56.5

C14 * * * * 22.3 27.4
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The RMS comparison of EWL (0, −1, 1), (1, 4, −5) NL (4, 0, −3) and the
corresponding NL corrections for BDS satellites at 72 km length is given in Fig. 4.
For the medium-long baseline, accuracies of the double-differenced ambiguity
resolution for the two EWL combinations are very high, and it is very poor for the
NL ambiguity resolution, but it is greatly improved after ionospheric correction.

5 Conclusions

Performances of TCAR method over different baseline are investigated in the paper.
First of all, according to the classical TCAR method, the evaluation accuracy and
rounding success rate of the two double-difference EWL and NL ambiguity reso-
lution are analyzed, it is found that the result of the two EWL ambiguity resolution
is not affected by the increase of the baseline length. However, the performance of
the NL ambiguity is very poor in the medium-long baseline. And then, the main
factors influencing NL ambiguity resolution are analyzed experimentally. It is
found that the ambiguity resolution in geometric model is mainly affected by the
double difference ionospheric delay. In the case of short baseline, residual of the
double difference ionospheric delay Which is within 4 cm, and its influence on NL
ambiguity resolution can be neglected. However, the residual double-difference
ionospheric delay is still large at medium-long base line, even reaching 3
decimeters, which largely affects the NL ambiguity resolution. Therefore, the two
EWL combinations with ambiguities successfully fixed is used to estimate the

Fig. 4 Comparison of RMS in baseline of 72 km
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double-difference ionospheric delay residual, but the accuracy is poor, and then the
smoothing procedure is adopted to obtain the double-difference ionospheric delay.
At last, the smoothed double-difference ionosphere delay is used to correct the NL
double-difference ambiguity. It can be seen that although the smoothing process
requires several epoch convergence, the accuracy of the accuracy of the
double-difference NL ambiguity resolution has been greatly improved both in the
short baseline and in the mid-long baseline. The success rate of ambiguity rounding
has increased significantly, the maximum increasing rate can be up to 151.1%.

References

1. China Satellite Navigation Office (CSNO) (2013) BeiDou navigation satellite system signal in
space interface control document open service signal (Version 2.0)

2. Yang Y, Li J, Wang A et al (2014) Preliminary assessment of the navigation and positioning
performance of BeiDou regional navigation satellite system. Sci China Earth Sci 57(1):144–
152

3. Yang Y, Li J, Xu J et al (2011) Contribution of the Compass satellite navigation system to
global PNT users. China Sci Bull 56(26):2813–2819

4. Yue W, JinLai G, Yang M, Wei S (2006) Analysis of GPS multi-frequency carrier phase
combinations. Geomatics Info Sci Wuhan Uni 31(12):1082–1085

5. Cocard M et al (2008) A systematic investigation of optimal carrier-phase combinations for
modernized triple-frequency GPS. Geod 82:555–564

6. Urquhart L (2009) An analysis of muti-frequency carrier phase linear combinations for GNSS.
Senior technical report, Department of Geodesy and Geomatics Engineering Technical Report
No. 263, University of New Brunswick, Fredericton, New Brunswick, Canada

7. Hatch R, Jung J, Enge P, Pervan B (2000) Civilian GPS: the benefits if three frequencies. GPS
Solutions 3(4):1–9

8. Shi C et al (2013) Precise relative positioning using real tracking data from COMPASS GEO
and IGSO satellites. GPS Solutions 17(1):103–119

9. Montenbruck O, Hauschild A, Steigenberger P, Hugentobler U, Teunissen P, Nakamura S
(2012) Initial assessment of the COMPASS/BeiDou-2 regional navigation satellite system.
GPS Solutions, Published online: 12 June 2012. https://doi.org/10.1007/s10291-012-0272-x

10. Tang W, Deng C, Shi C, Liu J (2013) Triple-frequency carrier ambiguity resolution for
Beidou navigation satellite system. GPS Solutions 18:335–344

11. Vollath, U et al (1998) Analysis of three-carrier ambiguity resolution (TCAR) technique for
precise relative positioning in GNSS-2. In: Proceedings of ION GPS-98 the 11th international
technical meeting of the satellite division of the institute of navigation, Nashville, Tennessee,
USA, pp 417–426

12. Odijk D et al (2008) ADOP in closed form for a hierarchy of multi-frequency single-baseline
GNSS models. J Geodesy 82(473–492)

13. Simsky A (2006) Three’s the charm: triple-frequency combinations in future GNSS. July/
August, Inside GNSS, pp 38–41

14. Hatch R (2006) A new three-frequency, geometry-free technique for ambiguity resolution. In:
Proceedings of ION GNSS 2006, 26–29 Sept, Fort Worth, TX, pp 309–316

15. Wang K, Rothacher M (2013) Ambiguity resolution for triple-frequency geometry-free and
ionosphere-free combination tested with real data. J Geod 87:539–553

16. Zhao Q, Dai Z, Hu Z, Sun B, Shi C, Liu J (2014) Three-carrier ambiguity resolution using the
modified TCAR method. GPS Solutions 1–11

552 Y. Tian et al.

http://dx.doi.org/10.1007/s10291-012-0272-x


17. Zhang, X. He, X (2015) Performance analysis of triple-frequency ambiguity resolution with
BeiDou observations. GPS Solutions 1–13

18. Jinlong Li (2011) Research on the algorithms of GNSS triple frequency precise positioning.
Information Engineering University, Zhengzhou

19. Fengyanming GNSS (2008) Three carrier ambiguity resolution using ionosphere-reduced
virtual signals. J Geodesy 2008(82):847–862

20. Zhang W (2005) Triple Frequency Cascading Ambiguity Resolution for Modernized GPS and
GALILEO. UCGE Reports, Number 20–28, July 2005

Improved TCAR Algorithm for BDS Over Medium-Long Baseline 553



Analysis of the Effect of the 06-09-2017
Solar Flare on GNSS Signal
and Positioning Performance

Wei Zhou, Shegnfeng Gu, Maorong Ge and Jungang Wang

Abstract This paper investigates the effect of 06-09-2017 X9.3 solar flare on
Global Navigation Satellite System (GNSS) signal and positioning performance. To
conduct the study we select 60 IGS stations and collect the observations and
ephemeris from August 30 to September 13, 2017. The Solar activity Indexes of
Ap, Kp, Dst are evaluated and the global ROTI maps are constructed to indicate and
define the magnitude of the storm. As for the GNSS signal, signal-in-space-
ranging-errors (SISRE) is used to assess the solar flare’s effect on the accuracy of
broadcast ephemeris, and the cycle slip occurrence is used to assess it’s impact on
observation quality, especially phase observation. Furthermore, the kinematic
GNSS PPP solution is used to evaluate the GNSS positioning performance during
the storm. After processing, root mean square errors (RMS) of north, east and up
component were calculated for each station on each day. The results indicate that at
eight of all the selected IGS stations three-dimensional (3D) accuracy of PPP has
degraded significantly and the GNSS are unreliable during the storm.
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1 Introduction

Ionosphere is a dispersive medium of gases and molecules. It produces ionospheric
irregularities when local electron density differs significantly, thus inducing rapid
Scintillation in the amplitude and phase of the radio signals [1]. Scintillation,
especially in the L-band, has the capacity to degrade the accuracy and reliability of
GNSS by increasing the tracking error, occurrence of cycle slips and probability of
loss of lock. The WAAS performance in Canada, Alaska, and CONUS were
affected on March 17 and March 18, 2015 by ionospheric activity [2]. Scintillations
on L band have been frequently observed from GNSS receivers [3, 4] at low
latitudes and high latitudes [5]. During intense magnetic storm periods they have
also been reported at middle latitudes [6].

Solar flares occurred on September 6, 2017, at 12:02 UTC [7]. This event was
classified as an X9.3 and the largest flare so far in the current solar cycle. The X9.3
solar flares were accompanied by a coronal mass ejection (CME) and impacted the
Ionosphere and Earth’s magnetic field around early morning on September 8, 2017.

This paper focuses on the performance of GNSS during the 2017-09-06 X9.3
solar flare. In the sections to follow we first introduce the data set and the
methodology for analyzing the effect of the 2017-09-06 X9.3 flare on GNSS per-
formance. The comparisons results during the event as well as the relevant dis-
cussions are given in Sect. 3. Finally, we summarize the main findings in Sect. 4.

2 Dataset and Methodology

We select 60 MGEX stations to analyze the effect of the 2017-09-06 X9.3 flare on
GNSS. Figure 1 shows the distribution of the stations with different geographic
locations. All the 60 MGEX stations have GPS, GLONASS, BDS and Galileo
observations. To analyze the overall performance, also for comparison, we collect the
observations for two weeks fromAugust 30 to September 13, 2017. TheMulti-GNSS
precise orbits and clocks provided byGFZ, i.e., the GBM final products, are used here
for precise positioning. The Rate of TEC Index (ROTI), Dst, Kp, Ap, SISRE, the
occurrence of GNSS phase cycle slips and the positioning errors are analyzed in this
study to evaluate the GNSS signals and positioning performance.

2.1 Solar Activity Index

Solar index Kp and Ap are used to define the magnitude of a geomagnetic storm.
Kp is a worldwide weighted average metric which indicates a geomagnetic storm
when the value of Kp is more than 5. On the basis of Ap thresholds, we classified
the geomagnetic storms into three grade as a minor storm when 29 < Ap < 50,
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a major storm when 50 <= Ap < 100 and a severe storm when Ap >= 100 [8]. The
geomagnetic storms can also be characterized by the Dst. The worldwide magnetic
storm level is categories as weak storms (Dst > −50nT), moderate storms
(−100nT < Dst 6 −50nT) and intense storms (Dst 6 −100nT) [9].

ROTI is defined as the standard deviation of the rate of TEC and widely used in
the services of space weather monitoring [10] and investigations of the ionospheric
irregularities occurrence [11]. ROTI is estimated by dual-frequency GNSS data
with the time interval of 5 min as:

ROTI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ROT2h i � ROTh i2
q

ð1Þ

where ROT is the rate of TEC [12], which is defined as the slant TEC variation rate
of two successive epochs:

ROT ¼ TECi
tþDt � TECi

t

Dt
ð2Þ

2.2 GNSS Positioning Indices

To analyze the impact of the X9.3 flare on GNSS signal and positioning perfor-
mance we use three data parameters: SISRE, the number of cycle slips and the
positioning accuracy.

Fig. 1 IGS stations distribution
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The signal-in-space ranging error (SISRE) describes the combined impact of
orbit and clock errors, which is defined as a weighted average [13]:

SISRE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rms wR � R� c � Dtð Þ½ �2 þw2
A;C A2 þC2ð Þ

q

ð3Þ

where c � Dt denotes the error of the clock offset, wR and w2
A;C denote the weight of

radial and along/cross orbit errors, respectively. For different GNSS systems and
different types of satellites (GEO, IGSO, MEO), wR and w2

A;C have different values,
and we refer Montenbruck for the detailed values.

The most important negative impact on GNSS by ionosphere scintillation is the
loss of lock and the frequent cycle slip occurrence of the phase observations.
Therefore, when a solar flare occurs it is expected that the cycle slips will be much
more frequent compared with other times when the ionosphere activities are quiet. In
this paperwe pay special attention to the cycle slips statistics of the phase observations
during theflare.We adopt thewidely used Turboedit algorithm [14] to detect the cycle
slips automatically. This method uses the wide-lane combination and the ionospheric
combination to detect cycle slip and could be implemented on a single receiver.

Precise GNSS positioning mainly counts on the accurate phase observations,
which has an accuracy of mm-level. However, it is impossible to obtain the precise
estimates due to the ambiguity, which needs some time to convergent to a precise
value. The convergence time for PPP usually takes half an hour or more, depending
on the pseudo-range accuracy, the satellite geometry, et al. With more cycle slips
the estimated parameters will suffer some accuracy degradation. Moreover, if the
cycle slips occur at the same epoch or within a short period, which is equivalent to a
reconvergence, the solution will become extremely unreliable. Even though some
method has been proposed to speed up the reconvergence by constraining the
atmosphere [15], the occurrence of cycle slips will still degrade the positioning
accuracy.

3 Results and Discussion

3.1 Solar Activity Index Analysis

To detect the variations of solar activity and geomagnetic conditions during the
X9.3 solar flares, we first evaluate the Ap index, Kp index and Dst index. From the
Fig. 2 we find that since late September 7, 2017, the Ap index reached value up to
more than 200. Moving to the scale of another index, a value of 8 or more for the
Kp index and a value of −150 for the Dst index also indicated an intense storm.

Furthermore, to construct the global ROTI maps, we selected 262 IGS stations
with GPS observations for the period of September 7–9, 2017. The distribution of
tracking stations is shown in Fig. 3. All the ROTI values derived from the GPS data
along all visible satellite passes are averaged and binned into cells of 1° � 1°
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resolution in geographic latitude and longitude, and the ROTI values are calculated
every hour. Four epochs’ ROTI maps are presented in Figs. 4, 5, 6, and 7. As we
can see from Figs. 4, 5, 6, and 7, this Geomagnetic Strom occurs since late
September 7 and lasts until the early morning of September 9.

3.2 Sisre

SISRE is a key indicator to monitor the GNSS performance. We calculate the daily
SISRE values by Eq. 3 for each satellite from August 30 to September 17, 2017
(DOY 241 to 256), using the GBM final precise orbits and clocks as reference.
Figures 8, 9, 10 and 11 show SISRE values of GPS, Glonass, Beidou and Galileo,
respectively. As we can see, the SISRE values do not show significant variations
during the intense geomagnetic storm. The comparison results indicate that the
X9.3 solar flare doesn’t affect the accuracy of the broadcast ephemeris.
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Fig. 2 Variations of solar activity and geomagnetic conditions during 1–10 September 2017.
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3.3 Detection of Cycle Slip

As described in Sect. 2, we select 60 globally distributed IGS stations and obtain all
the GNSS observations from August 30 to September 13, 2017. We count the
number of cycle slips occurred on different frequencies of all the satellites for GPS,
GLONASS, Beidou and Galileo and then we take an average for each day at each
station. This cycle slips number of each station on each day is shown in Fig. 12. For
most of the stations, the numbers of cycle slip hold slow fluctuation during the
two-week period, while 8 of them show significant variation on DOY 251, when the

Fig. 3 Geographical distribution of tracking stations in global for ROTI calculation

Fig. 4 ROTI map for 2017-9-7 01:00 UT
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geomagnetic storm occurs. The 8 stations marked with star in Fig. 1, i.e., CAS1,
CMUM, KIRU, PFRR, SCRZ, SCTB, UNSA, XMIS, are distributed in low and
high latitudes.

We take Station PFRR and Station KIRU as examples and present the daily
cycle slip number in Figs. 13 and 15. The daily averages cycle slip numbers for
both stations fluctuate slightly from August 30 to September 7 (DOY 241-250),
while the cycle slip numbers abruptly increase on September 8. For station PFRR,
the daily average cycle slip number rises from 106 up to 193 on DOY 251, and that
for station KIRU goes up from 61 to 157. The daily average cycle slips return to
normal level on September 9. To evaluate the effect on the GNSS phase observation
of the X9.3 solar flare, we also analyze the time series of the cycle slip number on

Fig. 5 ROTI map for 2017-9-8 01:00 UT

Fig. 6 ROTI map for 2017-9-8 03:00 UT
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September 8 at both PFRR and KIRU, which is shown in Figs. 14 and 16. As we
can see, the series of the cycle slip number exhibit a significant increase during
47,000 –52,000 s of DOY 251, which may degrade the positioning precision.

3.4 Precise Positioning

To investigate whether the X9.3 solar flare degrades the GNSS precise positioning
or not, we conduct Multi-GNSS kinematic Precise Point Positioning (PPP) on the 8
stations from DOY41-255, 2017. We take Station PFRR and Station KIRU as
examples. The root mean square (RMS) values on all the north, east, up compo-
nents and the 3-D accuracy for all these two stations on each day are presented in

Fig. 7 ROTI map for 2017-9-9 01:00 UT

Fig. 8 GPS SISRE
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Fig. 9 Galileo SISRE

Fig. 10 Beidou SISRE

Fig. 11 GLONASS SISRE
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Figs. 17 and 19, respectively. Similar to the cycle slip behaviors mentioned above,
for station PFRR the positioning accuracy shows a significant decrease on
September 8. The RMS values for DOY 251 are 0.19/0.13/0.45/0.50 m for north,
east, up and 3-D components, which are about two times larger than that of other
days. On the other hand, KIRU station also shows the same pattern like PFRR.
The RMS values on DOY 251 are 0.19/0.29/0.38/0.51 m, for the north, east, up and
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3D components respectively, which are more than 5 times larger than that of other
days. The epoch-to-epoch coordinate estimates on DOY 251 for both PFRR and
KIRU are presented in Figs. 18 and 20, respectively. Corresponding to the period
when the X9.3 sun flare occurs, the coordinate estimates show obvious degradation
during this period, which is attributed to the cycle slips cause by the sun flare.
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4 Conclusion

We summarize the main results of our investigation as follows:

• During the period of the intense geomagnetic storm since late September 6,
2017, the indexes, including Ap, Kp, Dst and ROTI all show an intense
Geomagnetic storm.

• To investigate the effect of the X9.3 solar flare on the GNSS signal,we assess the
GNSS broadcast ephemeris using the GBM final product as reference, and also
use the cycle slips statistics to demonstrate the phase observations quality. The
results show that the X9.3 solar flare has an insignificant impact on the broadcast
ephemeris, since the SISRE statistics behave similarly with other days. On the
other hand, cycle slip number has a significant increase during the intense
Geomagnetic storm.

• The Multi-GNSS combined kinematic PPP solution of 60 IGS stations is used to
evaluate the GNSS positioning performance during the solar flare. 8 of the
stations located in low and high latitude show significant accuracy degradation,
especially on vertical component. The period of accuracy decrease is highly
correlated with the period of the solar flare, and is attributed to the cycle slips
surge. The solar storm makes the kinematic PPP solution extremely unreliable.
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BeiDou Reliable Integer Ambiguity
Resolution in the Presence
of Time-Correlated Obversion Errors

Zeyu Xin, Liang Li, Chun Jia, Hui Li and Lin Zhao

Abstract Time to first fix of ambiguity is always finished by using multiple
sequential epochs in real-time kinematic (RTK). Among different epochs, the
residual observation errors exist the time correlation each other, which increases
with the increase of distance of baseline. However, the characteristics of time cor-
relation is always neglected by traditional RTK stochastic model to limit the per-
formance of ambiguity resolution. In this paper, the characteristics of time correction
among different epochs with BeiDou observations are analyzed. The magnitudes of
the time correction from GEO satellites of BeiDou show larger than the MEO and
IGSO satellites of BeiDou and all MEO satellites of GPS. Therefore, in this paper,
the characteristics of time correction are modeled by using first-order Gaussian
Markov processing to further adjust the RTK stochastic model. The proposed
method is tested by a Monte-Carlo simulation and actual BeiDou observations. The
simulated test shows that the proposed method can get more real probability of
correct fix, compared with the model neglecting the characteristics of time correc-
tion. The actual test show that the proposed method deceases the probability of false
alarm and missed detection by 50 and 15%, respectively, compared with the model
neglecting the characteristics of time correction. As a result, the proposed method
achieves the optimal ambiguity resolution performance taking the probability of
success, false alarm and missed detection into account, simultaneously.

Keywords BeiDou satellite navigation system � Time correlation
Stochastic model � Multiple epochs � Monte carlo

1 Introduction

Integrity ambiguity resolution is one of significantly point of carrier phase based
difference technique for achieving centimeter level positioning. The stochastic
model of BeiDou satellite navigation system is one of the main factor that restricts
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the ambiguity resolution efficiency. By accurately describing the stochastic model,
the ambiguity can be calculated more correctly to achieve high-precision posi-
tioning results [1]. The observational error of BeiDou can be roughly divided into
two variables, slow variables including atmospheric delay and multipath effects [2].
Normally, slow variables cause a strong charismatics of temporal correlation. Under
the condition of long baseline, slow variables cannot be eliminated by double
difference. As a result, there will be a temporal-related characteristic of double-
difference observations among epochs, which will cause adverse effects [1, 3]. In
order to describe precisely stochastic model, not only the stochastic characteristics
of various types of errors need to be described accurately, but also the impact of
various types of error-time related characteristics of the system should be
considered.

Precisely stochastic model is the precondition for realizing the high precision
positioning. In recent studies, Euler and Goad proposes weighted model based on
satellite elevation angles and obtains significant effects in practical applications.
However, they don’t consider the correlation of among satellite observations.
Anangaza [4] applies variance component estimation to Global Positioning System
(GPS) network data processing to get a stable adjustment results. Howind [5] and
EI-Rabbany [6] consider the influence of time correlation on the baseline accuracy
and prove that the time correlation has less effect on the coordinate results.

In the process of applying dynamic Kalman filtering of GPS, Yang Yuanxi [7]
estimates variance and covariance matrix based on historical information and new
information on real-time, which makes the filtering not only make full use of the
historical information but also express the current information as much as possible. Li
Bofeng [8], under the condition of short baselines, analyzes the Beidou and GPS
stochastic characteristics and concludes that there are varying degrees of correlation
between accuracy and elevation angle onBeidou andGPS. Through the above analysis,
the time correlation will affect the accuracy of the ambiguity assessment, then affecting
the validation of the ambiguity resolution. Therefore, the time-dependent stochastic
model is important for improving reliability of ambiguity resolution.

In this paper, we use Beidou data of short-baseline to analyze time correlation.
on this basis, simulation and time-related stochastic model is studied and discussed.

2 Zero Baseline Single Difference Observation Model

The test uses zero baseline single-difference observations, ignoring the effects of
atmospheric delays andmultipath errors. The single-difference observation equation is:

rPs
L ¼ rqs þrdtL þrdt0;L � krNs

L þresL ð1Þ

rPs
P ¼ rqs þrdtP þrdt0;P þresP ð2Þ
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where r is a single difference operator, and rPs
L and rPs

P are single-difference
carrier observations and single-difference pseudo range observations, andrqs is the
single difference guard distance. rdtL;rdtP;rdt0;L;rdt0;P;resL;resP respectively
are single-difference carrier receiver clock error, single-difference pseudo range
receiver clock error, the receiver hardware delay and observation noise. rNs

L are
single-difference integer ambiguities, k is the carrier phase wavelength, and s is the
satellite number.

In order to introduce the whole-week characteristic of double-difference ambi-
guity, the reference satellite number is set as r, and the above equation can be
written as:

rPs
L ¼ rqs þrdtL þrdt0;L � k rNs

L �rNr
L þrNr

L

� �þresL
¼ rqs þrdL � kDNsr

L þresL
ð3Þ

In Eq. (3), the constant items are combined into one item that is the phase
equivalent clock error rdL ¼ rdtL þrdt0;L � krNr

L:kDN
sr
L is double-difference

integer ambiguity. Receiver clock error and the receiver hardware delay in the
single difference pseudorange observation equation are combined into:

rPs
P ¼ rqs þrdP þresP ð4Þ

With the known observations, baseline and double-difference ambiguity plugged
into (1, 2), the single difference observation equation is:

r~Ps
L ¼ kr/s

L �rqs þ kDNsr
L ¼ rdL þresL ð5Þ

r~Ps
P ¼ rPs

P �rqs ¼ rdP þresP ð6Þ

Assuming that the number of public satellites in the base station mobile station is
m at this moment, the single-epoch pseudo range observation equation can be
written as:

r~PP ¼ emrdP þreP ð7Þ

In the formula, observation vector r~PP ¼ r~Ps1
P r~Ps2

P . . .r~Psm
P

� �T
;m� 1 dimen-

sion matrix em ¼ 1 � � � 1ð ÞT , noise vector reP ¼ res1P res2P . . .resmP
� �T , super-

script s corresponds to satellite number. The carrier phase observation equation can be
similarly introduced.

Assuming that the observations of m satellites completely satisfy the stochastic
distribution at this moment, the common constant term rdP ¼ emeTmr~PP=m can be
calculated by solving the expectation, so that the residual vector v of single-epoch
single-difference pseudo-range observations can be calculated as follows:
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m ¼ r~PP � emeTmr~PP=m ð8Þ

Due to the fixed ambiguity parameter, the carrier phase observation equation is
similar to the pseudo range observation equation, so the residual vector of single
difference carrier phase can be calculated.

3 Time Correlation

3.1 Time Correlation Estimation

The time correlation coefficient q is defined as:

qs ¼ qij ¼ qji ; s ¼ i� jj j ; ði; j ¼ 1; 2; . . .; nÞ ð9Þ

where i, j are the number of epoch, and s is the epoch interval.
The formula for deriving the correlation coefficient of available time is:

qs ¼
1

2 n� sð Þ
Xn�s

i¼1

vTi viþ sffiffiffiffiffiffiffiffiffiffiffiffi
ririþ s

p
rP;irP;iþ s

; 1� s� n� 1 ð10Þ

where m ¼ r~PP;i � emeTmr~PP;i=m is the residual of the ith epoch single-difference
pseudo range observation; rP;i and rP;iþ s are respectively the mean-squared error
of the pseudorange observations for the epoch i and iþ s ephemeris; the corre-
sponding pseudorange observations of the epoch i and iþ s are ri and
riþ s; ri¼riþ s ¼ m� 1. Similarly, the carrier phase time correlation coefficient can
be obtained.

3.2 Multiple Epoch-Time Related Stochastic Models

According to the known time-dependent characteristics, the multi-epoch,
single-difference time-related covariance matrix is constructed as follows:

cov

rePP;1

rePP;2

. . .
rePP;n

2
664

3
775 ¼

r2rP;1Im q12rrP;1rrP;2Im . . . q1nrrP;1rrP;nIm
q21rrP;2rrP;1Im r2rP;2Im . . . q2nrrP;2rrP;nIm

. . . . . . . . . . . .
qn1rrP;nrrP;1Im qn2rrP;nrrP;2Im . . . r2rP;nIm

2
664

3
775

ð11Þ

574 Z. Xin et al.



The time correlation coefficient is defined as:

qs ¼
1

2 n� sð Þ
Xn�s

i¼1

vTi viþ sffiffiffiffiffiffiffiffiffiffiffiffi
ririþ s

p
rP;irP;iþ s

; 1� s� n� 1 ð12Þ

4 Experimental Results and Analysis

4.1 Time Correlation

In this paper, the data measured by the Observatory of Curtin University in
Australia on January 28th, 2016 is used. The sampling rate is 30 s, and the cut-off
height angle is 10�. The time correlations for the baseline of zero, baseline of
4.27 m and baseline of 8.42 m, are extracted respectively, and calculate the auto-
correlation coefficient based on the time-related consideration method mentioned
above.

Figure 1 shows that the time correlation of zero baseline is very weak. The
reason is that the inter station error is strongly correlated. The observed noise after
single difference is a white noise without time correlation.

As the baseline increases, the residual error of the observed noise increases, and
the observed noise contains colored noise terms [9, 10], making it time-related.
Figure 2 shows the time correlation coefficient of 4.27 m baseline extraction. It can
be clearly seen that the autocorrelation coefficient decays gradually until zero as the
time interval increases. It is verified that there is a temporal correlation in the
observed data. The autocorrelation coefficient of the 8.42 m baseline in Fig. 3 also
confirms the existence of time correlation.

In addition, data of 7.98 m baseline is used to analyze the time correlation of
GPS and BDS. It can be seen from the comparison of Figs. 4 and 5 that the time
correlation of BDS is stronger than that of GPS system. The specific reason can be
analyzed from Figs. 6 and 7. From Fig. 7, it can be seen that the correlation
between the time correlation of IGSO and MEO satellites in BDS is approximate to
the GPS time. From Fig. 6, it can be concluded that the GEO satellites in BDS is
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the reason why the time correlation of BDS is stronger than that of GPS. For GEO
is a geostationary satellite, the change in relative ground position is smaller, so the
time correlation of GEO is stronger than that of MEO and that of IGSO.

4.2 Simulation

4.2.1 Time-Related Simulation

A total of 7 different scenarios are evaluated. The scheme ignores the effects of the
atmosphere and these scenarios may be useless for all base stations except for very
short baselines, but they are able to independently research on multi-path standard
deviation and time-dependent effects. Scenario A is the basic case and Scenarios B
to E independently consider the changes of each of the four multipath parameters.

According to Kyle [11], we consider the time-dependent error as a first-order
Gaussian Markov model [1, 12]:

qs ¼ e�
rt
T ; ðs ¼ 1; 2; . . .; n� 1Þ ð13Þ
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where the interval rt between the epochs in the data is known, and in the
covariance matrix only T and r are unknown. At this moment, the time-related
covariance matrix can be written as:

QT ¼
r2Im q1r

2Im . . . qn�1r
2Im

q1r
2Im r2Im . . . qn�2r

2Im
. . . . . . . . . . . .

qn�1r
2Im qn�2r

2Im . . . r2Im

2
664

3
775 ð14Þ

On the basis of the zero-time data with very weak time correlation, the
time-related simulation is performed on the stochastic model. Also, the
single-difference measurement noise term is suppose to be 0.3 m for pseudo ranges
and 1 mm for phases. In each case, the state covariance matrix for each epoch is
calculated using the previously mentioned multi-epoch accumulations. This is
achieved by applying the LAMBDA algorithm to decorrelate the ambiguity state
[13]. During the process, submatrices corresponding to the state of the ambiguity
are extracted from the global state covariance matrix to determine the PCF for each
epoch (Table 1).

Basic scenario: scenario A
The results from this scene will be used to compare with all other scenes to

determine the effect of changing each different simulation parameter.
Deviations: Cases B and C
Schemes B deals with the effects of tripling the pseudo range and schemes C

tripling the carrier phase multipath standard deviation. It can be seen from Fig. 8
that increasing the pseudo range multipath standard deviation has a smaller effect on
the correct correction probability, whereas multiplying the carrier phase multipath
by a factor of three greatly affects the PIF. The reason is that the estimated variance
of the ambiguity state mainly depends on the phase observations, and code mul-
tipath only affects the position solution and is mostly average over time.

Programs D and E.
The scheme D and E increase the correlation time of the pseudo range or carrier

phase by three times respectively. As can be obtained from Fig. 9, the increase of
pseudo range multipath correlation time has little effect on PIF. However, the effect
is seen with an increase in relative phase multipath. Again, the dependence on phase

Table 1 The standard
deviation of each scene
multipath and related time
settings

Code Multipath Phase Multipath

Scenario r(m) T(s) r(m) T(s)

A 0.3 40 0.01 40

B 0.9 40 0.01 40

C 0.3 40 0.03 40

D 0.3 120 0.01 40

E 0.3 40 0.01 120

F 0.3 120 0.01 120

G 0.9 40 0.03 40
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multipath can be explained by the fact that phase observations more directly affect
the ambiguity state than code observations. However, it can be seen in the case of
increasing carrier phase multipath correlation time. That the carrier phase has more
direct influence on the fuzzy state than the pseudo range.

Increase the relevant time: Scene F
As shown in Fig. 9, increasing both the pseudo range and carrier phase corre-

lation time results in a result similar to that obtained by adding only the
phase-dependent time in scheme E.

Increase multipath standard deviation: Case G
Much of the results obtained by increasing the standard deviation of pseudo

range and carrier phase multipath follow the results obtained when the standard
deviation of multipaths for carrier phase increases, and the small part is affected by
the standard deviation of pseudo range multipath. The reason is simple, and the
probability of correction depends on the variance of the estimated ambiguity, which
in turn depends mainly on the quality of the phase observations.

4.2.2 Monte Carlo Simulation

In order to verify the effect of the time-related stochastic model, the following
simulation will be used to compare and analyze. Firstly, with the Monte Carlo
algorithm, the ambiguity of single epoch is fixed for 100 thousand times to
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determine the success real value of the ambiguity, then the ambiguities of the
traditional stochastic model and time-related stochastic model are fixed. Finally, the
results of ambiguity resolution of the above three ways are comparatively analyzed.

As can be seen from Fig. 10, with the existence of time correlation, if the
stochastic model does not consider the time-related part of the data, the lower limit
of the success rate of ambiguity resolution will be overly optimistic.

However, if the stochastic model takes the time correlation into consideration,
the lower limit of the success rate of ambiguity resolution obtained by the
LAMBDA algorithm will match the success rate of ambiguity resolution produced
by the Monte Carlo method. From Figs. 11 and 12, we can see that the phe-
nomenon above will become more and more obvious with the increase of the
time-related parameters [11].
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4.3 The Actual Data Validation

According to the time-related characteristics mentioned before, the corresponding
parameters are substituted into the model to obtain the location results of the
traditional stochastic model and the time-related stochastic model.

The following indicators are introduced to analyze the effect of ambiguity
resolution.

Ambiguity correct number of epochs divided the number of all epochs is the
success rate of ambiguity resolution:

PC ¼ ncorr=ntotal � 100% ð15Þ

The success rate of ambiguity resolution which passes Ratio test:

PS ¼ npass=ntotal � 100% ð16Þ

The miss rate, the rate of fixing ambiguity unsuccessfully and passing Ratio test:

PI ¼ nIpass=npass � 100% ð17Þ

The false alarm rate, the rate of fixing ambiguity successfully and failing Ratio
test:

PP ¼ nPpass=ncorr � 100% ð18Þ

where, npass; ncorr; nIpass; n
P
pass; ntotal respectively, are the number of epochs when the

ambiguity passes the test, the number of epochs when the ambiguity is fixed suc-
cessfully, the number of epochs when the ambiguity passes the test and is fixed
unsuccessfully, the number of epochs when the ambiguity fails the test and is fixed
successfully and the number of all epochs.

Table 2 shows the comparison between the traditional stochastic model and the
time-related stochastic model for solving the ambiguity effect. The second column
of the table shows the success rate of the correct ambiguity resolution from which it
can be seen that the time-related stochastic model can improve the success rate of
ambiguity solution. With the Ratio test and different thresholds of the test, the
success rate of the ambiguity resolution of the time-related stochastic model is
higher than that of the traditional model, which indicates that the using of the
time-related stochastic model increases the success rate of ambiguity resolution and
system continuity. In addition, the false alarm rate and miss detection rate of the
time-related stochastic model are both less than those of the traditional model,
which shows that the time-related stochastic model can reduce the miss detection
and the false alarm and ensure the reliability of the system results. From the 8.42 m
baseline data, it is showed that the miss detection rate is always lower than 50% of
the traditional stochastic model, which is important in the ambiguity resolution. The
increase of the miss detection rate will make the wrong ambiguity pass the Ratio
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indicator test. Using the wrong ambiguity will result in incorrect positioning results,
and this is supposed to be avoided.

The table shows that with the Ratio test threshold loosening, the success rate of
ambiguity resolution increases, but the miss detection rate also increases. However,
the missed detection rate of the traditional stochastic model is so large that the fuzzy
success rate of the stochastic model is higher than the true value, which verifies the
result of the simulation. As to the time-related stochastic model, its success rate of
ambiguity resolution is higher, and its false alarm rate and missed detection rate are
lower. Compared to the traditional model, the time-related stochastic model reaches
a better balance between the missed detection rate and the false alarm rate.

We usually use three Ratio test thresholds, and they are 1, 1/2, 1/3. When the
threshold value is 1, all the ambiguity resolution can pass the test, and then if this
error is smaller than 0.1 m, the ambiguity will be fixed successfully. Then, the
success rate of true ambiguity resolution can be calculated. The table shows that the
time-correlated random model can improve the success rate of ambiguity resolution,
caused by the more exact description of the error. When the threshold is 1/2, the
traditional stochastic model begins to miss detection, while the time-related
stochastic model can still keep the undetected rate being 0. Besides, the success rate
of ambiguity resolution and the false alarm rate are better than the traditional model.
When the threshold is 1/3, the strict threshold test makes the missing detection rate
of both models become zero, but with the time-related stochastic model, the success
rate of ambiguity resolution is higher and the false alarm rate is lower.

5 Conclusion

In this paper, we mainly study the influence of time correlation on ambiguity
resolution and construct a time-related stochastic model by analyzing the
time-related characteristics of observations. We compare the effect traditional
stochastic model and time-related stochastic model on ambiguity resolution by
simulation. Finally, the following conclusions are obtained from several
experiments:

Table 2 Analysis of ambiguity resolution in stochastic model with time correlation

Random model PC Category Ratio test result

C < 1/3 C < 1/2.5 C < 1/2 C < 1/1.7 C < 1/1.5

Traditional model 99.44 PS 92.38 94.57 96.59 97.60 98.33

– PI 0 0 0.036 0.0713 0.141

– PП 7.098 4.895 2.902 1.923 1.259

Timerelated
model

99.51 PS 93.50 95.83 97.36 97.98 98.50

– PI 0 0 0 0.0355 0.0706

– PП 6.045 3.704 2.166 1.572 1.083
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(1) The time correlation among epochs using Beidou observations is more obvious
than that of GPS, especially the geostationary characteristics of GEO satellites.

(2) The time-related enhancement will reduce the success rate of ambiguity reso-
lution, and the success rate of ambiguity resolution without considering the
temporal correlation will excess optimistic which causes missing detection of
ambiguity resolution.

(3) The time-related stochastic model can improve the success rate of ambiguity
resolution, while the miss detection rate and the false alarm rate are reduced by
50% and 15% respectively compared with the traditional model, and can
achieve a better performance in terms of the ambiguity resolution success rate,
miss detection rate and error rate.
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An Optimal Satellite Selection Model
of Global Navigation Satellite System
Based on Genetic Algorithm

Shuyue Zhu

Abstract With the increasing number of global navigation satellites and redundant
information, the problem of the positioning accuracy and timeliness cannot be taken
into account simultaneously has been raised. An optimal satellite selection model of
global navigation satellite system based on genetic algorithm (GA) has been sug-
gested. This algorithm is combined with the characteristic of geometric factor
calculation model and GA. According to the users’ requirement of positioning
accuracy, the number of selected satellites is adjusted adaptively to ensure timeli-
ness. The mutation crossover method is used to overcome the premature conver-
gence of the satellite selection result caused by the intrinsic defect of GA.
Experimental results show that the model can quickly select the satellite under the
condition of the required positioning accuracy and improve the comfort of users.

Keywords Genetic algorithm � Geometric dilution precision � Mutation crossover
Global navigation satellite system � Optimal satellite selection

1 Introduction

With the development of global navigation satellite system, the main global navi-
gation and positioning system’s number of satellites on orbit have been increased to
over 100 by December 31st in 2016 according to the national union of concerned
scientist website. Due to the large increase in the number of visible satellite,
integrated satellite navigation system is obviously better than the single navigation
system on accuracy, integrity, availability, et al. Integrated navigation is the trend of
future navigation. The higher positioning accuracy and however, the larger
redundancy will be simultaneously achieved by increasing the number of visible
satellites. Positioning calculating volume of rapid growth improves the require-
ments of the receiver’s load ability of data processor and processing speed. At the
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same time, the increase of positioning accuracy is getting smaller and smaller,
which seriously affects the timeliness. Therefore, how to select suitable satellites to
position is a hotspot in the navigation field.

In a single navigation system, the minimum GDOP method [1] or the maximum
volume method [2] is usually used to select the optimal constellation to participate
in the localization solution. Due to the ergodicity, the minimum GDOP method has
large computation cost and poor timeliness. The computation of maximum volume
method is increased with the number of visible satellites. It is difficult to achieve
fast selection of satellites. The traditional integrated navigation selection algorithm
also has a large amount of operations, which cannot meet the requirements of fast
positioning. It is difficult to use traditional algorithm for combining navigation and
selection of satellites. At present, for the problem of selecting satellites of integrated
navigation system, some scholars have proposed a non-traditional algorithm-GA
[3–6]. GA is a simulation of Darwin’s genetic choice and a calculation model of
natural selection of biological evolution process, which searching the optimal
solution by simulating the natural evolution process. As a fast, simple and
fault-tolerant algorithm, GA shows obvious advantages in the optimization of all
kinds of structure objects. In recent 40 years, it has been widely applied in com-
puter science, engineering, management science and social science and many other
fields because it is simple, fast and robust. It has become one of the core tech-
nologies of intelligent computing in the 21st century.

In this paper, an improved adaptive GA is adopted to solve the contradiction
between convergence speed and global convergence. The initial population can be
better distributed in the solution space to accelerate the global convergence speed,
improve the timeliness of data processing and reduce the navigation calculation.

2 The Point of Selecting Satellites

2.1 GDOP of Integrated Navigation

The size of DOP value is directly proportional to the error of the navigation
positioning system. The positioning error and the lower the positioning accuracy
increase with the DOP value.

Relationship between several precision factors is shown as follows:

HDOP2 þVDOP2 ¼ PDOP2

PDOP2 þ TDOP2 ¼ GDOP2

where PDOP is the three-dimensional position dilution precision factor, TDOP is
the clock error precision factor, HDOP is the horizontal component precision factor
and VDOP is the vertical component precision factor.

586 S. Zhu



GDOP directly reflects the geometric distribution relationship between the
receiver and the visible satellite and it is an important index to measure the accuracy
of satellite positioning. The smaller GDOP value is, the better geometric distribu-
tion and the higher positioning accuracy will be achieved. The threshold value of
GDOP depends on the rigor of the positioning accuracy requirements under the
environment. Generally, the threshold of GDOP is 2–6. The accuracy range of
GDOP is defined as follows:

2�GDOP\3 high accuracy
3�GDOP\4 superior accuracy
4�GDOP\6 general accuracy

8
<

:

For a single navigation system, the GDOP value decreases monotonically with
the increase of satellites numbers [7]. Assuming H is the navigation system
observation matrix, GDOP is defined as:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

trace HTHð Þ�1
h ir

The trace is the matrix trace. For a single navigation system, assuming that the
number of visible satellites is n, so the H matrix is:
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For the multi-star satellite navigation system, the time difference of the system
should be considered. Taking COMPASS/GPS dual mode receiver as an example, the
observationmatrix needs to increase the inter-system clock, so at least 5 satellites need
to be used to locate and service time. The measurement matrix can be expressed as:

H¼
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where ai,bi and ci (i ¼ 1; 2; . . .; n1; n1þ 1; . . .; n) represent the direction cosine of
the ith satellite, n1 represents the visible satellites’ number of navigation system 1,
n� n1 represents the visible satellites’ number of navigation system 2. The GDOP
of three satellite navigation systems or more satellite navigation systems can be on
the analogy of this.
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2.2 Number of Selected Satellites

Due to the sharp increase numbers of visible satellite in the integrated navigation
system, the reasonable allocation is extremely important for the rapid selection of
satellites. In order to effectively reduce the redundant information, the balance
between positioning accuracy and navigation computation should be considered.
Comprehensively determine the maximum satellites number should consider the
total channel number of the receiver, the amount of locating computation and the
need of fault detection. For dual constellation global positioning system, it is no
more than 10 generally.

Using GA to select the satellites should configure the initial number of selected
satellites to determine the initial population. For single navigation system, at least
four stars are required to be located. For multi-navigation system, it should take the
clock difference between the navigation systems into account. The initial selected
satellite threshold is not less than the minimum satellites number. The computation
costs and features of GA also should be considered.

3 Genetic Algorithm

GA is a random search algorithm which simulates biological natural selection and
genetic mechanism. The basic idea is to simulate the evolution of the natural
evolution phenomenon. The search space is the space of genetic mapping. Put the
possible solution into a vector chromosome. Chromosome’s each element is called
genes. The optimal chromosome is selected and the optimal solution is obtained by
continuously calculating the fitness of each chromosome.

3.1 Fitness Function

The adaptation degree of each individual to the environment is called fitness. The
fitness function is the evaluation function that guides the search. The greater fitness
function value is, the better quality of the solution will be achieved. In GA, the
fitness is the main indicator of individual performance. The size of the fitness is
used to preserve the good results and discard the bad ones. The selection of fitness
function can directly affect the convergence speed of GA and whether or not to find
the optimal solution.

According to the rule that the higher the fitness should be combined with the
higher probability, the fitness function is chosen as the reciprocal of the GDOP in
the selecting satellite problem.

The number of visible satellites is n and m satellites are to be selected to make
the selection of its option optimal. The selected problem can be described as:
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f Xð Þ ¼ 1
GDOP Xð Þ

X ¼ x1; x2; . . .; xn�1; xn½ �
s:t:

Pn

i¼1
xi ¼ m

8
>><

>>:

where X represents the selection of star plan. xi ¼ 0 or 1, i ¼ 1; 2; . . .; n.

3.2 Basic Operator

Every evolution in nature keeps excellent individual in population and eliminated
unsatisfactory individuals. Continuously evolution makes the population become
more outstanding. Genetic operators include selection, crossover and mutation.

The principle of selection operator is adaptable individual has the higher prob-
ability to contribute to the next generation with one or more offsprings. Namely the
excellent individuals in a population genetic directly to the next generation or
through matching cross to produce new individual genetic to future generations.
The selection operation is based on the fitness assessment of the individual in the
group. The commonly used selection operators have the fitness proportional
method. The commonly used methods are fitness ratio method, stochastic universal
sampling and local selection method. The roulette method is the simplest and most
commonly used method and its selection probability and fitness value of each
individual are proportional.

Crossover is the most important genetic manipulation in GA. The new genera-
tion of individuals can be obtained through crossover operation. Binary coded
genetic exchange process is similar to the process of homologous chromosomal
association process. Random put several genes in the same location of the exchange
of coding to produce new individual. The commonly used methods include a single
point of intersect, two-point crossover, uniform hybridization and shuffle
hybridization, etc. In the literature [4], only 1 or 0 genes are used to achieve
cross-operation to produce the original offspring. The legalization of future gen-
erations is realized by means of variation.

Gene mutation is one of chromosome changes in gene loci, which makes a gene
into its alleles and usually has a certain phenotype change. It provides chances for
the emergence of new individual. The genetic manipulation of binary coding is very
similar to that of biology and the “0” or “1” on the gene string has a certain chance
of becoming the opposite of “1” or “0”. Genetic mutations occur randomly and the
general mutation frequency is low. In the literature [5], through the selection pro-
cess of chromosome selection through crossover and mutation, the selection of the
GA can easily get into the disadvantage of local optimality.
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3.3 Algorithm Process

Basic steps of GA:

Step1: encoding

The common coding methods of GA include binary coding, floating-point coding
and symbolic coding. According to the properties of the satellite question, setting
each satellite as a gene by binary coding. All visible satellites in order to row. The
first one means no. 1 satellite. 1 gene means satellite visible. 0 gene means satellite
is not visible. When selecting the satellite, 1 and 0 are used to indicate the selection
of the satellite. 1 gene indicates that the satellite was selected and the 0 gene
indicates that the satellite was not selected.

Step2: generating the initial population

The initial population of the selected satellites scheme consisting of an initial
selection of stars is constructed. The initial population size is N. Randomly gen-
erated initial population S ¼ s1; s2; . . .; sNf g, from U ¼ Cm0

n .T ¼ 1.

Step3: solving the adaptive value of the selected star schemes in the population

According to the rule that the higher the fitness should be combined with the higher
probability, the fitness function is chosen as the reciprocal of the GDOP in the
selecting satellite problem:

f sið Þ ¼ 1
GDOPi

where si represents the satellite option. i ¼ 1; 2; . . .;N.

Step4: judgment

If the conditions of termination are met, choosing the maximum fitness of the
individual as the result and the algorithm ends. If not satisfied, the algorism enters
the next step.

The termination conditions of the algorithm are:

1. The predetermined evolutionary algebra Tmax is completed.
2. The optimal individual continuous generation of the population did not have an

evolutionary or average fitness continuous generation.
3. The optimal value is less than the specified threshold.

Step5: choosing

Using roulette betting selection method, an individual fitness is selected. And the
probability of selection is:
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Pi ¼ f sið Þ
PN

i¼1
f sið Þ

Select one of the selected individuals at random as Pi, copy the chromosomes
and then make a new population S1.

Step6: crossover

Using the reshuffle, crossover rate is randomly selected to participate as Pc in the
cross on the number of chromosomes as a midpoint gene switch points. Exchange
parts of a gene between paired chromosomes. Replace the original chromosome
with the resulting new chromosome S2.

Step7: variation

According to the mutation rate Pm, select chromosome randomly and reverse the
original gene value of the mutation. Replace the original chromosome with the
resulting new chromosome. Replace the group as a new generation S3. T ¼ T þ 1.
Then move to step 3.

Step8: output

The algorithm satisfies the termination conditions. Output the optimal chromosome
in the population.

3.4 Algorithm Improvement

In order to solve the contradiction between convergence speed and global con-
vergence, an improved adaptive GA is adopted. The threshold switch is introduced
in the selection of the population to increase the diversity of the population, so that
the initial population can better spread in the solution space and speed up the global
convergence.

The crossover probability Pc and mutation probability Pm of GA are adaptive
adjusted. The following adaptive genetic rules should be followed in the operation:

1. When the individual fitness of the population tends to be consistent, Pc and Pm

increases.
2. When the group fitness is more diffuse, Pc and Pm decreases.
3. For individuals with high fitness, reduce Pc and Pm to protect their entry into the

next generation.
4. Conversely, for individuals with low fitness, Pc and Pm should increase.

The improved algorithm flow chart is shown in Fig. 1.
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4 Experimental Verification and Analysis

4.1 The Experimental Environment

Considering that the GPS is the most perfect global navigation system and the
binary navigation and positioning system has certain universality and applicability,
GPS and COMPASS navigation system are used to experiment.

Currently, the COMPASS system operates a constellation of 15 satellites, which
includes six GEO satellites, six IGSO satellites and three MEO satellites. The GPS
constellation is designed to be 24 satellites. The actual constellation contains 32
satellites, all of which are MEO satellites.

4.2 Determination of Genetic Algorithm Parameters

The selection parameters of GA include the number of initial selected satellites m0,
the maximum number of satellites mmax, population size N, crossover probability Pc,
variation probability Pm, genetic algebra k, and maximum evolutionary algebra Tmax

and so on. At present, the parameter selection method is not yet clear in GA. Usually
within a certain scope, the quality of the convergence of reconciliation is distin-
guished through numerous experiments and the suitable parameter values are cho-
sen. The range of the normal population size, cross probability, variation probability
and algebra is 20–100, 0.4–0.99, 0.001–0.01 and usually 100–500, respectively.

In the case of a COMPASS/GPS dual mode receiver, the receiver can receive up
to 18 COMPASS satellites and 16 GPS satellites at the same time. The time period
of data analysis is 08:00 on November 16th in 2017 to 08:00 on November 17th in

Fig. 1 Improved genetic algorithm selection of satellite flow chart
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2017. The sampling interval is 60. The satellite shielding angle is 5 degrees.
Statistical analysis shows that the mean number of stars is 20.

According to the conventional value range of each parameter of GA and the
characteristics of the selected star, the control variable method is adopted to select
the GA parameters applicable to this situation after repeated experiments. The
number of initial selected stars, the most general election star, the population size N,
the genetic algebra k and the maximum evolution algebra is 6, 10, 20, 5 and 20,
respectively.

The crossover probability and mutation probability were increased when
4�GDOP\6. The crossover probability and mutation probability were reduced
when 2�GDOP\3, as follows:

Pc ¼ Pc þ 0:1 when4�GDOP\6
Pm ¼ Pm þ 0:001 when4�GDOP\6
Pc ¼ Pc � 0:1 when2�GDOP\3
Pm ¼ Pm � 0:001 when2�GDOP\3
s:t: 0:4�Pc � 0:8; 0:001�Pm � 0:01

8
>>><

>>>:

4.3 Experimental Verification and Analysis

The average satellite number of the constellation was 20 and the number of satellite
constellation was 7 during 24 h. The starry sky comparison chart of the star con-
stellation was shown in Fig. 2:

The traditional selection algorithm, traditional GA and improved GA are com-
pared. The experiment results are shown as follows:

Fig. 2 Satellite comparison chart before and after selection
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The statistical results of Tables 1 and 2 can be obtained as follows:

1. Compared with the traditional algorithm, the GA chooses fewer satellites, but
the positioning accuracy is not reduced and the time efficiency is enhanced.

2. Compared with the traditional GA, the improved GA converges faster.
3. The improved GA can select the optimal scheme more quickly.

5 Conclusions

A new algorithm based on GA is proposed. In this paper, the key points of the
selected star problem of the combined navigation system are analysed detailedly.
The algorithm process is given and the GA is improved and the configuration of GA
parameters is determined. The experiment results show that the improved GA
overcomes the disadvantages of the traditional method. At the same time, the
satellite number can be adaptively adjusted according to actual situation. It is more
intelligent and has a faster convergence rate compared with the traditional genetic
selection algorithm.
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BDS Cycle Slips Detection and Repair
Based on Compressive Sensing

Dengao Li, Zhiying Ma, Wenjing Li, Jumin Zhao and Zheng Wei

Abstract In case of obstacle or low signal to noise ratio, the satellite signal will
lose lock, which will occur cycle slips and affect the accuracy of navigation and
positioning. To solve this problem, this paper proposes a method of cycle slips
detection and repair for INS aided BDS based on compressive sensing from the
perspective of Bayesian statistics. In our algorithm, the Kalman filter is used to
establish a tightly combined positioning model of BDS and INS. Meanwhile, a
sparse cycle slips detection model based on compressive sensing is constructed, and
according to the statistical test method to determine whether the cycle slips are
generated. After analysing, under the framework of Bayesian learning, we introduce
the hierarchical priori in the relation vector machine of machine learning theory and
transform the reconstruction of the cycle slips into the reconstruction of the
hyperparameters, which is obtained by an iterative generalized maximum expec-
tation algorithm to estimate the hyperparameters, as a result, the cycle slips repair
are realized. In this paper, the cycle slips detection error rate is considered as the
performance index of the algorithm. The experimental results show that the pro-
posed algorithm can effectively reduce the error rate of BDS cycle slips detection
and improve the positioning accuracy.

Keywords Bayesian compressive sensing � Statistical test � Kalman filter
Cycle slips � BDS/INS

1 Introduction

At present, carrier phase positioning is widely used in high precision positioning
service, including navigation of aircraft and land vehicles. However, when carrier
phase is used as a location measurement, carrier phase fault detection must be
performed prior to positioning. Cycle slip detection is one of the important problems
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that need to be overcome in BDS carrier phase positioning system. Because of the
weak carrier phase signal or other interference, the cycle slips occur frequently.

The algorithms of cycle slips detection and repair have been researched and
developed for decades. The combination of code and carrier phase residuals,
ionospheric Doppler integral and carrier phase time difference method has been
used to detect cycle slips [10]; Bisnath et al. proposed carrier phase measurements
based on L1 and L2 to detect cycle slip [5]; Banville et al. proposed the algorithm
of cycle slip detection, which is not affected by the high ionospheric activity [1]. In
Ref. [13], a set of adaptive threshold model is constructed to improve the perfor-
mance of cycle slips detection for the TurboEdit method. However, these algo-
rithms have a high cost and no cost effectiveness. In addition, due to the low data
rate of BDS receiver, Doppler integration and carrier phase time difference method
also have a limited cycle slip detection accuracy in dynamic environment [2].
Since BDS satellite signals are easily influenced by external factors such as geo-
graphical environment and noise, the error will not accumulate over time, while
INS will not be affected by geographical environment. In order to overcome these
limitations, INS can be combined with BDS to detect cycle slip. Altmayer et al.
used the GPS/ INS integrated system to detect and repair the cycle slips. The
distance between the satellite and the current position of the INS is equivalent to the
measured carrier phase, and the cycle slip is detected by comparing the carrier
phase obtained with the GPS receiver [7]. An effective adaptive GPS/ INS fusion
method is presented in [4]. Younsil et al. [12] proposed a carrier phase cycle slips
detection method based on satellite geometry for inertial-aided GPS, and the
covariance is used to calculate the threshold for the occurrence of a cycle slip from
the GPS/INS filter. What’s more, the algorithm mentioned above does not consider
the effect of noise on cycle slip detection. Up to now, the research on the detection
and repair of cycle slips by combining BDS and INS systems is relatively few,
which is worth further exploration.

Aiming at the influence of observation noise on BDS cycle slips detection and
repair, a method of cycle slips detection and repair based on Bayesian compressive
sensing is proposed in this paper for INS-aided BDS. On the basis of the com-
plementary combination of BDS and INS, the undetermined equation about cycle
slip is obtained after the epoch and station difference of carrier phase observations.
The cycle slips are first detected by statistical test, then the method of Bayesian
compression sensing is used to repair cycle slips. The flow chart of this algorithm is
shown in Fig. 1.

2 Integrated Positioning Model of BDS and INS

Inertial kinetic model is derived from the INS error model based on angle w [6].
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d_r ¼ �wen � drþ dv
d _v ¼ � 2wie þwenð Þ � dv� dw� f þ dgþr
d _w ¼ � wie þwenð Þ � dwþ e

8<
: ð1Þ

where dr; dv and dw represent the position, velocity, and attitude error vectors,
respectively. wie denotes the rate of earth with respect to an inertial frame, wen

denotes the rate of navigation frame with respect to earth, f is the specific force
vector dg is the gravity uncertainty error vector, r and e are the accelerometer error
and gyro error vectors, respectively.

In this paper, Kalman filtering is used to integrate BDS and INS in a tightly
integrated manner. In order to describe the errors and corrections of the integrated
navigation more accurately, the established navigation system model adopts the
state parameters of 27 dimensions, including 9 navigation parameter errors, 12
inertial sensor error states, namely three biases and three scale factors for
accelerometer and gyroscope, respectively, three gravity uncertainty errors, and
three lever arm errors [8]. The complete error states can be written as:

xNav ¼ drN ; drE; drD; dvN ; dvE; dvD; dwN ; dwE; dwD½ �T

xAcc ¼ rbx;rby;rbz;rfx;rfy;rfz
� �T

xGyr ¼ ebx; eby; ebz; efx; efy; efz
� �T

xGra ¼ dgN ; dgE; dgD½ �T

xAnt ¼ dLbx; dLby; dLbz
� �T

ð2Þ

Inertial sensor errors are expressed as first-order Gaussian-Markov processes.
The system error equation of state is (3)

Fig. 1 Cycle slips detection and repair of BDS/INS tightly integrated based on Bayesian
compressive sensing
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_Xkþ 1 ¼ FkXk þGkWk ð3Þ

where X is the system error state vector, F is the system state transition matrix, G is
the system dynamic noise matrix, and W is the Gauss white noise vector with mean
zero. The observation equation of the system is expressed as:

Z ¼ HX þ e ¼ rD/� k�1 � rDq ð4Þ

H ¼ AM�3Ce
n 0M�21 AM�3Ce

b½ � ð5Þ

where Z denotes the between-epoch between-receivers differences of carrier phase
residuals, e is the observation noise vector, Drq is the double-difference distance
between satellite and earth predicted by INS, A is the double difference observation
design matrix, Ce

n is the rotation matrix of the navigation system to the earth system,
and Ce

b is the rotation matrix of the system to the earth system; M is visible satellite
number.

3 INS-Assisted BDS Cycle Slips Detection and Repair

3.1 Cycle Slips Detection Model Based
on Compressive Sensing

For M observation satellites in the case of a short baseline, the BDS receiver phase
observation equation after double difference, the carrier phase double difference
residual components [9].

rDb/ ¼ k�1E � B � rDdxþ k�1E � rDdtu þrDN þ erD/ ð6Þ

where rDb/ denotes the M between-epoch between-receivers differences of carrier
phase residuals, k represents wavelength, E is the unit matrix of M dimensions, B is
M � 3 direction cosine matrix, rDdx denotes the M between-epoch
between-receiver increments of the corrections to the rover position, rDdtu
denotes clock error of double difference receiver, rDN denotes the cycle slip
between the successive epochs,erD/ denotes measurement noise.

rDb/ ¼ rD/� k�1 � rDq ¼

rD/1 � k�1 � Dqr1 � Dqb1ð Þ
rD/2 � k�1 � Dqr2 � Dqb2ð Þ

..

.

rD/M � k�1 � DqrM � DqbMð Þ

2
666664

3
777775

ð7Þ
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where the subscript r stands for the rover, the subscript b stands for the base station.
The geometric distance increment to the BDS satellite from the base station and the
rover receiver are respectively expressed as:

Dqb ¼ qb t � ~s tð Þð Þ � qb t � 1� ~s t � 1ð Þð Þ ð8Þ

Dqr ¼ qr t � ~s tð Þð Þ � qr t � 1� ~s t � 1ð Þð Þ ð9Þ

where ~s tð Þ is the signal travel time.
For Eq. (6), using notations

b ¼ rDb/ 2 RM�1

D ¼ k�1 k�1B
� � 2 RM�4

x ¼ rDdtu rDdx½ �T¼ R4

d ¼ rDN 2 RM�1

g ¼ erD/ 2 RM�1

ð10Þ

So, we can present Eq. (6) in the form

b ¼ Dxþ dþ g ð11Þ

suppose g� n 0; rð Þ, r is of the order of a hundredth of a cycle.
Provided no cycle slips have occurred, note that between-epoch carrier phase

increments for each satellite form the M-dimensional vector b, whereas the
four-dimensional vector x, which varies arbitrarily, can form only a
four-dimensional subspace in the M-dimensional space. In order to check if it is
true, we must test the linear system for consistency, zero hypothesis is that d ¼ 0 in
the system (11).

b ¼ Dxþ g ð12Þ

Let x̂ be the least squares solution to the system (12).

x̂ ¼ DTD
� ��1

DTb ð13Þ

r ¼ b� Dx̂ ¼ EM � D DTD
� ��1

DT
� �

b ð14Þ

V ¼ rTF�1r ¼ 1
r2

rTr ð15Þ

where r and V are the residual vector and weighted sum of squares, respectively.
F is covariance matrix of measurement noise. If g� n 0; rð Þ, then the value (15) is
distributed according to the v2 law with M � 4 degrees of freedom, we can say that
the system (12) is consistent with accuracy r. It also verifies the consistency of the
linear system. If consistency of the system (12) is violated, then our assumption
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about absence of cycle slips is not true, thus d 6¼ 0, if that happens, we decide that
the presence of cycle slips has been detected.

Obviously, Eq. (11) belongs to the underdeveloped equations and can not be
solved directly. However, the slips of integer ambiguity can be regarded as sparse.
It is well known that compressive sensing is a kind of signal acquisition theory by
refactoring, which is combined with sparse decomposition and optimization
method. Therefore, it can obtain the position and size of the cycle slips from the
undervaluation equation by using compressive sensing [11].

For Eq. (11), D has full rank. In order to solve the cycle slip d, Consider the QR
decomposition of the matrix D. where the matrix Q is orthogonal, the matrix U is
upper-triangle, and the matrix O consists of zeros.

QR ¼ D; Q 2 RM�M

QT ¼ G

W

� 	
; R ¼ U

O

� 	 ð16Þ

makingWD ¼ 0, we then applyW to both sides of the expression (12) resulting into
equation

P ¼ Wdþ n ð17Þ

where P ¼ Wb, n ¼ Wg.
Based on compressive sensing theory, the vector d itself is sparse, and the matrix

W is both observation matrix and sensing matrix. If the arbitrary 2 K columns of the
sensing matrix W are linearly independent, let the sparsity of the matrix d is K
K � Mð Þ, the sparse vector d can be uniquely reconstructed. It can be seen that the
measurement matrix W is a standard orthogonal basis, and satisfies the linear
independence condition, and the sparse vector d can be uniquely reconstructed.

3.2 Cycle Slips Repair Based on Bayesian
Compressive Sensing

Bayesian compressive sensing is from the perspective of Bayesian statistics to
deduce the posterior distribution function of cycle slip under Bayesian framework,
using the sparse prior and the measured values of the signal. In addition, the
advantage is especially obvious in the noisy environment, which can basically
eliminate the influence of noise on the reconstruction process [3].

Since the cycle slips d has a sparse priori property, suppose the ds is equal to the
K largest items in the cycle slips d, the rest M–K items are 0; the de is equal to the
M–K minimum items in the cycle slips d, and the rest K items are 0. Obviously
d ¼ ds þ de, so
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P ¼ W ds þ deð Þþ n ¼ Wds þ ne ð18Þ

According to the central limit theorem, ne can be approximated as white noise
with variance of r2. The Gauss likelihood function of formula (19) can be obtained
by applying the theory of probability, so that the reconstruction of cycle slips d are
converted into Bayesian estimation based on compressive sensing.

p P ds; r
2



� � ¼ 2pr2
� ��K=2� exp � P�Wdsk k2= 2r2

� �� �
ð19Þ

In order to satisfy the Bayesian analysis, this paper introduces the hierarchical
prior of the relevance vector machine in machine learning theory, and assumes that
the cycle slips are the Gauss distribution with mean 0, and gives the variance of
a ¼ a1; a2; . . .aM½ �

p ds ajð Þ ¼
YM
i¼1

N dsi 0j ; a�1
i

� � ð20Þ

The noise variance a0¼1=r2 can be obtained by the similar processing for noisy
signals, so the reconstruction of the cycle slips d are transformed into the recon-
struction of the hyperparameters a and a0, the posterior probability distribution of
cycle slips d can be obtained by using the Bayesian criterion:

p ds P; aj ; a0ð Þ ¼ p P ds; a0jð Þp ds ajð Þ=p P a; a0jð Þ

¼ 2pð ÞMþ 1
2 Rj j�1

2exp � 1
2

ds � uð ÞT Rð Þ�1 ds � uð Þ
� � ð21Þ

where u and R are mean and variance, respectively.
In the framework of support vector machine (SVM), the edge likelihood function

of the superparametric a and a0 is obtained by integrating the sparse cycle slips. In
order to facilitate calculation, the logarithm of likelihood function is calculated:

L a; a0ð Þ ¼ log p P aj ; a0ð Þ
¼ � 1

2
K log 2pþ log Uj j þPTU�1P
� � ð22Þ

where U ¼ r2EþWK�1WT , K ¼ diag a1; a2; . . .aMð Þ. The estimation of the super
parameter is obtained by the iterative generalized maximum expectation algorithm,
and then the cycle slips d are estimated based on the posterior mean.

4 Measurement Analysis

In this experiment, the experimental data collected by two Trimble NetR9 BDS
receivers in Yuci District, Jinzhong City, Shanxi Province was analyzed. The
sampling interval was 1 s, the cut-off height angle was 15° and the observation time
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was 5 min. The INS data acquisition used low-cost MEMS gyroscope inertial
measurement unit, the sampling frequency of 100 Hz, but after testing zero bias,
scaling factor and non-orthogonal degree are compensated. In the course of the
experiment, 5 BDS satellites with PDOP value of 2.5–3 were selected.

Aiming at the effect of observation noise on cycle slips detection and repair, in
order to verify the feasibility of the proposed method of cycle slips detection and
repair based on Bayesian compressive sensing, amplitude of cycle slips from 1 to 5
is artificially added to the carrier phase observation of the rover receiver. In order to
use more observation data, we use dual frequency carrier phase to detect and repair
cycle slips. Consider the case where only one satellite adds the cycle slips, and then
consider the situation where two satellites and multiple satellites simultaneously
add cycle slips, as shown in Figs. 2 and 3. Taking cycle slips repair error rate as a
measure of performance, the traditional base pursuit (BP), iterative hard thresh-
olding (IHT), orthogonal matching pursuit (OMP), iterative re-weighted least
squares (IRLS) and Bayesian compressed sensing (BCS) are compared. For the
BDS system and the INS-aided BDS system, the cycle slips repair error rates of the
five methods are corresponding to the (a) and the (b) in Fig. 4, respectively.

As the number of satellites with cycle slips increases, so does compression mea-
surement noise. As can be clearly seen from Fig. 4a, b, BCS has a better performance
of cycle slips repair than the other four methods despite the increasing compression
noise. When two satellites occur cycle slips simultaneously, the repair error rates of
the OMP and IHT start to increase dramatically. When the five satellites occur cycle
slips simultaneously, the repair error rate is almost 100%, so the proposed Bayesian
Compressive sensing can well detect and repair cycle slips, especially in the noisy
case, showed an obvious advantage. The comparison between Fig. 4a and b shows
that the repair error rate of cycle slips in INS-assisted BDS system is lower than that of
BDS system, which shows the validity and feasibility of the detection and repair of
cycle slips by INS-assisted BDS.
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By using Bayesian compressive sensing to detect and repair BDS and BDS/INS
cycle slips, navigation data are simply processed, and Fig. 5 is the RMS error of
BDS and BDS/INS systems in three directions of E, N and D. The statistical results
show that the RMS errors of BDS are 0.01, 0.021 and 0.019 m at E, N and D,
respectively, and the RMS errors of BDS/INS at E, N and D are 0.008, 0.015,
0.012 m. Therefore it can be shown that INS-assisted BDS can improve navigation
accuracy of BDS.

5 Conclusion

This paper presents an INS-assisted BDS cycle slips detection and repair method,
focusing on the influence of observation noise on the detection and repair of BDS
cycle slips. The Kalman filter is used to establish a tightly combined positioning
model of BDS and INS. Then a sparse cycle slips detection model based on
compressive sensing is constructed. Under the framework of Bayesian learning, we
introduce the hierarchical priori in the relation vector machine of machine learning
theory and transform the reconstruction of the cycle slips into the reconstruction of
the hyperparameters. The estimation of the super parameter is obtained by the
iterative generalized maximum expectation algorithm, and finally the cycle slips are
repaired. The experimental results show that the Bayesian compressive sensing can
well repair the INS-aided BDS cycle slips, and then improve the navigation and
positioning accuracy of BDS.
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Research on the Influence of Assigning
Weight for BDS Satellites of Different
Orbits on Baseline Processing
and Software Designing

Yihao Tang, Jinsheng Zhang and Chenggang Li

Abstract GNSS relative positioning stochastic model reflects the noise level of
observation data, in the process of baseline processing, reasonable stochastic model
can improve the precision of calculating. Beidou navigation system (BDS) consists
of three kinds of satellite: Geosynchronous Earth Orbit satellite (GEO), Medium
Earth Orbit satellite (MEO) and Inclined Geosynchronous Satellite Orbit (IGSO).
Due to the difference of orbits, it should be distinguished when select stochastic
model for the three kinds of satellite. In this paper, the three kinds of satellite are
assigned different weight based on posteriori root mean square error (RMS) of
Beidou zero-difference phase observation combined with elevation angle stochastic
model, and based on BDS baseline processing software, the conclusion is verified
by experiment with 79.4 km baseline data of seven days. The experiment result
shows that it can improve the precision and daily repeatability of BDS baseline
result as the biggest, least and middle weight are assigned to IGSO, MEO and GEO
respectively when processing data of BDS; the baseline result of BDS processed by
the BDS baseline processing software are compared with baseline result of GPS
processed by Bernese software, it shows that the difference of the two results is less
than 1 cm in plane direction and less than 2.6 cm in up direction.

Keywords Weight of BDS satellite � Posteriori root mean square error
Elevation angle stochastic model � BDS baseline processing software

1 Introduction

China launched the 24th and 25th Beidou navigation satellite on November 6,
2017. BDS uses the structure of the mixed constellation, at present, there are 14
satellites can provide service, including: 5 GEO, 5 IGSO and 4 MEO satellites, but
the navigation systems of other countries, such as: GPS, GLONASS, Galileo are
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composed of MEO satellites. The orbit altitude of the three kinds of satellite of BDS
is different, and the movement and the regression period are also different.

BDS and GPS satellite signal are code division multiple access mode, when
processing relative positioning data, BDS and GPS have the same function model,
and stochastic model is usually the elevation angle model or signal-to-noise ratio
model. For BDS satellites, however, because of the difference of GEO, MEO and
IGSO satellite orbits, the error effect on signal in the process of transmission will be
different, it is not reasonable that the three kinds of satellite of BDS use the same
stochastic model as GPS without distinction. Li Yan puts forward a method that
iterative least squares (ILS) combines with minimum norm quadratic unbiased
estimation (MINQUE) to estimate the observation variance components of BDS in
real time, it can improve the precision 12.6 mm and stable performance 8.0 mm for
BDS single epoch kinematic baseline result. But if the observation geometry
information is not enough, the variance component estimation will be not con-
vergent [1]. In this paper, the stochastic model that RMS of zero-difference phase
observation of BDS combines with the elevation angle model is used for assigning
weight for GEO, MEO and IGSO satellites and comparison experiment to research
its effect on baseline result.

2 Weight of BDS GEO/MEO/IGSO

2.1 Characteristic of GEO/MEO/IGSO

GEO orbit altitude is 35,786 km, GEO satellites are distributed near the equator and
move slowly relative to the land. Because of the high altitude of satellite orbit, the
sunlight pressure has large effect on GEO satellites. In low latitude area, the cor-
relation of received observation data from GEO satellite is strong, and it may
generate morbid matrix when estimating parameters; in high latitude area, the
observation angle from user to GEO satellite is small, it may lead to big observation
error. In addition, the static characteristic may cause that it is difficult to calculate
satellite clock error in GEO satellite orbit determination. Under the same condition,
the ranging error introduced by ephemeris of GEO satellite is about twice of MEO
satellite [2]. WeiPing Liu finds that GEO satellite orbit precision is obviously lower
than IGSO satellite and MEO satellite in the experiment of BDS satellite precise
orbit determination [3]. Relative to the static station, the geometry structure of GEO
satellite is almost changeless, it causes that it is not sensitive to distinguish
reflection and direct signal when the receiver receives them, that leads to obvious
multipath effect [4, 5]. These reasons result that it is difficult to guarantee the
precision of GEO satellite observation. In this paper, BDS satellite orbits are fitted
by Bernese software with precise ephemeris of seven days, the precision of fitted
orbits is listed in Table 1, and it can be found from the table that the error of GEO
satellite is bigger than others.
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The orbit altitude of IGSO and GEO satellite is same, but movement track of
IGSO satellite is “8” glyph that the equator is the axis of symmetry, and it can cover
high latitude area and have good orbit stability [4]. IGSO satellite not only takes
advantage of GEO that it is synchronous with earth and the coverage is fixed but
also overcomes the defect that the elevation of GEO satellite is low in high latitude
area. In addition, the precision of IGSO and MEO satellite orbit determination is
almost same.

The regression period of MEO satellite is 7 days, it has wide coverage, its orbit
altitude is 21,528 km and lower than that of GEO and IGSO. In addition, the
proportion of low elevation angle observation of MEO satellite is larger, its
pseudorange and carrier phase residual are generally larger than that of GEO and
IGSO satellite [6].

2.2 Weight of GEO/MEO/IGSO

For short baseline, single-difference observation data between stations can eliminate
the error of satellite, ionosphere and troposphere error, after deducting the receiver
clock error, only the observation noise and multipath effect are left. Therefore,
single-difference observation residual eventually is able to reflect the satellite
observation noise level.

In the study of positioning performance of BDS, Yuanxi Yang has an experi-
ment with single-difference static data of ultra-short baseline of eight days and uses
the method of fixing known baseline to get the single-difference observation
residual, then according to the law of error propagation, RMS of zero-difference
phase observation is calculated (Table 2).

Table 2 RMS of
zero-difference phase
observation calculated by
residual sequence of
ultra-short baseline
single-difference observation
[5]

BDS B1 (mm) B2 (mm)

GEO C01 1.149 1.404

C02 1.732 1.394

C03 2.123 1.817

C04 2.360 3.360

C05 2.957 2.220

IGSO C06 1.387 1.991

C07 1.433 1.701

C08 1.426 1.708

C09 1.336 1.593

C10 1.321 1.929

MEO C11 2.377 2.744

C12 2.165 3.209

C13 2.341 2.903

C14 2.343 2.759
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Based on the research, the statistics precision of zero-difference phase obser-
vation of Beidou GEO/MEO/IGSO satellite is in Table 3.

In the experiment, it is found that Beidou GEO satellite carrier phase
single-difference residual has daily periodical variation as it is affected by the
multiple path effect. Due to the larger proportion of low elevation angle observa-
tion, the single-difference residual of MEO is bigger than which of GEO and IGSO
satellite. The statistics of single-difference residual of IGSO is best as its proportion
of low elevation angles is smaller [5].

In this experiment, weight is assigned to different types of satellite according to
the method that RMS of zero-difference phase observation combines with the
elevation angle model.

Elevation angle stochastic model is:

xðzÞ ¼ cos2ðzÞ ð1Þ

Set the weight of IGSO satellite as:

PIGSO ¼ 1 � xðzÞ ð2Þ

Set the weight of GEO satellite as:

PGEO ¼ ðRMSIGSOÞ2
ðRMSGEOÞ2

� xðzÞ � 0:6 � xðzÞ ð3Þ

Set the weight of MEO satellite as:

PMEO ¼ ðRMSIGSOÞ2
ðRMSMEOÞ2

� xðzÞ � 0:4 � xðzÞ ð4Þ

‘Z’ represents the elevation angle of satellite.

Table 3 Zero-difference phase observation RMS of GEO/MEO/IGSO

Type of satellite The RMS of phase observation (mm)

GEO 2.052

MEO 2.605

IGSO 1.5825
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3 BDS Baseline Processing Software

3.1 Observation Model

The zero-difference phase observation equation can be represented as:

k � us ¼ qþ c � ðdtr � dtsÞ � k � Nþ T þ Iþ antr
þ ants þ relþ earthþMþ e

ð5Þ

In the equation, k is wave length, us is phase observation, c is speed of light, dtr
is receiver clock error, N is ambiguity, T is tropospheric delay parameter, I is
ionosphere delay parameter, antr and ants are antenna phase center deviation of
receiver and satellite, rel is relativistic effect, earth is Earth rotation correction term,
M is multipath effect, e is noise error. Besides, ant includes antenna phase center
offset and antenna phase center variation, it can be corrected according to the
calibration parameters in the antenna phase center correction file, rel and earth can
be corrected according to correction model.

Single-difference phase observation equation between stations can be repre-
sented as:

k � Dus ¼ Dqþ c � Ddtr � k � DN þDT þDIþDMþDe ð6Þ

D is single-difference item. The single-difference data between stations elimi-
nates the satellite clock error. And then the double-difference phase observation
equation can be represented as:

k � rDus ¼ rDq� k � rDNþrDT þrDIþrDMþrDe ð7Þ

rD is double-difference item. The double-difference data between satellites can
eliminate the receiver clock error. For the short baseline, the effect of the
double-difference troposphere and ionosphere delay can be ignored, but for long
baseline, they need to be corrected by model and parameter estimation.

3.2 Development of BDS Baseline Processing Software

In this paper, the algorithm of processing BDS static data is researched, and the
BDS baseline processing software is developed. The software interface is shown in
Fig. 1 and processing flow diagram is in Fig. 2:
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Fig. 1 Software interface

Fig. 2 Process flow of static data
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4 Experiment and Test

4.1 Experiment of Assigning Weight to BDS

In the experiment, the data of seven days from September 09, 2016, to September
17 of CHDU station and QLAI station which belong to CORS of SiChuan Province
is used, and four kinds of scheme are used for calculation and analysis, then the
repeatability of baseline results of different schemes is analyzed and the results are
compared with results calculated by Bernese software with GPS data:

1. Scheme A: the elevation angle stochastic model is used for GEO/MEO/IGSO.
2. Scheme B: the weight of GEO is 0:6 � xðzÞ, weight of IGSO is xðzÞ, weight of

MEO is xðzÞ.
3. Scheme C: the weight of GEO is xðzÞ, weight of IGSO is xðzÞ, weight of MEO

is 0:4 � xðzÞ.
4. Scheme D: the weight of GEO is 0:6 � xðzÞ, weight of IGSO is xðzÞ, weight of

MEO is 0:4 � xðzÞ.
In Fig. 3a, b, c, d respectively represent bias between the BDS baseline results

and Bernese-GPS baseline results of scheme A, B, C, D. Tables 4, 5, 6 and 7
respectively represent the repeatability of BDS baseline results of four schemes.

Comparing the results of scheme A and B, it can be found that lower weight for
GEO satellite can improve external precision and baseline daily repeatability as
external precision and repeatability are improved 3 mm; in scheme C, lower weight
for MEO satellite only improve the repeatability slightly, because the regression

Fig. 3 Bias between baseline results of scheme A, B, C, D and Bernese-GPS baseline results
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period of it is seven days; In scheme D, lower weight for GEO and MEO satellite,
the external precision and repeatability are improved, but the difference compared
with scheme B is not obvious. In conclusion, GEO satellite orbit error is bigger and
observation precision is lower, the scheme of lower weight for GEO satellite can
significantly improve precision of baseline processing.

4.2 Test and Analysis of BDS Baseline Processing Software

In order to test the BDS baseline processing software, in this experiment of single
baseline processing, three different length baselines data that is from CHDU-ZHJI
(61.5 km), CHDU-QLAI (79.4 km), QLAI-ZHJI (139.1 km) of seven days of
SiChuan CORS are used. The strategy of baseline processing is as follows:

Table 4 Scheme A: daily repetitive difference of BDS baseline results

Day of year 254 257 258 259 260 261

△X (m) 0.00312 0.00733 0.00798 0.00516 0.0056 0.00426

△Y (m) −0.00136 0.00806 0.00301 0.01507 0.01609 0.01343

△Z (m) −0.00172 −0.00329 −0.00714 0.00069 −0.00047 −0.00431

Table 5 Scheme B: daily repetitive difference of BDS baseline results

Day of year 254 257 258 259 260 261

△X (m) 0.00238 0.00715 0.0077 0.0052 0.00591 0.00262

△Y (m) 0.00206 0.0087 0.00381 0.01445 0.01467 0.01059

△Z (m) −0.00022 −0.00311 −0.00679 0.0003 −0.00137 −0.00506

Table 6 Scheme C: daily repetitive difference of BDS baseline results

Day of year 254 257 258 259 260 261

△X (m) 0.00365 0.00754 0.00817 0.00516 0.00582 0.00528

△Y (m) −0.00259 0.00572 0.001 0.01321 0.01527 0.01127

△Z (m) −0.00228 −0.00466 −0.0083 0.0003 −0.00093 −0.00512

Table 7 Scheme D: daily repetitive difference of BDS baseline results

Day of
year

254 257 258 259 260 261

△X (m) 0.00251 0.00715 0.00791 0.00507 0.00619 0.00388

△Y (m) 0.00106 0.00777 0.00240 0.01340 0.01514 0.00990

△Z (m) −0.00055 −0.00363 −0.00757 −0.00016 −0.00114 −0.00554
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Troposphere parameters estimation method: the method of additional parameter
to estimate troposphere parameters every 1 h;

The cut-off elevation angle is set as: 10°;
Stochastic model: 0:6 � xðzÞ for GEO satellite, 0:4 � xðzÞ for MEO satellite, xðzÞ

for IGSO satellite, xðzÞ for GPS satellite and combined with elevation angle
stochastic model. The processing results are listed in Fig. 4:

Compared with Bernese-GPS results, the bias of BDS results of baseline
CHDU-ZHJI are less than 2 mm in north direction, less than 4 mm in east direction,
and less than 10 mm in up direction; For baseline CHDU-QLAI, the bias in the
three direction has the tendency of increase and it is less than 4 mm in north
direction, 6 mm in east direction and 14 mm in up direction; For baseline
QLIA-ZHJI, the bias is less than 4 mm in north direction, 7 mm in east direction
and 26 mm in up direction.

5 Conclusion

BDS consists of GEO/MEO/IGSO three kinds of mixed satellite constellation,
because of different characteristics of them, it is need to assign weight for them
reasonable when data processing. In this paper, the method of RMS of BDS
zero-difference observation combined with elevation angle stochastic model is used
to assign weight for BDS. By comparison with experiment, it can be found that
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Fig. 4 Bias between baseline solution of BDS baseline processing software with BDS data and
solution of Bernese with GPS data
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lower weight for GEO satellite can improve the baseline processing precision of
millimeter; and it can improve precision and daily repeatability of BDS baseline
results as assign the biggest, least and middle weight to IGSO, MEO and GEO
respectively when processing data of BDS.

The bias between result of BDS calculated by BDS baseline processing software
and result of GPS calculated by Bernese software is less than 10 mm in plane
direction and 24 mm in up direction.

The above conclusion is only based on the current situation that BDS covers
Asia and the Pacific regional. However, BDS will provide service for the world, the
number of MEO satellite will increase and cover the whole world, it may be need to
reconsider the weight of MEO satellite.
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GNSS-Based Attitude Determination
via Schmidt Kalman Filter

Yu Li, Huabo Wei, Min Wu, Huizhu Zhu and Jun Ye

Abstract The Schmidt Kalman Filter is presented in this study for float ambiguity
resolution and attitude estimation of a multi-antenna platform using single-
frequency GNSS measurements. The geometry information of the antenna con-
figuration is fully exploited for ambiguity resolution via formulating the direct
functional relationship between double-differenced carrier phase measurements and
attitude quaternions. A first-order Gauss–Markov process is employed to model the
remaining observation colour noise. The attitude parameters and the colored
observation noise are decoupled in the state equation with Schmidt Kalman Filter.
The Least-squares AMBiguity Decorrelation Adjustment (LAMBDA) algorithm is
implemented for integer ambiguity resolution. The process of attitude determination
algorithm via Schmidt-Kalman filter is designed and a static GNSS test is carried
out to validate the filter performance. Results show that the Schmidt-Kalman filter
performs better than the standard reduced-order Kalman filter and QUEST algo-
rithm in terms of the integer ambiguity resolution (such as, the success rate and
Time-to-Fix) and the accuracy of attitude angles for BDS, GPS and GPS + BDS.
The double GNSS have better performance than single constellation, and there is no
big difference between GPS and BDS for attitude determination.

Keywords Schmidt kalman filter � Float ambiguity resolution � GNSS
Attitude determination

1 Introduction

The Global Navigation Satellite System (GNSS) plays an important role in the
attitude determination, ranging from terrestrial to maritime (guidance of land
vehicles, precise docking of vessels, and automatic pilot), and from air to space
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(landing assistance, unmanned air vehicles (UAVs), and satellites) [1–8].
High-precision attitude estimation usually requires carrier phase observations,
which have higher accuracy than code observations that rely on successful reso-
lution of unknown integer ambiguities. After ambiguity resolution, the attitude of a
multi-antenna platform can be derived via quaternions.

The key to integer ambiguities resolution (IAR) is the accuracy of the float
ambiguity. Current approaches utilize differenced carrier phases to obtain pre-
cise baselines between antennas and then deduce the attitude matrix via solving
the Wahba’s problem [9, 10]. Within this method, the ambiguity resolution and
the attitude matrix extraction are regarded as two individual parts, and the
geometry information of the antenna configuration is only involved in the latter
process.

Numerous studies have been conducted to investigate the feasibility of the
GNSS-based attitude determination in which the geometry information also assists
the ambiguity resolution and attitude estimation. Several researchers exploit the
known baseline length to improve the accuracy of the float ambiguity by solving the
constrained least-squares problem [11–13]. The known baseline length is also used
to modify Least-squares AMBiguity Decorrelation Adjustment (LAMBDA)
method, in which the baseline length is integrated into the ambiguity objective
function with mixed integer parameters to improve the success rate of ambiguity
resolution [5, 14–16]. Several researchers improve the accuracy of the baseline
vector or attitude solution with the known integer ambiguity and the prior infor-
mation [17, 18].

Recall that the double-differenced GNSS code and carrier phase observations
contain autocorrelated noise. An augmented state space model can be formulated
and a full-order Kalman filter can be used to estimate all the state variables.
However, we do not really care about the colored noise. In addition, the first-order
Gauss–Markov process model for the higher-order residual errors is only an
approximation and is not rigorous. Thus a full-order filter may not be the best
choice. The Schmidt-Kalman filter (SKF) is a reduced-order filter dealing with
dynamic estimation of systems in which the subsets of state variables are decoupled
from each other. The attitude determination problem in this study happens to be
such a case, where the attitude parameters and the colored observation noise are
decoupled in the state equation and are regarded as “solve-for” and “consider”
variables, respectively.

In this study, we focus on float ambiguity resolution using SKF. The geometrical
information, i.e., the baseline length and orientation, is not used as additional
constraints but essential parameters to reconstruct the measurement model to
improve the accuracy of the float ambiguities. The SKF algorithm is utilized to
estimate float ambiguities and attitude quaternions simultaneously. The LAMBDA
method is then used to fix the ambiguities and to further correct the attitude
solutions. A static BDS experiment is carried out to test the performance.
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2 GNSS-Attitude Model

In this section, we present the underlying model for GNSS-based attitude solution.
The double-differenced carrier phase observation model for a multi-antenna system
is firstly introduced. The antenna configuration, the definition of the body reference
system, as well as the attitude model is then described.

2.1 Functional Model for GNSS Observations

The single-frequency GNSS carrier phase measurements used for receiver
A tracking satellite j at time k are given as follows:

Pj
A ¼ q j

A þ cðdtA � dt jÞþ I jA þ T j
A þ v jP ð1Þ

U j
A ¼ q j

A þ kL1N
j
A þ cðdtA � dt jÞ � I jA þ T j

A þ v jU ð2Þ

where the superscript j indicates the GNSS satellite, the subscript A indicates the
receiver, Pj

A; U
j
A represent the carrier phase observations and pseudorange (m), q j

A
the geometrical distance between the receiver and the satellite (m), c the vacuum
speed of light (m/s), dtA and dt j the receiver and satellite clock offsets (s), I jA and T j

A

the ionospheric and troposphere error terms (m), v jU the thermal noise (m), N j
A the

ambiguity (cycles), and kL1 is the nominal L1 carrier phase wavelength (m).
Suppose that the receivers A and B track m common GNSS satellites. The

double-differenced (DD) carrier phase observations are constructed with differences
between measurements collected by the two receivers from two different satellites
as follows:

Pj#
BA ¼ qj#BA þ vj#UBA

ð3Þ

Uj#
BA ¼ qj#BA þ kL1N

j#
BA þ vj#UBA

ð4Þ

where ð�Þj#BA ¼ ð�Þ jB � ð�Þ#B
h i

� ð�Þ jA � ð�Þ#A
h i

is the double-differenced operator,

# is the reference satellite and is selected according to the maximum elevation.
The clock offsets are eliminated in the equation and the number of unknown
parameters to be determined is thus reduced. Moreover, the atmospheric errors
become negligible in case of short baselines, since that the signals travel approx-
imately along the same path from the satellites to the closely separated antennas.

For full attitude determination, at least three antennas are required. Therefore,
model (4) needs to be extended to a multi-antenna system. Consider a set of m + 1
antennas tracking the same n + 1 GNSS satellites. Let M be the master antenna and
i be the slave antenna ði ¼ 1; 2; . . .;mÞ. The GNSS DD carrier phase observations
formed with the m independent baselines are given as follows:
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Uj#
1M

..

.

Uj#
mM

0
B@

1
CA�

1
..
.

1

0
@

1
A

n�1

¼
qj#1M þ kL1N

j#
1M

..

.

qjjmM þ kL1N
j#
mM

0
B@

1
CA�

1
..
.

1

0
@

1
A

n�1

þ vmn�1 ð5Þ

where � indicates the Kronecker product, vmn�1 is DD observation noise vector.

2.2 Attitude Model

Suppose that there are mþ 1 antennas firmly mounted on a rigid platform. The
lengths and the orientations of the baselines are known beforehand. The body
reference frame of the platform is defined as follows: the first axis e1 is aligned with
the first baseline, the second axis e2 is perpendicular to e1 lying in the plane formed
by the first two baselines, and the third axis e3 together with e1 and e2 forms a
right-handed orthonormal frame. The attitude matrix A (ATA = I) is defined as the
transformation matrix from the local East-North-Up (ENU) frame to the body
frame. Let B and D denote the matrices consisting of the n baseline vectors in the
body frame and in the ENU frame, respectively. Based on the above definitions, we
have see Giorgi et al. [5].

m ¼ 1; D ¼ AB ¼ A

B11

0

0

2
64

3
75

m ¼ 2; D ¼ AB ¼ A

B11 B21

0 B22

0 0

2
64

3
75

m� 3; D ¼ AB ¼ A

B11 B21 B31 � � � Bm1

0 B22 B32 � � � Bm2

0 0 B33 � � � Bm3

2
64

3
75

ð6Þ

The quaternion representation is of common use to attitude estimation and
control applications, since that it guarantees high numerical robustness. In addition,
the estimation of the orthonormal matrix A has low computational loads and no
singularities with the quaternion parameterization. The attitude matrix A is
parameterized in terms of quaternions as follows:

Að�qÞ ¼
q21 � q22 � q23 þ q24 2 q1q2 þ q3q4ð Þ 2 q1q3 � q2q4ð Þ
2 q1q2 � q3q4ð Þ �q21 þ q22 � q23 þ q24 2 q2q3 þ q1q4ð Þ
2 q1q3 þ q2q4ð Þ 2 q2q3 � q1q4ð Þ �q21 � q22 þ q23 þ q24

2
4

3
5 ð7Þ

where �q ¼ q; q4ð Þ; q ¼ q1; q2; q3ð Þ; qqT ¼ 1.
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The three Euler angles can be extracted from the attitude matrix A by

w ¼ arctan �a21=a22ð Þ; h ¼ arctan �a13=a33ð Þ; u ¼ arcsin a23ð Þ ð8Þ

with aij the elements of A.

3 SKF for GNSS-Attitude Determination

The DD carrier phase model and the attitude model described above are combined
to formulate the direct quaternion parameterized observation equation. The state
equation for kinematic attitude determination is also given. Then we utilize the SKF
to deal with this recursive estimation problem.

3.1 The Quaternion Parameterized Observation Equation

The quaternion parameterized observation equation is formulated by fully
exploiting the baseline length and orientation information. For ultra-short baselines,
the double-differenced geometric distance q

jj
iM in Eq. (4) can be linearized as

qjjiM ¼ q j
i � qji

� �� q j
M � qjM

� � ¼ LT
i uj ð9Þ

With

uj ¼ r j � rM
q j
M

� rj � rM
qjM

ð10Þ

where rM is the known position vector of the master antenna, r j and rj are the
position vectors of the jth and reference satellites, and Li is the unknown baseline
vector between the ith antenna and the master antenna. All the vectors in Eq. (9) are
expressed in the Earth-centered Earth-fixed (ECEF) frame. Combine the m baseli-
nes vector into a 3 � m matrix.

L ¼ L1 L2 � � � Lm½ � ð11Þ

According to the definitions of coordinate systems in Sect. 2, we have

L ¼ TD ¼ TAð�qÞB ð12Þ

where T is the rotation matrix from ENU to ECEF. Substituting Eqs. (9) and (11)
into Eq. (4), then we obtain the direct functional relationship between the DD
phases and the quaternions.
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DrU ¼ TAð�qÞBð ÞTuj þ kL1Nj
� �� 1

..

.

1

0
@

1
A

n�1

þ vmn�1 ð13Þ

where DrU is the DD carrier phase vector, Nj ¼ Nj#
1M Nj#

2M � � � Nj#
mM

� �
the

DD ambiguity vector for the jth satellite. The unknown parameters in Eq. (13)
include the 4-dimensional quaternion �q and a total m � n dimensional DD ambi-

guity vector N ¼ NT
1 NT

2 � � � NT
n

� �T .
The norm of �q always equals 1. This provides a nonlinear constraint for the

quaternion estimation. In this study, the norm constraint is regarded as a virtual
observation. The final observation equation can be written as

z 	 DrU

1

� �
¼ hðxÞþ~v ð14Þ

with

hðxÞ ¼ TAð�qÞBð ÞTuj þ kL1Nj
� �� 1

..

.

1

0
@

1
A

n�1
�qT�q

2
664

3
775; ~v ¼ vmn�1

0

� �
ð15Þ

where x ¼ �q N½ �T is the state vector, h �ð Þ is the nonlinear measurement function,
~v is the observation error and is assumed to be zero-mean Gaussian noise.
The variance-covariance (V-C) matrix of the observations is constructed as [5]

R ¼ RDrU

0

� �
ð16Þ

with

RDrU ¼ r2UIm�m �
4 2 � � � 2
2 4 � � � 2
..
. ..

. . .
. ..

.

2 2 � � � 4

2
664

3
775
n�n

ð17Þ

where rU is the standard deviation of the undifferenced carrier phase noise.

3.2 The Kinematic State Equation

The kinematic motion of the attitude quaternion and the ambiguities can be
represented as a first-order differential equation.
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_�q ¼ 1
2
X�q

_N ¼ 0
ð18Þ

where X is the angular velocity matrix. In order to propagate the state vector to the
next measurement epoch, the discrete form of the kinematic equation is used as
follows:

�qk ¼ e
1
2XDtk�qk�1

Nk ¼ Nk�1
ð19Þ

where, the subscript k denotes the epoch number.
The generalized state equation can be obtained as

xk ¼ Fk;k�1xk�1 þwk�1 ð20Þ

with

Fk;k�1 ¼ e
1
2XDtk

Imn�mn

� �
; wk�1 ¼ wx

0mn�1

� �
ð21Þ

where Fk=k�1 is the state transition matrix, wx is the fictitious process noise due to
the angular velocity uncertainty, and its standard deviation is denoted by rx. For
the static case, X ¼ 0. Then we have

Fk;k�1 ¼ I4�4

Imn�mn

� �
ð22Þ

The process noise matrix Qk�1 is defined as

Qk;k�1 ¼ r2xDt � I4�4

0mn�mn

� �
ð23Þ

3.3 Schmidt-Kalman Filter Design

The DD carrier phase model and the attitude model described above are combined
to formulate the direct quaternion parameterized observation equation. The state
equation for kinematic attitude determination is also given. Then we utilize the SKF
to deal with this recursive estimation problem. The double-differenced GNSS code
and carrier phase observations contain autocorrelated noise. An augmented state
space model can be formulated and a full-order Kalman filter can be used to
estimate all the state variables. However, we do not really care about the colored
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noise. In addition, the first-order Gauss–Markov process model for the higher-order
residual errors is only an approximation and is not rigorous. Thus a full-order filter
may not be the best choice.

The Schmidt-Kalman filter (SKF) is a reduced-order filter dealing with dynamic
estimation of systems in which the subsets of state variables are decoupled from
each other [19, 20]. The attitude determination problem in this study happens to be
such a case, where the attitude parameters and the colored observation noise are
decoupled in the state equation and are regarded as “solve-for” and “consider”
variables, respectively. The solve-for states are updated at each time step, whereas
the considered states are always set to zero. The update process also involves the
covariances of the states. The detailed algorithm of the Schmidt-Kalman filter for
linear system estimation is given in Simon [19], and its superior performance over
the standard reduced-order Kalman filter.

This section presents the overall Schmidt-Kalman filter design for the
single-frequency GNSS attitude determination. The solve-for state vector comprises
the quaternion and the DD ambiguities.

~xT ¼ �q bN� � ð24Þ

The estimate of ~x is denoted by ~̂x and the accompanying covariance is denoted
by eP. Suppose there are n tracked GNSS satellites at the current epoch and the
reference satellite is placed at the #th position in the visible satellites array. The DD
ambiguity vector bN , thus contains M − 1 unknowns baseline DD ambiguity vectorbN iM ði ¼ 1; 2; . . .;M� 1Þ.

bN ¼ bN1M � � � bN iM � � � bNM�1M

h iT
bN iM ¼ bN#1

iM
bN#2

iM � � � bN#j
iM � � � bN#m

iM

� �T ð25Þ

where j 6¼ #: The consider state vector comprises the M � 1� n� 1
double-differenced colored noise terms.

~~x ¼ n1M � � � niM � � � nM�1M½ �
niM ¼ n#1iM n#2iM � � � n#jiM � � � n#niM

� �T ð26Þ

where j 6¼ #: The estimate of ~~x is denoted by ~̂~x and the accompanying covariance is

denoted by eeP . The covariance between ~̂x and ~̂~x is denoted by R.

Given initial values of ~x; eP;R, and eeP , the filter processes the double-differenced
carrier phase measurements at consecutive epochs and recursively updates the
solve-for states and all the covariances. The initial values of q is obtained by body

attitude angles. The initial value of R is set to zero. The initial value of eeP is set to
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eeP ¼ r2n

2 1 � � � 1
1 2 � � � 1
..
. ..

. . .
. ..

.

1 1 � � � 2

2
664

3
775
ðn�1Þ�ðn�1Þ

ð27Þ

The recursive estimation at each step consists of time-update and
measurement-update stages. At the time-update stage, the solve-for states are
propagated from previous epoch k − 1 to current epoch k, see Eqs. (19–23).

The covariance eP is propagated as follows:

eP�
k ¼ Fk;k�1eP þ

k�1F
T
k;k�1 þQk;k�1 ð28Þ

The covariances, R and eeP , are also propagated as follows:

R�
k ¼ Uk;k�1R

þ
k�1M

T
k;k�1 ð29Þ

eeP�
k ¼ Mk;k�1

eeP þ
k�1M

T
k;k�1 þQn;k;k�1 ð30Þ

where Mk;k�1 and Qn;k;k�1 are the mapping matrix and process noise matrix of ~~x

Mk;k�1 ¼ e� tk�tk�1ð Þ=sIðn�1Þ�ðn�1Þ ð31Þ

Qn;k;k�1 ¼ r2n 1� e�2 tk�tk�1ð Þ=s
h i 2 1 � � � 1

1 2 � � � 1
..
. ..

. . .
. ..

.

1 1 � � � 2

2
664

3
775
ðm�1Þ�ðm�1Þ

ð32Þ

At the measurement-update stage, the solve-for state vector and its accompa-
nying covariance are updated as follows:

~̂x
þ
k ¼ ~̂x

�
k þ eK k zk � G ~̂x

�� 	h i
ð33Þ

eK k ¼ eP�
k
eHT

k þR�
k
feH T

k


 �
K�1

k ð34Þ

Kk ¼ eHkeP�
k
eHT

k þ eHkR
�
k
feH T

k þfeH k R�
k

� �T eHT
k þfeH k

eeP�
k
feH T

k þRk ð35Þ

eP þ
k ¼ I� eK k eHk

� 	
~P
�
k I� eK k eHk

� 	T
� I� eK k eH k

� 	
R�
k
feH T

k
eKT
k

� eK k
feH k R�

k

� �T I� eK k eH k

� 	T
þ eK kRk eKT

k

ð36Þ
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where eK k is the filter gain, zk is the actual measurement vector, G ~̂x
�� 	

is the

predicted measurement vector, eHk and
feH k are the design matrices corresponding to

~x and ~~x; and Rk is the covariance of the measurement noise vector. In this study, the
measurement vector z refers to the DD observations, see Eq. (14).

The design matrix eH is composed by

eH ¼ Hq IðM�1�n�1Þ�ðM�1�n�1Þ
� � ð37Þ

where Hr contains the normalized line-of-sight vectors and single-differences

thereof. The design matrix feH k is an identify matrix. The measurement covariance is
given by Eq. (17).

The covariances R and eeP are updated as follows:

Rþ
k ¼ I � eK k eH k

� 	
R�
k � eK k

feH k
eeP�
k ð38Þ

The filter starts with the initialization of the solve-for states and all the covari-
ances and then enters cycles of time-update and measurement-update stages. Before
the measurement-update stage, an additional check of the change in observed GPS
satellites is required. A reordering operation will be implemented on bN ; ePA;R, andeeP if new GNSS satellites are available, old satellites disappear, and the reference
satellite changes.

3.4 Workflow of Algorithm

The workflow of the GNSS-based attitude determination by the SKF is presented as
Fig. 1

• Initialization processing

A reasonable estimate may not be obtained with the SKF, if the initial estimation is
not good. First, the install matrix B is calculated by means of the whole observation
data. A good choice is to first initialize the quaternion by solving Eq. (12) with the
Gauss–Newton method. Then the DD carrier phase and DD C/A code are combined
to generate the initialization of DD ambiguities as follows:

Njj
iM ¼ U

jj
iM � Pjj

iM

� �
=kL1 þ eDP ð39Þ

where Pjj
iM is DD C/A code, eDP is the DD code observation error.

Based on the above initialization, we get initialization state vector x0 and P0
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Initialization
Initialize the quaternion and DD integer 
ambiguity

Time Update
Propagate filter state from k-1 to k
Update the filter covariance

Cycle slips detection and Satellite changes
Cycle slips detection
Newly observation satellite, satellite 
disappear and reference satellites change

Measurement Update
Compute filter gain matrix
Update the filter state and covariance

Integer ambiguity resolution and validation
Estimate integer DD ambiguity using 
LAMBDA algorithm
Validate integer ambiguity by ratio test

Attitude determination
Reconstruct the state and observation 
vector by fixed DD fixed integer ambiguity
Validate integer ambiguity by ratio test
Estimate attitude angles-yaw, pitch and roll 

k= k+1

Fig. 1 The workflow of the proposed method

x̂0 ¼ E x0½ �;P0 ¼ E x0 � x̂0ð Þ x0 � x̂0ð ÞT� � ð40Þ

• Constructing the measurement model

At each epoch, the reference satellite and common tracking satellites for the
baselines are obtained by Single Point Positioning. Then, the DD carrier phase can
be calculated to construct measurement vector by Eq. (14).

• Cycle slip detection

Once the correct integer ambiguity vector is fixed, it can be used permanently until
cycle slip occurrence. Thus the cycle slip detection is of importance to the attitude
determination. We use the distance between the time-update DD float ambiguitybN#i

k;k�1 and the N#j
iM estimated by applying Eq. (41) to detect cycle slip as follows:

N#j
iM � bN#j

iM;k=k�1

��� ���[ f ð41Þ
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where the f is the an empirical threshold, which is set to 3 [21]. If the distance value
is larger than f, we deduce that a cycle slip occurred to the corresponding satellite
and some operation will be implemented to repair it.

• Float ambiguity resolution by the SKF

When the observation vector and state vector have been constructed, the SKF is
utilized to get high accuracy float solutions in which the filter contains time-update
and measurement-update stages.

• Integer ambiguity resolution and validation

To exploit the full accuracy of the carrier phase observations, the filter has fur-
thermore been supplemented with integer ambiguities. The most appropriate integer

vector N
^

for the integer ambiguities is obtained by solving an ILS (integer least
square) problem expressed as

N
^ ¼ arg min

N2Zn
N � bNk

 2
QNN

ð42Þ

A well-known efficient search strategy LAMBDA and its extension
MLAMBDA are employed to solve the ILS problem. LAMBDA and MLAMBDA
offer the combination of a linear transformation to shrink the integer vector search
space and a skillful tree-search procedure in the transformed space [22]. Then the
ratio test is used to test the reliability of the integer ambiguities [23].

• Attitude estimation

The correct DD ambiguity will be used to reconstruct the state and the observation
equation. Then the high accuracy quaternion can be obtained by restarting SKF.
The attitude yaw, pitch, and roll angles will be got via Eqs. (7) and (8).

4 Experimental Testing

In order to assess the performance of the proposed algorithm, a test is carried out for
a platform in this section. Three antennas and GNSS receivers with the same
performance are installed on the platform at Beihang university. The experimental
configuration is depicted in Fig. 2. The single-frequency GNSS data are collected
using the GNSS receivers M300, which are manufactured by ComNav company of
China, with the sample interval of 1 s.

As illustrated in Fig. 2, the antenna A1 is the master antenna, and A2 and A3 are
the slave antennas. The install matrix of the three antennas configuration is deter-
mined from the whole observation data with 5 mm accuracy and is given as
follows:
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B ¼
0:5101

0
0

0:2930
0:4935

0

2
4

3
5 ð43Þ

A 1106 s dataset referring to August 29, 2015 starting from 11:28:17.000 UTC
to 11:46:42.000 UTC has been provided. 9 BDS satellites and 8 GPS satellites are
tracked in our experiment. The number of common tracking satellites ranges from
15 to 17. The BDS, GPS and GNSS (GPS + BDS) data will be used to make an
analysis, respectively. After obtaining the float ambiguity by KF or SKF, integer
ambiguities are resolved by the LAMBDA algorithm. For analysis of the perfor-
mance of the proposed methods, we compare the correct integer ambiguity vector
(the ‘correct solution’ estimated from post-processing with real data) and the esti-
mated integer ambiguity vector at every epoch.

In this test, Time-To-Fix (TTF) is defined as the number of measurement epochs
required to firstly fix the ambiguity. We define the empirical success rate as the ratio
of the number of epochs with all correctly fixed ambiguity to the total epoch
number as follows:

P ¼ ncor=ntot � 100% ð44Þ

where ncor and ntot are the number of computations with all ambiguities being
correctly fixed and the number of total computations.

Antenna A1

Antenna Configuration

Antenna A2

Receiver

Antenna A3

Fig. 2 The BDS measurement experiment
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The summary success rate and TTF of fixed ambiguity for the SKF and KF with
the LAMBDA is given as Table 1.

Table 1 shows the success rate and TTF of the ambiguity resolution for two
baselines with SKF or KF method. With the SKF, the success rate and TTF of the
ambiguity resolution present higher performance than the full-order KF for BDS,
GPS and GNSS. Note that the success rates and the ratio number for the baseline 2
are higher than those for the baseline 1 when employing the LAMBDA method.
This is due to the more tracking GNSS satellites of the baseline 2 than the baseline
1. As expected, the SKF substantially affects the capacity of fixing the correct
integer ambiguity vector. A benefit of the SKF is that it decouples the attitude
parameters and the colored observation noise to only consider the attitude param-
eters. Then the accuracy of the float ambiguity is improved and the solutions are
stabilized.

Table 1 also shows there is no big difference between BDS and GPS. When
combining GPS and BDS, the success rate is much higher than either single con-
stellation and the TTF is much lower than either single constellation. This
improvement shows that the GPS + BDS combination provides the higher avail-
ability of satellites to improve the accuracy of float ambiguity and therefore increase
the success rate of ambiguity resolution.

After getting fixed ambiguity, the state equation and the measurement equation
of the SKF will be reconstructed using the fixed correct ambiguity vector. Then
high-precision quaternion can be obtained by restarting the SKF filter.

Figure 3 describes the quaternion �q with correctly fixed ambiguity. Because
there is no big difference for quaternion with different method and constellation, it
could not be described in the same figure. Therefore, the statistic characteristics of
quaternion are given and listed in Table 2.

Table 2 shows the quaternion performance of the correctly fixed solutions for
different method and constellation.

As we can see from the Table 2, the accuracy of Quaternion with the SKF is
much better than the full-order KF for BDS, GPS and GPS + BDS. Due to
decoupling the attitude parameters and the colored observation noise, high accuracy
of the quaternion can be also achieved. Some conclusion can be obtained that the
SKF can achieve much more efficiency than the full-order KF for integer ambiguity
resolution and attitude determination with GNSS.

Table 1 The success rate and TTF of fixed ambiguity

Success rate SKF KF

Success rate (%) TTF/s Success rate (%) TTF/s

Baseline1 A1–A2 BDS 99.49 5 94.94 28

GPS 99.73 3 97.65 26

GNSS 99.9 1 98.55 16

Baseline2 A1–A3 BDS 99.82 2 95.04 25

GPS 99.73 3 95.04 25

GNSS 99.9 1 98.64 15
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Then, the Eqs. (7) and (8) are utilized to get yaw ðwÞ, pitch ðhÞ and roll ðuÞ
angles. In order to analyze the performance of attitude angles, the epochs of the
unfixed ambiguity are replaced by the correct ambiguity. In this case, the three
attitude angles are characterized by standard deviations (Std). To assess the accu-
racy of this method, the QUEST algorithm was used to estimate attitude angles.

Figure 4 demonstrates that the value of yaw ðwÞ, pitch ðhÞ, and roll ðuÞ angles
with interval of 1 s. Because there is no bigger difference of the accuracy between
SKF and full order KF for BDS, GPS and GPS + BDS, we cannot make difference
use the same figure. So the Fig. 4 just concludes the attitude estimate with SKF and
QUEST algorithm for GPS + BDS. The angles estimated with QUEST and SKF
are described with the dotted line and solid line, respectively. The accuracy of the
total attitude solutions is provided in Table 3.
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Fig. 3 The quaternion of the SKF with GPS + BDS

Table 2 The statistic characteristics of quaternion

Quaternion SKF KF

BDS GPS GNSS BDS GPS GNSS

q1 0.0012 0.0012 0.001 0.0016 0.0015 0.0014

q2 0.0016 0.0013 0.0011 0.0017 0.0017 0.0015

q3 0.0039 0.0040 0.0035 0.0041 0.0038 0.0036

q4 0.0041 0.0038 0.0031 0.0042 0.0041 0.0037
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From the Std in Table 3, the yaw angle is estimated with the highest precision,
whereas the pitch estimation is characterized by the highest noise levels for both the
SKF and the QUEST for BDS, GPS and GPS + BDS. According to the achieved
performance of quaternion, the SKF can be got more accuracy of attitude angles
than the full order KF. Moreover, the SKF and the full order KF have more superior
performance than the QUEST for per-axis attitude angles. The higher precision of
the yaw angle is due to the intrinsic characteristic of the GNSS working principle:
the satellites cover, with respect to the receiver, only a hemisphere, causing higher
dilution of precision in the vertical plane than in the horizontal plane.
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Fig. 4 The performance of yaw, pitch and roll angles with GPS + BDS

Table 3 The standard deviations of the attitude angle

Attitude SKF KF QUEST

BDS GPS GNSS BDS GPS GNSS

Yaw 0.1837 0.1831 0.1609 0.2046 0.1902 0.1721 0.2266

Pitch 0.5836 0.5766 0.5585 0.6039 0.5966 0.5786 0.6579

Roll 0.4244 0.424 0.4002 0.4548 0.441 0.4212 0.5527
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5 Conclusions

In this paper, the SKF for GNSS-based attitude determination has been presented to
float ambiguity resolution and attitude estimation. The geometry information of the
antenna configuration is fully exploited for ambiguity resolution via formulating the
direct functional relationship between double-differenced carrier phase measure-
ments and attitude quaternions. By using the SKF, the attitude parameters and the
colored observation noise can be decoupled in the state equation. The higher
accuracy of attitude angles and float ambiguity vector with only considering attitude
parameters can be achieved than the full order KF. The performance of the pro-
posed method has been assessed by an actual GNSS experiment test. Results
demonstrated that the higher success rate and the less Time-to-Fix ambiguity res-
olution are achievable than the current method for BDS, GPS and GPS + BDS. The
distribution of the available GNSS satellites has an influence on the accuracy of
attitude angles. The proposed method has better accuracy than the full order KF and
the QUEST algorithm for BDS, GPS and GPS + BDS. The GPS + BDS combi-
nation have better performance than single BDS or GPS constellation, and there is
no big difference between GPS and BDS for attitude resolution.
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Realization of Embedded RTK System
and Performance Evaluation

Qingjiang Wang, Qinan Zhi, Pengfei Liu and Guoju Ma

Abstract High precision mobile mapping system has become an effective method
for solving the data acquisition problem and the high precision position system is
the key part of the mobile mapping system. In this paper, an embedded real-time
RTK system is realized based on the FPGA and DSP architecture. The designation
and realization of the hardware and the RTK algorithm are introduced in detail. The
performance of the embedded RTK system was evaluated in open condition and
typical complex urban conditions with 3G/4G method to transmit the differential
correction datas. Results show the lagging time for most of the differential cor-
rection data is within 10 s in typical urban condition. The positioning precision of
the single system and GPS/BDS system is also compared and it is showed that the
GPS/BDS positioning method can effectively improve the visible satellite number
and the positioning precision is much higher that single system. The positioning
precision for the GPS/BDS system is better than 5 cm which can satisfy the
requirement of the mobile mapping system.

Keywords RTK � Mobile mapping system � Real time

1 Introduction

Satellite navigation and positioning system occupies an important position in the
national economic construction and national defense safety and is an important
component and driving force for the information construction of the national
economy [1]. It is a key technology platform directly related to national security and
economic development [2, 3]. Beidou satellite navigation system is China’s satellite
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navigation system that independently focuses on national security and economic
and social development needs and operates independently.

With the continuous development of the concept of “digital city” and the concept
of “digital earth”, the process of digitization of the Earth’s cities in our cities has
been accelerating rapidly. However, the restriction of acquiring and updating of
spatial information data based on mapping technology is becoming increasingly
obvious. In this demand, MMS (Mobile Measurement System) came into being and
becomes a typical representative of the new mapping technology [4, 5]. Nowadays
with the development of laser measurement technology, GPS technology, inertial
navigation technology and CCD technology, the multi-sensor integrated on-board
3D mobile measurement system has become the necessary complement to the earth
observation technology [6, 7].

As a high-accuracy position, velocity and time measuring device, GNSS
high-precision receiver is one of the key components in mobile measurement
system. It is combined with measurement sensors such as inertial navigation sys-
tem, CCD camera, laser radar and panoramic camera and loaded in the mapping car
on the high-speed mobile state to complete the measurement and geographic
information collection. The accuracy of the position, velocity and time information
provided by the GNSS high-precision receiver is the time and space reference of the
data processing of each measurement sensor, which is the basis for ensuring the
accuracy of the mobile measurement data.

In this paper, a RTK system is designed and implemented using FPGA + DSP
architecture. The RTK mathematical model of BDS/GPS dual system is researched
and established. The BDS tri-frequency RTK mathematical model is established.
The algorithm and system performance are tested by van test. It shows that BDS/
GPS dual system can effectively increase the number of visible satellites in typical
urban scenario. The dual system real-time navigation accuracy can achieve 5 cm in
both horizontal and vertical direction, which can meet the needs of mobile mapping
technology in urban scenes. It shows that BDS/GPS dual system can effectively
increase the number of visible satellites in a typical urban scenario. The dual system
real-time navigation accuracy can achieve horizontal and vertical accuracy of 5 cm,
which can meet the needs of mobile mapping technology in urban scenes.

2 Designation

2.1 Overall Designation

The entire RTK system consists of a GNSS base receiver, a GNSS rover receiver, a
data processing solution module, and a 3G/4G data transfer module. The data is
processed using FPGA + DSP architecture. After FPGA receives the raw data of
the base station and rover, it can be output to the computer through the serial port
for saving. Afterwards, the FPGA analyzes the differential data of the base station to
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the DSP for RTK calculation. After finishing the RTK navigation solution, the DSP
outputs the navigation results to the laptop through the UART serial port for saving.
The whole system block diagram is shown as Fig. 1.

2.2 Differential Data Transmission Scheme

Conventional stations transmit differential data and require no obstructions between
the base station and the rover and require direct transmission path. However, in
complex urban environments, data transmission may be affected due to obstructions
such as trees, high buildings and tunnels resulting in delayed base differential
correction data, affecting real-time RTK positioning accuracy. At present, 3G/4G
has been covered in most scenarios, so using 3G/4G transmission can effectively
reduce the differential data delay time. In the process of data transmission, the
mobile station and the rover are connected to the 3G/4G network through the
network device, and after the fixed IP address is obtained, a data communication
link is established between the base station and the rover to transmit the check
correction data to the Rover.

Reciever OEM

Reciever antenna

Base station

Data processing
(FPGA+DSP)

3G/4G Module

3G/4G Module

Reciever OEM

Rover

Data trassition

Differencial data

Raw
observation

UART

Reciever antenna

Fig. 1 System block diagram
of the RTK
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3 Algorithm Design

3.1 Beidou/GPS Combination RTK Mathematical Model

The use of GPS and BDS dual system RTK joint solution in complex scenes such
as cities can effectively increase the number of visible satellites and increase the
system availability and navigation accuracy. Therefore, we need to establish BDS/
GPS joint RTK positioning mathematical model.

BDS/GPS dual system combined RTK basic mathematical model is consistent
with the single-system mathematical model, due to the GPS system and the Beidou
system frequency is inconsistent so the receiver clock is inconsistent so the for-
mation of double-difference equation requires the GPS system and Beidou system
each have a reference satellite. When the number of visible satellites in two systems
is n, n − 2 carrier phase double difference equations can be formed. The noise
matrix corresponding to the observed values is also listed separately according to
GPS system and Beidou system, which can be expressed as:

P ¼ PGPS 0
0 PBDS

� �

In this paper, satellite altitude angle-dependent sine function model weight:

R2
i ¼ a2 þ b2= sin2ðhÞ

Where, the variance of the observed noise representing the i-th satellite h rep-
resents the altitude of the satellite. The values of a and b are generally set according
to the experience value, which are taken as 5 mm in this paper, and the weight
matrix corresponding to the double difference observation equation can be calcu-
lated according to the noise variance.

The specific process of BDS/GPS dual system combined RTK solution is as
follows:

(1) Iteratively calculate the coordinates of the observed satellites using the obser-
vation data of the reference station. The coordinates of the rover station are
obtained using the pseudoranges and double difference observations. The
coordinates of the rover station are calculated using GPS and BDS double
system data.

(2) Wide-lane ambiguity is calculated by using Melborne-Wubbena combination,
in which the observations of M-W combination are as follows:

kWLNWL ¼ fL1PL1 þ fL2PL2

fL1 þ fL2
� kWLuWL

642 Q. Wang et al.



Where, fL1 and fL2 are the frequencies of L1 and L2, respectively, PL1PL2 are the
pseudorange observations; kWL is the wide-band combined wavelength; uWL is
the wide-alley combined observation and uWL is the wide-alley combined
ambiguity.

(3) After calculating the pseudorange of dual system and the observation equation
of wide-lane of carrier phase, the floating-point solution of ambiguous
wide-lane ambiguity and the corresponding covariance matrix of ambiguity are
obtained by the least-squares method.

(4) After calculating the fixed solution of wide-lane ambiguity, we can establish the
double-difference observation equation of wide lane and L1, L2, and then use
LAMBDA method to fix the ambiguity of each system L1 as a whole, and then
obtain the ambiguity of L2 according to the relationship.

(5) The method for determining the degree of ambiguity is the same as the method
for determining the single system. It is worth to be clarified by comparing the
ratio values of the residual values after the adjustment. It is worth noting that
the fixed threshold of the ambiguity of the two systems can be reduced
appropriately to 2.0.

3.2 Compass Tri-band RTK Positioning Algorithm

At present, GNSS has a wide range of applications for high-precision and rapid
dynamic positioning, and the fast dynamic ambiguity solution is the key to
high-precision positioning. Considering that China’s BDS satellite navigation
system has already started to broadcast three carrier signals at frequencies of B1
(1561.098 MHz), B2 (1207.140 MHz) and B3 (1268.520 MHz) respectively. The
use of tri-band carrier signal can improve the success rate and reliability of ambi-
guity resolution, which is particularly important for real-time precision positioning.

The algorithm can be divided into three steps:

1. Firstly, a joint observation equation is constructed by using pseudo-range
observation values of B1, B2, and B3 and wide-lane observation value
u 0;�1; 1ð Þ, and the floating point solution of the ultra—using LAMBDA
method to determine the ambiguity of ultra wide lane. And restore the obser-
vation of ultra-wide lane.

2. Construct the joint observation equation by using the observation data of the
ultra-wide lane determined in step (1) and the observation data of wide alley
u 1;�1; 0ð Þ and calculate the wide-lane ambiguity N 1;�1; 0ð Þ the ambiguity of
wide lane is determined by LAMBDA method, N 1;�1; 0ð Þ and another wide
lane ambiguity N 0;�1; 1ð Þ.

3. Using the reconstructed two wide-lane observation values u 1;�1; 0ð Þ and
u 1; 0;�1ð Þ and u1 to make a joint observation equation, the original ambiguity
Floating point solution, fixed N1 ambiguity determined N2, N3 ambiguity.
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4 Tests and Results

4.1 Test Description

To test the performance of real-time RTK algorithms, real-time RTK performance
testing was conducted in Shijiazhuang on August 2, 2017. The van test takes about
1 h. Most of the test scenes are open scenes, covering a small part of the occlusion
scene. The base coordinates are accurately known. The base station data is
broadcasted through the 3G/4G moduler over received the correction data through
the 3G/4G module for and real-time RTK solution. The baseline length is within
15 km. During the test, the raw data for the base and rover were saved for
post-processing as reference data for real-time RTK results.

During the test, two rover receivers were equipped, and the rover receivers were
respectively configured as BDS triple-frequency single-system working mode and
BDS/GPS dual-system working mode. Test base is shown in Fig. 2.

4.2 Test Result

After the test, the commercial software IE (Inertial Explorer) reverse smooth result
is used as a reference.

Sports car test track shown in Fig. 3.
The number of visible satellites is shown in Fig. 4. It can be seen from the figure

that most of the visible stars in the BDS satellite system can have 5–10 visible
satellites, while most of the visible satellites for the BDS/GPS dual system is 10–19,
and visible number of stars significantly more than single-system. It can be seen that
the dual system can effectively increase the number of visible satellites and improve
the geometry of the satellite.

Fig. 2 Figure of base station
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The differential time between the base and rover is also a key factor affecting the
positioning accuracy, which cannot be guaranteed due to the blockage of tall build-
ings, trees and tunnels in urban scenes, so the radio station cannot guarantee Data
transmission continuity between base and rover. The testing process uses 3G/4G
module transmission, Fig. 5 shows the base station differential data delay time can be
seen from the figuremost of the data delay timewithin 10 s, only a very few part of the
time is greater than ten seconds, and the test results It shows that even if the data delay
time is more than 10 s, stable and reliable RTK solution can be obtained. The test
results show that using 3G/4G method in real-time urban complex scenarios can
ensure the stability and real-time performance of real-timeRTK system for differential
correction data.

Fig. 3 Van test track
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Figure 6 give the results of BDS system tri-frequency positioning error and the
dual positioning system of BDS/GPS respectively. It can be seen from Fig. 6 that
the error of horizontal accuracy of the BDS tri-frequency positioning error is within
0.1 m and the vertical error is within 0.2 m. It can also be seen from Fig. 6 that the
BDS/GPS dual system positioning accuracy in east, north and vertical are within
0.1 m. In order to further evaluate the BDS tri-frequency precision and BDS/GPS
joint resolution accuracy, the positioning results were error statistics, the statistical
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results shown in Table 1. It can be seen from Table 1 that the RMS errors of the
BDS tri-frequency positioning results in the three directions of east, north and
vertical are 1.61, 1.81 and 2.32 cm, respectively. The RMS of BDS/GPS posi-
tioning error in east, north, and vertical direction followed by 0.92, 1.33 and
1.64 cm, the positioning result is better than BDS single system. The test results
show that the 3D positioning accuracy of 5 cm can be achieved no matter whether
the BDS single system or the BDS/GPS dual system is used. This positioning result
can effectively meet the positioning accuracy requirements of mobile surveying
vehicles in urban scenes.

5 Conclusion

This article designed and implemented a real-time BDS/GPS dual system RTK
system. The establishment and realization of the BDS/GPS dual system joint
positioning and the mathematical model of the BDS tri-band are carried out by
programming and implemented in the embedded system. Test real-time RTK sys-
tem performance with actual sports car tests. The test process uses 3G/4G module to
transmit differential correction data in real time. The experimental results show that
the transmission delay of 3G/4G module can meet the solution requirements of
real-time RTK within 10 s in most typical scenarios. The test results show that the
commercial software as a reference, the use of BDStri-frequency positioning and
BDS/GPS can achieve the positioning accuracy of 5 cm, which verifies the cor-
rectness of the system and algorithm.
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A Precise Regional Ionospheric Model
Was Established Based on GNSS
Technique

Liang Chen and Hailin Guo

Abstract Ionospheric delay is an important source of error in the positioning of the
Global Navigation Satellite System (GNSS). In the case of active ionosphere, the
ionospheric delay can be over 100 m, which has a great impact on the positioning
accuracy of single-frequency GNSS users. At present, ionospheric observations
based on dual-frequency carrier phase smoothed pseudorange are frequently used to
estimate the ionospheric model, however, the ionospheric observations are sus-
ceptible to the precision of the pseudorange, the length of the smoothing arc and the
multipath, which affect the accuracy of the estimated ionospheric model. In this
paper, the UofC model of the precise point positioning is proposed for estimating
carrier phase ambiguity to obtain high precision ionospheric observations. The IGS
global tracking network data are combined to solve the problem of strong corre-
lation in differential code bias (DCB) of the regional station receivers. A regional
ionospheric model based on satellites was established considering the precision loss
of the fitting of the ionospheric single-layer model in small area. The results show
that the single-frequency pseudorange positioning based on the regional iono-
spheric model estimated in this paper are better than the positioning results based on
IGS global ionospheric map (GIM).

Keywords Global positioning system (GPS) � Precise point positioning (PPP)
UofC � Regional ionospheric model

1 Introduction

Ionospheric delay plays an important role in navigation and positioning, space
atmosphere, signal propagation and other fields. The value and variation of iono-
spheric delay are closely related to the total electronic content (TEC) distribution in
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the ionosphere space. Therefore, obtaining highly accurate TEC distribution is a
hotspot in the field of ionospheric research. Using GNSS technology to estimate
TEC and ionospheric delay model, is an effective method to monitor ionospheric
variations and correct ionospheric delay errors.

Much progress has been made in the development of ionospheric models using
GNSS at home and abroad. Georgiadou and Kleusberg [1] established a regional
ionospheric model by using dual-frequency observation data and applied it to
ionospheric correction of baseline. Lanyi [2] used polynomials to fit the ionospheric
delay and compared it to ionospheric delay values obtained by other methods.
Mannucci et al. [3] proposed a triangular grid interpolation method to establish the
global ionospheric model. Wilson and Mannucci [4] put forward spherical har-
monics function and triangular grid interpolation to estimate ionospheric model and
DCB. Schaer [5] used the dual-frequency GPS observations to extract TEC, and
forecast and analyze its changing trends and laws. In 1998, the IGS organization
established the ionospheric working group to continuously monitor ionospheric
changes and provide daily GIM products, the standard deviation is 2–8 TECU.
Feltens [6] summarized the main activities since ionospheric working group had
established. Komjathy and Herna´ndez-Pajares [7] summarized status of previous
GIMs and perspective for the future. Recently, Herna´ndez-Pajares et al. [8] has
given an overview of how GIMs are generated, overall validation with TOPEX/
JASON, and evolution trends of VTEC during near one Solar Cycle.

At present, there are few studies of ionospheric modeling in a small area where
the ionosphere is very active. Based on the establishment of the ionospheric delay
model in Hongkong. This paper proposes a method to extract the slant TEC
information by using UofC model of PPP. The IGS global tracking network data are
combined to solve the problem of strong correlation in DCB of the regional station
receivers. A regional ionospheric model based on satellites was established con-
sidering the precision loss of fitting of the single-layer model in a small area.
The accuracy of single-frequency pseudorange positioning based on the regional
ionospheric model estimated in this paper is 0.4 m.

2 Establishment of Regional Ionosphere Model Based
on GNSS

2.1 Extraction of Ionospheric Observations Based
on UofC Model

Due to the dispersion of the ionosphere, the ionospheric effects on pseudorange and
carrier phase observations at different frequencies are different. Ionospheric obser-
vations is obtained by differencing the observed values of different frequencies:
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Pi
k;4 ¼ Pi

k;1 � Pi
k;2 ¼

A
f 21

� A
f 22

� bs1 � br1
� �� bs2 � br2

� �� �

Lik;4 ¼ Lik;1 � Lik;2 ¼
A
f 22

� A
f 21

� ðN2 � N1Þ
ð1Þ

In the above formula, i represents the satellite, k represents the station, P, L
represent the pseudorange and carrier phase observation, f is the frequency, A is the
slant ionospheric delay, bs, br represent the satellite and receiver DCB; N is the
integer ambiguity. We usually calculate the ionospheric TEC by using carrier phase
smoothing pseudorange method, as follows:

A ¼ ðPi
k;4

^
þ ðbs1 � br1Þ � ðbs2 � br2ÞÞ=ð

1
f 21

� 1
f 22
Þ ð2Þ

In the above formula, Pi
k;4

^
is the pseudorange observation smoothed by carrier

phase, other symbols are the same as formula (1). Although the phase smoothing
pseudorange method can reduce the influence of pseudorange noise and multipath
error, the accuracy of the ionospheric observations is low when satellite appears.
Therefore, we can consider the PPP method to estimate the ionospheric delay.
The PPP method can calculate the carrier phase ambiguities faster and more
accurately by using the known star-ground distance as the constraint condition. In
this paper, UofC model is presented [9]:

PIF;1 ¼ 0:5ðP1 þ/1Þ ¼ qþ dx� C � dtþm � dtrop þ 0:5 � ðN1 þ bs1 � br1Þþ ePIF;1

PIF;2 ¼ 0:5ðP2 þ/2Þ ¼ qþ dx� C � dtþm � dtrop þ 0:5 � ðN2 þ bs2 � br2Þþ ePIF;1

/IF ¼ f 21 /1 � f 22 /2

f 21 � f 22
¼ qþ dx� C � dtþm � dtrop þ f 21

f 21 � f 22
N1 þ f 22

f 21 � f 22
N2 þ e/IF

ð3Þ

In the above formula, PIF , /IF is the ionosphere-free pseudorange, carrier phase
observation, respectively, ePIF , e/IF

is the noise of ionosphere-free pseudorange,
carrier phase observation, respectively, q is the geometric distance, m is the tro-
posphere projection coefficient, C is the speed of light, dx is the coordinate
parameter. In this paper, we use the precise satellite orbit, clock products and station
coordinate provided by IGS. Therefore, the unknown parameters are receiver clock
error, tropospheric and ambiguity parameters. Receiver DCB and ambiguity
parameters are combined into a new ambiguity parameters:

N0
1 ¼ N1 þ bs1 � br1

N0
2 ¼ N2 þ bs2 � br2

ð4Þ
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The ionosphere-free combination ambiguity can be expressed as follows:

f21
f21 � f22

N1 � f22
f21 � f22

N2 ¼ f21
f21 � f22

N
0
1 �

f22
f21 � f22

N
0
2

� ð f21
f21 � f22

ðbs1 � br1Þ �
f22

f21 � f22
ðbs2 � br2ÞÞ

ð5Þ

f21
f21 � f22

ðbs1 � br1Þ � f22
f21 � f22

ðbs2 � br2Þ is the ionosphere-free combination DCB, the

precise orbit and clock products provided by IGS is based on dual-frequency
ionosphere-free pseudorange, the ionosphere-free combination DCB is considered
to be zero. Therefore, combination of DCB and ambiguity in the UofC model
results in a new ambiguity parameter that does not affect the estimation of the
position and tropospheric parameters.

2.2 DCB Estimation

When the carrier phase ambiguity is obtained, the slant TEC can be obtained
according to the phase observations of two different frequencies.

A ¼ ðð/1 þN 0
1Þ � ð/2 þN 0

2ÞÞ=ð
1
f 21

� 1
f 22
Þ ð6Þ

A is the slant TEC, which still contains DCB information. To obtain the absolute
ionospheric delay value, accurate satellite and station DCB delay are also required.
DCB is usually estimated together with global or regional ionospheric models.
In this paper, the spherical harmonic function is used to describe the global
ionospheric delay. Combined with the DCB parameters, the function model is as
follows [4]:

Aðb; sÞ ¼
Xnmax

n¼0

Xn

m¼0

~Pnmðsin bÞðanm cosmsþ bnm sinmsÞ=M

þðDCBs � DCBrÞ=ð 1
f 21

� 1
f 22
Þ

ð7Þ

b and s are the geomagnetic latitude and longitude of the piercing point, ~Pnm is
the regularized Legendre series, anm and bnm are the coefficients parameters; Aðb; sÞ
is the slant TEC obtained from formula (6), M is the projection function, DCBs,
DCBr is related to satellites, receivers, respectively. Due to the strong correlation
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between DCBs and DCBr parameters, IGS uses zero-mean constraint in ionospheric
model estimation to separate DCBs and DCBr. In this paper, DCBs are provided by
IGS, only the DCBr parameters are estimated.

2.3 DCB Estimation

The ambiguities and DCB are estimated from the above two sections, the absolute
slant TEC can be calculated by the following formula.

STEC ¼ ðð/s
1 þN1Þ � ð/s

2 þN2Þ � ðDCBs � DCBrÞÞ=ð 1
f 21

� 1
f 22
Þ ð8Þ

STEC is the absolute slant TEC. During the calculation of receiver DCB in the
previous section, the Global Ionosphere Map (GIM) has been acquired in fact. GIM
is based on the single-layer assumption, which has a large model error that affects
the small area. For example, the distance between GNSS stations of the Hongkong
Positioning Reference Station network is about 15 km, the base station covers
about 50 km, assuming that the single-layer model height is 450 km, the cut-off
height angle is 10°, and the maximum range of the satellite pierce point distribution
is 3000 km. GIM has a low accuracy in the region-wide ionospheric delay through
interpolation, therefore, it is necessary to establish an ionospheric model suitable for
the region. In order to reduce the model error, this paper proposes a regional
ionospheric model based on satellites. The slant TEC is used as observations to
avoid the distribution and altitude of the pierce point and polynomial fitting
function in order to fit regional ionospheric distribution.

STEC ¼
Xnmax

n¼0

Xnmax

m¼n

bmsnanmn ð9Þ

b and s are the geographic latitude and longitude of station, anm are estimated
parameters, n is a polynomial fitting order number determined by the complexity of
the surface, the relationship between the number of estimated parameters and fitting
order can be expressed as follows:

NumberX ¼ ðnþ 1Þ � ðnþ 2Þ
2

n 2 N ð10Þ

3 Results and Statistical Analysis

The observation data of the IGS global network and the Hongkong SatRef network
are from September 1, 2015 to September 30, 2015. The coordinates of global
stations, precise orbit, clock products are provided by IGS.
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3.1 Comparison of Ambiguity Resolution

Figure 1 shows the ambiguities estimated by the carrier phase smoothing pseudo-
range and the UofC method. It can be seen that the convergence speed of the two
GPS satellites using the UofC method is faster than the carrier phase smoothing
pseudo-range method. Especially the GPS Satellite PRN 24, the ambiguity esti-
mated by the UOFC method converges after about 1000 epochs, whereas using the
carrier phase smoothing pseudorange method converges after approximately 3000
epochs. The reason is the UOFC method uses the precise satellite ground distance
information as the constraint condition that leads to faster convergence speed.

3.2 DCB Estimation

If only the Hongkong SatRef network is used to estimate the regional station
receivers DCB, the observations of all regional stations are almost equivalent to the
observations of one station on the satellite due to the strong correlation between the
observation data of each station. Therefore, observation of IGS global stations is
joined to estimate global and regional receivers DCB, distribution of IGS global
stations is shown as in Fig. 2.

Based on the observation of 183 stations in IGS network and 12 stations in
Hongkong SatRef, the 15 order spherical harmonic model is used to solve the
receivers DCB parameters of global and regional stations. Figure 3 shows the
difference between the estimated DCB parameters and the DCB provided by IGS.
As shown in the figure, the accuracy of estimated DCB of global stations is 0.4 ns.

Fig. 1 Comparison of carrier phase ambiguities between carrier phase smoothed pseudorange and
UofC Estimation

654 L. Chen and H. Guo



3.3 Ionosphere Model Estimation

According to the distribution of Hongkong SatRef, the regional ionospheric model
is established based on satellites. In this paper, the second-order polynomial
function is used to fit the Hongkong regional ionosphere model. Figure 4 is the
distribution map of Hongkong regional stations involved in ionosphere model
estimation. Figure 5 is the surface ionospheric model (Abbreviated as IonHk) fitted
by polynomial function. The statistics of fitting residuals of the ionospheric model is
0.12 TECU.
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Fig. 2 Distribution map of global station involved in DCB estimation

Fig. 3 Estimation accuracy of global stations receivers DCB
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3.4 Pseudorange Positioning

In order to verify the accuracy of the regional ionospheric model estimated in this
paper, we adopt four positioning algorithms shown in Table 1. The four algorithms
are single-frequency pseudorange positioning without correction of ionospheric
delay, dual-frequency ionosphere-free pseudorange positioning, single-frequency
pseudorange positioning with GIM model and single-frequency pseudorange
positioning with the IonHk model. Pseudorange positioning uses IGS precise orbit
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Fig. 4 Distribution map of Hongkong regional stations involved in ionosphere model estimation

Fig. 5 Ionosphere surface model (local time 2015/9/9 11:0:0)
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and clock products, the tropospheric errors are corrected by the Saastamoinen
model, the estimated parameters are station coordinates and receiver clock error.

Figure 6 shows the time series of the pseudorange positioning results of 12
stations in Hongkong using different solutions. Figure 6a shows that the positioning

Table 1 Solution strategies of pseudorange positioning

Abbreviation Correction method of the ionospheric delay

P1 Without ionospheric correction

P ionosphere-free Ionosphere-free

P1 GIM GIM model

P1 IonHk IonHk model

Fig. 6 Time series of pseudorange positioning accuracy of Hongkong regional stations using
different solutions
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result without ionospheric correction. The stations have almost the same positioning
accuracy on the same day. The positioning accuracy of all the stations can reach a
maximum of 9.86, 5.11 and 2.10 m in the vertical, north and east direction,
respectively.

Figure 6b shows the ionosphere-free pseudorange positioning that reduces the
effect of ionospheric delay. Since the noise of the ionosphere-free pseudorange
observation is 3–4 times the noise of the P1 pseudorange observation. The posi-
tioning accuracy is determined mainly by the noise level of the pseudorange
observation. The positioning accuracy of all stations in the north, east, vertical
direction can up to 0.71, 0.66, 1.66 m.

Figure 6c shows the P1 pseudorange positioning with ionospheric corrections
using the GIM model provided by IGS, and the positioning accuracy of each station
is similar on the same day. The positioning accuracy of all stations in the north,
east, the vertical direction can up to 2.61, 1.50, 3.09 m.

Figure 6d shows the P1 pseudorange positioning with ionospheric corrections
using the IonHk model. The noise of P1 pseudorange is only a third to a quarter of
the noise of ionosphere-free pseudorange, and the ionospheric delay through the
IonHk model is also well weakened. The positioning accuracy of all stations in the
north, east, the vertical direction can up to 0.28, 0.28, 0.63 m.

Figure 7 shows the pseudorange positioning accuracy statistics of Hongkong
regional stations. The accuracy of P1 pseudorange positioning with ionospheric
corrections using the IonHk model is only 0.15, 0.13, 0.37 m, respectively.

Fig. 7 Pseudorange positioning accuracy statistics of Hongkong regional stations using different
solutions, left shows positioning accuracy statistics by using four solutions, right shows
single-frequency pseudorange positioning accuracy statistics of each station using IonHk model
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4 Conclusion

In this paper, the IGS global and Hongkong regional tracking station data are used
to study the DCB estimation and regional ionospheric model. The carrier phase
ambiguity is estimated by using the PPP UofC model in order to obtain
high-precision ionospheric observations. The IGS global stations are combined to
solve the problem of strong correlation in DCB of regional station receivers A
regional ionospheric model based on satellites was established considering the
precision loss of fitting of the ionospheric single-layer model in small area. The
results show that the three-dimensional accuracy of single-frequency pseudorange
positioning based on the regional ionospheric model is 0.4 m.
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The Algorithm Research of BDS/GPS
Network RTK Real-Time Positioning
with Centimeter Level

Tianming Ma, Chunmei Zhao and Huizhong Zhu

Abstract Compared with conventional RTK, Network RTK possesses the
advantages of wide coverage, high real-time positioning accuracy, high reliability
and etc., which becomes a hot spot in the field of high-precision positioning with its
wide application range. The positioning principle of BDS/GPS Network RTK
algorithm and the processing strategies of observation errors are explored, based on
which, the resolution algorithm of integer ambiguities of double difference carrier
phase between reference stations for BDS/GPS is researched. Then a high-precision
BDS/GPS error processing model is established within the coverage range of ref-
erence stations. Further, the error processing of the mobile station is made by using
the method of regional error correction between BDS/GPS reference stations. After
that, the integer ambiguity resolution method of BDS/GPS carrier phase in mobile
station is studied. Finally a set of BDS/GPS Network RTK data processing software
is developed according to the algorithm proposed in this contribution, which is
analyzed and verified with measured dual frequency observation data of BDS/GPS.
The results show that the network RTK centimeter level positioning accuracy of
BDS/GPS can be effectively achieved by the proposed algorithm.

Keywords Network RTK � BDS/GPS � Ambiguity � Tropospheric delay
Ionospheric delay

1 Introduction

BeiDou navigation satellite system (BeiDou Navigation Satellite System, BDS)
consists of Geostationary Earth Orbit (GEO) satellites, Inclined Geosynchronous
Earth Orbit (IGSO) satellites and Medium Earth Orbit (MEO) satellites. As of
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November 2017, there are 14 satellites in orbit in BDS. The BeiDou satellite
navigation system with global positioning capabilities will be fully completed by
around 2020, to form a global service capacity. Global Positioning System (Global
Positioning System, GPS) only consists of Medium Earth Orbit (MEO) satellites. In
the network RTK positioning of GPS and BDS single system, carrier phase dif-
ference technology is usually used for quick positioning, while the key problem and
the hard part in the network RTK positioning is the accurate fix of the ambiguity of
the carrier phase. Since the BeiDou satellite positioning system covers the entire
Asian-Pacific region and provides navigation and positioning services, the posi-
tioning accuracy of BDS can be improved by using carrier phase observation data,
and the key problem is the quick calculation of the integer ambiguity of the carrier
phase.

Many scholars have studied the positioning of BDS/GPS network RTK. Han
Shaowei proposed to use MW combined observation value to calculate the
wide-lane ambiguity and then resolve the narrow-lane ambiguity. Because the
accuracy of the measured pseudo distance observation is not high, the ambiguity
fixed time is relatively longer [1]; Hern M proposed an algorithm based on the free
electron change in the atmosphere, the success rate of which can reach about 95%
in very good conditions [2]; Tang Weiming proposed the three-step method to
calculate the ambiguity of GPS carrier phase, however, the problem of which is that
the ambiguity of narrow-lane is not easy to fix and needs to be further improved [3];
Li Bofeng proposed a method to calculate the long-range base station ambiguity,
which can control the failure rate, and the precise determination of narrow-lane is
realized by limiting factors such as controllable error probability [4]; Zhu
Huizhong, Gao Wang, Gao XingWei et al. proposed Network RTK integer ambi-
guity solution model, which can realize the network RTK integer ambiguity
real-time single epoch solution, but the model is not stable enough and needs
further improved [5–8]. This contribution proposes a network RTK real-time
centimeter level positioning method, that is, the ambiguity of base station is cal-
culated by using the MW combined observation value, the regional error is cal-
culated by using the integrated error interpolation method, and the ambiguity of
mobile station is calculated by using the improved LAMBDA algorithm, which
makes the initialization time of the ambiguity calculation shortened and the results
of real-time centimeter level positioning of BDS/GPS users realized.

2 BDS/GPS Network RTK Positioning Model

2.1 The Base Station Ambiguity Calculation

The calculation of the ambiguity of the base station is the key problem to be solved
first. In this contribution, the double difference wide-lane integer ambiguity of the
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base station is adopted by the MW combined observation value [9], as shown in
Eqs. (1) and (2):

DrMW ¼ f1DrL1 � f2DrL2
f1 � f2

� f1DrP1 þ f2DrP2

f1 þ f2
ð1Þ

DrNw ¼ ðf1 � f2ÞDrMW
c

ð2Þ

where f1; f2 is the frequency of carrier L1 ; L2, DrL1; DrL2 is double difference
observation value in distance L1; L2, DrP1 ;DrP2 is double difference observation
value of pseudo range P1;P2, DrMW is MW combined observation value, and
DrNw is double difference wide-lane integer ambiguity. The method of taking an
average value by epoch is adopted to weak the noise effect of the double difference
wide-lane integer ambiguity and the difference of the absolute value between the
double difference wide-lane ambiguity float solutions and correct integer solutions
is less than 0.25 cycles, therefore, the integer solution of the double difference
wide-lane ambiguity can be obtained by directly taking the full integer of the
ambiguity float solution [10, 11]. The double difference carrier phase observation
equation of the base station can be written as Eq. (3):

k1DrL1 ¼ Drq� k1DrN1 � DrI
f 21

� DrT þDreL1 ð3Þ

Because the base station coordinates are known, the unknown parameters included
in the Eq. (3), such as, the double difference carrier phase integer ambiguity, double
difference ionospheric delay error and double difference tropospheric delay error, can
be solved as follows: the double difference ionospheric delay error is estimated as a
parameter, the dry delay error of double difference tropospheric was corrected by
Sasstamonion model, and residual wet delay error is estimated as unknown param-
eters. Then, the least-squaremethod is used to calculate thefloat solution of the double
difference carrier phase ambiguity. In the end, the LAMBDA algorithm is used to
search the fixed double difference carrier phase integer ambiguity.

2.2 Regional Error Correction

Based on the comprehensive comparison of the existing regional error correction
models, the error correction of the base station and the mobile station is calculated
by combined error interpolation algorithm, the characteristics of which is that all
errors are not distinguished, but to be directly used to calculate the combined error
of the base station and the mobile station [12, 13]. After the integer solution of the
carrier phase ambiguity of the base station is accurately fixed, the calculation
equation for the base station combined error is given below:
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Drms1s2 ¼ k1DrL1 � Drqs1s2 þ k1DrNs1s2

Drms2s3 ¼ k1DrL1 � Drqs2s3 þ k1DrNs2s3
ð4Þ

where s1; s2; s3 refer to base stations, the calculation equation of integrated error of
the mobile station is shown in Eq. (5):

Drmss1 ¼ Xs � Xs1Ys � Ys1½ � � Xs2 � Xs1Ys2 � Ys1
Xs3 � Xs1Ys3 � Ys1

" #�1

� Drms1s2

Drms2s3

" #
ð5Þ

where ðXs1; Ys1Þ; ðXs1; Ys1Þ; ðXs1; Ys1Þ; ðXs1; Ys1Þ are coordinates of base stations
s1; s2; s3 and mobile station s.

2.3 The Mobile Station Ambiguity Calculation

The combined error of the mobile station calculated by the combined error interpo-
lation algorithm is used to correct its observation value, by which the accuracy of the
value is greatly improved and the time of initialization of the mobile station is also
shortened. Because the wavelength of the wide-lane is relatively long and easy to fix,
the double differencewide-lane ambiguity of themobile station isfirstlyfixed, and then
the double difference carrier phase integer ambiguity of the station is calculated [14].

The double difference wide-lane observation equation is shown as Eq. (6):

Vw ¼ H dX � kw DrN 0
w � Lw ð6Þ

where Dr represents double difference operator, Vw represents error of double
difference observation equation, H represents the coefficient matrix combined by
cosine of the three coordinates of the observed satellites, dX is the correction of the
unknown parameters in the three directions of the station coordinates; kw is
wide-lane carrier phase wavelength, DrN 0

w represents integer solution of double
difference wide-lane ambiguity, and Lw is constant term. The Eq. (6) is written as
the Eq. (7):

Vw ¼ H � kw½ � � dX
DrN 0

w

� �
� Lw ð7Þ

The unknown parameters, dX and DrN 0
w are calculated by least square method

in Eq. (7).

Y ¼ N�1 M ð8Þ
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where:

Y ¼ dX

Dr N 0
w

� �

N ¼ H � kw½ �TP H � kw½ �
U ¼ H � kw½ �T Lw

where p is unit matrix, substitute integer solution of the double difference wide-lane
ambiguity in Eq. (6):

Vw ¼ H dX � ðkw DrN 0
w þ LwÞ ð9Þ

In Eq. (9), the unknown parameter is only the coordinate correction of the
mobile station dX, therefore, the least square method is used to calculate the
coordinate correction dX of the mobile station, as shown in Eq. (10):

dX ¼ ðHT PHÞ�1½HT Pðkw DrN 0
w þ LwÞ� ð10Þ

After the integer ambiguity solution and the initial coordinate correction of the
mobile station dX are obtained. The next step is to calculate the double difference
L1 carrier phase ambiguity, the double difference L1 carrier phase observation
equation is shown in Eq. (11):

VL1 ¼ �k1DrN 0
1 � ðL1 � HdXÞ ð11Þ

For Eq. (11), use the least square method to calculate the double difference
carrier phase float solution, as shown in Eq. (12):

DrN 0
1 ¼ ½ð�kT1 ÞP ð�k1Þ�

�1 � ½ð�kT1 ÞPðL1 �HdXÞ� ð12Þ

At present, the double difference carrier phase ambiguity float solution is
obtained, but the carrier wavelength is shorter and the ambiguity is more difficult to
fix, therefore, the improved LAMBDA algorithm is used to calculate the integer
solution of the fixed carrier ambiguity.

2.4 The Improved LAMBDA Algorithm

First, the Eq. (11) is written as matrix form as Eq. (13):

VL1 ¼ C½ � � dX
DrN 0

1

� �
� L1 ð13Þ
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Then the coefficient matrix C½ � of the unknown parameter is carried out as
follows:

C
n�ðnþ 3Þ

¼ U
n�ðnþ 3Þ

D
ðnþ 3Þ�ðnþ 3Þ

V
ðnþ 3Þ�ðnþ 3Þ

Then the following decomposition of the matrix D and V in the upper equation is
shown as follows:

D
ðnþ 3Þ�ðnþ 3Þ

¼
D1
n�n

0

0 D2
3�3

2
4

3
5 V

ðmþ 3Þ�ðnþ 3Þ
¼

V11
3�3

V12
3�n

V21
n�3

V22
n�n

2
4

3
5

Then the matrix M and matrix R are calculated:

M
3�ðnþ 3Þ

¼ D2
3�3

VT
11

3�3
0

3�n

h i
R ¼ MT M

In matrix R, all elements are zero except the 9 elements of the top left 3 rows and
3 columns. The matrix R and Eq. (12) is used to calculate the unknown parameters
by using the least square method, as show in Eq. (14):

dX
DrN 0

1

� �
¼ ðCT PCþRÞ�1ðCT PL1Þ ð14Þ

Therefore, the improved algorithm can obtain a more accurate ambiguity float
solution. At the same time, the mean square error matrix is used to determine the
range of the ambiguity of the covariance matrix, which improves search efficiency.

3 Algorithm Experiment

In order to verify the correctness and reliability of this algorithm, the CORS net-
work observation data is used. The sampling interval of the data is 15 s. The
satellite cut-off altitude angle is set at 15 degrees, and the station distribution is
shown in Fig. 1.

By using the algorithm presented in this contribution, the ambiguity of the base
station is firstly calculated, and the regional error is solved. Then the regional error
is used to correct the observation value of the mobile station, in order to improve
the accuracy of the observation data of the mobile station. Finally, the ambiguity of
the mobile station is calculated by using the corrected mobile station observation
data. The GPS is based on satellite No. 16, and the results of the double difference
L1 carrier ambiguity of satellite No. 3 and satellite No. 6 are given; the BDS is
based on satellite No. 7, and the results of the double difference B1 carrier ambi-
guity of satellite No. 1 and satellite No. 13 are given, see Figs. 2, 3, 4, and 5.
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It can be seen from Figs. 2, 3, 4, and 5, the double difference L1 carrier phase
integer ambiguity of the GPS mobile station can quickly converge to complete the
initialization. The initial time of the double difference B1 carrier phase integer
ambiguity of BDS mobile station is slightly longer than GPS. The initial time of the
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L1 carrier ambiguity (PRN06)
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fixed solution of the double difference carrier phase ambiguity of the mobile station
in Figs. 2, 3, 4, and 5 is shown in Table 1.

It can be seen from Table 1, the double difference carrier ambiguity of GPS
mobile station can be initialized by 21 epochs, and the correct ambiguity fixed
solution is obtained. Because the time interval is 15 s, the initialization time of 21
epochs is about 5 min; BDS requires 62 epochs to be initialized, and the initial-
ization time is about 15 min.

After the double difference carrier phase ambiguity of mobile station is fixed, a
fixed solution of double difference carrier phase ambiguity of the mobile station is
carried back to the Eq. (14) and the least square method is used to calculate the
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Fig. 4 The double difference
B1 carrier ambiguity (PRN01)
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Fig. 5 The double difference
B1 carrier ambiguity (PRN13)

Table 1 The initialization time of double difference wide-lane ambiguity fixed solution (epoch)

Total
epoch

Time/
epoch

Fix
epoch

Success rate
(%)

Double difference L1 carrier
ambiguity

480 21 459 95.625

Double difference B1 carrier
ambiguity

480 62 418 87.083
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positioning results of the final N, E and U of the mobile station. In this case, the
positioning results of 2 and 12 h are given respectively, see Figs. 6, 7, 8, and 9.

It can be seen from Figs. 6, 7, 8, and 9, the two systems reach the accuracy of
centimeter level positioning in the three directions of N, E and U. After the
probability statistics of the positioning difference of these three directions, N, E and
U, the average of one week’s coordinates of the station solved by PANDA software
is regarded as the true value. And the information of RMS values of the positioning
results of the three directions of N, E and U can be obtained from the results the
solved in this contribution minus the average, as shown in Table 2.
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It can be seen from Table 2, both systems reach the accuracy of centimeter level
positioning in the three directions of N, E and U. The positioning results of BDS are
slightly worse than that of GPS, and the positioning accuracy of the U direction of
the BDS in the 12 h positioning results is up to 5 cm, probably because BDS has

0 120 240 360 480
-0.2

-0.1

0.0

0.1

0.2 0 120 240 360 480
-0.2

-0.1

0.0

0.1

0.2 0 120 240 360 480
-0.2

-0.1

0.0

0.1

0.2

epoch/15s

 Up
o
s
i
t
i
o
n
i
n
g
 
r
e
s
u
l
t
/
m

 E

 N
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fewer satellites than GPS, and BDS contains GEO and IGSO satellites. The
geometry of these satellites is not good, so the positioning accuracy is slightly
worse than GPS, but it also reaches the accuracy of centimeter level positioning.

4 Conclusion

This contribution systematically studies the network RTK positioning algorithm,
including the ambiguity calculation of the base station, the calculation of regional
error correction, the ambiguity resolution of the mobile station and the positioning
results of the mobile station. The algorithm is verified by CORS network obser-
vation data. The experimental results show that the proposed network RTK posi-
tioning algorithm can realize the accuracy of centimeter level positioning in both
BDS and GPS systems. Among them, the positioning results of BDS are slightly
worse than GPS, mainly due to the influence of satellite number and satellite
structure, but it still reaches the accuracy of centimeter level positioning, which
verifies the validity and reliability of this algorithm.
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A Tightly Combined GPS/Galileo Model
for Long Baseline RTK Positioning
with Partial Ambiguity Resolution

Qing Zhao, Chengfa Gao, Shuguo Pan, Ruicheng Zhang
and Liwei Liu

Abstract Knowledge of differential inter-system biases (DISBs) is critical to
integrate observations from mixed GNSS. If the corresponding DISB could be
calibrated in advance, only one pivot satellite is sufficient for ambiguity resolution
on overlapping frequencies, which is the so-called tight combining (TC) strategy.
Considering that GPS and Galileo transmit signals on two identical frequencies
(e.g. L1/E1 and L5/E5a), a tightly combined GPS/Galileo RTK positioning model
is proposed in this paper. Traditional DD model has been slightly adjusted to avoid
the hand-over problem of reference satellites. The estimation of code and fractional
part of phase DISB is archived through zero and ultra-short baselines. Three long
baselines were selected to verify the proposed model with DISB calibrated in
advance. Moreover, to get better AR performance, a simple but robust procedure of
PAR, where the satellite elevation, number of consecutive tracking, success rate and
ratio test are all combined to determine the subset of ambiguity, is adopted in the
long baseline experiments. Results shows that the code and fractional part of phase
DISB is rather stable. The TC strategy do not significantly improve the value of
ratio, but shorten the convergence time to reach the 100% success rate. Compared
with results of loose combining (LC) strategy, time to first fix (TTFF) is further
reduced by 54.3, 72.9, 69.0% respectively under TC strategy corresponding to
different long baselines. Besides, TC strategy could slightly improve the fixing rate
of epochs. In terms of accuracy, the precision in up direction is worse than that in
north and east direction. Once the ambiguity is fixed correctly, both LC and TC
strategy can achieve centimeter-level positioning accuracy.
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Keywords GPS � Galileo � Differential inter-system bias (DISB)
Long baseline � RTK � Partial ambiguity resolution (PAR)

1 Introduction

Today, the Global Navigation Satellite System (GNSS) has been widely used for a
multitude of applications around the world. Multi-GNSS differential positioning
requires different reference satellite for each system, which is referred to as loose
combining (LC) [1], and the performance of BDS/GPS dual/triple frequency was
investigated by Gao et al. [2, 3]. On the other hand, combining observations on same
frequencies from multi-GNSS in one positioning model with a common pivot satel-
lite, which is the so-called tight combining (TC) [4], can introduce at least one more
redundancy and will be beneficial to ambiguity resolution (AR) performance which is
essential to high-precision mixed-constellation RTK positioning. The performance in
terms of accuracy, availability and reliability of GPS only is largely a function of the
number of satellite being tracked. Thus, the GPS real-time kinematic (RTK) posi-
tioning solution is degraded in urban canyon environment or in deep open cut mines
where the number of visible satellite is limited [5]. The Galileo in EU is a one of the
aiding solutions to add more functioning satellites which shares two overlapping
frequencies (e.g. L1/E1 and L5/E5a) with GPS [6]. However, proper handling of the
GNSS hardware biases known as differential inter-system bias (DISB) [7] is the
prerequisite for integrating GPS and Galileo in one rigorous model. Studies on DISB
have become the focus in the GNSS community. The GPS-Galileo ISB was first
carried out byMontenbruck inCONGOnetwork experiment [8]. Odijk andTeunissen
pointed out that the range ISB can be estimated along with the coordinate parameters,
while the phase ISB can be lump together with ambiguity parameters [9], however,
thiswill not do any impact on the positioning results. A particlefilter-basedmethod for
estimation of ISBwas proposed byTian et al. [10]. In addition to identical frequencies,
DISB model between GPS and BDS on different frequencies was also studied and
verified by Gao et al. [11].

Correct estimates of the carrier phase integer ambiguities are the prerequisite for
high-precision positioning, since incorrect ambiguity fixing can lead to largely
biased positioning solutions. However, it is not easy to fix all ambiguities simul-
taneously. In such cases, it may be beneficial to consider partial ambiguity reso-
lution (PAR) techniques, which resolve only a subset of ambiguities. The important
thing is how to determine the subset. Choice of an ambiguity subset could be based
on ambiguity variance, pre-defined subset sizes, elevation ordering and linear
combinations [12]. Parkins proposed a PAR method to deal with the presence of
biased observations [13], but it is very time-consuming. An elevation-based tech-
nique was applied to the GPS/BDS/GLONASS RTK positioning by Gao et al. [14].
Unlike the usual method, a modified partial ambiguity resolution procedure is
proposed by Wang and Feng [15], where the indices of both the success rate and the
ratio test are combined to find an optimal ambiguity subset to be fixed. It was
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widely demonstrated that the PAR strategy could obviously shorten the time to
reach centimeter level accuracy for long baselines, and considerably extend the
range for instantaneous RTK positioning [16].

Although many studies have been focused on the DISB with zero/ultra-short or
medium-baseline experiments, the effect of application under long baseline con-
ditions remains to be further studied. Therefore, this paper aims to make a pre-
liminary assessment of the DISB application in the case of long baseline. In the
following, Sect. 2 details the mathematical derivations of TC observation model,
DISB estimation model and PAR procedure; Sect. 3 presents the data and models
used in the experiments; Sect. 4 analysis the results of estimated DISB, perfor-
mance of AR and positioning accuracy; finally, Sect. 5 summarizes the main point
of this paper.

2 Methods

2.1 Intra-system and Inter-system Observation Model

For GPS and Galileo, the discrepancy in coordinate and time systems may be
negligible in most applications. They transmitted signals on identical frequencies of
L1/E1 and L5/E5a, which enables only one common pivot satellite once the DISB
is calibrated. For long baselines, the differential atmospheric delays between
receivers need to be considered. The between-receiver SD observation equations for
GPS or Galileo can be expressed as

DLSr1r2 ¼ DqSr1r2 þDdtr1r2 þDTS
r1r2 � l � DISr1r2 þ k � DNS

r1r2 þ bSr1r2
DPS

r1r2 ¼ DqSr1r2 þDdtr1r2 þDTS
r1r2 þ l � DISr1r2 þBS

r1r2

ð1Þ

where, D is the between-receiver SD operator; L is the carrier observation and P is
pseudorange observation; The superscript S represents the satellite of GPS or
Galileo and the subscript r represents different receivers; q is the distance between
satellite and receiver; dt denotes the receiver clock error; k denotes the wavelength;
b denotes the hardware phase delay, which also contains the initial phase in the
receiver; N denotes the integer phase ambiguity; T denotes the tropospheric delay,
and I denotes the ionospheric delay; l is the ionospheric scale factor; B denotes the
hardware code delay in the receiver for GPS or Galileo.

Based on SD observation equations, the classical intra-system DD observation
can be formed, where the receiver-dependent bias can be eliminated. Here, we
choose G1 as the reference satellite for GPS and E1 for Galileo, we can obtain
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rDLG1Gs
r1r2 ¼ rDqG1Gs

r1r2 þrDTG1Gs
r1r2 � l � rDIG1Gs

r1r2 þ k � rDNG1Gs
r1r2

rDPG1Gs
r1r2 ¼ rDqG1Gs

r1r2 þrDTG1Gs
r1r2 þ l � rDIG1Gs

r1r2

rDLE1Es
r1r2 ¼ rDqE1Es

r1r2 þrDTE1Es
r1r2 � l � rDIE1Es

r1r2 þ k � rDNE1Es
r1r2

rDPE1Es
r1r2 ¼ rDqE1Es

r1r2 þrDTE1Es
r1r2 þ l � rDIE1Es

r1r2

ð2Þ

where, rD is the double-differential operator; G and E represents satellites of GPS
and Galileo respectively. The meaning of other characters is as described above.

The inter-system DD observation equations between GPS and Galileo on same
frequencies can also be built in a similar way, but the hardware delays cannot be
eliminated. The corresponding models can be expressed as

rDLG1Es
r1r2 ¼ rDqG1Es

r1r2 þrDTG1Es
r1r2 �rDIG1Es

r1r2 þ k � rDNG1Es
r1r2 þrDbGEr1r2

rDPG1Es
r1r2 ¼ rDqG1Es

r1r2 þrDTG1Es
r1r2 þrDIG1Es

r1r2 þrDBGE
r1r2

ð3Þ

where, rDbGEr1r2 and rDBGE
r1r2 represent the phase and code DISB between GPS and

Galileo on overlapping frequencies. Odijk and Teunissen [7] and Paziewski et al. [6]
have studied the DISB on same frequencies and demonstrated that the DISB is rather
stable in time and related to the receiver type and signal frequency. Therefore carrier
phase and code ISBs for a particular receiver pair can be estimated once and
introduced as a known correction in GPS/Galileo tightly combined processing.

In order to avoid the hand-over problem of reference satellites in traditional DD
model, we made some adjustments where the estimated DD tropospheric delay is
expressed in the form of zero-differenced and the estimated DD ionospheric delay,
DD ambiguities are all maintain the form of between-receiver single difference.

rDLG1Es
r1r2 �rDbGEr1r2 ¼ rDqG1Es

r1r2 þ MEs
r2 �MG1

r2

� �
Tr2 � MEs

r1 �MG1
r1

� �
Tr1 � l � DIEs

r1r2 � DIG1
r1r2

� �

þ k � DNEs
r1r2 � DNG1

r1r2

� �

rDPG1Es
r1r2 �rDBGE

r1r2 ¼ rDqG1Es
r1r2 þ MEs

r2 �MG1
r2

� �
Tr2 � MEs

r1 �MG1
r1

� �
Tr1 þl � DIEs

r1r2 � DIG1
r1r2

� �

ð4Þ

where M is the mapping function of tropospheric delay, here the niell mapping
function is used.

After making the above adjustments to the model, the unknown state x vector is
defined as:

x ¼ X; Y ; Z; Tr2 ; Tr1 ; I1; I2; . . .; IMaxsat;N1;N2; . . .;NMaxsat�numfreq
� � ð5Þ

where, Maxsat and numfreq represents the number of satellites and frequencies
respectively.
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2.2 Estimation of DISB

The phase and code ISBs can be estimated precisely on zero or ultra-short baselines
based on Eq. (3) where differential atmosphere errors could be ignored. Due to the
integer part of DISB is linearly dependent with ambiguity so they can be lumped
together, so we could only get the fractional part of the phase DISB. Of course, this
rank deficiency problem do not exist in the estimation of code DISB. The code and
fractional part of phase DISB can be calculated through the following equation,

rDbGEr1r2;fractional ¼ rDLG1Es
r1r2 �rDqG1Es

r1r2

� �
=k� rDLG1Es

r1r2 �rDqG1Es
r1r2

� �
=k

h i

rDBGE
r1r2 ¼ rDPG1Es

r1r2 �rDqG1Es
r1r2

ð6Þ

where, the �½ � denotes rounding function.

2.3 Strategy of Partial Ambiguity Resolution

In the multi-constellation RTK processing, it is not easy to fix all ambiguities
reliably, however, one could have sufficient confidence to fix a subset of the
ambiguities, which is referred to as partial ambiguity resolution (PAR) [17]. As we
all know, the low-elevation ambiguities suffer much more from observation noise,
multipath effects and the residual atmospheric delays, and thus have lower accu-
racies and also take longer to converge to a certain degree of precision. Therefore it
is generally hard to fix these ambiguities correctly due to its poor accuracy and high
correlation with others. In the other hand, if we fix all the ambiguities simultane-
ously, the low-elevation ones may influence the search system and make the search
result unable to pass the acceptance test [14]. Fortunately, the number of visible
satellites greatly increases when both GPS and Galileo are used, which means a
higher cut-off angle could be used. In this Section, a simple but robust PAR strategy
with ambiguity subset selected based on the elevations and the number of con-
secutive tracking will be introduced. Figure 1 presents the flowchart of this
procedure.

First, the procedure starts with SD float ambiguity and an initial elevation mask
of 10 degrees, and the threshold number of consecutive locked is set to 10, then we
could get the DD float solution and the corresponding variance. If the number of
DD float ambiguity is greater than 6, the LAMBDA method is applied to get the
optimal candidate. If the bootstrapping success rate and value of ratio is higher than
the threshold (e.g., 0.99 and 3.0), tight constraints is applied on ambiguities which
is the so-called “Fix and Hold”, and the ambiguity-fixed solution is achieved.
Otherwise, the elevation mask of AR will increase by 5°, and repeat the LAMBDA
search and AR test. Until the number of DD ambiguities is less than 6, the iteration
will be terminated and only a float solution is achieved at this epoch.
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3 Data Processing

Similar to earlier DISB studies, the estimation of code and phase DISBs on over-
lapping frequencies L1/E1 and L5/E5a is achieved through zero and ultra-short
baselines, since the atmospheric effects can be ignored. Here, three MGEX stations
(CUT0, CUT2, CUTC) in campus of Curtin University, Australia is selected. As
mentioned earlier, the purpose of DISB calibration is to improve the performance of
ambiguity resolution which is essential to high-precision mixed-constellation RTK
positioning. The calibration of DISB is verified with 3 long baselines range from
570 to 1200 km which is formed by PERT, MRO1 and KARR in Australia. It is
worth mentioning that the coordinates of the MGEX stations are known and have

Set the threshold number for 
continuous tracking (e.g., 10)

Transform SD solution to DD solution

The number of ambiguity
subset greater than 6

AR search process by LAMBDA

AR validation by
Ratio>3&&Ps>0.99

Tight constraints on ambiguity by
“Fix and Hold”

Y

Y

SD float ambiguity and vc-matrices

Elevation mask 
increased by 5 degrees

N

Fixed Solution Float  Solution

N

Set initial elevation mask of AR

Fig. 1 The flowchart of PAR procedure
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an accuracy of a few millimeters. Detailed information for each baseline is shown in
Table 1. All stations are equipped with Trimble NETR9 receiver but different
firmware version. The data were collected on DOY 300, 2017 with the sampling
interval of 30 s.

Table 2 summarizes the detailed processing strategy for long baseline RTK
positioning. Precise orbit at intervals 5 min provided by MGEX (e.g., GFZ) were
used since the accuracy of broadcast ephemeris is limited. For data modeling, we
applied the absolute phase centers [18], the phase-wind up effects [19] and the
station displacement models proposed by IERS Convensions 2010 [20]. A cut-off
angel of 10° was set for usable measurement and an elevation-dependent weighting
strategy was applied to measurements where a priori precision of 3 mm and 3 m for
raw phase and code, respectively. In addition, the station coordinate was estimated
as white noise process with variance of 302 m2. The bootstrapping success rate and
ratio-test threshold were 0.99 and 3.0 respectively.

4 Results and Discussion

In this section, we first discuss the characteristics of the code/phase DISB estimated
from zero or ultra-short baseline, then analysis the ambiguity performance of long
baseline RTK positioning with DISB calibration, and finally address the statistical
results of positioning accuracy under LC and TC strategy.

4.1 Results of Code/Phase DISB

The estimated code and phase DISB on frequencies L1/E1 and L5/E5a calculated
from Eq. (6) are shown in Figs. 2 and 3 respectively. It is obviously that the DISB

Table 1 Baselines used in the experiment of estimation and calibration of DISB

Baseline Receiver Type1
(Version)

Receiver Type2
(Version)

Baseline
Length

Remark

CUT2-CUT0 Trimble NETR9
(5.22)

Trimble NETR9
(5.22)

0 m Estimation

CUTC-CUT0 Trimble NETR9
(5.30)

Trimble NETR9
(5.22)

8 m

MRO1-KARR Trimble NETR9
(5.22)

Trimble NETR9
(5.22)

634.484 km Calibration

PERT-MRO1 Trimble NETR9
(5.30)

Trimble NETR9
(5.22)

570.399 km

PERT-KARR Trimble NETR9
(5.30)

Trimble NETR9
(5.22)

1203.129 km
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is rather stable over the whole observation period regardless of the random terms
caused by observation noises. The mean of phase DISB over the day is close to zero
indeed and the standard deviations for both L1/E1 and L5/E5a are all within 0.02
cycles. Compared with phase DISB, the code DISB show greater noise due to the
pseudorange noise and the standard deviations are all within 0.6 m. Despite the
larger noise in code DISB, the amplitude is still relatively stable. The detailed
statistical results is summarized in Table 3.

It can be seen that the code and phase DISB on both frequencies estimated from
CUTC-CUT0 show larger noise than that from CUT2-CUT0. This may be caused
by the following two reasons: The first one is that the different firmware version
over the both sides of the baseline CUTC-CUT0; The second is that the baseline
CUT2-CUT0 is a zero baseline for which differential atmospheric errors are com-
pletely absent and multi-path errors are very minor while the baseline CUTC-CUT0

Table 2 Tightly combined processing strategy for long baseline

Item Models

Solution mode Kinematic

Constellation GPS & Galileo

Observations Carrier phase and code observations

Estimator Kalman filter

Frequency selection GPS:L1/L2/L5; Galileo:E1/E5a/E5b

Elevation cutoff angle 10°

Sampling rate 30 s

Weighting scheme Elevation-dependent weight: A priori precision of 3 mm and 3 m
for raw phase and code, respectively

Ionospheric delay Estimated as random-walk process

Tropospheric delay Dry component: corrected with standard atmosphere and
Saastamoinen model
Wet component: estimated as random-walk process(10−8 m2/s),
NMF mapping function applied

Sagnac effect Applied

Station displacement Corrected by IERS Convention 2010

Satellite antenna PCO/
PCV

Corrected by IGS 14.atx

Receiver antenna PCO/
PCV

PCO/PCV values for GPS from IGS14.atx are used

Satellite orbit Fixed to MGEX (GFZ) products

Satellite clock DD eliminated or weakening

Receiver clock DD eliminated or weakening

Station coordinate Estimated as white noise process (302 m2)

Phase ambiguity Estimated, constant for each continuous arcs, Fix and Hold

Bootstrapping success
rate threshold

0.99

Ratio test threshold 3.0
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Fig. 2 Estimated fractional phase (left) and code (right) DISB on L1/E1 corresponding to
CUT2-CUT0 (top) and CUTC-CUT0 (bottom)
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Fig. 3 Estimated fractional phase (left) and code (right) DISB on L5/E5a corresponding to
CUT2-CUT0 (top) and CUTC-CUT0 (bottom)

Table 3 Statistical results of fractional phase and code DISB

Baseline L1/E1 Phase L1/E1 Code L5/E5a Phase L5/E5a Code

Mean/cyc Std/cyc Mean/m Std/m Mean/cyc Std/cyc Mean/m Std/m

CUT2-CUT0 0.000 0.008 −0.037 0.169 0.000 0.005 −0.009 0.064

CUTC-CUT0 −0.003 0.014 −0.128 0.509 −0.002 0.017 0.012 0.356

A Tightly Combined GPS/Galileo Model … 681



is a nonzero-baseline. We adopted the DISB calibration in the long baseline
experiments corresponding to the receiver firmware version.

4.2 Results of AR Performance

The AR results of LC and TC for three different long baselines are shown in this
section. Figure 4 shows the value of ratio (left) over the day and success rate (right)
for the first 6 h. From Fig. 4, we can find that TC strategy do not significantly
improve the value of ratio, but shorten the convergence time to reach the 100%
success rate. This is because that during the initial period, TC strategy could pro-
vide more observations, so additional redundancies are introduced which is bene-
ficial to the ambiguity resolution.

Figure 5 shows the AR performance in terms of TTFF (left) and the fixing rate
(right) of three different long baselines under LC and TC strategy. In this paper, the
TTFF was defined as the time taken for the ambiguity-fixed solution to be suc-
cessfully achieved and the following 10 epochs also keep fixed. The fixing rate was
defined as the ratio of the number of fixed epochs to the number of total epochs
during this period. Since we apply the DISB calibration advance in TC strategy,
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there is more redundancies compared with LC strategy, which result in shorter
convergence time to first fix, as shown in Fig. 5. The time to first fix is 70, 122,
129 min under LC strategy, while only 32, 33, 40 min under TC strategy corre-
sponding to MRO1-KARR, PERT-MRO1, PERT-KARR baseline. Compared with
results of LC strategy, TTFF is further reduced by 54.3, 72.9, 69.0% respectively.
Figure 5 (right) also shows that TC strategy could slightly improve the fixing rate of
epochs.

Figure 6 shows the common view satellite number of Galileo (top) and ambi-
guity fix period of Galileo (bottom) corresponding to MRO1-KARR baseline. It is
easy to find that TC could achieve longer fixing period. During some period as
checked in red rectangle in Fig. 6, there is only one common view Galileo satellite

MRO1-KARR PERT-MRO1 PERT-KARR
0

50

100

150

TT
FF

/m
in

MRO1-KARR PERT-MRO1 PERT-KARR
0

20

40

60

80

100

Fi
x 

R
at

e/
%

LC TC

Fig. 5 TTFF (left) and fix rate (right) of epochs correspond to different baselines

0

2

4

6

8

V
al

ue

00:00 03:00 06:00 09:00 12:00 15:00 18:00 21:00 24:00

E01

E04

E05

E07

E08

E09

E11

E12

E14

E18

E19

E24

E26

GPST

P
R

N

LC TC

SatNum

Fig. 6 Common view satellite number (top) and fixed period (bottom) of Galileo system
corresponding to MRO1-KARR

A Tightly Combined GPS/Galileo Model … 683



where double-difference ambiguity could not be formed within Galileo system and
the number of satellites is dramatically changing which lead to frequent reinitial-
ization of new rise satellites, LC could only keep float solutions, while TC could
still get the fixed solutions. It come to the following conclusion that compared with
LC strategy, TC strategy has a better performance in AR.

4.3 Results of Positioning

As mentioned earlier, the coordinates of three stations are precisely known from the
IGS weekly solution. Baseline errors are the difference between the estimated
baseline length and precise reference baseline length. Baseline errors of different
combination strategy are shown in Fig. 7. The light green dotted line in the figure
marked the TTFF. It is easy to find that fluctuation in the up direction is larger than
that in north and east direction. Detailed precision statistics are summarized in
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Table 4. It must be noted that only the ambiguity-fixed solution is contained in the
statistics. The 3D positioning errors is 3.4, 3.3, 4.8 cm under LC strategy, while
3.3, 3.4, 5.0 cm under TC strategy corresponding to MRO1-KARR, PERT-MRO1,
PERT-KARR baseline. LC and TC strategy could both achieve centimeter-level
positioning accuracy in the case of ambiguity fixed correctly. The length of
PERT-KARR is almost twice of that of other two baselines and the accuracy of
PERT-KARR baseline is also worse than that of other two baselines due to residual
atmospheric errors, such as residual tropospheric delay and ionospheric delay.

5 Conclusions

We first propose a GPS/Galileo tightly combined RTK positioning model with raw
carrier phase and code observations for long baselines which avoid the hand-over
problem of reference satellites in traditional DD model, then the estimation of DISB
model based on zero or ultra-short baseline is developed. In order to get better AR
performance, a simple but robust strategy of partial ambiguity resolution is sug-
gested, where the satellite elevation, number of consecutive tracking, success rate
and ratio test are all combined to determine the subset of ambiguity. The DISB
results based on zero/ultra-short baseline with different receiver firmware version
shows that the code and phase DISB is rather stable over time which means that it
could be corrected in advance. Three long baselines range from 570 to 1200 km
were tested with DISB calibration in advance to verify the proposed model. The
results shows that TC strategy do not improve the value of ratio but shorten the time
to reach 100% success rate, compared with the LC strategy. At the same time, TC
strategy could significantly shorten the time to first fix and improve the fixing rate
of epochs slightly, which means that under some circumstances, LC strategy could
only keep float solutions while the TC strategy could still get ambiguity-fixed
solutions. In term of positioning accuracy, the precision in up direction is worse
than that in north and east direction. Once the ambiguity is fixed correctly, both LC
and TC strategy can achieve centimeter-level positioning accuracy. This paper just
gives the preliminary research results about the DISB application under long
baseline circumstances. Using more data for experimental verification and inves-
tigating of what performance the real-time precise products could archive are the
points that we will focus on and continue to research.

Table 4 RMS statistics of baseline error

Baseline LC-RMS TC-RMS

N/m E/m U/m 3D/m N/m E/m U/m 3D/m

MRO1-KARR 0.009 0.007 0.032 0.034 0.008 0.007 0.031 0.033

PERT-MRO1 0.009 0.009 0.030 0.033 0.009 0.009 0.031 0.034

PERT-KARR 0.016 0.011 0.048 0.052 0.015 0.011 0.046 0.050
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A Method of Medium/Long Baseline
Ambiguity Resolution Based on BDS
Triple-Frequency

Dengao Li, Meng Shi, Wenjing Li, Jumin Zhao and Junbing Cheng

Abstract High precision positioning using carrier phase observations is the main
method and approach of Beidou navigation satellite system (BDS) positioning.
Especially, the ambiguity fixing has always been the focus, and it is always the key
problem of the related research. In the medium/long baseline, the ionospheric delay
error will affect the efficiency of ambiguity resolution seriously, and then affect the
precision and efficiency of precise positioning. To solve this problem, this paper put
forward a method of medium/long baseline ambiguity resolution based on the
classical three-carrier ambiguity resolution (TCAR) model. To improve the relia-
bility of wide-lane (WL) ambiguity fixing, a factor is introduced into the optimal
linear combination for reducing noise, and the ionospheric priori standard deviation
is used to minimize the effect of the length of the baseline. In order to verify the
feasibility and effectiveness of the algorithm, the proposed algorithm is compared
with the classical TCAR algorithm in several aspects such as the ambiguity fixed
success rate. The results show that the proposed algorithm has the highest success
rate in the case of medium/long baseline, and can fix the ambiguity instantly.

Keywords Ambiguity resolution � TCAR � BDS Triple-frequency
Medium/long baseline � Ionospheric delay

1 Introduction

The fast fixing of the ambiguity is the key to realize high precision real-time
positioning, and is one of the hot issues in the research of global navigation satellite
system (GNSS). At present, GNSS can send three or more frequency signals. The
use of multi-frequency combination of signals can improve the reliability and
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validity of ambiguity fixed [12]. The Beidou satellite navigation system
(BDS) provides three frequency signals of B1, B2 and B3, which can form a
combined observation value with longer wavelengths and smaller noise, which is
conducive to ambiguity resolution.

At present, in the case of three-carrier ambiguity resolution (TCAR), most errors,
including orbit errors, tropospheric delay errors and ionospheric delay errors, can be
canceled or reduced by double-differences for short baselines. However, for the
medium/long baseline, the ionospheric delay and noise error are the main limiting
factors for the fixation of the ambiguity. Feng et al. [2] proposed a combination of
pseudorange and carrier based on geometry-free and ionosphere-free model, which
can effectively reduce the influence of medium/long baseline ionospheric delay on
the ambiguity fixing. Based on the geometric model, Xie et al. [7] use the
geometry-based model and obtained the optimal linear combination of observation
of the original pseudoranges and the observation of the ambiguity solved extra-
wide-lane (EWL) and wide-lane (WL). Tian et al. [5] smoothed the double-
difference ionospheric delay to solve the floating-point ambiguity. Li et al. [4] used
the partial ambiguity fixing method in the narrow-lane (NL) ambiguity resolution,
and optimized the traditional TCAR algorithm. Wang et al. [6], by giving different
weights to pseudorange observations to aid the WL and NL to eliminate the effects
of ionospheric residuals, the solution of WL and NL is only affected by the
observation noise. Then the ambiguity value of wide-lane and narrow-lane is
obtained by the smoothing of multiple epochs. Zhuang [11] analyzed the factors
affecting the long baseline ambiguity fixing, and studied the theory of the ambiguity
resolution of the Geometry-based model in the TCAR method, and proposed a new
ambiguity fixing method using the multi-epoch smoothing. Deng et al. [1] inherited
the traditional TCAR method. According to the different characteristics and dif-
ferent purposes in each step of the ambiguity resolution, chose the optimal com-
bination of observations, effectively improved the ambiguity of the solution rate.

In this paper, we proposed a new method of medium/long baseline ambiguity
resolution followed the steps of solving the EWL, WL and NL ambiguity in TCAR.
First, the combination ambiguity of two EWL is fixed and the double-difference
ionospheric delay is solved. Secondly, the pseudoranges observation and ambiguity
fixed EWL observation are linearly combined to obtain the combined observations
of the lowest noise based on ionosphere-free or ionosphere-based model. Finally,
the least squares criterion is used to solve the NL ambiguity, while the
double-difference ionospheric delay, the NL ambiguity and the position parameters
are taken as the unknowns. The ionospheric parameters are added, the virtual
ionosphere priori standard deviation is determined by the length of the baseline, so
as to improve the accuracy of NL ambiguity fixing.
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2 Classic TCAR Algorithm

The main idea of classical TCAR algorithm is to combine the original carrier phase
observation to get the optimal virtual observation of long wavelength, weak
ionospheric delay and low observation noise. According to the wavelength from
long to short, followed by EWL, WL and NL ambiguity fixing, the efficiency of
ambiguity fixing can be improved significantly [3].

2.1 Linear Combination of Observations

Double-difference combined observations based on triple-frequency can be
described as follows [9]:

rDPði; j; kÞ ¼ if1rDP1 þ jf2rDP2 þ kf3rDP3

if1 þ jf2 þ kf3
ð1Þ

rD/ði; j; kÞ ¼ if1rD/1 þ jf2rD/2 þ kf3rD/3

if1 þ jf2 þ kf3
ð2Þ

where rD is double-difference symbol, rDP is double-difference pseudorange
observation, rD/ is double-difference carrier phase observation, i, j, k are arbitrary
integer combination coefficients, f1, f2, f3 are frequencies of the three carriers.

The first ionospheric delay scale factor bði;j;kÞ and the carrier noise factor lði;j;kÞ of
the combined measurement are:

bði;j;kÞ ¼
f 21 ði=f1 þ j=f2 þ k=f3Þ

if1 þ jf2 þ kf3
ð3Þ

lði;j;kÞ ¼
ðif1Þ2 þðjf2Þ2 þðkf3Þ2

ðif1 þ jf2 þ kf3Þ2
ð4Þ

2.2 TCAR Algorithm Flow

The first step is to solve the ambiguity of EWL:
Because of the high accuracy of pseudorange observations at B3 frequency

points in BDS, it can be used to solve ambiguity resolution of EWL. The EWL
ambiguity parameter rDNð0;1;�1Þ is calculated as follows:

A Method of Medium/Long Baseline Ambiguity Resolution … 691



rDNð0;1;�1Þ ¼
rDP3 �rD/ð0;1;�1Þ

kð0;1;�1Þ

� �
ð5Þ

where ½ � means rounding.
The second step is to solve the ambiguity of WL:
The ambiguity fixed EWL is regarded as a high precision pseudorange obser-

vation, which is used to calculate the WL ambiguity. The calculation is as follows:

rDe/ð0;1;�1Þ ¼ rD/ð0;1;�1Þ þ kð0;1;�1ÞrDNð0;1;�1Þ ð6Þ

rDNð1;�1;0Þ ¼ ½rDe/ð0;1;�1Þ � rD/ð1;�1;0Þ þ ðbð0;1;�1Þ � bð1;�1;0ÞÞrDI1
.
kð1;�1;0Þ�

ð7Þ

The third step is to solve the ambiguity of NL:
The ambiguity fixed WL is regarded as a high precision pseudorange observa-

tion, which is used to calculate the NL ambiguity. The calculation is as follows:

rDe/ð1;�1;0Þ ¼ rD/ð1;�1;0Þ þ kð1;�1;0ÞrDNð1;�1;0Þ ð8Þ

rDNð1;0;0Þ ¼ ½rDe/ð1;�1;0Þ � rD/ð1;0;0Þ þ ðbð1;�1;0Þ � bð1;0;0ÞÞrDI1
.
kð1;0;0Þ� ð9Þ

rDNð0;1;0Þ ¼ rDNð1;0;0Þ � rDNð1;�1;0Þ ð10Þ

rDNð0;0;1Þ ¼ rDNð0;1;0Þ � rDNð0;1;�1Þ ð11Þ

In the first step, the success rate of ambiguity fixing in EWL mainly depends on
the influence of noise. The combination of (0, 1, −1) is selected, because its
wavelength is longer, so by direct rounding method the ambiguity can be accurately
fixed [8].

In the second and third steps, the geometry containing the double-difference
tropospheric errors can be eliminated. For short baselines, the double-difference
ionospheric delay can also be neglected. However, as the baseline length increases,
the effects of double-difference ionospheric delay and observed noises on the
ambiguities are gradually increasing. In step 3, the double-difference ionospheric
delay becomes more dominant. Therefore, TCAR algorithm is difficult to adapt to
medium/long baseline conditions.
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3 Improved Algorithm

Double-difference ionospheric delay and measurement noise are the main factors
that limit the application of classical TCAR algorithm in medium/long baseline.
Based on the classical TCAR algorithm, this paper reduces the influence of noise by
using an adaptive factor, and adds the prior information of ionospheric delay to
reduce the influence of ionospheric delay. Algorithm flow chart is as follows
(Fig. 1):

3.1 EWL Ambiguity Fixing

Based on the geometry-free model, two easily fixed EWL ambiguity are fixed. In
this step, the classical TCAR is used to solve the ambiguity of EWL directly. EWL
combination (0, 1, −1) and (1, −6, 5) have longer wavelength, which is suitable for
ambiguity fixing. So choose the two combinations to fix EWL ambiguities. The
calculation is as follows:

rDNð0;1;�1Þ ¼
rDP3 �rD/ð0;1;�1Þ

kð0;1;�1Þ

� �
ð12Þ

rDNð1;�6;5Þ ¼
rDP3 �rD/ð1;�6;5Þ

kð1;�6;5Þ

� �
ð13Þ

Fig. 1 Algorithm flow chart
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After fixing two EWL ambiguities, the double-difference ionospheric delay is
solved in real time according to the combined observation of the EWL. The cal-
culation is as follows:

rDI1 ¼
kð0;1;�1ÞNð0;1;�1Þ þrD/ð0;1;�1Þ � kð1;�6;5ÞNð1;�6;5Þ � rD/ð1;�6;5Þ

bð1;�6;5Þ � bð0;1;�1Þ
ð14Þ

3.2 WL Ambiguity Fixing

The three original pseudorange observations and the ambiguity fixed EWL obser-
vations are combined to obtain the optimal linear combination. The adaptive factor
with the double-difference ionospheric delay variation is added to obtain the
combined observations of the ionosphere-free or ionosphere-based with the lowest
noise. WL ambiguity fixed calculation formula is as follows:

rDNð1;�1;0Þ ¼ ½m1rDPð1;0;0Þ þm2rDPð0;1;0Þ þm3rDPð0;0;1Þ þm4rDe/ð0;1;�1Þ � rD/ð1;�1;0Þ
kð1;�1;0Þ

�

ð15Þ

where m1, m2, m3, m4 are the weight factors in the linear combination, they satisfy
the following constraints:

m1 þm2 þm3 þm4 ¼ 1 ð16Þ

m1bð1;0;0Þ þm2bð0;1;0Þ þm3bð0;0;1Þ � m4bð0;1;�1Þ¼ � ð1þ jÞbð1;�1;0Þ ð17Þ

ðm2
1l

2
ð1;0;0Þ þm2

2l
2
ð0;1;0Þ þm2

3l
2
ð0;0;1ÞÞr2P þm2

4l
2
ð0;1;�1Þr

2
/ ¼ min ð18Þ

Among them, the formula (16) is to avoid the unmodeled error (tropospheric
error, orbital error, etc.); formula (18) is to make the combined noise minimum.

In formula (17), j is the adaptive factor that varies with the delay level of the
double-difference ionosphere to balance the double-difference ionospheric delay
and the combined noise. Relative to the NL ambiguity fixed, WL ambiguity fixed
process can withstand a certain double-difference ionospheric delay. Therefore,
when the double-difference ionosphere delay is small, it is not necessary to com-
pletely eliminate the ionospheric delay. Therefore, the problem of noise increasing
caused by deionization is reduced to a certain extent. The value of j varies with the
level of the double-difference ionospheric delay solved in the first step. When the
double-difference ionosphere delay is large, j is taken as 0 to construct the
ionosphere-free model. When the double-difference ionosphere delay is small, j
takes a small value which does not affect the WL ambiguity fixation success rate to
construct ionosphere-based model. The value of K is as follows:
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j ¼
0:2; rDI1\1m
0:1; 1m\rDI1\2m
0; rDI1 [ 2m

8<
: ð19Þ

3.3 NL Ambiguity Fixing

For short baselines, ionospheric delay and tropospheric delay can be eliminated or
reduced by double-difference, which makes it possible to accurately determine NL
ambiguity in the third step. However, with the increase of baseline length, the
double-difference ionospheric delay becomes the main constraint for the medium/
long baseline NL ambiguity fixation.

The double-difference ionospheric delay in the first step is not precise enough to
be used for the correction of NL ambiguities. So the position parameter, NL
ambiguity and double-difference ionospheric delay are taken as unknowns
parameters, use the EWL and WL observation which has been fixed in the first and
second steps to fix NL ambiguity. And use the least square method to solve the
problem. The ionospheric parameter is added in this step, the priori standard
deviation of the observed value of the virtual ionosphere is determined by the length
of the baseline, so as to improve the accuracy of NL ambiguity fixation. After the
NL ambiguity floating-point solution is obtained, it is fixed with LAMBDA.

The observation equation for solving the NL ambiguity is:

kð0;1;�1ÞrD/ð0;1;�1Þ þ kð0;1;�1ÞrDNð0;1;�1Þ � rDq

kð1;�1;0ÞrD/ð1;�1;0Þ þ kð1;�1;0ÞrDNð1;�1;0Þ � rDq

kNLrD/NL �rDq

2
64

3
75 ¼

C 0 Ebð0;1;�1Þ
C 0 Ebð1;�1;0Þ
C �EkNL EbNL

2
64

3
75

DX

rDNNL

rDI1

2
64

3
75

þ
erD/ð0;1;�1Þ

erD/ð1;�1;0Þ

erD/ðNLÞ

2
64

3
75

ð20Þ

where C is design matrix, E is unit matrix, DX is baseline location parameters, rDq
is double-difference geometric distance.

m1
m2

" #
¼ B1 B2

0 E

� �
x

rDI1

� �
� l

lI1

� �
ð21Þ

where m1, m2 are corrections, lI1 is the first frequency ionospheric observations, B1,
B2, x, l are as follows:
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B1 ¼
A 0

A 0

A �EkNL

2
64

3
75;B2 ¼

Ebð0;1;�1Þ
Ebð1;�1;0Þ
EbNL

2
64

3
75; x ¼ DX

rDNNL

� �

l ¼
kð0;1;�1ÞrD/ð0;1;�1Þ þ kð0;1;�1ÞrDNð0;1;�1Þ � rDq

kð1;�1;0ÞrD/ð1;�1;0Þ þ kð1;�1;0ÞrDNð1;�1;0Þ � rDq

kNLrD/NL �rDq

2
64

3
75

ð22Þ

The corresponding random model of lI1 is:

D

/

P

lI1

2
64

3
75 ¼

Q/

QP

QlI1

2
4

3
5 ð23Þ

where D is a conversion matrix that makes the single difference to
double-difference, QlI1

represents the variance of the virtual ionosphere observa-
tions. Virtual ionospheric observations taken as 0, the key lies in the setting of QlI1

.
Set the relationship between ionospheric priori standard deviation and the length of
baseline as follows:

RlI1
¼

0:05; 15 km\L\30 km
0:2; 30 km� L\100 km
0:5; L� 100 km

8<
: ð24Þ

where RlI1
is the ionospheric priori standard deviation, L is the length of baseline.

4 Experiment Analysis

In order to verify the validity and feasibility of the proposed algorithm, three groups
of baselines with lengths of 17, 72 and 160 km were analyzed experimentally. The
data acquisition uses Si Nan multimode receiver, the satellite cut-off angle is set to
15°. The baseline data used is summarized in Table 1.

Table 1 Overview of experimental baseline data

The length of baseline/
km

Observation
epoch/s

Sampling
interval/s

The satellite cut-off
angle/(°)

17 7320 1 15

72 9780 1 15

160 9800 1 15
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The experiment is analyzed with the data of three groups of different lengths of
baseline. The experimental results are shown in Figs. 2 and 3.

As can be seen from Figs. 2 and 3, with the increase of baseline length, WL and
NL ambiguity floating error increases, but basically stable, and have a high fixed
reliability.

As can be seen from Figs. 4 and 5, the positioning accuracy has been improved
to a certain extent after the correction of the ionospheric prior standard deviation.

In the experiment, the fixed solution obtained by precise post-processing relative
positioning is taken as the standard value, and the fixed value of the ambiguity
obtained by each epoch is compared with the standard value to determine whether
the ambiguity is fixed correctly. The ambiguity fixed success rate is used as an
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index to evaluate the effectiveness and feasibility of the algorithm. Ambiguity fixed
success rate is calculated as follows:

SR¼ Ns

Nw
� 100% ð25Þ

where SR indicates the degree of ambiguity fixed success rate, Ns is the ambiguity
fixing successful number of epochs, Nw is the total number of epochs.

Because EWL ambiguity can be reliably fixed with the classic TCAR method,
the experimental part does not discuss the ambiguity fix success rate of EWL, only
compared with the traditional TCAR and the proposed algorithm in the WL and NL
ambiguity fixed Success rate. The experimental results are shown in Table 2.
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Fig. 4 Positioning error in the absence of ionospheric prior standard deviation
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Fig. 5 Positioning error with the ionospheric prior standard deviation
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As can be seen from the experimental data, the TCAR algorithm is affected by
the length of the baseline, with the increase of baseline length, WL and NL
ambiguity fixed success rate decreased significantly. The improved TCAR algo-
rithm has a higher fixed success rate than the traditional algorithm. This shows that
adding adaptive factor to reduce noise helps to improve the fixed success rate of
ambiguity, and the ionospheric priori standard deviation could reduce the influence
of the increase of baseline length on ambiguity fixing.

5 Conclusion

In the triple-frequency ambiguity resolution, the traditional TCAR algorithm has a
high success rate of ambiguity fixation for short baselines. However, for the
medium/long baselines, the ambiguity fixing of WL and NL are influenced by the
ionospheric delay and combined noise, the fixing effect is bad. This paper is based
on the traditional TCAR step-by-step ambiguity fixed method. First, two EWL
ambiguities are fixed and the double differential ionospheric delay is solved. Then
use these information to construct the optimal linear combination with the lowest
noise to solve the WL ambiguity. Finally, the ionospheric priori standard deviation
is introduced to solve the NL ambiguity by the least square method, which reduces
the influence of the increase of baseline length on the ambiguity fixing of NL. The
experimental results show that the proposed algorithm can effectively improve the
validity and reliability of medium/long baseline ambiguity fixing.
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Table 2 Fixed effect of ambiguity

Baseline/km Nw=s WL/NL Classic TCAR Proposed algorithm

Ns=s SR/% Ns=s SR/%

17 7320 WL 7043 96.22 7305 99.79

NL 6614 90.35 7088 96.83

72 9780 WL 9240 94.48 9607 98.23

NL 8537 87.29 9223 94.30

160 9800 WL 8738 89.16 9551 97.46

NL 8263 84.32 9131 93.17
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Real-Time Detection and Repair
of Cycle-Slip Based on Pseudo-range
Phase Combinations for Un-differenced
GNSS Triple-Frequency Observations

Lingdong Meng, Junping Chen, Jiexian Wang and Yize Zhang

Abstract For the detection and repair of cycle-slip for un-differenced GNSS
triple-frequency observations, current algorithms have difficulties in efficiency,
stability and even some special cycle-slip combinations cannot be detected. This
paper investigates the strategies in real-time detection and repair of cycle-slip.
Geometry free ionospheric free code-phase combinations together with phase
combinations are used, where the selection criteria of combination coefficients is
based on the principle of the minimal condition number. Advantage of the method
is that each cycle-slip value can be calculated without searching, thus the efficiency
is improved and success rate is still high. Experiment results show that even under
the severe ionospheric conditions, cycle-slips of triple-frequency un-differenced
observations can be detected and repaired.

Keywords Un-differenced triple-frequency observations � Cycle-slip detection and
repair � Code-phase combination

1 Introduction

Triple frequency data can form more combinations with longer wavelength, smaller
noise and less affected by ionosphere, which is useful for cycle-slip detection [1]
and integer ambiguity solution [2]. There have been many algorithms to detect and
repair cycle-slips [3]. The high order-difference method is intuitive but it is difficult
to realize in source coding [4]; Extrapolation method based on gray theory [5]
cannot work well in carrier with irregular motion and when cycle-slip happened in
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the first few epochs; Triple-frequency TurboEdit cycle-slip processing method
using searching way to calculate the value of each frequency [6] cycle-slips is of
low efficiency, unstable and complicated; The influence of ionosphere is not fully
considered in the method based on code-phase combinations for triple-frequency
un-differenced observations [1]; The method of Geometry Free Ionospheric
Free (GFIF) combinations united the real-time estimation of ionospheric variation
delay [7] can overcome the effect of ionospheric delay but this method is too
complicated with huge processing burden.

In this paper, the triple-frequency GFIF code combinations are based on the
criteria of less pseudo-range noise. Phase combinations used in this paper is
selected with the criteria of less ionosphere delay effects and noise. The principle of
the minimal conditions of coefficient matrix are implemented for the definition of
the equation to be used in the calculation of cycle-slip. Finally, the method of this
paper is verified using the BDS and GPS triple-frequency observations of IGS.

2 The Cycle-Slip Detection Observations

2.1 Triple-Frequency GFIF Code-Phase Combination

Referred to the idea of dual-frequency MW combination, triple-frequency GFIF
combinations can eliminate the geometric distance-related terms and the first order
effects of ionospheric delay. The pseudo-range and phase observation equation can
be shown as Eqs. (1) and (2) respectively.

Pi ¼ qþ f 21
f 2i
Iþ epi ð1Þ

ui ¼
q
ki

þNi � f 21
f 2i
I 0 þ eui

ð2Þ

where, P and u is the raw pseudo-range and phase observation; q is the geometric
distance between satellite and receiver antennas including the satellite clock error
and tropospheric delay; I and I′ are the ionospheric group delay on the first fre-
quency in meters and ionospheric phase delay on the first frequency in cycles
respectively; eui

and epi are the receiver code noise in meters and the receiver phase
noise in cycles respectively; i refers to frequency number. According to Eqs. (1)
and (2), the integer ambiguity can be calculated as Eq. (3).

N ¼ aN1 þ bN2 þ cN3 ¼ au1 þ bu2 þ cu3 �
ðlP1 þmP2 þ nP3Þ

k
ð3Þ
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In Eq. (3), to keep the integer features of ambiguity, a, b and c must be integer,
while l, m and n can be real number.

According to the [6], the GFIF code-phase combination coefficients follows the
Eqs. (4) and (5).

lþmþ n ¼ 1 ð4Þ

lþm
f 21
f 22

þ n
f 21
f 23

¼ � kabc
k1

ðaþ b
f1
f2

þ c
f1
f3
Þ ð5Þ

The estimation cycle-slip value of combination observations can be calculated
by Eq. (6) which is the time-differenced equation between two consequent epochs.

DN ¼ aDN1 þ bDN2 þ cDN3 ¼ aDu1 þ bDu2 þ cDu3

� ðlDP1 þmDP2 þ nDP3Þ
k

ð6Þ

For a, b and c and l, m and n can be calculated with two Eqs. (4) and (5). The
combinations which is less affected by noise are selected. Suppose the noise of code
is 0.3 m and phase is 0.01 cycle, some typical combinations are listed in the
Table 1 [6].

According to Table 1, the GFIF combination (0, −1, 1) is the best one for BDS
and (0, 1, −1) for GPS. Even the code noise is as large as 1 m, the value of
combination cycle-slip can still be fixed at the success rate of 95.5% [1]. If there are
no cycle-slips the value calculated by Eq. (6) is close to zero. However, only one
GFIF is far not enough, because cycle-slip combinations cannot be detected by
GFIF combinations, i.e. DN1 ¼ DN2 ¼ DN3, on the other hand, GFIF combinations
are not able to calculate cycle-slips of individual frequency.

Table 1 Triple-frequency GFIF code-phase combination of GPS and BDS

(a, b, c) l m n k (m) Standard error (cycle)

GPS (0, 1, −1) 0.012109 0.444991 0.54290 5.8610 0.0533

(1, −3, 2) 0.842594 0.15314 0.001092 1.2211 0.3033

(1, −4, 3) 1.061142 0.080347 −0.141489 1.5424 0.3033

(1, −2, 1) 0.699407 0.206086 0.094507 1.0105 0.3100

BDS (a, b, c) l m n k (m) Standard error (cycle)

(0, −1, 1) 0.019945 0.552577 0.427478 4.8842 0.0633

(1, 1, −2) 0.750616 0.041406 0.207978 1.2967 0.2567

(1, 3, −4) 1.577791 −0.537279 −0.040512 2.7646 0.2667

(1, 0, −1) 0.597328 0.148645 0.254027 1.0247 0.2767
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2.2 Phase Combinations

To enable the cycle-slips detection for each frequency, another two phase combina-
tions are needed in addition to the GFIF combination (0, −1, 1) of BDS and (0, 1, −1)
of GPS. Referred to [8], the geometric distance term in the phase combination
observations could be eliminated by the GFIF combination with cycle-slips being
repaired. The cycle-slip value of combination can be estimated using the
epoch-differences [8].

For different combination observations, there exists relation as the Eqs. (7)
shown:

ka1b1c1DNa1b1c1 þ ka1b1c1Dua1b1c1 þ ba1b1c1DI1 � ka2b2c2DNa2b2c2

þ ka2b2c2Dua2b2c2 þ ba2b2c2DI1

ð7Þ

babc ¼
f 21 ða=f1 þ b=f2 þ c=f3Þ

af1 þ bf2 þ cf3
ð8Þ

where babc is the coefficient of phase combination (a, b, c); DI1 in unite of meters is
the ionospheric phase delay on the first frequency in cycles. D is the
epoch-difference operator. The cycle-slip value of combinations can be estimated
by Eq. (9).

DNa1b1c1 � ka2b2c2DNa2b2c2 � ka1b1c1Dua1b1c1 þ ka2b2c2Dua2b2c2 þðba2b2c2 � ba1b1c1ÞDI1
ka1b1c1

ð9Þ

And the Eq. (10) is used in the detection of cycle-slip.

DNa1b1c1 � ka2b2c2Dua2b2c2 � ka1b1c1Dua1b1c1 þðba2b2c2 � ba1b1c1ÞDI1
ka1b1c1

ð10Þ

At least 3 linear independence equations are needed for the detection and repair
of cycle-slip. Equations can be formed as Eq. (10), with the appropriate coefficients.
Supposing the pseudo-range noise is 0.3 m and the phase noise is 0.01 cycle. The
criteria in coefficients selection is shown as following:

(1) If DI1 = 0.5 m, the noise of cycle-slip parameter DNa1b1c1 in Eq. (10) should be
no more than 0.25 cycle. At this time, in the most of cases, the value of
cycle-slip can be fixed at least at the success rate of 95.5% [8];

(2) The wavelength should be no less than 1 m in order to reduce the effect of
ionospheric delay [9];
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(3) The absolute value of the sum of combination coefficients should be no more
than 1 and all combinations should be integer. In this case the ionospheric delay
is reduced [1];

(4) The condition number of coefficients matrix composed by the coefficients of
GFIF and phase combinations should be as small as possible.

Considering the signal feature of BDS and GPS, the coefficients can be searched
in the range of [−10, 10]. The best coefficients is shown in the Table 2. If absolute
value of cycle-slip parameter is larger than the threshold value, the cycle-slip is
detected. All coefficients of three combinations is linear independence, when there
is a cycle-slip in one frequency, the estimation of at least one combination
cycle-slip value will be bigger than 1 cycle.

3 The Repair of Cycle-Slip

According to the relationship of combination ambiguity and ambiguity at each
frequency, Eqs. (11) and (12) can be established. All coefficients are integer and
det Hð Þ ¼ �1, so each cycle-slip value can be calculated by x = H−1y which is more
efficient compared with conventional searching method. Equation (11) is used for
GPS and Eq. (12) is be used for BDS. The condition number of H in Eq. (11) is
44.9059, while the condition number of H in Eq. (12) is only 4.1982. From this
point of view, the signal of BDS is better than GPS. When BDS-3 have been
established, its signal will be different from BDS-2, the best combination need to be
re-defined.

Table 2 The best combination coefficients of GPS and BDS

Combination The coefficients of phase
combination (a, b, c)

The coefficients of code
combination (l, m, n)

Threshold
value

GPS GFIF (0, 1, −1) (0.012109, 0.444991,
0.5429)

0.1800

Phase
combination 1

(1, −2, 1) 0.6300

Phase
combination 2

(−3, 3, 1) 0.3043

BDS GFIF (0, −1, 1) (0.019945, 0.552577,
0.427478)

0.6636

Phase
combination 1

(1, 0, −1) 0.1553

Phase
combination 2

(−3, 2, 2) 1.0080
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4 Data Processing and Analysis

The observation data of 1 s sampling rate of station WTZR (Germany) on the day
of March 17, 2013 was used for validating of the model. Large magnetic storm
happened on this day and TEC changed significantly over the equator, middle
latitudes and auroral regions [6]. The data of GPS G24 phase data L1, L2, L5 and
code data C1, C2, C5 were used from 15:00:00 to 20:00:00. Based on the file of
ionosphere grid file of IGS on this day, with the calculation of GIM model, we
found that TEC is large between 07:00:00 and 19:00:00. Therefore, this data could
be used to check the capability of detection and repair of cycle-slips under the
severe ionosphere environment. The second experiment is carried out using the 1 s
sampling rate observations of station UNB3 (Canada) on March 13, 2016. BDS
C12 is used include phase data L2, L6, L7 and code data C2, C6, C7 from 06:00:00
to 10:59:59. The third experiment used the data of AIRA (Japan) on August 17,
2017. The data of GPS G08 phase data L1, L2, L5 and code data Cl, C2, C5 were
used from 00:00:00 to 04:59:59. For the data analysis, we used the software of
Bernese 5.2 to detect the cycle-slips of the phase data of GPS G24, GPS G08 and
no cycle-slip was found in the frequency of L1 and L2. Then we added cycle-slips
in the phase data of GPS G24, GPS G08 and BDS C12 from the 5th epoch to
16875th epoch every 5 epochs, as followed: [0, 0, 1], [0, 0, 2],…,[14, 14, 15]. The
number of manual-added cycle-slip was 3375.

4.1 Data Process

The calculation process is shown in Fig. 1. The first step is to read raw data and
form combination observations. Secondly, cycle-slips are detected for current
epoch. In the third step, the cycle-slips are determined and repaired in case that they
exist. The process will be continued until the last epoch.
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4.2 The Results of Cycle-Slip Detection and Repair

Based on the software of MATLAB 2016b and processor of CORE i3, taking the
BDS data as an example, the processing time of cycle-slip detection and repair of
17,998 epochs data was 2.242 s, and the mean processing time for 1 epoch was
around 125 microseconds. The cycle-slip parameters of GPS for the station WTZR
are shown in Fig. 2 and BDS results for station UNB3, GPS results for AIRA are
shown in Figs. 3 and 4. Shown in the figures all manual-added 3375 cycle-slips
were precisely detected and repaired. Some of the results are shown in Tables 3, 4,
and 5.

The difference the real and the fixed cycle-slip parameters of each frequency of
station WTZR, UNB3 and AIRA are shown in Figs. 5, 6, and 7. As shown in the
figures, the difference is between −0.5 cycle and 0.5 cycle for stations WTZR and
UNB3. Due to poorer quality of the pseudo-range data of AIRA station, the dif-
ference is between −1.5 cycle and 1.5 cycle.

Fig. 1 Data processing flow chart
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Fig. 2 Time series of all GPS cycle-slip detection parameters for stationWTZR. aGFIF, b (1, −2, 1),
c (−3, 3, 1)
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Fig. 3 Time series of all BDS cycle-slip detection parameters for station UNB3. aGFIF, b (1, 0,−1),
c (–3, 3, 2)
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Fig. 4 Time series of all GPS cycle-slip detection parameters for station AIRA. a GFIF, b (1, −2, 1),
c (−3, 3, 1)
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Table 3 WTZR GPS G25 the results of cycle-slip detection and repair (parts)

Epoch Point cycle-slip parameters (L1 L2 L5) Fix cycle-slip
parameters (L1 L2 L5)

30 −0.1159 −0.0790 5.9244 0 0 6

35 −0.4539 −0.3446 6.6437 0 0 7

8035 6.9659 1.9737 1.9785 7 2 2

8040 7.1717 2.1321 3.1415 7 2 3

16,845 13.9789 13.9866 8.9826 14 14 9

16,850 14.0986 14.0757 10.0732 14 14 10

Table 4 UNB3 BDS C12 the results of cycle-slip detection and repair(parts)

Epoch Point cycle-slip parameters (B1 B2 B3) Fix cycle-slip
parameters (B1 B2 B3)

5 0.3963 0.3160 1.3399 0 0 1

10 −0.0485 −0.0272 1.9820 0 0 2

8010 6.7968 0.8418 11.8368 7 1 12

8015 7.1597 1.1206 13.1329 7 1 13

16,870 14.0817 14.0624 14.0607 14 14 14

16,875 14.3583 14.2758 15.2823 14 14 15

Table 5 AIRA GPS G08 the results of cycle-slip detection and repair(parts)

Epoch Point cycle-slip parameters (L1 L2 L5) Fix cycle-slip
parameters (L1 L2 L5)

20 −0.4265 −0.3127 3.6632 0 0 4

25 −0.3407 −0.2505 4.7544 0 0 5

8010 5.8949 0.1333 11.2570 7 1 12

8015 5.9712 0.2017 12.3046 7 1 13

16,840 15.0535 14.8138 8.7155 14 14 8

16,845 14.1006 14.0529 9.0651 14 14 9
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Fig. 5 The difference between the real and the fixed cycle-slip parameter of each frequency of
WTZR station GPS G25. a L1, b L2, c L5
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Fig. 6 The difference between the real and the fixed cycle-slip parameter of each frequency of
UNB3 station BDS C12. a L2, b L6, c L7
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Fig. 7 The difference between the real and the fixed cycle-slip parameter of each frequency of
AIRA station GPS G08. a L1, b L2, c L5
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5 Conclusion

A more efficient method which is suitable for BDS and GPS for cycle-slip detection
and repair is discussed in this paper. The cycle-slip parameters can be calculated
without searching thus the efficiency is improved and stable. If some first epochs
without cycle-slips or cycle-slips being repaired, using the method of phase
smoothed pseudo-ranges can be applied to reduce the noise of pseudo-range and
multipath. In addition, the results in the case of severe ionospheric delay with low
sampling rate should be tested and the threshold value still can be optimized deeper.
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Analysis of GPS Time Series Based
on Spatio-temporal Filtering
in Antarctic Peninsula

Wenhao Li, Fei Li, Shengkai Zhang, Jintao Lei and Qingchuan Zhang

Abstract The high-accuracy GPS velocity field is one of effective approaches to
study the regional crustal displacement, and can provide validations and constraints
for GIA models. There are spatially and temporally correlated errors in GPS data.
Applying a spatiotemporal filter can reduce these effects and improve the accuracy
of GPS time series. To obtain high-accuracy GPS vertical velocities in Antarctic
peninsula, a “regional filter” is used to remove the spatially correlated errors in the
selected 6 GPS time series, and the classic autocorrelation function is used to
mitigate the temporally correlated errors of each GPS time series. The result shows
that the scatter of GPS time series is reduced significantly after spatiotemporal
filtering, the reduction of maximum RMS can reach up to 41.82%, and mean RMS
reduction is 35.44%.

Keywords Antarctic peninsula � GPS vertical velocities � Spatiotemporal filtering
Common mode errors

1 Introduction

Continuous GPS networks can be used to investigate geological and geophysical
process, which provide unified frame to monitor surface deformation of Earth in
different temporal and spatial scales [1]. The high-accuracy GPS velocity field is
one of effective approaches to study the regional crustal displacement, and can
provide validations and constraints for GIA models which always used as important
corrections for plate movement, GRACE gravity field, satellite altimetry. There are
spatially and temporally correlated errors in GPS data. Applying a spatiotemporal
filter can reduce the effects and improve the accuracy of GPS time series. Dong
et al. [2] filtered the GPS time series in southern California with the methods of
principal comment analysis (PCA) and karhunen-Loeve(KLE),and subtracted the
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common mode error of GPS coordinates. Hu S et al. [3] also used the regional filter
to analysis GPS time series in this region and contrasted the stacking, PCA and
KLE. Jiang et al. [4] removed the common mode error of GPS continuously
operating reference station (CORS) coordinates time series, reduced the amplitude
of annul periods in vertical displacements. Serplloni [5] removed the common mode
error of 800 GPS stations time series in the Euro-Mediterranean region, improved
the signal noise ratio of GPS data. Shen et al. [6] extracted the common mode error
of using the crustal movement observation network of China (CMONOC) dis-
continuous time series with the improved PCA. To obtain high-accuracy GPS
vertical velocities in Antarctic Peninsula, a “regional filter” is used to remove the
spatially correlated errors in the selected 6 GPS time series, and the classic auto-
correlation function is used to mitigate the temporally correlated errors of each GPS
time series [7, 8].

2 Data Processing

2.1 Data Source

The GPS time series are downloaded from Nevada Geodetic Laboratory (http://
geodesy.unr.edu/NGLStationPages/GlobalStationList). Base on the distribution and
integrity of GPS time series, we select 6 GPS stations (DUPT, PAL2, PALV,
PALM, ROTH, VNAD) in Antarctic Peninsula, with time span from 2010.02.06 to
2017.02.18. Figure 1 is the locations of 6 GPS stations in Antarctica Peninsula.

Fig. 1 The locations of 6
GPS stations in Antarctica
Peninsula
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2.2 Spatially Correlated Errors

We fit a secure trend, annual and semiannual terms to the daily vertical solutions.
Figure 2 is time series of vertical positions at DUPT, each black dot represents a
daily solution, the solid red line shows the fitting curve. Figure 3 shows the daily
residuals at DUPT, obtained by removing the fitting curve from the daily values of
vertical positions.

The daily residuals are not entirely random. They arise from measurement errors,
tropospheric modeling errors, satellite orbit errors, and loading from the atmo-
sphere, ocean et al. Some of these errors have similar effects at the different sites.
By applying a regional mean signal, we can reduce some of these common errors in
vertical time series.

Fig. 2 Daily values of
vertical positions at DUPT
(the solid curve shows the
best fitting offsets, and the
secular, annual, and
semiannual terms)

Fig. 3 Daily residuals after
removing secure trend, annual
and semiannual terms of
DUPT
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(1) To get the daily residuals of the vertical positions, we remove the annual,
semiannual and secular terms by using Eq. (1)

yt ¼ atþ bþA1 sin x1� u1ð ÞþA2 sin x2� u2ð Þþ et ð1Þ

Here yt is the displacement, A1, x1; u1 and A2;x2;u2 are the annual and
semi-annual amplitude, angular frequency and initial phase, respectively. a, b and et
are the slope, intercept and random noise, respectively.

(2) Because time spans for those 6 stations are not exactly the same, and there are
data gaps at different times, we first find the days where data from all 6 sites are
available. We then correct each of the 6 residual time series for a mean value
computed for only those days.

(3) We interpolate a complete time series for filtering model, the time span is
2010.02.06–2017.02.18, the reginal filtering is used in this time span.

Figure 4 is the regional daily mean signal, Fig. 5 Shows daily values of vertical
positions at 6 GPS before (black lines) and after (red dots) regional spatial filtering,
(a) DUPT, (b) PAL2, (c) PALM, (d) PALV, (e) ROTH, (f) VNAD, there is a clear
reduction in scatter after applying the reginal filter, while the secular, annual,
semiannual signals are kept fixed. Table 1 is the RMSs before and after regional
spatial filter. After applying the regional spatial filter, the maximum reduction of
RMS is 41.82%, and the mean value is 35.44%.

2.3 Temporally Correlated Errors

Besides spatially correlated errors, there are temporally correlated errors in GPS
time series, if we assume the daily residuals are uncorrelated with one another, is
likely to underestimate the uncertainties in the parameter values. We analysis the

Fig. 4 Regional daily mean
signal
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temporally correlated errors with autocorrelation functions and calculate a multiday
averages model. Equation (2) is autocorrelation of the daily residuals

C sð Þ ¼
P

t h tð Þh t� sð Þ
P

t h tð Þ2 ð2Þ

where h tð Þ is the residual at time t, s is the time span, when s = 0, C sð Þ = 1, Fig. 6
is the autocorrelation functions at 6 stations, the dashed lines denote the 95%
confidence interval.

The function for (a) DUPT, (b) PAL2, (c) PALM, (d) PALV, (e) ROTH,
(f) VNAD reach the 95% confidence interval when the data span reach 24d, 24d,
133d, 120d, 24d, 25d respectively. We use these decorrelation times to calculate
multiday averages of the daily residuals, for (a) DUPT, (b) PAL2, (c) PALM,
(d) PALV, (e) ROTH, and (f) VNAD respectively.

Table 2 shows the fitting parameters at 6 GPS stations.

Fig. 5 Time series of vertical positions at 6 GPS before and after regional filter, a DUPT,
b PAL2, c PALM, d PALV, e ROTH, f VNAD

Table 1 The varieties of
RMS

Sites Before filter After filter Reduction (%)

DUPT 8.43 5.75 31.79

PAL2 8.59 5.14 40.16

PALV 10.10 5.89 41.68

ALM 9.11 5.30 41.82

ROTH 9.95 7.52 24.42

VNAD 7.87 5.29 32.78
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Fig. 6 Autocorrelation functions at a DUPT, b PAL2, c PALM, d PALV, e ROTH, f VNAD

Fig. 7 Convergence plots of uplift rates before (left) and after (right) reginal filtering at 6 GPS
stations
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A1, u1 and A2;u2 are the annual and semi-annual amplitude and initial phase,
respectively. a, b are the slope and intercept, respectively. Table 2 shows that the
maximum rate is DUPT 11.89 ± 0.09 mm/a, and the minimum rate is VNAD:
5.48 ± 0.10 mm/a.

Figure 7 is convergence plots of uplift rates before (up) and after (down) reginal
filtering at 6 GPS stations.

a–f, g–l are the convergence plots of uplift rates before and after reginal filtering,
respectively. Each estimate of the uplift rate is obtained by fitting the same terms
discussed previously to the first 300 days of data, then adding the next 25 days for
DUPT, PAL2 ROTH, VNAD,133 days for PALM and 120 days for PALV, and
repeating the fit and so forth. Each estimate of the linear term is plotted as a dot and
the vertical blue lines is the estimated uncertainties of the uplift, with the horizontal
dashed lines is the uplift rates listed in Table 2.

Figure 7 suggests that there are inter-annual signals at 6 sites, and they have
significant impacts on secular trend estimates when reginal filtering is not applied,
these signals are regionally correlated, so the effect of signals is reduced after
applying reginal filtering. The annual and linear terms are well separated, and that the
fitted trends are insensitive to inter-annual, seasonal and other short-term variations.

3 Conclusion

To obtain high-accuracy GPS vertical velocities in Antarctic peninsula, a “regional
filter” is used to remove the spatially correlated errors in the selected 6 GPS time
series, and the classic autocorrelation function is used to correct the temporally
correlated errors of each GPS time series. The result shows that

(1) After applying the regional filter, the maximum RMS of reduction is 41.82%,
and the mean value is 35.44%. The spatially correlated errors are reduced
significantly.

(2) The decorrelation times are 24, 24, 133, 120, 24, 25 at 6 sites, we construct
25 days multiday averages of the daily residuals for DUPT, PAL2, ROTH,
VNAD, 133 days for PALM, and120 days for PALV, respectively.

(3) After applying the spatio-temporal filtering, the maximum rate in vertical
direction is DUPT 11.89 ± 0.09 mm/a, and the minimum rate is VNAD
5.48 ± 0.10 mm/a.
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Wide-Lane Ambiguity Fixing Method
Based on BDS Triple Frequency
Observations

Jianjian Jin, Chengfa Gao and Bo Chen

Abstract In this paper, based on the characteristics of easy to fix the ambiguity of
BeiDou triple frequency ultra-wide lane, a fast solution method of wide lane
ambiguity of BDS/GPS dual system based on BeiDou triple frequency is proposed.
Firstly, the combination ambiguity of BeiDou (0, −1, 1) ultra-wide lane is fixed by
using combination of wide-lane carrier and narrow-lane pseudo-range; Then,
according to the principle of least squares, the ambiguity of Beidou (1, 4, −5) ultra
wide lane is solved by constraint; Next, the ambiguities of Beidou (1, −1, 0) and (1,
0, −1) wide lane can be obtained by linear combination of the two ambiguities of
fixed ultra wide lane; Considering the effects of tropospheric and ionospheric errors
on long and medium baselines, the combined wide-lane ambiguity of Beidou (1, 0,
−1) is taken as the optimal constraint, which is brought into the comprehensive
constraint model to realize the fixed solution of GPS wide-lane ambiguity.
Experimental results show that the method proposed in this paper can quickly fix
the ambiguity of wide-lane GPS. Compared with the traditional MW method, this
method greatly reduces the number of primitive epochs needed to correctly fix the
wide-lane ambiguity, and improve timeliness of GNSS ambiguity resolution.

Keywords Triple-frequency � Integer ambiguity � Wide lane constraint
BDS � GPS

1 Introduction

Beidou Navigation Satellite System (BDS) is a satellite navigation system devel-
oped independently, operated independently and compatible with other satellite
navigation systems in China. By the end of 2012, the Beidou Navigation Satellite
System (BDS) officially provided continuous passive positioning, navigation and
timing services to the Asia Pacific region. It is estimated that by 2020, a global
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satellite navigation and positioning system will be established [1]. At present, BDS
is the only satellite navigation system that broadcasts triple frequency signals for all
constellations. With the continuous improvement and development of satellite
navigation systems such as GPS, GLONASS and GALILEO, Global Navigation
Satellite System (GNSS) is entering the era of multi-system multi-frequency
positioning [2].

At present, the most commonly used method of wide-lane ambiguity resolution
is the combination of dual frequency pseudo-range and carrier (MW method).
However, the result of the calculation is affected by the observed noise of
pseudo-range, which makes it impossible for a single epoch to fix the wide-lane
ambiguity. The use of GNSS multi-frequency signals, can be constructed with a
number of long-wavelength, small noise, weak ionospheric effects of linear com-
bination of observations, in order to improve the fixed efficiency of the ambiguity
[3]. Therefore, how to give full play to the advantages of BDS triple frequency and
establish the ambiguity resolution model with BDS triple frequency constraint to
realize the rapid positioning of multi-system combination is very important for
popularizing the application of BDS system in our country.

Based on the existing research, this paper makes full use of the characteristics of
Beidou tri-frequency ambiguity easily fixed, and proposes a method of wide-line
ambiguity fixing based on Beidou triple frequency observation so as to achieve a
fast solution to mid-long baseline. The Beidou measured triple frequency data were
verified.

2 BDS Triple Frequency Observation and Its
Linear Combination

Considering the effect of ionosphere and troposphere on the refraction of satellite
signals, we can get the carrier double differential observation equation as:

Dr/ði;j;kÞ ¼ DrqþDrT � gði;j;kÞ � DrIþ kði;j;kÞ � DrNði;j;kÞ þDre/ði;j;kÞ ð1Þ

In the formula, Dr is a double difference operator. Dr/ði;j;kÞ is a combination of
carrier observations. Drq;DrT are the double-difference station star-pitch and
double-difference tropospheric delay values respectively. DrI is the Beidou B1
frequency double difference ionospheric delay factor. DrNði;j;kÞ is the integer
ambiguity of the combined observations. gði;j;kÞ is the ionospheric delay factor for
combined observations. Dre/ði;j;kÞ is residual error.

Triple frequency combination of observations:

Dr/ði;j;kÞ ¼ ði � f1 � Dr/1 þ j � f2 � Dr/2 þ k � f3 � Dr/3Þ=f ði; j; kÞ ð2Þ
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Triple frequency combination ambiguity:

DrNði;j;kÞ ¼ i � DrN1 þ j � DrN2 þ k � DrN3 ð3Þ

The frequency and wavelength of the triple-frequency observations are expres-
sed as:

fði;j;kÞ ¼ i � f1 þ j � f2 þ k � f3
kði;j;kÞ ¼ c

fði;j;kÞ

�
ð4Þ

It is commonly assumed that the observed values of Beidou are the same in all
frequency bands and set as rDr/, the triple-frequency’s accuracy of the observed
value is calculated as:

rDrði;j;kÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ði � f1Þ2 þðj � f2Þ2 þðk � f3Þ2

q
fði;j;kÞ

rDr/

¼ lði;j;kÞrDr/

ð5Þ

In the formula, lði;j;kÞ is noise amplification factor for combined observation.
Comparing with the linear combination of the observed values of Beidou in the

three frequency bands, several linear combinations as shown in Table 1 can be
obtained.

3 Wide Lane Ambiguity Fixed

3.1 BDS Ultra-Wide Lane Ambiguity Fixed

For BDS triple frequency observations, the combination of carrier and
pseudo-range can be used to solve the combination ambiguity DrNð0;�1;1Þ [4].

Table 1 BDS extra wide lane/wide lane carrier combination

Combination
number

Combination factor
i; j; kð Þ

Wavelength
k i;j;kð Þ=m

Ionospheric
factors g i;j;kð Þ

Noise
factor

1 (0, −1, 1) 4.8842 −1.5915 28.5287

2 (1, 4, −5) 6.3707 0.6521 172.6135

3 (1, 3, −4) 2.7646 −0.9698 59.2629

4 (1, 2, −3) 1.7654 −1.1348 28.0859

5 (−1, −5, 6) 20.9323 −8.9631 686.9493

6 (1, −1, 0) 0.8470 −1.2932 5.5752

7 (1, 0, −1) 1.0247 −1.2306 6.8751
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DrNð0;�1;1Þ ¼ Dr/ð0;�1;1Þ �
DrPð0;�1;1Þ
kð0;�1;1Þ

� �
ð6Þ

DrPð0;�1;1Þ is a combination of pseudo-range observations in meters. [ ] is
rounding operator.

Formula 6, the effects of tropospheric and ionospheric delay are eliminated, and
the accuracy is only affected by pseudo-range and carrier observations. The accu-
racy of the ambiguity using formula 6 is:

rDrð0;�1;1Þ ¼ � 1
kð0;�1;1Þ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 22 þ f 23
f 2ð0;�1;1Þ

r2Dr/ þ
f 22 þ f 23
f 2ð0;�1;1Þ

r2DrP

s
ð7Þ

For non-difference carrier phase and pseudo-range observation noise errors are
respectively 0.002 and 0.3 m. Based on the law of error propagation, it can be seen
that the noise errors of carrier phase and pseudo-range observations are 0.004 and
0.6 m [5]. In Eq. 7, the calculated median error is 0.1737 weeks, so the rounding of
the ambiguity by a single epoch can correctly fix the ambiguity of the (0, −1, 1)
combined ultra wide lane of Beidou.

Although (1, 4, −5) combined observation has wavelengths longer than (0, −1,
1), its noise is amplified by approximately 6 times. DrNð1;4;�5Þ usually can be
calculated using the similar formula (6), but its fixed success rate is not high, and
for the medium-long baseline, the main influencing factor is residual tropospheric
errors [3]. Here to improve the positioning accuracy, the idea of least squares
adjustment is adopted and use Beidou ultra wide lane ambiguity DrNð0;�1;1Þ to
constraint solution DrNð1;4;�5Þ, the formula is:

DPð0;�1;1Þ � Dq0
DUð1;4;�5Þ � Dq0

� �
¼ A 0

A �kð1;4;�5Þ

� �
� dx

DrNð1;4;�5Þ

� �
þ eDPð0;�1;1Þ

eDUð1;4;�5Þ

� �
ð8Þ

In formula 8, A is the design matrix of coordinate correction, dx is the baseline
unknown parameter, DPð0;�1;1Þ ¼ DUð0;�1;1Þ � kð0;�1;1Þ � DrNð0;�1;1Þ. According to
the traditional method of solving ambiguity, ambiguity value is solved by single
epoch error equation.

3.2 BDS Wide Lane Ambiguity Fixed

When BeiDou’s two ultra-wide lane ambiguity DrNð0;�1;1Þ;DrNð1;4;�5Þ are fixed,
you can get a linear combination of the other wide lane ambiguity, Computation
formula is:
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DrN 1;�1;0ð Þ ¼ 5DrN 0;�1;1ð Þ þDrN 1;4;�5ð Þ
DrN 1;0;�1ð Þ ¼ 4DrN 0;�1;1ð Þ þDrN 1;4;�5ð Þ

�
ð9Þ

As can be seen from Table 1, Beidou’s (1, 0, −1) combined wide-lane ambiguity
has a wavelength larger than that of (1, −1, 0) and its ionospheric factor is smaller,
so DrN 1;0;�1ð Þ is selected as the preferred constraint.

3.3 GPS Wide Lane Ambiguity Fixed

After the (1, 0, −1) wide-lane ambiguity resolution of BDS is fixed, it can be
established with the observation equation of GPS system satellite to solve the
wide-lane ambiguity of GPS. The GPS wide lane observation equation is:

Dr/ð1;�1;0Þ ¼ DrqþDrT � gð1;�1;0Þ � DrIþ kð1;�1;0Þ � DrNð1;�1;0Þ þDre/ð1;�1;0Þ

ð10Þ

In the experiment, the fixed ambiguity of BDS wide alley as a priori information
construct the baseline solution model with the constraint of BDS wide lane. In this
way, the ill-posedness of the normal equations in the baseline solution model can be
reduced and the ambiguity of wide-lane GPS can be effectively fixed. At the same
time, in order to improve the precision of wide-lane ambiguity resolution,
pseudo-range and carrier observation equations are established simultaneously.
According to the measurement accuracy of pseudo-range and carrier phase,
empirical weighting method is adopted, and the ratio is 1: 100 [6]. The compre-
hensive constraint model is:

AC 0
AC 0
AG 0
AG diagð�kGð1;�1;0ÞÞ

2
664

3
775 � DX

DrNG
ð1;�1;0Þ

� �
¼

DrPC

DrLC � kCð1;0;�1Þ � DrNC
ð1;0;�1Þ

DrPG

DrLG

2
664

3
775

ð11Þ

In Eq. 11, AC=AG are the BDS and GPS coordinate increments respectively.
DrNG

ð1;�1;0Þ=DrNC
ð1;0;�1Þ are wide lane ambiguities for GPS and BDS, DX is the

rover coordinate correction value, kGð1;�1;0Þ=k
C
ð1;0;�1Þ are the wide alley wavelength

of GPS and BDS respectively, DrL=DrP are pseudo-range and carrier observation
equation constant term.

According to Eq. (11) to solve the GPS wide-lane ambiguity floating point solu-
tion and its corresponding variance and covariance matrix, we can take a single epoch
to fix GPS wide lane ambiguity, as well as the LAMBDA method, to search and fix
GPS wide-lane ambiguities [7]. Finally, GPS and BDS wide-lane ambiguity back to
the observation equation, you can achieve wide lane combination of positioning.
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4 Experiment Analysis

The experimental data used by the Nanjing Institute of Metrology CORS stations
JN_NF and MQ_NF on December 7, 2016 collected a set of GPS/BDS/GLONASS
medium baseline data, including the BDS contains three frequency observations,
the baseline length of 17.8 km, The data sampling rate is 1 s.

In the experiment, the coordinates of the two stations are not known, and
GAMIT software can be used to accurately solve the baseline vector solution. After
the accurate baseline vector solution is well-defined, the ambiguity of wide lane or
ultra wide lane can be solved according to the network RTK mode.

4.1 BDS Ultra-Wide Lane Ambiguity Fixed Results

In the experiment, because satellite No. 5 has the highest elevation angle, so it is
used as a reference star, and non-reference stars are numbered 1, 2, 3, 4, 7, 9 and 10
in turn. The ambiguity of Beidou (0, −1, 1) combined ultra wide lane can be solved
by Eq. (6), and the ambiguity deviation of combined ultra wide lane can be
obtained by using the floating point solution of ultra wide lane. The result is shown
in Fig. 1.

From Fig. 1, it can be seen that the ambiguity DrNð0;�1;1Þ of Beidou ultra wide
lane is about ±0.15 weeks, and the deviation results are evenly distributed.
Therefore, the single epoch rounding can be correctly fixed DrNð0;�1;1Þ, which also

Fig. 1 BDS (0, −1, 1) extra wide lane ambiguity deviation

732 J. Jin et al.



verifies the Beidou (0, −1, 1) combined observations longer wavelength, the con-
clusion is easy to fix the degree of ambiguity.

After the ambiguity of Beidou extra-wide lane is solved accurately, the ambiguity
of BDS (1, 4, −5) combined extra-wide lane can be constrained using the least
squares principle Eq. (8). As can be seen from Fig. 2, the combined ambiguity
deviation is basically stable within ±0.2 weeks. Comparing the two picture, it is
found that (1, 4,−5) combination ambiguity deviation is slightly larger than (0,−1, 1)
combination ambiguity deviation, this is because the solution process is affected
by the combined noise of (0, −1, 1) when the combined ambiguity of least squares
(1, 4, −5) is used, resulting in a slightly poorer final resolution.

4.2 Wide Lane Ambiguity Fixed Result

After the ambiguities of the two ultra-wide lanes of the BDS are fixed, any one of
the wide lane ambiguities whose combination coefficient is zero can be obtained
through the integer combination. Since the ambiguities of the two ultra-wide lanes
are rounded and fixed, the wide-lane ambiguity of BDS (1, 0, −1) can be obtained
by the formula (9), and the result is an integer.

After the solution of (1, 0, −1) combined wide-area ambiguity of DBS is
completed, we can use it as a priori information to construct the ambiguity reso-
lution model Eq. (11) Ambiguity.

Fig. 2 BDS (1, 4, −5) extra wide lane ambiguity deviation
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As can be seen from Fig. 3, the deviation of GPS wide-lane ambiguity solved by
BDS (1, 0, −1) wide-lane ambiguity constraint can be fixed within ±0.15 weeks.
As can be seen from Figs. 4 and 5, the deviation of GPS wide-lane ambiguity
solved by MW method is within ±1.5 weeks. Single epoch can’t be fixed round.
Therefore, the method proposed in this paper can quickly fix GPS wide lane
ambiguity and realize the solution of mid-long baseline.

Finally, the wide-lane ambiguity of GPS and BDS is returned to the observation
equation to carry out wide-lane combination positioning. The deviation in each
direction of N, E and U is shown in Fig. 6. In Fig. 6, the positioning accuracy of the
wide-lane combined positioning plane is 2 cm, and the elevation direction is
weaker than the plane, at about 6 cm, there is no big deviation in the whole, which
also shows that the solution of wide-lane ambiguity is reliable.

In this experiment, the BDS ultra-wide lane ambiguities were linearly combined
to solve the ambiguities of (1, −1, 0) and (1, 0, −1), and the (1, 0, −1) wide lane
ambiguity is selected as the constraint condition to solve the GPS wide lane
ambiguity. Compared with the traditional MW method to solve wide-lane
ambiguity, the method proposed in this paper can effectively reduce the number
of primitive epochs needed to correctly fix the ambiguity of wide-lane and achieve a
fast solution to medium-long baseline, as well as laying the foundation for solving
the network ambiguity of RTK.

Fig. 3 GPS (1, −1, 0) wide lane ambiguity deviation

734 J. Jin et al.



Fig. 4 GPS wide lane ambiguity deviation (MW method)

Fig. 5 GPS wide lane ambiguity deviation (MW method)
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5 Conclusion

In this paper, BDS triple frequency as the core, firstly introduced the BDS two
ultra-wide lane ambiguity solution method, and then the two ultra-wide lane
ambiguity linear combination to get BDS wide lane ambiguity, constrained GPS
wide lane ambiguity. Finally, the wide-lane ambiguity of GPS and BDS is returned
to the observation equation to realize the combination of fast lane widening. At last,
the method proposed in the article is validated by the measured triple frequency
data of BDS, and the following conclusions are drawn:

(1) For the combination of BDS (0, −1, 1) triple frequency observations, the delay
between ionosphere and troposphere can be eliminated by combining wide-lane
carrier with narrow-girth pseudo-range. The ambiguity deviation of single
epoch calculation is within ±0.15 weeks, the ambiguity fixed success rate of
100%.

(2) Using the principle of least square adjustment, the DrNð1;4;�5Þ ambiguity is
solved by the Beidou (0, −1, 1) ultra-wide lane ambiguity constraint, and the
ambiguity deviation is controlled within ±0.2 weeks, which can be rounded
and fixed by a single epoch.

(3) Taking the wide lane ambiguity of BDS (1, 0, −1) as a priori information, the
ambiguity of GPS wide lane ambiguity solved in the ambiguity constraint
model is ±0.15 weeks, which can be directly rounded and fixed.

Fig. 6 Deviation of NEU directions in wide lane combination
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(4) The model of ambiguity resolution with BDS wide-lane constraint proposed in
this paper can quickly fix ambiguity of GPS wide-lane and contribute to the
ambiguity decomposition of mid-long baselines, which lays the foundation for
solving the ambiguity of network RTK.
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Beidou+ Industry Convergence
Development and Intellectual Property
Protection

Yu Jinping, Wang Yuxuan and Yang Xianna

Abstract With the rapid development of global Beidou system construction and
industrial development, the application of new technologies, new models, new
products and new services emerge in an endless stream. The trend of “converging
data, converging network, converging terminal, converging industry”s integration is
becoming more and more pronounced. BDS is entering the emerging areas of shared
bikes, unmanned aerial vehicles and automatic driving. Beidou high precision is also
from the industry to enter the field of mass consumption, becoming a new growth
point of technology, driving the growth of spatio-temporal information consump-
tion. With the integration of the Beidou+ industry development, Beidou+ industry
related patent applications increased rapidly, domestic innovation growth faster.
Universities and Research Institute of patent ownership is more prominent, as the
main body of market the enterprise’s patent accumulation has a larger promotion
space, foreign manufacturers to introduce new products into the domestic market at
the same time, also in the footsteps of China area to speed up the layout of patent.
Beidou module hardware and map navigation software, are intellectual property
intensive industries, with large patent pool, related intellectual property rights liti-
gation is also rising year by year. BDS is facing the challenge from the traditional
ICT industry, facing the pressure of related industry of intellectual property litigation
and open source software, at the same time, the SEP and NPE problems are
unavoidable. Strengthen the core technology’s patent layout, encourage resource
sharing and balance intellectual property trade-offs, defense the intellectual property
risks caused by the upstream and downstream industry chains, tracking the dynamics
of competitors and making timely warning of intellectual property rights are the
current urgencies.
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1 Introduction

BeiDou is a satellite navigation system that is Chinese self-built, operated inde-
pendently and compatible with other satellite navigation systems in the world. With
the rise of wearable devices, drones, intelligent manufacturing and other kinds of
intelligent hardware and terminals, the concept of “BeiDou+” surged through the
integration with emerging technologies and industries, such as the Beidou
shared bikes, Beidou watch, intelligent driver Test and promoted the supply-side
structural reform, provided a positioning basis for the Internet of Everything. The
convergence of Satellite navigation and multisensor, combined with the vast
amount of location information generated by various application fields, can fur-
ther tap its potential value and serve the public’s life, and form a new ecological
chain of industries, by combining with large data, cloud computing, artificial
intelligence and machine learning technologies. This enables the integration
development to become a new engine and booster for the rapid development of the
Beidou industry.

Compared with the traditional industries, the converging industries have their
own different characteristics. Due to the involved long industrial chain and the wide
range of intellectual property rights, the intellectual property issues thus generated
also deserve special attention.

2 The Status Quo of Beidou+ Industrial Convergence

With the rapid development of Beidou application and industrial development, the
new technologies, new models, new products and new services applied by Beidou
emerged one after another, and the converging development trend of “convergence
of data, convergence of networks and convergence of terminals” becomes more
and more remarkable. The intellectual property of Beidou has been deepen into
the technical innovation, product applications and market competition in every
aspect.

From the industrial chain analysis point of view, Beidou navigation industry
segment can be broadly divided into upper, middle and lower parts. Upstream is a
basis class product that produces independent or integrated reception systems for
some systems, including chips, antennas, boards, and more. Midstream is a system
integrator that integrates GNSS functions into more products such as car terminals
and handheld terminals. Downstream is a value-added service provider whose
value added services improve the use and coverage of GNSS, including map
providers, enhanced service providers and GNSS calibration or test service pro-
viders (Fig. 1).
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Overall, the development of China’s satellite industry started later, but there
exist huge demand in the domestic market. Beidou application industry is entering a
period of rapid growth. The output value of the industry has increased from
12.7 billion yuan in 2006 to 211.8 billion yuan in 2016, with an increase of more
than ten times in just 10 years. The capacity of industry independent innovation has
been greatly improved. The application exploitation and system research of Beidou
compatible navigation terminals have reached the international advanced level.
Breakthroughs are being made in key areas such as satellite positioning. China has
constructed a Beidou industrial chain integrating chips, modules, boards, terminals
and operation services. As a result, the industrial development has begun to take
shape. The number of application terminal enterprises in the midstream is the
largest while that of the downstream operation services is the fastest.

From the layout of the existing satellite navigation industry, regardless of the
hardware of the chip module or the software of map navigation, all are intellectual
property-intensive industries, with numerous patents and litigation disputes over
intellectual property. In the future, in the development of satellite navigation system
construction and industrialization, the basic reserves of intellectual property and the
enhancement of comprehensive utilization capacity are all important components in
boosting the internationalization of the satellite navigation industry.

Fig. 1 China’s satellite navigation industry distribution
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3 Intellectual Property Protection Object of Converging
Industry and Its Particularity

The object of the intellectual property protection in the converging industry is the
result of the intellectual property of the relevant industries. It is the same intangible
property as the general intellectual property object. However, it has its peculiarities
compared with the general object of intellectual property. Compared with ordinary
industries, the newly emerging converging industries’ particularity is mainly
manifested in the following characteristics:

(1) Cross-border
Both “Internet+” and “BeiDou+” have a clear cross-border nature. Technology has
been fully integrated with all economic fields to further optimize and integrate the
reconfiguration of production factors. At the same time, the problems of intellectual
property brought about are also cross-border. Issues involved patents trademarks,
copyrights, integrated circuit layout and technical secrets are also intertwined.

(2) Openness
The practical application and innovation of knowledge have promoted social and
economic development. Break down monopolies and barriers, promote equal
cooperation in the society, and encourage positive creation and promot information
and knowledge balance. In the process of the development of industrial conver-
gence, it provides opportunities and at the same time forces the intellectual property
to be more public. With opening up and sharing become an important topic, the
Beidou open source system came into being.

(3) Growth
Most of the converging industries are in a period of rapid development with more
potential for development in the later stage and their growth rate will exceed that of
the traditional industries. Many of the intellectual property issues derived from
them also come up with new requirements as the industry develops. For example,
the patentability of commercial methods of the internet industry have always been
the subject of great attention and discussion.

(4) Dynamic
The converging industry is dynamic. The emerging industries may be transformed
into traditional industries after long-term development and slowing of development.
With the development of the industry, there are also related issues of intellectual
property protection. For example, in the field of intelligent terminals, the objects of
graphical user interface appearance patent are dynamically adjusted according to
the needs of the industrial development.

(5) High Investment, High Return
As an emerging industry, the converging industry, is not mature in all aspects and it
is very difficult to develop it. It will inevitably require a large amount of capital
investment to develop a large-scale market. However, its guiding characteristics as
well as its broad development space make it equally lucrative to invest once
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successful. The input and output of IPRs also have the same characteristics. The
transfer of IPRs has become the theme of development and plays an important role
in M&A and development of enterprises.

4 Beidou+ Industry Development and Intellectual
Property Status Quo

The data in this paper comes from the IPR research team of National Industrial
Information Security Development Research Center. The search time for patents is
up to October 25, 2017. The technical research and professional analysis of the
related patent search are carried out. The retrieved data are filtered, cleaned and
classified. By the analysis of the annual and technical dimensions of Beidou+
industry-related patents, the overall situation of Beidou+ industry intellectual
property could be reflected.

4.1 The Overall Situation of Satellite Navigation
Industry Patent Application

China’s applications for satellite navigation-related patents in 2011 as the cut-off
point, prior to China’s annual acceptance has been lower than the United States, but
from 2012 onwards, China’s satellite navigation-related patents for the first time
exceeded the United States in the annual figures, ranking first. However, as China’s
Beidou satellite navigation research and patent applications started late, before
2016, the total number of patent applications has been lower than the United States.
According to the distribution of rights holders, the layout of domestic applicants of
BeiDou satellite navigation has obvious advantages. Both inventions and licenses
are higher than that of foreign applicants in invention disclosure (Figs. 2 and 3).

As of October 25, 2017, China’s total amount of satellite navigation-related
patent applications has reached 48,078, surpassing the five countries and regions
such as the United States and Europe, ranking the first in the world. On the one
hand, this is due to the rapid increase in the number of patent applications filed by
Beidou+ and industrial innovation bodies in China. On the other hand, foreign
manufacturers are accelerating the pace of patent distribution in China while putting
new products into their domestic markets.

From the main body of the patent application for satellite navigation accepted in
China, foreign companies such as Qualcomm, Tianbao and Samsung have begun to
make their navigation products compatible with the Beidou system in order to
achieve their strategic goal of docking with Beidou. These international companies
are stepping up the patent layout while put their products into Chinese market.
Compared with the emerging satellite navigation companies in China, foreign

Beidou+ Industry Convergence Development … 745



manufacturers have obvious advantages both in terms of the total amount of patents
accumulated and the breadth and depth of the patent layout. Domestic satellite
navigation patentees from colleges and universities are more prominent, including
Beijing University of Aeronautics and Astronautics, Harbin Engineering
University, Nanjing University of Aeronautics and Astronautics, Wuhan University
and Tsinghua University. Only Haewei and ZTE enter the top ten applicants for
navigation satellite patents. To some extent this shows that the key enterprises of
Beidou are small and non-core enterprises. The fragmentation of the brand is
serious. The core competitiveness based on intellectual property has not yet been

Fig. 2 Annual development trend of satellite navigation patent applications at home and abroad

Fig. 3 Comparison of the total amount of satellite navigation patent applications at home and
abroad
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formed. There is a huge rift between the scale of the industry and the size of the
enterprise, and the industrial consolidation has become inevitable.

4.2 China’s Patent Applications Status of Enterprises Based
Beidou Innovation Subject

Taking the 200 upstream and downstream enterprises of China’s satellite navigation
industry chain as a random sample, we conducted a survey and analysis of the
patents they hold. The research shows that more than 70% of China’s satellite
navigation industry holds patents, and Enterprises hold more than 100 patents
accounted for about 13.49% of the patents are in the state of authorization; the
proportion of effective patent is as high as 83%, which reflects the main body of
China’s satellite navigation innovation in recent years is in intensive application
period (Figs. 4 and 5).

From the geographical distribution of the patent of 200 satellite navigation
companies, Beijing and Guangdong are the most prominent ones, and the amount of
applications is far ahead of other provinces and cities. Sichuan, as the representative
of the Midwest regions, is also the leader in the total number of applications,
ranking third. With the rise of BeiDou+ concept, the development of satellite
navigation industry is more and more closely linked with the Internet industry. This
is reflected in the rise of emerging enterprises in Beijing and Guangdong and their
rapid application of patents.

Fig. 4 Sample analysis of China’s satellite navigation companies’ patent scale
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5 Beidou+ Intellectual Property Risk in Industrial
Development

5.1 Emerging Firms Face Patent Competition
from Traditional ICT Enterprises

RF unit, signal processing and information processing are the core technologies of
“BeiDou+”. It is also the field where the traditional information industry accu-
mulates most patents and the market is the most active. Most of these patents are
still in the hands of traditional communication enterprises and internet companies
and will compete with BeiDou+ enterprise in the new business model. These
companies for the intervention in the navigation field will be rolled-off and have
tremendous impact. From the existing number of patents observed, Chinese
domestic enterprises have not yet fully prepared, the main reason is the early
accumulation of communications companies. The traditional communications and
Internet enterprises have accumulated a large number of patents in the field of G01S
(radio-oriented; radio navigation; use of radio-wave ranging or speed detection;
positioning or presence detection using reflection or reradiation of radio waves;
similar devices using other waves) and in the field of H04B (transfer). Taking the
traditional enterprises as an example, in the existing patents, the number of appli-
cations under the G01S and H04B fields is, Quacomm 21872, Huawei
Technologies 9546, Honeywell 2515. Patent accumulation of the new Beidou+
enterprises in this area is slightly less. As the leading enterprises in this field, the

Fig. 5 Sample analysis of China’s satellite navigation companies’ patent holding
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number of patents of the four companies including BDStar Navigation Techtotop
Microelectronics, Unistrong and Qianxun SI is 292, 119, 85 and 72 respectively, of
which the highest is inferior to Huawei’s one tenth of the quantity. And this gap is
difficult to be exceeded within a short period of time. The accumulation of patents
in the core technology fields takes time and capital investment as well as the
accumulation of talent and technology, which is difficult to complete in a short
period of time. Most of the Beidou+ industrial enterprises are emerging enterprises,
and the weak accumulation of patents will inevitably make the enterprises at a
comparative disadvantage in the future innovation and development.

5.2 Terminal Vendors Face Pressure from IP Litigations
of Upstream and Downstream Enterprises

“Beidou+” has transformed and affected many industries. At present, industries
familiar to the public such as intelligent transportation, precision agriculture,
logistics control, people’s livelihood care and intelligent driving test are all
“BeiDou+” masterpieces, and industries related to Beidou+. The chain is very
extensive. However, Beidou satellite navigation, as one of the four major naviga-
tion systems in the world, started late in the industry chain innovation and had
poorer comprehensive utilization of intellectual property. Once intellectual property
disputes occurs, the industrial chain will be affected from the front end to the back
end, including the chip manufacturers, module manufacturers, terminal manufac-
turers, operators and depots, etc. And the most wrecked will be terminal manu-
facturers and depots, which will have a profound impact on the Beidou+ industry.
Similar situation frequently occurs in the field of intelligent terminals. HTC,
Samsung, ZTE, etc. has inevitably experienced intellectual property disputes from
upstream and downstream. For example, the cases of Iwncomm v. Sony and 337
investigations toward electric self-balancing scooters, all suffered a lot due to the
intellectual property problems of purchasing products upstream and downstream. In
the “BeiDou+” industrial chain, terminal manufacturers are often fatal because of
the impact of intellectual property risk. In particular, the problems caused by
upstream hardware should not be overlooked.

5.3 Beidou+ Related Vendors Are Under Pressure
from Open Source Software

In 2016, after more than two years’ hard work and development, National Defense
University CNETD team made a trial version of the global satellite navigation
system simulation software platform (abbreviated as “BDSim”), which is officially
launched on the satellite navigation simulation and testing open laboratory network
platform. In order to reflect the development philosophy of “integration, openness,
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cooperation and win-win” of Beidou Open Laboratory, users of Beidou Open
Laboratory can download BDSim or BDSim source code freely through Beidou
Open Lab Network Platform or Trustie Creative Practice Community. Similar to
BDSim, most open source software developers related to China’s BeiDou satellite
navigation field are mostly completed by universities or research institutes and are
in their infancy. Compared with the open source software developed by commercial
companies, these research institutions have no litigation experience and no strong
litigation funding backing. Once involved in patent litigations, there is no chance to
fight back. For users of Beidou open source software, most of them do not have the
capacity to judge whether the open source software infringes others’ rights or not.
The end user is “no fault” and cannot completely fight the responsibility of
infringement, However the obligee can still seek the injunction protection through
judicial channels to prohibit the use of infringing software.

In addition, there are a host of other innate problems with open source software
such as the unclear legal validity of open source software licenses, incompatibility
of open source software licenses, translation, interpretation, enforcement of open
source software licenses, and open source software Permit “unsecured” and other
issues, these issues could bring unknown risks for the future “Beidou+” related
companies.

5.4 Issues from SEP and NPE Cannot Be Ignored

In the course of the continuous progress of “Beidou+” and “Internet+”, the issue of
the standard essential patent (“SEP”) and the non-patent implementing entity
(“NPE”) still cannot be ignored.

After long-term investment in research and development, traditional communi-
cations companies have accumulated many basic patents, especially SEP in the field
of communications and data transmission. Compared with this, the number of
Chinese enterprises is far behind the number of patents. In the face of IPR
infringement litigation from SEP, Beidou satellite navigation company’s patent
accumulation is often not a favorable negotiating capital.

For the NPE, the data show that NPE is highly concerned with the area of
satellite navigation. Through the plaintiff’s analysis of GPS-related products in U.S.
patent litigation, more than 200 plaintiffs in patent litigation except for Broadcom
and LunarEye and other related parties, all are NPE (Non-practical Entity) plaintiffs.
Through the satellite navigation-related five cases of 337 investigation, the most
affected is the car manufacturer. The respondent includes Audi, BMW, Ford,
Daimler and other well-known manufacturers. As of now, there are no Chinese car
manufacturers in the depot being sued. The reason may be that satellite navigation
is mainly installed in high-end vehicles as a front-load and Chinese automakers
export mainly in the low-end. In view of the further development of BeiDou, in the
future in China’s automobiles, more navigation products will be equipped and
related intellectual property risks will need more attention.
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6 Beidou+ Intellectual Property Protection Trend

With the continuous development of Beidou satellite navigation, satellite navigation
has been widely applied and infiltrated into all walks of life, involving trans-
portation, precision agriculture, emergency rescue, personal location services, etc.,
which has brought many positive effects to the development of related industries.
The intellectual property protection involved in all fields, the content of its pro-
tection, the rights and boundaries have their own characteristics. In the context of
convergence of the economy, how to further protect intellectual property is a major
problem many enterprises faced.

On the one hand, the future of intellectual property will face the challenge of
being weakened. Traditional IPR protection systems are constantly under the attack
and influence of Internet+, BeiDou+ and other converging technologies. There is
more overlap between personal interests and public interests. As a result, how to
safeguard their rights is becoming more and more obscure. At the same time, patent
holders will gradually give partial rights to intellectual property under the trade-offs
of advantages and disadvantages, provide some room for development for the
industry. This would break the traditional intellectual property protection mecha-
nism and further promote the “Internet+”, “Beidou+” and coordinated and healthy
development of economic development of enterprises. For example, the Android
operating system is to take the initiative to give up the software source code patents,
to attract more developers and mobile phone users in the open source based on
further analysis and research to achieve the purpose of joint development and
resource sharing which has won a huge success. Therefore, under the perspective of
convergence and development, in order to better protect intellectual property and
promote coordinated development of industries, weakening the protection of
intellectual property has become a huge challenge for the converging industry.

On the other hand, the future protection of intellectual property will be more
stringent. Judging from the domestic legal environment, our country has developed
to a stage highly dependent on intellectual property in the process of accelerating the
implementation of an innovation-driven development strategy. To create a fair
competition environment in the market, strict protection of intellectual property
protection system is needed. From the perspective of market competition, the
international and domestic pressures Beidou+ industrial development faced are still
huge. In the process of “going global”, from an international perspective, Beidou’s
terminal manufacturers’ products face various challenges in the mature countries and
regions in the intellectual property system of the United States, the European Union
and Japan. At the domestic level, most of the patents in BeiDou and related inno-
vation entities are weakly accumulated. The comprehensive capability of intellectual
property is uneven, the common awareness of protecting intellectual property is
weak and the mind of using other people’s intellectual property rights legally is not
strong, which not only seriously damages the interests of intellectual property
owners and vast consumers, but also severely discourages the compliance operators
and independent innovators. This will affect the overall development of the industry.
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7 BeiDou+ Industry Intellectual Property Risk Prevention
Suggestions

(1) Strengthen the core technology’s patent layout. Internet of things era, in addition
to the core technology of traditional satellite navigation hardware, related
software technology is equally important. In order to grasp the timing of the
transformation of the Internet of Things, although it will take time to accumulate
the basic patents for navigation and applications, strategic investments in core
technologies such as information processing and signal processing should be
emphasized. Innovation in navigation systems and radio frequency units
achievements should be transformed into independent intellectual property
rights to firmly rooted in the foundation. In particular, the patent protection of
Beidou’s signal system is a long-term task. It should proceed from the overall
national development strategy and establish an effective mechanism for orga-
nizing, coordinating and unified management. At the same time, emerging
navigation companies should also consider the application-side technology
research and development investment, according to enterprise development
strategy and market positioning, on the basis of the core patent application,
apply a patent with its own technical characteristics of peripheral patents to form
a complete patent family, and constantly improve the layout of intellectual
property. This would favor the Beidou+ whole industry chain development.

(2) Encourage resource sharing and balance intellectual property trade-offs. Under
the new trend of “Internet+” economic development, the main body of Beidou+
industry innovation in China can learn from Japan’s “abandonment model” of
intellectual property and actively integrate into the Internet era. During the
process of setting up patent pool and patent alliance, some patents, trademarks,
software copyrights and other intellectual property rights could be shared.
Strengthen mutual exchanges and cooperation among enterprises, create a
benign environment for Beidou+ industrial development, promote the overall
development of BeiDou+ industry and share industrial interests.

(3) Defense the intellectual property risks caused by the upstream and downstream
industry chains. Beidou+ industry chain is long, in the terminal products,
whether it is sharing bicycles, cars in the field of traffic or smart phones in the
field of consumer electronics, in the process of basic product procurement and
research we must carefully investigate the intellectual property risk from the
upstream and downstream industry chains, to avoid the restrictions on the
market because of the infringement of intellectual property after export overseas.
Because this could bring devastating damages to the business. The contents of
the investigation include whether the technology provided by the technology
provider is original, whether it has obtained the permission of the other product,
whether there is an exclusive licensee, whether the risk of patent infringement
using this technology is to be circumvented. Fully understanding of the technical
products provided by each other is needed. In addition, for the software, pay
attention to open source software to comply with the requirements of the open
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source agreement, especially to restrictions to the ownership of our rights and
other issues. Beidou-related enterprises, on the one hand should rely on inde-
pendent research and development to actively submit patent applications. On the
other hand, also need to supplement their own short board through the purchase
of patents, and comprehensively improve the intellectual property risk defense
capabilities. Long-term development requires the adaption of patent competition
laws.

(4) Tracking the dynamics of competitors, making timely warning of intellectual
property rights. On the one hand, through patent analysis and other means to track
patent litigation in the countries/regions, litigation companies, litigation and
potential litigation could make advance risk aversion, thus could minimize the
intellectual property risk in the field of advantage. On the other hand, China’s
Beidou enterprises should follow the investigation of the application status, legal
status and lawsuits for the basic patents. Analyze and determine in detail the scope
of protection of the patent claims obtained under the provisions of the prohibition
of reverse prosecution. Comprehensively assess the validity of the patent and
search the comparative documents that can destroy the novelty or inventiveness
of the target patent. Promptly initiate the patent invalidation procedure to the
patent administration departments of all countries or regions in accordance with
the relevant laws of different countries or regions. Strengthen the technical
accumulation of the enterprise, at the same time, defend NPE actively.

8 Conclusion

The intellectual property chain of converging industry represented by “IP+” and
“BeiDou+” is longer than the traditional industries, the resulting intellectual
property issues are all-encompassing and more complex. With the continuous
development of converging industries, the issue of intellectual property becomes
more prominent, which will attract more people’s attention. Only by taking rea-
sonable measures to protect intellectual property rights can we bring vitality to the
development of the industry and enhance the overall competitiveness of enterprises.
Further properly handle the relationship between the development of converging
industries such as “Beidou+” and “Internet+” and the protection of intellectual
property rights is still a long way to go.
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Research on the Application of BeiDou
High Precision Positioning Intellectual
Property

Zhengfan Liu, Xueyong Xu, Ye Zhou, Jinchen Wang, Yu Xia
and Yingying Zhang

Abstract This paper analyzes the number, the involved technical fields, the
technical level and the ownerships of patents, which related to high-precision
positioning applications of BeiDou Navigation Satellite System(BDS). We point
out the deficiencies in the layout of the patents. As the international development of
BDS high-precision positioning applications will be pushed forward in the future,
we hope our work would be a reference to the protection of intellectual property
rights.

Keywords BeiDou � Satellite navigation � High precision � Intellectual property
Distribution

1 Introduction

At present, the global operational four Global Navigation Satellite Systems (GNSS)
are GPS, GLONASS, Galileo and BDS. Among them, the earliest and most mature
GPS of USA has been providing services for more than two decades, accounting for
nearly 90% of the entire GNSS market [1, 2]. Therefore, in the current GNSS
market, GPS occupies the dominant position. The other three global satellite nav-
igation systems have their own characteristics and occupy only a small amount of
market share.

In recent years, China has made great efforts to develop BDS in order to improve
the positioning accuracy of the system, increase the system reliability, enhance the
system service capabilities and enhance the international competitiveness of BDS,
and completely solve the huge potential safety hazard in high precision satellite
navigation applications. In September 2014, China formally started the develop-
ment and construction of the national BDS ground-based augmentation system
(BD-GBAS). The first phase of the system to realize the real-time meter level
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accuracy positioning service in the major cities of China was completed. By the end
of 2018, the construction of BD-GBAS will be fully completed. It will meet the
needs of the industry users and the public users for BDS’s real-time meter-/deci-
meter-/centimeter- and post-processing millimeter-level high precision positioning
service. After the completion of the BD-GBAS, China will enter the “BeiDou high
precision positioning application era”.

The competition in the field of international GNSS will be fiercer with the
development of the practical and the globalization of the BeiDou system and its
high precision positioning application industries. The competition and cooperation
between BDS and the other GNSS systems, such as GPS, GLONASS, GALILEO,
will inevitably occur in the competition for market [3, 4]. Under the current
environment of international competition in satellite navigation market, the use of
intellectual property strategy to win market competition has become an important
means of international competition. The flexible application of patent protection
strategy to seize market and technical resources is an important way for enterprises
in the market competition, “grasp the opportunities, and win the initiative” [5–7].

Compared with some developed countries, setting up intellectual property sys-
tem in our country is relatively late. Only in the last six years, the patents have
systematic layout. Especially in overseas, the related patent layout is still not per-
fect. There is a big gap between China and developed countries [8–10]. The United
States has already made extensive patent arrangements. They have great advantages
in the number of patents, core technologies and applications. This makes our
enterprises face the huge risk of patent infringement while expanding the interna-
tional market, hinder the “going out” of our BeiDou products [11, 12].

This paper is mainly based on the status of China’s high-precision application of
BDS patent, conducted in-depth analysis to explore the strategic significance of the
deployment of high-precision applications; thus in the future patent disputes, we
have more bargaining chips in the occurrence of patent disputes. Then it is possible
to achieve the cross-licensing with foreign industrial giants in the use of patents for
protecting the development of the BDS globalization.

2 Research Method

The data in this paper mainly comes from the public collection of data in the patent
retrieval and service system of the State Intellectual Property Office. In order to
retrieve the data of all BeiDou high precision positioning related patents in China,
we searched the key words of “BeiDou”, “high precision”, “differential positioning”
and other key words. The application time was up to January 01, 2017. We filtered
the wrong and repetitive data. We focused on the number, category, type, industry,
region and other characteristics of the BeiDou high precision positioning applica-
tion related patents. We directly explained the relevant conclusions by introducing a
large number of chart survey data.
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3 Main Content

By using the patent retrieval and service system, we can get the total number of
applications. It is 474 till Jan. 1, 2017. As shown in Fig. 1, we can see that from
2012 onwards, the number of patents related to BeiDou high precision positioning
application shows a rapid growth trend.

The BeiDou-2 system began offering services in 2012. The service area covers
most of the Asia-Pacific region. During this period the number of patents related to
BeiDou high precision positioning application is a bit less. It is also the germination
period of the development of BeiDou high precision positioning in China. Since the
first phase of the BeiDou satellite navigation system was completed in 2012, the
application of BDS has been greatly developed in both military and civilian
markets.

To develop the BeiDou application market, Ministry of Equipment Development
has united with Ministry of Transport (MOT), Ministry of Public Security (MOPS),
Meteorological Administration and some other departments of China, and
GuangDong, ShangHai, BeiJing, HuNan, GuiZhou, ShanXi and other provinces
and cities to carry out the BeiDou satellite navigation demonstration application.
This has prompted applications of BDS.

From Fig. 1 we can see that, from 2014 to 2015, the number of patents related to
BeiDou high precision positioning applications has increased rapidly. This is
mainly due to the construction of Continuously Operating Reference Stations
(CORS) in various areas such as Jiangsu, Zhejiang, HuBei, HuNan, QingHai,
SiChuan, GuangDong and other provinces in recent years, on purpose to provide
the high precision positioning service of BDS. Especially in 2014, China began to
build the national BD-GBAS, which has nurtured the development of the BeiDou
high precision positioning application industry. In 2016 and 2017, the number of
related applications reached 304, which accounted for 82% of the total patent
applications of BeiDou high precision positioning application in recent three years.
This shows that the BeiDou high-precision application industry has entered a rapid
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Fig. 1 The number of patents related to the BeiDou high precision positioning application
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growth period. It also shows that the protection of intellectual property rights by
domestic related enterprises and research institutes is increasing.

In terms of the total number of patent applications, the absolute number of high
precision positioning related patent applications for the BeiDou is not much. This is
mainly due to the fact that, most of the core technologies related to BeiDou high
precision positioning are filed in the form of national defense patents. Since it forms
a protective measure of important technical secrets, the patent data information is
difficult to retrieve. Furthermore, the development of the related technology is
mainly dependent on the development of BDS. The manufacture, production,
launch, operation of BeiDou satellites and the construction of the BD-GBAS
mainly dominated by the state. The main areas of enterprise participation are often
limited to the application of terminal devices. Most of the patents they have applied
are partial non-national defense patents. Therefore, the number of BeiDou high
precision positioning application related patents was not much.

Figure 2 shows the number of patents, utility models and design patents related
to the high precision positioning application from 2007 to the end of 2016. As can
be seen from Fig. 2, the number of invention patents is higher than the number of
the utility models. Prior to 2012, the number of both utility models and invention
patents increased slowly. Since 2012, the number of both applications types has
increased rapidly. In order to obtain more stable and long-term patent ownership, it
is obvious that the application of the invention patent is the first choice. On the
other hand, considering the shortcomings of the utility model patents such as the
relatively short examination period, relatively low creativity, the low application fee
and other advantages, BeiDou high precision industrial patent layout in the utility
model should also be taken seriously.

Upon further analysis, it can be found that in the application data of utility model
patents and invention patents, the case of applying for utility model and invention
patent at the same time under the same applicant and the same name appears,
so-called “One case, two applications”. This is mainly because the patent for utility
model acquired the right of first instance at the time of application but without any
substantive examination. Comparing with invention patent, the patent right
acquired by the utility model has lower patentability in terms of creativity, novelty
and stability. “One case, two applications” can protect the patent applicant’s pro-
duct technical solutions with multiple levels and types of patents, and further
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strengthen the insurance role of patent rights in stability. Although the application
of utility model patent is easier to obtain the patent right, the patent does not have
the same stability and authority as the invention patent, nor does it have a long time
to effectively protect the invention patent.

In view of the above characteristics and current status of the two types of patents,
China’s enterprises, scientific research institutes and universities, should strengthen
the long-term efficacy of patent protection. To achieve greater competitive advan-
tage in the high precision satellite navigation technology, the quality and quantity of
patent applications should be improved.

Figure 3 shows the situation of the top 18 applicant organizations (the number of
applications for the same organization is more than 3), which have the patent
applications related to BeiDou high precision positioning application. As can be
seen from Fig. 3, the proportion of enterprises is higher than the proportion of
scientific research institutes and universities. On the one hand, BeiDou high pre-
cision positioning technology has shifted from the theoretical stage to the market
launch stage. More and more companies began to attach importance to the vast
market brought by BeiDou high precision positioning application technology.
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On the other hand, it shows that scientific research institutes and universities pay
less attention to intellectual property protection than enterprises. Because research
institutes are more likely to publish in papers after obtaining scientific research
results. Only a few choose to apply for patent protection to protect scientific
achievements. This is also an important reason why scientific research institutes
have fewer applications and authorized enterprises.

Enterprises become the main group of invention patent applications in BeiDou
high precision positioning application field. This shows that the enterprises effort to
increase research and innovation, the awareness of patent protection, the faster
conversion of the scientific and technological achievements. It can be seen from
Fig. 3 that the number of scientific research institutes and universities applying for
high precision positioning related patents of the BeiDou is significant. The research
and academic institutions in China have improved the research activity in the field
of BeiDou satellite navigation technology in BeiDou, and the awareness of patent
protection is increasing.

In recent years, scientific research institutes, universities and enterprises have
been carrying out various research & development cooperation, giving full play to
scientific research strength of institutes, colleges and universities, and to the strong
market grasp ability of the enterprises. It realize the complementary advantages of
enterprises and research institutions. Research institutes and universities vigorously
implement the reform and innovation. Market-led, relying on national policies, they
take a definite aim and make a comprehensive consideration in the core technology
research. Most of their research results have been recognized by the market, which
has played a certain pioneering role in the domestic BeiDou high precision satellite
navigation industry.

In addition, from the proportion of the military applicants in Fig. 3, one can see
that the development strategy of the national military and civilian integration in
recent years has achieved good results.

Some military products have become civilianized. It embodies the overall
advancement of military and civilian integration, accelerating the development,
promoting the national economy development and the comprehensive national
defense strength.

The military’s absolute superiority in defense related technology is incomparable
to other applicants. The BeiDou high precision positioning related technologies are
gradually infiltrating into the civil market. Foreseeable, in the future they could be a
dark horse that cannot be underestimated in the field of high precision satellite
navigation applications.

Figure 4 shows the distribution of the provinces where the BeiDou high preci-
sion positioning application related patents are located. It can be seen from Fig. 4
that the research and development area of the high precision industry of BeiDou has
traversed many provinces in China, from the southeast coast to the north China
plain, and then to the Sichuan and Shaanxi region, and so on. Among them, Beijing,
Shanghai, Guangdong, Shenzhen, Jiangsu, Hubei, Shandong, Shaanxi, Henan and
Hebei accounted for nearly 76% of the applications. This shows that the eco-
nomically and technically developed regions have played a crucial role in
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promoting the development of the BeiDou high-precision industry. Beijing, the
capital of China’s political, military, scientific and cultural center, has the most
authorized applications, followed by the Yangtze River Delta and the Pearl River
Delta region. Because of the respective regional importance, Shaanxi, Shandong,
Henan, Hebei, Hubei, and other provinces are also making great efforts to develop
the BeiDou high precision positioning industry.

In addition, since 2012, Beijing, Shanghai, Guangdong and Jiangsu provinces
have gradually formed the BeiDou Navigation Industry Alliance under the guidance
of national policies and industrial development. With the strong support of local
government and the relevant preferential policies, the BeiDou satellite navigation
industry in these areas has reached a large-scale development. This is one of the
reasons why the key enterprises and scientific research institutes in the field of
satellite navigation are basically located in these provinces. In summary, besides
Beijing, BeiDou high-precision satellite navigation related patents are mainly
concentrated in the developed southeastern coastal areas of China. The number of
patent applications in other provinces and cities is relatively less.
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Figure 5 shows the distribution of high precision positioning industrial patent
types and application fields in recent years. Among them, the amount of BeiDou
high precision positioning service patents is far more than BeiDou high precision
positioning algorithmic patents. The main reason is that the application of the
positioning service patent is mainly involved in the most basic and relatively mature
BDS navigation and positioning function. The positioning service related appli-
cations could put into operation and take effects quickly. However, the majority of
algorithmic patent applications are about the optimization of baseband processing,
differential positioning solution, timing accuracy and so on. They are more theo-
retical and the period of developing a stable and reliable algorithm product is
relatively longer.

On the other hand, it can be seen from Fig. 5 that the main distribution fields of the
high precision positioning application ofBeiDou are timing/time keeping, algorithms,
vehicle supervision, marine ships and deformation monitoring, etc. The applications
of BeiDou high-precision application patent in mapping, geo-information, electric
power, meteorology, communication, positioning and orientation are relatively few.
Therefore, the patents that can be applied are relatively more.

By using the quantitative analysis method, this article has studied and analyzed
the situation of BeiDou high precision positioning application related patents. We
can see from the search data, with the government’s policy support, special
implementation and the emphasis on the satellite navigation market in recent years,
the number of BeiDou high precision positioning application related patents is
increasing year by year. However, under such rapid development situation, the
quality of patent applications is not high and needs to be further promoted and
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strengthened. The basis of the overall development of the satellite navigation
industry needs to be strengthened. Exchanges and cooperation between enterprises
and research institutes need to encourage, aiming at the key problem of which
encountered in the development process of the related enterprises in the BeiDou
high precision positioning application field. The integration of the dominant
resources in the industry should be encouraged to carry out complementary
advantages and optimization and to promote the maturity and development of the
BeiDou high precision satellite navigation technology. In just a dozen years, the
technology of the BeiDou satellite navigation and positioning is growing gradually
and rapidly. Although there is still a certain gap between the BDS and other satellite
navigation technologies, the BeiDou satellite navigation technology have more
potential and space for development in the future, under the vigorous support of the
national industrial policy, the unremitting breakthrough and innovation, tough
tackling efforts by domestic enterprises and scientific research institutes.

4 Conclusions

Through the research on the application of BeiDou high precision satellite navi-
gation intellectual property, it can be seen that nowadays, China has begun to pay
attention to the high precision application related patents of BDS in the layout.
Although the national BD-GBAS has not been fully completed, the related BeiDou
high precision application intellectual property system has already completed the
plan ahead of schedule, and some applications for intellectual property rights have
been carried out.

Compared to the domestic situation, the overseas distribution of intellectual
property of BeiDou satellite navigation is not yet mature. There is still a large layout
space. This is a very good opportunity for BDS to go abroad and promote its
application worldwide.

The government and relevant functional departments should promulgate as soon
as possible the relevant policies, form overseas intellectual property alliance,
establish a professional overseas intellectual property information platform,
encourage and guide domestic enterprises and institutions to go abroad. The
intellectual property rights layout of BDS in other countries should be immediately
implemented, which would lay a solid foundation for the application of the high
precision positioning of the BDS in foreign countries. And to circumvent the risk of
intellectual property for domestic enterprises to expand overseas market of BDS
and provide support for the implementation of new national strategies such as “the
Belt and Road” and “interconnection and intercommunication”.
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Conception About Carrying Out
Standardization of X-Ray Pulsar
Navigation

Wei Jin, Ying Liu, Zhiheng Zhang, Xiaoxi Jin, Qiong Liu
and Xiaochen Jin

Abstract X-Ray pulsar navigation is a new technology for astronavigation. It’s an
effective supplement to the satellite navigation which is widely used at present. It
can provide autonomous navigation services for spacecraft that cannot be covered
by satellite navigation system. China has started researching on engineering
application since 2005, and sent specific satellites to carry out space experiments in
2016. Compared to theoretical research and engineering application, the stan-
dardization of X-Ray pulsar navigation is left behind. There are no relevant stan-
dards and top-level planning for X-Ray pulsar navigation in the standard systems at
national level. Standardization is an important guarantee condition to ensure
development of an industry and progress of a major project. The general depart-
ments take standardization as an important work in the major national projects, such
as CMS, BeiDou, CHEOS and so on. As an important part of navigation project,
the standardization of X-Ray pulsar navigation is to meet the needs of navigation
engineering construction, and is an effective way to implement the requirements of
navigation standardization. This paper explains how to carry out standardization by
combining the technical characteristics and development status of X-Ray pulsar
navigation.
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1 Introduction

At present, there are many methods of achieving navigation, such as traditional
astronomical navigation, satellite navigation, inertial navigation, geomagnetic
navigation, and so on. However, most of these methods require the support of
ground stations and cannot achieve true spacecraft autonomous navigation. As the
natural clock, the pulsar is much more stable in the long-term than the existing
time-frequency systems and does not require human maintenance. By using X-ray
photons radiated by pulsars, spacecraft autonomous navigation achieved by esti-
mating the arrival time of X-ray signal of 3–4 pulsars simultaneously has become
the most likely breakthrough of deep space autonomous navigation technology in
the future [1]. X-ray pulsar navigation (also referred as “pulsar navigation”) is a
new type of astronomical navigation technology, which is an effective supplement
to the current satellite navigation technology. It can be used to provide autonomous
navigation and positioning services for high-altitude orbit spacecraft and
deep-space explorations which cannot be covered by the satellite navigation sys-
tems. Pulsar navigation has characteristics of being independent from ground
operation, wide range of application, high precision, strong autonomy, simple
structure, excellent reliability and so on. It is the most suitable navigation method
for human being to go to deep space and achieve interstellar travel. Pulsar navi-
gation would be widely used in the future [1].

Pulsar navigation research was started from “autonomous navigation based on
X-ray source verification” program, proposed by the US Defense Advanced
Research Projects Agency in 2004. China has also started research of engineering
application of pulsar navigation and has developed various types of detectors since
2005. A special test satellite was successfully launched in 2016 for space experi-
ments. Compared to theoretical research and engineering application, the stan-
dardization of X-Ray pulsar navigation is relatively left behind. There are no
relevant standards and top-level planning for X-Ray pulsar navigation in the
standard systems at national level. Standardization is an important guarantee con-
dition to ensure development of an industry and progress of a major project. The
general departments take standardization as an important work in the major national
projects, such as CMS, BeiDou, CHEOS and so on. Pulsar navigation is an
important part of navigation project. Pulsar navigation standardization is conducted
to meet the needs of navigation engineering construction, and is also an effective
way to implement navigation standardization requirements. This paper would make
suggestions about carrying out standard work in this area in the light of the tech-
nical characteristics and development status of pulsar navigation.
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2 Analysis of Standard Demands

The realization process of pulsar navigation is very complicated, as shown in
Fig. 1. First of all, detect the X-ray photons radiated by a specific X-ray pulsar
using a pulsar navigation detector mounted on the spacecraft. The X-ray photons
contain pulse information and angular position information corresponding to the
X-ray pulsar. For the pulse information, the arrival time of the detected X-ray
photons is marked by the spaceborne atomic clock, and then correct the photon
arrival time considering the solar system planet parameter database and the pulsar
navigation database and extract the pulse profile to obtain the pulse arrival time. For
the angular position information, the angular position of the corresponding pulsar in
the spacecraft’s coordinate system is obtained. Based on the angular position of the
corresponding pulsar recorded in the reference frame of the centroid of the solar
system in the pulsar database, the coordinate system is used to obtain the corre-
sponding angular position information pulsar angular position in the inertial
coordinate system. Finally, the spaceborne navigation algorithm is used to solve the
measured data of multiple X-ray pulsars to calculate the navigation parameters such
as the position, speed, time and attitude of the spacecraft so as to realize autono-
mous navigation. It can be seen from the entire implementation process of pulsar
navigation that X-ray photon detection, pulsar navigation database determination
and pulsar navigation data processing are the most important steps. The following
would discuss pulsar navigation detector development, establishment of pulsar
navigation database and algorithm of X-ray pulsar navigation.

Fig. 1 Implementation process of pulsar navigation
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2.1 Development of X-Ray Pulsar Navigation Detector

X-ray pulsar navigation detector (also referred as “navigation detector”) used for
X-ray photon detection, is the key equipment to achieve pulsar navigation. Only
when the sensitivity of the navigation detector could meet certain requirements,
valid data could be obtained and autonomous navigation could be achieved. After
many years of accumulation, the level of development of navigation detectors in
China is close to the top level in the world. The technical requirements of navi-
gation detectors in terms of performance indicators, external interfaces, environ-
mental adaptability and reliability have been well defined and have conditions for
standardization. It is necessary to make standards for these indicators and propose
specific requirements for these indicators. This not only consolidates and consoli-
dates the existing research and development experience, but also sets necessary
barriers for entering the entire industry, which is important to regulate the devel-
opment of the entire industry.

Ground calibration and testing is an important part of the development process
of navigation detector. It is not only verification of product performance, but also
feedback of product design improvement, which runs through the entire develop-
ment process of the navigation probe [2]. Ground calibration is the evidence for
signal interpretation in the photoelectric conversion process through establishment
of the corresponding relationship between energy of X-ray photon and output
voltage signal amplitude of navigation detector. Ground test is mainly about testing
whether view, energy resolution, detection efficiency, time resolution, response
time and other technical indicators of navigation detector would meet the mission
requirements. For ground calibration and testing, the choice of method directly
determines the accuracy of calibration and test and plays a crucial role in calibration
and test results. The unification of calibration and test methods is the basis for
scientifically evaluating the performance of navigation detectors. It is necessary to
unify and regulate calibration and test methods through making standards.

The ground test system is used to verify the function of the navigation detector
and to calibrate and test the performance index. The ground test system is important
infrastructure for the development of navigation detectors [3]. The ground test
system is a large-scale integrated test platform including several functional modules
such as space environment simulation, X-ray simulation, X-ray calibration, attitude
adjustment and control, satellite platform simulation and pulsar navigation solution.
The fifth institute of China Aerospace Science and Technology Corporation has
constructed the most advanced and complete ground test system in China and
provides free ground calibration and test services of navigation detectors to all
domestic manufacturers.

In order to facilitate manufacturers to use the ground test system, it is necessary
to develop standards about the ground test system functions, performance and
navigation probe interface provided technical requirements to effectively guide
manufacturers to conduct interface design and test program of navigation detectors.
As the technical specifications of the ground test system will change over time,
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periodic calibration should be conducted to ensure calibration and test of accuracy
ground test system. In order to ensure the authority of the test accuracy of the
ground test system, it is necessary to formulate standards to regulate the calibration
items, calibration methods, time interval of re-calibration, etc., to effectively guide
the calibration of the ground test system. In addition, installation interfaces of
navigation detectors of different manufacturers are not exactly the same, it is
necessary to achieve interface matching through tooling. The installation of navi-
gation detectors in the ground test system is more complicated, including assembly,
alignment, unloading and other stages, each stage has corresponding operational
requirements, precautions, key record links and so on. In order to ensure that the
installation accuracy of navigation detectors could meet the calibration and test
requirements, standards need to be established for standardizing the installation
operation.

2.2 Establishment of X-Ray Pulsar Navigation Database

The establishment of X-ray pulsar navigation database (also referred as “navigation
database”) belongs to the basic research work of pulsar navigation. The basic
physical characteristics of X-ray pulsar need to be obtained through analysis and
processing of long-term accumulated astronomical observation data. Pulse profile
of signal-to-noise ratio, timing model of high precision, position of pulsar horn and
preferred navigation pulsar. At the same time, it is necessary to organize and catalog
these important data to form navigation database [4].

More than 1000 X-ray pulsars has been observed. Not every X-ray pulsar is
suitable for navigation because of X-ray photon signal intensity and pulse period
stability [5]. Therefore, time and energy are needed to invest in targeted observa-
tions and create the navigation database of chosen X-ray pulsars for maximum
benefit. The workload of establishing a navigation database is very large. It is a
process of gradual accumulation and continuous improvement. It requires a great
deal of manpower, material and financial resources. It could only be completed
through efforts from all parties rather than one single institute. In order to facilitate
the collection of observation data of all parties, it is necessary to formulate stan-
dards for attributes of X-ray pulsar, what kind of metadata is described by these
attributes, and what kind of data format are included in the navigation database. In
addition, the unification of navigation database format and content also facilitates
resource sharing, and facilitates all parties to make full use of the navigation
database to solve the detected data. This is important to improving the development
efficiency of related products and popularizing the application of pulsar navigation.
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2.3 Algorithm of X-Ray Pulsar Navigation

X-ray pulsar navigation solution includes selecting the target pulsar according to
the orbit of the spacecraft, using the detected X-ray photon signal to calculate the
pulse arrival time and the angular position coordinates of the target pulsar, and
comparing the measured data with the model data Calculate the spacecraft position,
velocity, attitude and other navigation parameters, the use of navigation parameters
for autonomous navigation path planning and other aspects of data processing [6,
7]. X-ray pulsar navigation algorithm (also referred as “navigation algorithm”) is a
concrete realization of the pulsar navigation solution function, and it is connected
with the navigation probe, navigation database and other functional modules, which
is important to achieve the function of pulsar navigation. The design of navigation
algorithm is complicated, and it needs to consider the specific application scenarios,
the physical characteristics of the target pulsar, the detection efficiency of the
navigation detector, the processing capability of the spacecraft and so on. At pre-
sent, the theoretical research of navigation algorithm is very developed, but it has
not been verified by engineering due to lacking of measuring data. With the on-orbit
application of subsequent pulsar navigation test satellites, the measured data is
continuously enriched, and the algorithm for solving the problem will be contin-
uously improved. For navigation solution algorithm, the specific realization of the
manufacturers of research and development capabilities, are the core secrets of
various manufacturers, do not have the conditions for standardization. However, the
function of the algorithm to be solved and the effect to be achieved, the format of
the input and output data need to be consistent. It is necessary to formulate stan-
dards to guide the development of related software products and hardware products.

3 Analysis of Standard Internationalization

In the field of satellite navigation, there are important international standards
including ICD files released by service providers such as GPS and BeiDou, terminal
data format standards promulgated by application associations such as NMEA,
RTCM, RTCA, and IAG, and published by international application organizations
such as ICAO, IMO and 3GPP Industry standards and so on. These international
standards are the basis for interoperability between satellite navigation systems and
user terminals, and also the basis for the development of related products. These
standards play a crucial role in promoting and standardizing the development of the
entire satellite navigation industry. Although it started late, China has also been
devoted to the standardization of BeiDou Navigation System Internationalization
and has made major breakthroughs in recent years. The Shipborne BDs Receiver
Equipment Performance Standard was approved by IMO in 2014 and achieved a
breakthrough of zero of Beidou International Standard. In addition, BeiDou System
also passed IMO recognition and became the third global satellite navigation after
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GPS and GLONASS system. The success of standard internationalization has
played a crucial role in the promotion and application of BeiDou navigation system
in the world. Compared with satellite navigation, pulsar navigation is still an
emerging field, and would play an important role in the exploration of the vast
universe by mankind in the future. After many inquiries and searches, various
international standards organizations and industry bodies have not standardized
their work in the field of pulsar navigation. At this time, the study on standardizing
internationalization has made groundbreaking achievements. It reflects the histori-
cal responsibility and social responsibility of a major country to all mankind. In
terms of engineering research on pulsar navigation, China is currently in the leading
position in the world and possesses the technical conditions for the standardization
of international standards in this field. At the same time, with the enhancement of
China’s overall national strength and improvement of its international status, China
also needs to improve its soft power and international influence by leading the
formulation of relevant international standards so as to complete the transition from
a big country to a strong country in aerospace field.

The standard internationalization of pulsar navigation is a comprehensive,
general, long-term and continuous work. It needs a comprehensive professional
team to carry out special research to systematically demonstrate the standard
internationalization of pulsar navigation.

Pulsar navigation is not yet put into practical application at present, it is not
necessary to carry out standard internationalization. It is necessary to study
necessity and feasibility of the internationalization of pulsar navigation standards
from the perspective of long-term national interests and the significance of space
development.

Pulsar navigation is a comprehensive area with many standardization require-
ments in many aspects. However, not every area is suitable for developing inter-
national standards. It is necessary to study from the technical characteristics and
application fields of pulsar navigation areas to establish international standards.

The future of pulsar navigation will mainly be used in the areas such as deep
space exploration. The corresponding international standardization organizations
and agencies have great differences in the fields of navigation and satellite navi-
gation. It is also necessary to study the business scope of the International
Organization for Standardization (ISO) and agencies and find relevant international
standardization organizations and agencies to join in and try their best to take
important roles. China can also take the lead in setting up an international stan-
dardization organization or agency to lead the development of international stan-
dards in the entire pulsar navigation field.
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4 Summary

With the rapid development of pulsar navigation technology and further application
of engineering, standards as an example of technical regulations will play an
increasingly important role. From the perspective of overall engineering, on the one
hand, this paper analyzes requirements of the standard of pulsar navigation, puts
forward the main directions of future standards development and the problems need
to be considered, and on the other hand, the requirements of standard interna-
tionalization in the field of pulsar navigation are analyzed, puts forward some
suggestions on how to carry out standard internationalization in this field according
to the experience of Beidou in the standard internationalization process.
Standardization of pulsar navigation in the field on the one hand could build the
industry entry barriers and make requirements of acceptance of unified products to
regulate the development of the entire industry through establishment of standards,
the other hand, the product development cycle could be shortened through stan-
dardizing the interfaces of different products, enabling companies put more money
and energy on technological innovation. At present, the condition and timing for
formulating the standard of pulsar navigation are mature. The standards develop-
ment work should be carried out by the related research developments and the
application department base on the overall project organization. The publicity
should be organized in time, so that everyone can understand the standards and
apply the standards in the work. Carrying out the research of standard interna-
tionalization in the field of pulsar navigation can further enhance Chinese inter-
national influence in this field, especially in the early stage of engineering
development, Chinese related technologies and products could be promoted
simultaneously through advanced layout and formulation of international standards,
and then lead the future of international cooperation in this field. Standard inter-
nationalization need to consider many objective factors. The overall project should
start related work as soon as possible, and arrange a special person responsible for
the standard internationalization of pulsar navigation matters. The standardization
in the field of pulsar navigation is a complicated systematic project, which needs to
consider actual situation of model development, the demand of international
cooperation and the trend of technological development. At the same time, the
planning and formulation of related standards are also a process with gradual
improvement. The standard system needs to be revised and optimized with the
occurrence of new technology, new products and new needs. The suggestions in
this paper can be used as a reference for China to carry out standardization of pulsar
navigation in the future.
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China’s Satellite Navigation Policy:
Status Quo, Problems and Solutions

Wenbo Chen and Yuanyuan Jiang

Abstract To date, the United States, Russia and the European Union have pro-
mulgated or amended legislations, presidential decrees, administrative regulations
and directives concerning the issue of satellite navigation, forming a relatively
comprehensive administrative and legislative system. By delineating the executive
missions, operation mechanisms and procedures for the satellite navigation sectors
in the respective states, such system has laid a solid foundation and provided legal
guarantees for the development of their satellite navigation systems. In China, there
have already been some national, state-departmental and provincial policies and
regulations of similar targets, such as National Satellite Navigation Industry Mid-
term and Long-term Development Plan; however, insufficiencies in the legislative
and administrative system of China’s satellite navigation development still exist,
namely, a lack of top-level laws or regulations, arbitrariness in policies, uneven
organization of the policy structure, and imbalance of policy subjects. By applying
the approach of quantitative research, this article conducts a systematical summary
and analysis of the regulations, laws, and political documents concerning satellite
navigation in China and to explore the transformation process and diffusion of the
policies, as well as the relationship between the authorities involved. In so doing, it
aims at figuring out the kernel problems of the political and legislative system of the
current satellite navigation in China and putting forward corresponding solutions to
them, including the need for an improved system with timely top-level policies, the
need for the promotion of industrial development and optimization of the policy
structure, and the need for a coordinated relationship between policy subjects and a
guarantee for the implementation of policies.
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1 Introduction

With successful launch of the two Beidou-3 satellites on November 5, 2017, the
Beidou navigation system (BDS) has embarked on its global networking. It is
proceeding towards the target that “18 satellites will be launched around 2018, and
the BDS is to provide the countries in the ‘Belt and Road initiative’ with basic
satellite navigation service; the global networking of 35 Beidou satellites will be
completed, and the BDS will be capable of serving the entire world by 2020.” This
target is paving the way for the BDS towards a global satellite navigation system. In
the field of global navigation satellite system (GNSS), in order to ensure a service of
constant and uninterrupted stability, countries around the world have been making
persevering efforts to promote the development of the GNSS by making policies—
an essential component of the construction of the GNSS industry. Such policies
have been penetrated in almost all aspects of satellite navigation, and play a sig-
nificant role in assuring and guiding technological innovation and industrial
development. Meanwhile, the characteristics of hi-tech, high-security request and
civil-military integration of the GNSS demands the feasibility and adaptability to
the uniqueness in the policy-making process, thus imposes a more demanding
requirement on the establishment of its policy system.

2 Theoretical Review and Research Perspective

Since the strategic construction of the BDS, governments at all levels in China have
issued corresponding policies along with the research and development of the
GNSS technology, in the hope of safeguarding and promoting its continual
development. Therefore, GNSS policies have been an issue of common concern in
recent years. The research on GNSS policies generally fall into the three categories
as follows:

2.1 Comparative Study of the GNSS Policy Systems
in Countries Other Than China

This kind of research focuses on the analysis and interpretation of the GNSS
management systems, strategic planning and policies in the United States, Russia
and Europe [1–3]. Among them, studies of the American GPS policy system are the
most thorough and profound. On the one hand, scholars analyze the background,
specific content and influence of the relevant policies of the GPS from the per-
spective of historical development [4]. On the other hand, scholars induce and
analyze the design of administrative institutions, policy system structure and the
operation of the GPS policy system [5, 46–49]. Generally speaking, there are two
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models of satellite navigation policy system for China to refer to: one is the
comprehensive basic law-oriented model represented by Russia, and the other is the
decentralized policy guidance model represented by the United States.

2.2 Research on the Policies of the GNSS Industry

As the BDS is still under construction and promotion, it faces the challenges from
both domestic industry and international competition. Given such context, a com-
plete and feasible policy system is in urgent demand for the further development of
the BDS industry and the realization of the industrial cluster advantage. Upon this,
researchers have proposed corresponding solutions of industrial policy. For
instance, a policy system in accordance with the principles of government domi-
nance, adaptation to the market economy system, [6] and a combination of com-
pulsory application and voluntary application is needed; [7] an appropriate and
effective allocation of the resources of the BDS industry to make up the market
defects and industrial degeneration is in urgent demand through the construction of
policy system [5, 46–49]. Thus, taking industry promoting policy as the approach
and gradually constructing a comprehensive policy system is the essence for the
construction of the BDS.

2.3 Research on the Construction of China’s BDS
Policy System

As a new high-tech field, the BDS has the urgent need of institutionalization and
standardization. Therefore, scholars emphasize the great importance of the con-
struction of a complete BDS policy system. Meanwhile, they expect to build a
policy system which can make the BDS provide better services constantly. The
current policy environment has been vigorously advancing the military-civilian
integration. Under this circumstance, the focus of fundamental objectives of the
BDS policy ought to be laid on safeguarding national security in military terms,
ensuring the openness of satellite navigation services and promoting related
industries in civilian terms. However, there are problems on the subject of the BDS
policy in China, such as the ambiguity and intersection of duties, rights and obli-
gations in the authorities involved, and ambiguous policy goal, unclear problem
boundary, and weak policy enforceability in the policy-making process [8].
Therefore, the governments at all levels should cope with these problems when
making the BDS policies, and adopt proper combination of policy tools, [9]
including financial and taxation policies, goal programming, government procure-
ment, statutory regulation and so on. In addition, the policy, as a kind of guiding
administrative measures, should also take the coordination of interest relations into
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consideration. In the field of the BDS, three major groups of relations are to be dealt
with through the establishment of policy system: the relationship between system
construction and application, the relationship between military and civil application
and the relationship between market mechanism and government regulations.

On the basis of theoretical review above, this research aims to conduct an
empirical exploration of the development status and characteristics of China’s
satellite navigation policies and provide an analysis of the existing problems of the
policy system with a quantitative analysis of the BDS policies in China, and pro-
pose practical and feasible countermeasures correspondingly.

3 Quantitative Analysis of China’s Satellite Navigation
Policies

Derived from the Government Literature Information System of Tsinghua
University, the data of this research cover comprehensively all the political docu-
ments containing the key words of “satellite navigation” promulgated by the
government of all levels in China as of December, 2017. Among them, 909 political
documents are selected as object of the quantitative study. Analyses are made upon
the relevant information extracted from these policy documents including document
titles, promulgation dates, sources, etc.

Through screening analysis, there are 31 documents whose titles clearly contain
“navigation” or “satellite navigation,” accounting for merely 3.4% of the samples
selected. Such result indicates that there are few policies specifically aimed at
satellite navigation. Moreover, among the 31 policies, most of them were intro-
duced by the state ministries and departments, while only 6 pieces were promul-
gated by the provincial governments, such as Hunan,Hubei, Henan, Jiangsu,
Guangdong Provinces, accounting for only 16% of the provincial administrative
regions (Hong Kong, Macao and Taiwan excluded). In addition, it is demonstrated
that 83.3% of the documents were promulgated in 2015 (see Table 1). In terms of
the contents of the policies, the major focuses are laid on the applicative industry
development of the satellite navigation technology.

The Ministry of Transport and the Civil Aviation Administration of China
(CAAC) were involved in the design of 13 policies, which accounts for 52% of the
25 satellite navigation policies promulgated by the central ministries and com-
missions of China. Only two documents were co-issued by the central ministries,
i.e., Instructions from the Ministry of Transport and the General Administration of
Quality Supervision, Inspection and Quarantine of P.R.C. (AQSIQ) on Improving
the Quality of Satellite Navigation Products and Services in the Transport Industry
and Announcement from the General Administration of Quality Supervision,
Inspection and Quarantine of P.R.C. (AQSIQ) and Certification and Accreditation
Administration of P.R.C. (CNCA) on the Establishment of National Satellite
Navigation and Positioning Service Product Quality Supervision and Inspection
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Center (Shanghai). However, major industry associations in satellite navigation—
the GNSS&LBS Association of China (GLAC) introduced only one policy, which
is directly related to satellite navigation, accounting for only 4% of the total (see
Table 2).

The analysis of the 909 policy documents (see Table 3 and Fig. 1) reveals the
trend of fluctuations in growth over time, which can roughly be divided into three
phases: the first phase spans from 1987 to 2006, during which period governments
at all levels promulgated few policies concerning satellite navigation, accounting
for only 3.19% of the total. China officially embarked on the construction of the
BDS with global navigation capability in 2004, which is accountable for the
peaking of policies for the first time. The second phase ranges from 2006 to 2012,
when the central and local authorities began to pay attention to satellite navigation
policies, so the number of policies rose steadily. In particular, the application of the
BDS has gradually been carried out in the fields of precision agriculture,
ocean-going fishing and geographical mapping since 2006. Various departments
and regions have been actively involved in the promulgation of application pro-
motion and implementation plan of satellite navigation, so that the overall number
of policies in this phase gradually increased and the coverage was expanded. The
third phase started from 2012, with the number of policies in this period growing
rapidly, and finally climaxing in 2016. As the BDS has formally provided free
positioning, navigation and timing services to the Asia-Pacific region since 2012,
governments at all levels and the authorities involved began to consciously and
gradually formulate the relevant supporting policies of satellite navigation.

Table 1 The satellite navigation policy documents promulgated by provincial governments in
China

Province Title of the document Time

Guangdong Guidelines from the General Office of People’s Government of
Guangdong Province for the Development of Satellite Navigation
Application Industry

2008

Henan Announcement from the General Office of People’s Government of
Henan Province on the Action Plan for the Three-Year Development
of Beidou Navigation Industry in Henan Province (2016–2018)

2015

Hubei Instructions from the General Office of People’s Government of
Hubei Province for the Development of Satellite Navigation
Application Industry

2015

Hunan Announcement from the Office of the Department of Land and
Resources of Hunan Province on Accelerating the Construction and
Application of Public Service Platform of Satellite Navigation and
Positioning

2015

Changsha,
Hunan

Instructions from Changsha Municipal Government on Promoting
Beidou Navigation Application Industry

2015

Jiangsu Reply from the Department of Information Industry of Jiangsu
Province on Adjusting the Executives of Development and
Industrialization Project of Satellite Navigation Positioning Terminal
and Software Platform

2015

China’s Satellite Navigation Policy: Status Quo … 779



Particularly, in April 2016, the general office of the State Council officially put the
Regulation of the People’s Republic of China on Satellite Navigation into the
legislative plan. With the initiation of the specific legislation on satellite navigation
and the need of The Belt and Road Initiative, the expansion of the number of the
satellite navigation policies and the improvement of the policy system would be
essential.

From the perspective of the central-local relationship, among the 909 political
documents, the number of policies promulgated by the local governments is 606,
exactly twice the number of policies made by the central government. In addition,
the trend of the changing in the number of the local policies goes roughly in line
with the one made by central government. But in terms of promulgation date, the
local policies lag behind the ones made by the central government. This also reflects
the central-to-local direction of policy diffusion of satellite navigation, instead of
the bottom-up approach in the “policy pilot mode.” In this way, some principal
policies shall firstly be formulated at the central level, and then the local govern-
ments will promulgate specific and executable policies in accordance with the local
characteristics. This phenomenon shows that critical significance of the guidance of
top-level policies.

It also can be found that the number of political documents concerning satellite
navigation is distributed unevenly in the 31 provinces, autonomous regions and

Table 2 The political documents of “satellite navigation” promulgated by the central ministries
and commissions of China

Individual promulgation source Promulgation source (including
co-promulgation sources)

Agency Quantity Proportion
(%)

Agency Quantity Proportion
(%)

CAAC 6 24 Ministry of
Transport of
P.R.C

7 28

Ministry of
Transport of P.
R.C

6 24 CAAC 6 24

NASG 3 12 NASG 3 12

CNCA 2 8 CNCA 3 12

NDRC 1 4 AQSIQ 3 12

AQSIQ 1 4 NDRC 1 4

Ministry of
Science and
Technology of
P.R.C

1 4 Ministry of
Science and
Technology of
P.R.C

1 4

Ministry of Civil
Affairs of P.R.C

1 4 Ministry of Civil
Affairs of P.R.C

1 4

PBC 1 4 PBC 1 4

GLAC 1 4 GLAC 1 4
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Table 3 Time distribution of satellite navigation policy documents

Year State
Council

Central ministries and
commissions

Provinces Cities Total Proportion
(%)

1987 0 1 0 0 1 0.11

1994 0 1 0 0 1 0.11

1997 0 1 0 1 2 0.22

1998 0 0 1 0 1 0.11

1999 0 2 0 0 2 0.22

2001 0 4 0 0 4 0.44

2002 1 4 0 0 5 0.55

2003 0 0 1 0 1 0.11

2004 0 3 2 2 7 0.77

2005 0 1 2 2 5 0.55

2006 0 6 6 0 12 1.32

2007 2 8 5 3 18 1.98

2008 0 12 7 7 26 2.86

2009 0 13 9 6 28 3.08

2010 0 7 10 6 23 2.53

2011 2 16 13 8 39 4.30

2012 2 31 13 14 60 6.61

2013 1 33 16 12 62 6.83

2014 2 31 33 21 87 9.47

2015 0 39 63 23 125 13.77

2016 0 51 129 90 270 29.74

2017 0 29 54 47 130 14.32

Total 10 293 364 242 909 100

Fig. 1 Annual distribution of satellite navigation policy documents
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municipalities. The number of policies introduced by Hebei, Guangdong, Jiangsu,
Shanghai, Zhejiang Provinces is 223, accounting for 36.81% of the total (see
Table 4). Meanwhile, the number of policies introduced by Tibet Autonomous
Region, Tianjin Municipality, Yunnan Province, Xinjiang Uygur Autonomous
Region, and Qinghai Province is 20, accounting for only 3.31%. The proportion of
policies made in east China is 33.2%, while those of the northeast and southwest
regions account for 6.61 and 7.11% respectively (see Table 5). Such results indicate
that compared with less developed areas, the more developed regions have exerted
greater effort on satellite navigation policies. In general, the political documents
appear to be more in the east than those in the west and more in the coastal region
than those in the inland.

In the 303 policies promulgated at the central level, as is shown in Table 6, the
total number of the policies promulgated by the State Council is 10, accounting for
3.3%. This indicates that the top-level institutional design of satellite navigation
policies is vacant. The National Administration of Surveying, Mapping and
Geo-information and the Ministry of Transport promulgated the largest number of
policies, making up more than one-third of the total of satellite navigation policies
at the central level. On the one hand, it represents that the departments of trans-
portation, surveying and mapping are the major users of satellite navigation ser-
vices; on the other hand, it implies that the demand for administrative management
of surveying, mapping and transportation departments has increased significantly
with the opening of the free access to satellite positioning, navigation and timing
services. However, it is notable that there is only 1 policy promulgated by the
GLAC, demonstrating that industry associations play a rather limited role in the
field of satellite navigation. At the central level, departments and sectors have
consecutively promulgated instructional policies and documents in the industry of
satellite navigation. This being considered, there are still prominent problems of
absence of subjectivity and inappropriate administration. For instance, as regards
the standardization of satellite navigation, the current authorities involved include
Ministry of Transportation, Ministry of Industry and Information Technology,
National Administration of Surveying, Mapping and Geo-information,
Standardization Ministry, National Bureau of Quality Inspection, and State
Administration of Work Safety. Such multi-authority situation may not only lead to
the repetition of policy promulgation and redundancy of administrative resources,
but also engender problems such as the inaction and unaccountability in the gov-
ernmental sectors due to the limbo in the administrative functions.

As it shown in Table 7, there are 22 types of political documents involved, but
62.16% of them are announcements. Among them, departmental instructions rank
the second, accounting for 22.11% of all the political documents. This indicates that
there is a lack of scientific and reasonable design and standard in the institutional
construction of satellite navigation. Government agencies tend to be arbitrary in the
promulgation of policies. In addition, there are a large number of government
internal working documents in the announcement category, such as the
Announcement of the Certification and Accreditation Administration of the P.R.C.
on Authorization of National Satellite Navigation and Positioning Service Product
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Table 5 Geographical distribution of satellite navigation policy documents

Region Proportion (%)

East China (Zhejiang, Shanghai, Anhui, Fujian, Jiangxi, Shandong, Jiangsu) 33.2

South China (Henan, Hubei, Hunan, Guangdong, Guangxi, Hainan) 24.43

North China (Beijing, Tianjin, Hebei, Shanxi, Inner Mongolia) 18.49

Northwest (Shanxi, Gansu, Ningxia, Qinghai, Xinjiang) 10.41

Southwest (Chongqing, Sichuan, Guizhou, Yunnan, Tibet) 7.11

Northeast (Liaoning, Jilin, Heilongjiang) 6.61

Table 6 Top 10 policy-making central ministries and commissions

Department Quantity

National Administration of Surveying, Mapping and Geo-information 60

Ministry of Transport 47

National Development and Reform Commission 16

Ministry of Industry and Information Technology 14

National Bureau of Quality Inspection 14

Ministry of Science and Technology of P.R.C 12

National Standards Commission 9

Certification and Accreditation Commission 9

Civil Aviation Administration, Ministry of Agriculture 8

Table 7 Types of political documents involved

Type Quantity Proportion
(%)

Type Quantity Proportion
(%)

Announcement 565 62.16 Guideline 5 0.55

Instruction 201 22.11 Executive
response

4 0.44

Proclamation 58 6.38 Reply 2 0.22

Catalogue 12 1.32 Communique 2 0.22

Stipulation 11 1.21 Public note 2 0.22

Decision 11 1.21 Rules 1 0.11

Method 8 0.88 Scheme 1 0.11

Plan 7 0.77 Work 1 0.11

Letter 5 0.55 Condition 1 0.11

Regulation 5 0.55 Requirement 1 0.11

Circular 5 0.55 Policy 1 0.11
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Quality Supervision and Inspection Center (Shanghai). The internal working
documents are weak in their influence on the development of satellite navigation.
Meanwhile, this kind of policy is more about industry development of satellite
navigation instead of system construction, application promotion, and international
cooperation.

4 Problems of China’s Satellite Navigation Policies

Based on the empirical data analysis above,it can be concluded that although
satellite navigation policies play an indispensable role in the administration,
operation and application of satellite navigation in China, there are still some
problems in practice, such as the lack of top-level policies, uneven organization of
the policy structure and imbalanced policy subjects, etc.

4.1 Lack of Top-Level Policy

Only 1.1% of the 909 satellite navigation political documents introduced in China
have been directly promulgated by the State Council, while the proportion of policy
documents promulgated by local governments reaches 66.6%. Due to the low law
enforcement and limited range of application, these policies have limited effects on
the guidance and standardization of the BDS. In China’s legal system, the major
laws which are related to satellite navigation are Surveying and Mapping Law of the
People’s Republic of China, Regulation of the People’s Republic of China on the
Management of Radio Operation and Regulation of the People’s Republic of China
on Controlling the Export of Guided Missiles and Related Items and Technologies.
But the main obligatory object of these laws is different from satellite navigation;
therefore, these legislation play limited roles in the guidance and standardization of
the system construction and industrial development of the BDS. In this empirical
research, it is apparent that the policy diffusion of satellite navigation moves from
the central to local, so it poses an urgent need for promulgating guiding policies at
the central level. Although the Regulations on Satellite Navigation of the People’s
Republic of China has been included in the legislative plan of the State Council in
2016, it is still in the process of drafting.

4.2 Uneven Organization of Policy Structure
and Arbitrariness in Policies

There is a structural imbalance in the distribution of industries and regions in the
current satellite navigation policies of China. As regards the content of policies,
they tend to focus on the application and industrial development of satellite

China’s Satellite Navigation Policy: Status Quo … 785



navigation while neglect the management system, intellectual property protection
and international cooperation of satellite navigation. In terms of the regional dis-
tribution of policies, the policies introduced in the more developed areas (east
China, south China, north China) account for 76% of the total, while those intro-
duced in underdeveloped area (northeast, northwest, southwest) account for only
24%. In addition, there is no rigorous and uniform specification for the title and
content of the political documents of satellite navigation, resulting in the uneven
types and formats of the policies and the failure in the formation of a reasonable
system. Moreover, the diversity of the titles of the political documents directly
reflects the arbitrariness of the policy, which may leads to the deficiency in policy
enforcement and the weakening of implementation.

4.3 Imbalanced Policy Subjects

The empirical study above demonstrates that the major policy subjects of satellite
navigation are the user department, such as the NASG and the Ministry of
Transport. The number of the policies promulgated by these two departments has
exceeded 1/3 of the total number of policies at the central level. However, the
specific supervision and management departments which are responsible for the
operation, maintenance, infrastructure construction, industrial promotion of the BDS
have only introduced few policies. What’s more, the policies promulgated by these
departments are relatively low at legal level and most of them are announcements
and instructions. This indicates that there are some problems in the administrative
subjects of satellite navigation, such as overlapping authorities and responsibilities,
unclear responsibilities as well as multi-authority administration. In addition, the
low policy-making participation of the major industry association of satellite nav-
igation has hindered the functioning of industry association, which is not conducive
to the development of satellite navigation.

5 Solutions

In order to solve the problems in the field of China’s satellite navigation policies,
this research attempts to propose concrete and feasible suggestions from the fol-
lowing three aspects: 1. the construction of the top-level policy system, 2. the
optimization of the policy structure, 3. the coordination of policy subjects.

5.1 To Improve the Policy System with Timely Promulgation
of Top-Level Policies

In order to provide a sound institutional environment for the construction, operation
and development of the BDS and to adapt to the current policy diffusion charac-
teristics in the field of satellite navigation, China is in urgent need of a top-level
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national regulation on satellite navigation. The fact that the existing satellite nav-
igation policies are mainly promulgated by the governmental sectors at the
provincial and municipal levels indicates a lack of universal binding force in leg-
islation and policy. Thus, the Regulations on Satellite Navigation of the People’s
Republic of China included in the legislation plan of the State Council in 2016
should be formulated in principles of strong guidance, wide coverage and high
feasibility, and should be implemented as soon as possible. At the same time, it
should stick to problem-orientation in the process of drafting and straighten out
some significant relationships, such as compulsory application and voluntary
application, the compatibility and interoperability between the BDS and other
satellite navigation systems as well as military and civilian boundaries, etc.

In addition, the relationship with existing laws and regulations in the process of
drafting should be properly handled. On the one hand, the regulation ought to
absorb the opinions of various departments at all levels, avoiding conflicts with
existing laws and regulations especially like the Surveying and Mapping Law of the
People’s Republic of China and the Regulation of the People’s Republic of China
on the Management of Radio Operation. On the other hand, the Regulation should
give full play to the role of guidance and standardization, as well as absorb the
achievements of the existing satellite navigation policies, guaranteeing the conti-
nuity, stability, timeliness, standardization and innovation of policies. After the
regulation promulgating, departments of the State Council and local governments
should be encouraged to promulgate relevant supporting and implementation
policies on the basis of the Regulation. Finally, a policy system with clear hierarchy
and comprehensive type will be formed. In order to gradually change from
administered policy management to legalized governance, those policies that have a
significant effect in implementation to legislation should be timely transferred.

5.2 To Promote Industrial Development and Optimize
Policy Structure

The development of industry is the foundation and vital driving force for the
technological progress and the promotion of satellite navigation. Thus, in order to
serve the national strategy and promote the development of civil-military integra-
tion in the field of satellite navigation, it’s necessary to continually make industrial
policies of satellite navigation and take the industrial promotion policies of satellite
navigation as a breakthrough to construct a comprehensive system of satellite
navigation policies. To ensure the sustainable development of the satellite navi-
gation industry, it’s necessary to conduct standard norms and strict management on
production and service quality standard of satellite navigation. In addition, it should
take industry standards and application specifications in account, in order to avoid
illegal conducts such as user privacy disclosure caused by improper transaction and
the abuse of navigation data.
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Meanwhile, the heavy reliance on announcement-dominated compulsory
administrative policies should also be avoided in the choice of policy tools.
Encouraging policies shall be multiply adapted to upgrading the satellite navigation
industry from the aspects of markets regulation, fiscal and taxation support, pro-
gramming and construction and personnel training. Domestically, regional indus-
trial development policies should be made based on local conditions to balance the
imbalance among regions. Internationally, it should take full advantage of inter-
national rules to cancel the contradictions between domestic rules and international
rules by promulgating mandatory application polices of satellite navigation in a
reasonable range to guarantee the international market share of the BDS.

5.3 To Coordinate the Relationships Between Policy
Subjects and Guarantee the Implementation of Policies

As a means of administration, the effectiveness of polices depends on the imple-
mentation of functional departments. It is crucial to coordinate the relationship
between policy subjects and clarify the responsibilities, rights and obligations. In
order to solve the problems effectively in the current administrative system, it
should follow the other satellite navigation systems to establish an inter-sectoral and
civil-military integrated management agency and clarify its legal status, rights and
obligations.

Secondly, a special policy supervision and enforcement office should be set up
under the comprehensive and coordinated management agency. For both business
and public users, on the one hand, the office implements the publicity and education
of satellite navigation policies; on the other hand, it regularly evaluates the effects of
satellite navigation policies. At the same time, it should also clearly endow the
industry association the functions of coordination and supervision, in order to
enhance the effect of coordination and support of industry associations. The clarity
of authority and responsibility not only prevents the policy subjects from shifting
the blame to each other, but also ensure the effectiveness of supervision.

Finally, the comprehensive and coordinated management agency should orga-
nize think-tanks of satellite navigation policies via recruiting technical,
policy-making, and legislative experts. It shall then carry out the policy and
strategic of satellite navigation research and provide consultation for the formula-
tion, implementation and evaluation of satellite navigation policies. Meanwhile,
targeting at the specific problems in the construction of satellite navigation policy
system, the government shall also encourage non-governmental think-tanks to offer
optimal policy options.
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On the Trademark Pledge for Beidou
Satellite Navigation Industrialization

Huan Yan

Abstract Since deployed into use, Beidou navigation satellite system has gradu-
ally play its role in the field. However, there is still a long way to catch the
advanced system like GPS in US or European Galileo. The industrialization of
Beidou is the necessary way for further development. The foundation of the suc-
cessful development of the industry is based on financing. And as a technical
copyright, trademark in the course of enterprise development which is a sign of
modern society. The use of trademark rights financing in the United States and
other countries has become an important means of investment and financing of
scientific and technological enterprises, but in China is still in the exploratory stage.
This paper is based on the analysis of the current situation, and following the
experience of United States, then propose some method to improve the Beidou
trademark pledge.

Keywords Trademark right � Pledge financing � Pledge assessment

1 Introduction

In the life changing technology today, a variety of high-tech products into pro-
duction market, bring convenience to life. For example, compared to early traffic is
not convenient, to the distance is more restricted by time rather than travel.
Nowadays, people use mobile phone navigation travel is very common, go all
around the world are extremely easy. Instead of on the road do not understand, can
only rely on the only data exploration. The reason to have such an advantage, all
rely on the development of the navigation system.

The current global navigation system is Galileo navigation system GPS of the
United States and Europe, especially the GPS system of the United States to pro-
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Fig. 1 The development of Gaode Map’s Capital

vide services for a number of global navigation App Co, only in terms of travel is
like Google maps, foreign GRT, High German map and all kinds of public services
in China. While providing convenience for life, it is a great opportunity.

On this basis, derived from relying on the navigation system and the industrial
chain, Beidou navigation satellite system developed in China is going to the world’s
three largest GPS and Galileo navigation system in the technical field, and its
market prospect is optimistic. But in the competition to find a place to even win,
rely on not only is the leading technology, is a kind of brand symbol is the legal!
Brand trademark (Fig. 1).

2 Current Situation of Trademark Pledge

2.1 Trademark Pledge

A trademark is a kind of intangible assets has considerable economic value in the
market. The products can be compared to the actual measure, the trademark is the
product quality, a comprehensive reflection of the connotation and the enterprise
culture, and the trademark is reusable, without space time constraints, and has
received much attention in the modern market economy. The vast majority of
enterprises a registered trademark moves in the beginning. But the trademark and
the well-known trademark is still a big difference in the market economy, which
directly determines the value of the trademark, the trademark can affect the success
as a means of financing function for the development of enterprises.

Property as a trademark of intellectual property with the property, according to
the provisions of the State Intellectual Property Office, trademark as intangible
assets in bank financing, the trademark right is a right, according to the provisions
of China’s “guarantee law”, the trademark rights in the bank as collateral financing
should be used when the pledge.
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2.2 Current Situation of Trademark Pledge

2.2.1 Imperfect Trademark Pledge Related Legal System

At present there is no legal norms about trademark right financing, the relevant legal
provisions are limited to Trademark Law and the guarantee law, more reflected in
the bank loan financing requirements, and more based on the terms of the contract,
so it is difficult to avoid the one-sided situation, enterprises to obtain bank the loan
support, it is difficult to avoid to give up self-rights as a condition that is not
conducive to the protection of intellectual property rights, thereby affecting the
long-term development of copyright, copyright and utility is also difficult to play.

Perfect laws and regulations is the best way to guarantee the rights and obli-
gations, the protection of property rights is the development of the Trademark Law
emphasizes the only way which must be passed. The application and validity of
trademark, the trademark rights provisions of the lack of the use of the trademark.
The property right is only legal support, is the attribute level textbooks, lack of
mandatory legal provisions in practice. Support, and in the property or property
rights is not clear but the proportion of unknown circumstances, will inevitably
have the right to dispute, this is a big obstacle to the development of enterprises.

Guarantee law, the provisions of the right financing is vaguer, even often is
mortgage or pledge of rights for debate. There is no doubt that the pledge, but
because of the provisions of the fuzzy, a large number of manpower consumption in
the aspects of the debate, it is more effect on the loss outweighs the gain, after the
share of financing decisions.

2.2.2 Imperfect Trademark Pledge Related Policies

China’s current economic system with the public ownership as the main body of
common development of multi ownership economy, which determines the guidance
and support of China’s current economic development still needs government
policy. Beidou navigation satellite system is the first military posture for the
development, in all the key nodes are constrained by the national security legal
system the system, such as “People’s Republic of China state secrets law”. In the
critical period of conversion, some core technologies are required to facilitate the
policy guidance of the government, enterprises, and then enter the field of financing.
If only the brand effect of the Beidou navigation and lack of substantive support to
the connotation of the brand, is the pledge of both sides is not ideal the situation
will greatly affect the long-term development, and seriously influence the process of
industrialization.

Now, our country from the central and local governments were not issued special
copyright financing regulations, is only in the form of a document policy guidance
is to encourage the emergence of posture, never have guidance or practical policy
formal, in the actual operation, no relevant industry guild in this restriction. Cause
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out of order in the actual operation, many previous mode states. China is a civil law
country, the spirit of the subject is the standardization of regulations, but in practice
the application case law of Anglo American law system, not many chaos laughable.

2.2.3 Lack of Pledge Assessment Professional

Still need professional personnel in participating in the assessment process, which
requires the relevant staff not only need to have their own professional quality, but
also to have the legal, economic and other knowledge, but in reality, the lack of
these talents evaluation. In the past, the copyright in the process of financing, the
evaluation is completed by financial institutions, bank employees the lending
industry to understand the detailed rules, but the majority of bank lending for real
estate mortgage, pledge loan business of the bank on the lack of, also is for the
corresponding national call, provide the corresponding service, but the practice is
less and less.

Which is the idea of operators, but require employees to have much knowledge
is the ideal state. Most of the operators are hoping the ideal state, but its cost is
enormous, investment return is whether you can get everyone in consideration. And
hired as a versatile talent employment to parity work personnel to ensure the money
is not paid.

Such embarrassing situation caused by a large loss of capital or value is reduced
use are detrimental to industrial development.

3 Relevant Experience of Foreign Trademark
Right Pledge

3.1 Relevant Laws and Regulations Policy

According to the latest statistics of American Google Corporation with a brand
value of $229 billion to become the world’s first. The Google Corporation mainly
relies on the United States GPS satellite navigation market value of derivative
products, the same industry occupies most of the market share, determines the
development direction and trend of the industry to a certain extent. The success of
the Google Corporation is not only its excellent technology advanced management
results that is more legal guarantee. Throughout the United States, the laws on
intellectual property development, in every important historical node have left
traces of legal development progress.

The development of better protection of intellectual property rights, intellectual
property rights amendment act, according to the characteristics of the rapid
development of intellectual property rights, since the beginning of twentieth
Century is the establishment of the intellectual property rights specialized
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institutions, promote the development of copyright protection in the name of the
country, this is the United States copyright has many enterprises laid a solid
foundation.

After the United States in 1986 through the “technology transfer law”, the
research institutions will contract, trademark licensing and transfer are included in
the work of scientific research institutions. Founded in 1992, the national tech-
nology transfer centre, specifically related to intellectual property management
training, the American science and Technology Laboratory for unified manage-
ment, combined with the existing research results the establishment of application
technology consultation system, market assessment, market research and technol-
ogy intermediary work. In cooperation with the Federal Laboratory Centre for
technology transfer, technical cooperation through the six regional centre for
technology transfer, market investigation and evaluation of technology intermedi-
ary and so on.

Research shows, copyright, patent, trademark occupy eighty percent of the
market value of Listed Companies in the United States, this from the angle of
economy greatly inspired the development of the legal system and mature.
The huge market share and the need to regulate the legal constraints.

3.2 Perfect Policy Mechanism

The United States has a sound trademark protection bureau and related policy
support mature, mainly be responsible for the administrative management of
trademark and patent, trademark application and application of convenient service
enterprises. The Trademark Office has now implemented enterprise management,
market regulation aims to better follow the pace of the market, to provide the most
effective protection for trademark management. According to the twenty-first
Century strategic plan for U.S. trademark the Bureau, from a macro point of view,
put forward to promote the continuous development of copyright, trademark of the
impact of globalization, encourage innovation and investment.

At the institutional level, the United States established three outstanding
systems.

3.2.1 First Invention Rule

Pay attention to the protection to the inventors, from the level of control, with the
invention of confrontation is the importance of property rights registration,
encourage a great performance of invention. In the American dream with the
greatest interest to encourage expansion of new creation. If new inventions or to be
a registered trademark has been registered in the Bureau of copyright or Trademark
Management Council may raise objections, the burden of proof further proof, if
there is ample evidence, can judge the first registration is invalid. This measure can
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not only maximize the protection of the rights of human rights, it can promote the
development of the United States registration management system, strict screening
of the market, to provide a solid foundation for trademark rights financing. To avoid
damage due to disputes caused by corporate interests, and then influence the
development.

Especially in science and technology enterprises, the application of any trade-
mark or patent is the enterprise survival guarantee, the trademark system is not only
convenient smooth and clean enterprise investment and financing side, is a pow-
erful means of enterprise competition. In the space science and technology enter-
prises, the navigation system used by enterprises accounted for the vast majority of
market share, with navigation technology the basis of brand creation, brand effect to
expand the development of navigation technology industrialization, is every prac-
titioner direction. Even in successfully occupied the global market share today, also
can not ignore the protection of trademark rights.

3.2.2 Grace Period Rule

In the vast majority of the world’s legal system are required to complete the work in
the creation of trademark registration before the registration, as an entity, not
directly to the unknown state registration. The provisions of the United States a
grace period of twelve months. At the same time, the Paris convention also provides
a foreign inventor in the United States apply within one year.

Creation is the accumulation of a process, providing time convenience for the
stakeholders, can better promote the creation of creative quality. Excellent works
can play a greater role.

In the navigation enterprise, satellite navigation technology related are very
strange market for ordinary consumers, one must understand the meaning of
symbols is not possible, but through a sign can clear guidance of product attributes,
it is possible. It condenses a wisdom of great intellectual achievements the author
the use of the system. The grace period, great to meet the needs of the accumulation
of the creation process.

3.2.3 First Usage Rule

The United States trademark law gives the right to use trademark user. First to use is
a prerequisite for registration. After receiving the tort litigation, first use is
important litigation evidence. It helps protect the interests of trademark rights, but
also invest more in the industry after the first test in the market to be registered in
the trademark. Mark after five years of challenge period, in five years, if the other
enterprises registered trademark objection or unknown ownership situation, but
judicial proceedings, if after five years, even if there are no dispute litigation rights
of trademark rights in the market. This is a major feature, avoid confuse the public
the phenomenon. After five years of market baptism, the same trademark has been
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recognized, the related benefit derived have been produced, the open market atti-
tude allows the existence of dispute, but the dispute cannot affect the fundamental
and development of the market.

3.3 Perfect Assessment System

Germany, as an advanced capitalist country, has a unique appraiser system worth
learning from.

3.3.1 Establishment of Evaluation Training Institutions

To the public in the form of government established assessment of professional
training institutions, strictly regulate the assessment of the training system. It can
realize the comprehensive development of the evaluation, but also avoid the market
assessment of the phenomenon of uneven in quality.

3.3.2 Establishment Assessment System

Through the government assessment, assessment of occupation qualification only
after the assessment work. In bank lending to the assessment of assets, only the
professional assessment personnel issued results have legal effect.

4 Perfection of Trademark Right Financing System
in China

In the last century, the United States in 60s film “graduates”, leading to everyone
shouting “the future is plastic era, plastic industry influenced the whole generation
lifestyle change, and now, the shouting will become” the present era is the era of
intellectual property rights. “Copyright of life deep influence there is no compar-
ison”. From a global perspective, the global top five brands are science and tech-
nology enterprises (Table 1):

Table 1 The global top five
brands with their value

Company Value (Billion)

1 Google 2290

2 Apple 2280

3 Microsoft 1220

4 AT&T 1070

5 Facebook 1030
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The vigorous development of science and technology enterprises is the top
priority of China’s economic transformation, at present, relying on GPS satellite
navigation system of High German location services, with absolute advantage
occupies a large market share, its form as shown (Fig. 2).

Although China has broad market prospects, but there are deficiencies in the
system norms, the need to learn from advanced foreign experience can play a role.

4.1 Improve Trademark Rights Pledge Financing
Laws and Regulations

4.1.1 Form the Norms of Legal

The existing norms to regulate the form into law to restrict the legislation and
related work. After amending the law is a law in the process of keeping pace with
the times, is a necessary process. We should take a positive attitude to cope with
this change. At the same time, combined with the reality of our country, drawing on
the essence of his country’s success take, summed up China’s intellectual property
rights pledge financing way.

4.1.2 Clear the Right with Legal

China’s current “trademark law” and “guarantee law” is not clear right of trademark
is to pledge financing way, only to clear the rights pledge rather than rights can be
realized. The establishment of standardized way of financing regular financing
behavior. Restrictions on borrowing rights and obligations of both parties, taxable
behavior, delivery mode, result of behavior.
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4.1.3 Clear the Obligation by Legal

To ensure the full compliance of the financing behavior, both parties must maintain
their obligations. The obligation is the center of their own should do for others and
society. But for now, the financing behavior of the trademark does not expressly
prescribe by law, and the obligation has no definite regulations. Ensure for the
rational allocation of interests, the obligations of the provisions and necessary.

4.2 Improve Policy Guidance and Establish Industry Norms

China is currently in the form of government policy guidance and other forms of
business norms within the industry, that is, the system is not standardized. In order
to ensure the development of industrialization, we must first establish the policy.

Government to establish tax, loan interest rates, customs and other related
conducive to Beidou navigation satellite system of industrial development policy.

4.3 Perfecting the Training Mechanism of Appraiser

Government led, relying on financial institutions to support, improve the evaluation
of training mechanisms.

Government official assessment training institutions, professional teacher policy
interpretation, assessment mechanism, assessment of qualified people to grant the
certificate form. Usually, this kind of assessment are not employed in various types
of financial institutions to provide loans, both exist with independent third-party
attitude. In order to ensure the interests of both sides by financing all.
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Study on the Development Strategy
of Legal System of China’s Satellite
Navigation System Based
on AHP-SWOT Analysis

Yingjie Du

Abstract The legal system of satellite navigation is the basis for the development
and application of national satellite navigation. At present, the administerment and
generalization about satellite navigation system still mainly depend on the policies
of government. Lawlessness is the main problem of the construction of legal system
of China’s satellite navigation system. To get more scientific development strategy
of legal system of satellite navigation, the treatise puts to use the method of SWOT
to analysis the status quo of legal system of satellite navigation from the aspects
such as the strength, weakness, opportunities and threats. Based on the analysis of
the above, the treatise uses the method of AHP to get the sort of development
strategy of the legal system of satellite navigation. Then based on the sort, the
treatise not only gets the best development strategy of the legal system of satellite
navigation, but also puts forward the concrete suggestions.

Keywords Satellite navigation system � Legal system � SWOT � AHP

The report of the 19th National Congress of the CPC has pointed out that we would
carry out lawmaking in a well-conceived and democratic way in accordance with
law, so that good laws are made to promote development and ensure good gov-
ernance [2]. As the typical project of the national military and civilian integration
and the major space-time infrastructure, the satellite navigation system is a matter of
national security, the national economy and the people’s livelihood. Therefore, it is
necessary to not only give full play to the regulation, guidance and guarantee of the
laws and regulations, but also bring the construction, development, application and
promotion of the satellite navigation system into the track of the rule of law to
ensure the healthy and safe development of the satellite navigation system.
Lawlessness is the main problem of the development of legal system of satellite
navigation system. To get more scientific development strategy of legal system of
satellite navigation, the treatise puts to use the method of SWOT to analysis the
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status quo of legal system of satellite navigation from the aspects such as the
strength, weakness, opportunities and threats. Based on the analysis of the above,
the treatise uses the method of AHP to get the sort of development strategy of the
legal system of satellite navigation. Then, the treatise not only gets the best
development strategy of the legal system of satellite navigation, but also puts
forward the concrete suggestions which is helpful to improve the level of legal
system of the satellite navigation system.

1 Basic Models and Methods

The treatise uses the SWOT analysis method to qualitatively analyze the situation
of China’s satellite navigation legal system construction, and build the AHP model
based on the analysis results, then conduct quantitative analysis of all the factors in
the model, and put forward specific proposals for improving the legal system of
China’s satellite navigation.

1.1 SWOT Analysis Method

The SWOT analysis is also known as situation analysis. Among them, S is strength;
W is weaknesses; O is opportunity, and T is threat. SWOT analysis method is firstly
put forward by K�J�Andrews. It is based on the strength, weakness, opportunities
and threats of its environment, so as to formulate development strategies. The basic
principle is to make full use of external opportunities, effectively evade external
threat and give full play to internal strength and overcome internal weakness. In the
course of studying, the following theoretical model is used to analyze the factors
that affect the development situation as shown in Fig. 1.

Break through weakes and make 

use of opportunities
Opportunity

Threat

Weak Strength

Protruding strengh and make use 

of opportunities

Break through weakes

and evade the threats

Protruding strengh and evade 

the threats

Fig. 1 Logical relation of SWOT
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1.2 AHP Analysis Method

The analytic hierarchy process is referred as AHP. Its basic principle is based on the
nature of the problems and achieves the overall objective of the problems. The
problem is decomposed into different components. Then according to the rela-
tionship between influence factors and affiliation to the factors at different levels of
aggregation combinations, forming a multi-layered structure model of the thus, the
problem is reduced to the lowest level (for decision schemes and measures) relative
to the top (target) to determine the relative merits of the order of the schedule or the
relative weight, then get the solution or target the quantitative description of the
relative importance. When using the analytic hierarchy process to build the system
model, it can be generally divided into four steps: Firstly, establishing the hierar-
chical structure model; Secondly, constructing the judgement matrix (paired com-
parison); Thirdly, ranking single level and checking its consistency; Fourth, ranking
and checking the consistency of the hierarchy.

1.3 Coordination Analysis Between SWOT and AHP

The advantage of the SWOT method is to consider the problem comprehensively
and intuitively. It can combine closely the diagnosis and prescriptions of the
problem with strong persuasiveness. The shortage lies in the qualitative analysis
and the lack of quantitative analysis. The advantage of the AHP method is sys-
tematic, practical and succinct. Combining qualitative and quantitative methods, it
can deal with many practical problems which cannot be started with traditional
optimization technology. This treatise uses SWOT analysis method to analyze the
strength, weakness, opportunities and threats of legal system of satellite navigation
in our country, putting the AHP analysis method into the SWOT analysis method,
to provide the best reference for strengthening the legal system of satellite navi-
gation, and put forward the corresponding countermeasures suggestions, and strive
to make the suggestions more targeted.

2 Status Quo of Legal System of Satellite Navigation
Based on the SWOT

2.1 Strength

2.1.1 Exterior Environment of Law-Based Governance in All Fields

Since the 18th National Congress of the CPC, the CPC Central Committee with Xi
Jinping as the core has risen to rule the country by law and become the basic
strategy of governing the country. Ruling of law has become the basic way of

Study on the Development Strategy of Legal System of China’s … 803



governing the country. The rule of law has appeared 55 times in the report of the
19th National Congress of the CPC. All these directly indicate a new era of rule of
law is coming. The rule of law has been formed in accordance with the law, the
finding of the law, the use of the problem and the solution of the contradiction. The
change of external environment will inevitably require satellite navigation system to
go on the track of rule of law. Relying on the perfect and sound legal system to
ensure the healthy and rapid development of satellite navigation system, it objec-
tively brings about the realistic need for the legal system of satellite navigation
system.

2.1.2 Support from the Government and Army

As the typical project of the national military and civilian integration and the major
space-time infrastructure, the perfection of legal system of China’s satellite navi-
gation system is supported by the government and army. The general secretary Xi
has asked us to strengthen the construction and development of the legal system of
satellite navigation. The Satellite Navigation Rules has been included in the leg-
islation plan by the General Armaments Department. The State Council has the
Satellite Navigation Rules be included in the 2016 legislative plan as the legislative
project of the implementation of the national security strategy and the maintenance
of national security. Yang Changfeng, as the chief designer of satellite navigation
was the leader of the leading group of satellite navigation major projects. The
drafting group was made up of the member units of the major special leading group
of satellite navigation. The executive unit of drafting was Beijing University of
Aeronautics and Astronautics.

2.1.3 Practical Need of the National Development Strategy

Achieving greater military-civilian integration and pursuing the Belt and Road
initiative are the national development and major tasks. As the important part of
project of the national military and civilian integration and the Belt and Road
initiative, the satellite navigation system is a matter of national long-term devel-
opment and the people’s livelihood. Therefore, it is inevitable demand of the legal
system of satellite navigation to ensure the realization of greater military-civilian
integration and pursuing the Belt and Road initiative with the power of law. At
present, the policies and regulations of the satellite navigation system are still not
perfect, not necessary, not convergence, which has caused the channel of
military-civilian integration is not smooth. To achieve greater military-civilian
integration, it is urgent for advancing the relevant policies, laws and regulations to
guide and standardize the construction, management and application of the satellite
navigation. In addition, as the important content of Belt and Road Initiative, law-
lessness will be the important problem when we render services for the counties and
areas along the line of the Belt and Road.

804 Y. Du



2.2 Weakness

2.2.1 Lower Level of Administration by Law

Since the 18th National Congress of the CPC, the rule of law has been the basic
way to rule the country. Under the background of law-based governance in all
fields, the level of the administration by law in all walks of life has been greatly
raised. However, in the field of satellite navigation, influenced by the long-term
planned economic and the complexity of the satellite navigation, the level of
administration by law is still lower than other fields. For example, in the existing
regulation system, the Regulations on the Application of Satellite Navigation issued
by the General Staff Department is in the scope of the law. Beyond that, they are all
policies. The policy is still the main basis for the adjustment of the legal relations in
the satellite navigation field. In view of the inherent defects in the execution of the
policy, the level of administration by law has lagged far behind the construction and
development of the satellite navigation system.

2.2.2 Imperfection of the Rule of Law

Although, in 2011 China had announced that the socialist legal system with
Chinese characteristics which were made up with the constitution, constitutive law,
civil law and other laws had been formed. Frankly, the level of the legal system is
still relatively low. And it has not covered all areas. As a new field, satellite
navigation has the characteristics of comprehensiveness. The legal system has not
thorough covered this field. In practice, it mainly relies on administrative policies to
adjust its construction, development, popularization and application. The way of
relying mainly on habits and experience to solve the problems has not been changed
significantly.

2.2.3 Incompetence of Legal Talent

Under the background of law-based governance in all fields, with the acceptance of
the rule of law, the law literacy of the people has been generally promoted.
However, as a job with professional and technical requirements, legislation not only
requires the staffs have professional legal knowledge, but also must have corre-
sponding technological knowledge. As the national high-end technology industry,
satellite navigation has made unprecedented demands for the staffs—not only have
the knowledge of legislation, but also have the knowledge of satellite navigation.
However, incompetence of legal talent is far from the requirements which seriously
has been the important factor of affecting the development of the legal system in the
field of satellite navigation.
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2.2.4 Disparity Between Our and Foreign Countries

At present, there are three satellite navigation systems in the world in addition
Beidou which have been put into use of providing the service signal: GPS of US,
GLONASS of Russia, and GALILEO of Europe. Among them, as the earliest
GNSS developers, the GPS related legislation has been more mature; While the
speed of development of the GALILEO of Europe lags behind slightly, its legal
system is more perfect. Because the GLONASS of Russia has developed many
years, its supporting policies and rules are also perfect [1]. We has not yet had a
special regulation related to the satellite navigation. The deficiency of legislation
has been unable to satisfy the development of satellite navigation.

2.3 Opportunities

2.3.1 Requirement of System of Rule of Law

The report of the 19th National Congress of the CPC has pointed out that we must
improve the Chinese socialist system of laws, at the heart of which is the
Constitution; establish a Chinese system of socialist rule of law [3]. As the typical
project of the national military and civilian integration and the major space-time
infrastructure, it is necessary to give full play to the regulation, guidance and
guarantee of the laws and regulations to ensure the healthy and safe development of
the satellite navigation system. Therefore, it is the objective and inevitable
requirement of development of satellite navigation to perfect the system of legal. It
is also the important content and concrete measures for carrying out great spirits of
the 19th National Congress of the CPC and the Xi Jinping’s great strategic thoughts
of ruling the country of the law in the new era. It is also the important contents and
concrete measures for establishing a Chinese system of socialist rule of law.

2.3.2 Requirement of Civil-Military Integration

The general secretary Xi has pointed that we would deepen reform of
defense-related science, technology, and industry, achieve greater military-civilian
integration. As a national civil military integration of major industrial projects, it is
prerequisite for using the rule of law to promote and ensure the deep integration of
satellite navigation system and speeding up the formation of the deep development
pattern of the integration of military and civilian. The military and civilian inte-
gration of the satellite navigation system needs not only the support and encour-
agement of the policy platform, but also the guarantee of the legal system.
Therefore, perfecting the legal system of satellite navigation, creating the atmo-
sphere of civil military integration, giving full play to the role of laws and
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regulations, are the inevitable requirement to ensure the healthy development of the
satellite navigation system. It is also the objective needs of promoting the level of
the depth development of civil military integration of the whole country.

2.3.3 Requirement of Development of Satellite Navigation System

The experience of human progress tells us that standardization, immobilization,
normalization and scientization is the most scientific and convenient way to manage
the rule of law. As the national construction of the important pillar industry and the
major state space infrastructure, construction and application of satellite navigation
system are related to thousands of people, the livelihood of every family. The
construction and application of satellite navigation system is related to thousands of
people, interests of everyone. It will also affect the security and development of the
country. In this case, it is inevitable choice of solving all the problems of con-
struction, promotion, development, construction and management with the rule of
law to ensure the construction and management of the satellite navigation system.

2.3.4 Requirement of International Co-operation

As a global navigation satellite system, the technology and products of satellite
navigation system must combine with international standards. Therefore, in order to
ensure China’s satellite navigation system to better the national market, especially
with the further development of the Belt and Road initiative, to ensure the coop-
eration and compatibility with other satellite navigation systems, we must abide by
the international treaties and international rules. Except that, we also need to
transform them in the domestic legislation and take use of the mandatory, nor-
malization and guidance of laws to guarantee the development of satellite naviga-
tion system. At present, the deficiency of legislation has been the important obstacle
of creating a international brand, the initiative of international co-operation and the
internationalization of satellite navigation system. We must break the current
unfavorable situation that mainly takes policy as the main mean of adjustment to
promote the level of the internationalization of the satellite navigation industry.

2.4 Threats

2.4.1 Aggravation of International Competition

With the development of satellite navigation system and pursuing the Belt and
Road initiative, the pressure coming from international competition is growing. The
competition between the owned satellite navigation systems countries are more
fierce. As mentioned in the previous article, the legal system of satellite navigation
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systems in our country has lagged behind other countries. The deficiency of leg-
islation has been the important obstacle of creating a international brand, the ini-
tiative of international co-operation and the internationalization of satellite
navigation system.

2.4.2 Swiftness of Industry Development

By 2020, our satellite navigation system will serve as a global user service. The
system of policies, regulations and standards of the satellite navigation system is
unperfect. The system including market access, application, policies supporting,
technical standard and personnel training has not yet formed. Because of the
deficiency of unified industrial organization policy, malign competition is popular
in the practice. Due to the lack of unified market access criteria, excessive inter-
vention, small scale and low level of business are pressing issues. It is urgent to
establish an application system of satellite navigation.

2.4.3 Inadequateness of Theoretical Research

Although the satellite navigation system in China started late, the construction and
development of satellite navigation system has made great achievements in recent
years. However, the achievements and prosperity of the technical level did not bring
about the same degree of development to the theory and practice of the construction
of the satellite navigation system. At present, there are few theoretical results that
can be found related to the construction of the satellite navigation system. The lack
of theoretical research has also created a realistic obstacle for the development of
satellite navigation system.

3 Selection of Development Strategies of Legal System

3.1 Building Model of SWOT Analysis

Based on the above analysis, we can get the analysis model of SWOT analysis
about the development strategy of legal system of China’s satellite navigation
system as shown in Fig. 2.

3.1.1 SO Strategy

The SO strategy is based on the development strategy of intersecting the internal
and external opportunities. According to the analysis, the development of legal
system must be based on the construction of Chinese socialism law system, take
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advantage of the support from the CPC and the country, satisfy the needs of
national development strategy and the construction, abide by the practice of the
development of the satellite navigation.

3.1.2 WO Strategy

The WO strategy is a development strategy based on the cross analysis of external
opportunities. According to the analysis, we must deepen the rule of law and
constantly improve the level of administration according to law, perfect the legal
system, learn foreign advanced legislative experience, accelerate the law talent
training, update the training concept, broaden the training channels, to meet the
needs of personnel.

3.1.3 ST Strategy

The ST strategy is a development strategy based on the cross analysis of internal
strength and environmental threats. According to the analysis, we should carefully
analyze the development trend of the international satellite navigation, analyze and
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Fig. 2 Model of legal system of satellite navigation based on the SWOT
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compare the strength and weakness of our satellite navigation system and other
satellite navigation systems, and strengthen the basic theoretical research on the
legal system of the satellite navigation.

3.1.4 WT Strategy

WT strategy is the development strategy based on the cross analysis of the
weakness and external threats. When perfecting the legal system satellite naviga-
tion, we must constantly strengthen thinking of the rule of law, learn from foreign
advanced legislative experience, strengthen the training of rule of law talents in the
field of satellite navigation, and constantly perfect the system of satellite navigation
regulations.

3.2 Hierarchical Analysis of the Perfection Strategy
of Legal System

Using the analytic hierarchy process, we will decompose the internal and external
factors of the perfection of the legal system of the satellite navigation. Based on
these, we will design a questionnaire, score according to the 1–4 scale method,
build judgement matrix, calculate the maximum eigenvalue (kmax) corresponding to
the feature vector of W, and test the consistency as shown in Table 1.

The judgment matrix of each level is determined by the expert scoring method as
shown in Tables 2, 3, 4, 5 and 6.

WS = [0.539 0.1634 0.297]T, kmax = 3.0092, CI = 0.0046, RI = 0.58,
CR = 0.008 < 0.1. The obtained outcome satisfies the consistency test.

Ww = [0.1388 0.3856 0.3007 0.1749]T, kmax = 4.165, CI = 0.055, RI = 0.9,
CR = 0.061 < 0.1. The obtained outcome satisfies the consistency test.

Wo = [0.4152 0.1263 0.1933 0.2652]T, kmax = 4.2298, CI = 0.0766, RI = 0.9,
CR = 0.085 < 0.1. The obtained outcome satisfies the consistency test.

Table 1 Index scale

0 1 2 3 4

Strength No strength A little
strength

Great
strength

Striking
strength

Absolute
strength

Weakness No
weakness

A little
weakness

Great
weakness

Striking
weakness

Absolute
weakness

Opportunities No
opportunities

A little
opportunities

Great
opportunities

Striking
opportunities

Absolute
opportunities

Threats No threats A little
threats

Great threats Striking
threats

Absolute
threats
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WT = [03108 0.3916 0.4934]T, kmax = 3.0459, CI = 0.023, RI = 0.58,
CR = 0.04 < 0.1. The obtained outcome satisfies the consistency test.

WA = [0.4445 0.1072 0.2832 0.1651]T, kmax = 4.0712, CI = 0.0237, RI = 0.9,
CR = 0.0263 < 0.1. The obtained outcome satisfies the consistency test.

Finally, the overall ranking of the total objectives is carried out. The results are
shown in Table 7.

From Table 7, we can see that the maximum weights are S3 = 0.24,
W3 = 0.041, O3 = 0.118, T2 = 0.081, and now we can use SWOT quadrilateral to
make choices as shown in Fig. 3.

Table 2 Judgement matrix S
for its own strength

S S1 S2 S3
S1 1 3 2

S2 1/3 1 1/2

S3 1/2 2 1

Table 3 Judgement matrix
W for its own weakness

S W1 W2 W3 W4

W1 1 1/2 1/2 1/2

W2 2 1 2 2

W3 3 1/2 1 2

W4 2 1/3 1/2 1

Table 4 Judgement matrix O
for external opportunities

O O1 O2 O3 O4

O1 1 2 2 3

O2 1/2 1 1/3 1/2

O3 1/2 2 1 1/2

O4 1/2 2 2 1

Table 5 Judgement matrix T
for external threats

T T1 T2 T3

T1 1 2 1/2

T2 1/2 1 1/2

T3 2 2 1

Table 6 Judgement matrix A
for the strategy selection of
legal system of satellite
navigation

A S W O T

S 1 3 2 3

W 1/3 1 1/3 1/2

O 1/2 3 1 2

T 1/3 2 1/2 1
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According to Fig. 3, the area of the quadrant triangles is calculated respectively,
and the results are obtained as shown in Table 8.

According to the order of area size, the SO strategy is selected as the best
strategy.

4 Suggestions on Perfection the Legal System
of Satellite Navigation

The rule of law is the important, good law is the premise of good governance. In
view of China’s current legislation situation of the satellite navigation, we should
adhere to the approaches of giving priority to the theories, conceptual optimization

Table 7 The overall ranking of strategy selection of legal system of satellite navigation

x1 x2 x3 x4

S 0.24 0.073 0.132 0

W 0.15 0.041 0.032 0.019

O 0.118 0.036 0.055 0.075

T 0.051 0.065 0.081 0

opportuni es

weakness

strength

threats

Fig. 3 SWOT quadrilateral strategy selection analysis diagram

Table 8 Triangle area of
strategy selection basen on
SWOT

SΔ SAO SΔ WAO SΔ SAT SΔ WAT

Area 0.014 0.002 0.002 0.01
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complete system, focused. Based on these, we will form the regulations of the
satellite navigation system with the characteristics of the clarity of hierarchy, rea-
sonable classification, specific and detailed to solve the problems of lawless of
satellite navigation.

4.1 Establish the Legislative Model of Satellite Navigation

Before defining the specific content of the legislation of the satellite navigation
system in China, we should firstly make clear what kind of legislative mode should
be adopted. Through combing the legislation of the European Union, the US and
the Russian satellite navigation, especially the domestic legislation of the US and
Russia, we can find that there are mainly two models of the current world satellite
navigation legislation: One is the sub—law integration mode, also known as the
American model. It makes special legislation in accordance with its specific
problems. The other is the mother law navigation model, also known as the Russian
model which makes the basic law of guided satellite navigation be formulated.
Considering our country’s legislative tradition and national conditions, the author
tends to the Russian model.

The reasons are as follows: Firstly, China has make the space legislation put on
the legislative agenda. The Act of Space Activities is expected in recent years. As
the part of the space activities, we can program the basic question of satellite
navigation. Secondly, China’s basic rules for regulating satellite navigation; the
Satellite Navigation Ordinance has entered the stage of practical legislation, regu-
lating and adjusting the basic laws and regulations in the field of satellite naviga-
tion. The Satellite Navigation Ordinance is expected to come out in the future.
Lastly, in the history of Chinese legislation, the adoption of the Russian model
accords with the legislative habits and legislative traditions of our country. Our
country is accustomed to the introduction of a unified regulation, and then build up
and perfect the relevant legal norms system.

4.2 Strengthen the Research of the Basic Theory
of Legislation

According to the status of the satellite navigation, the research on the basic theory
of legislation should be carried out in depth.

Firstly, we must further study the basic theory of the legal system of satellite
navigation, analyze and study the characteristics of he legal system of satellite
navigation, and study the special requirements of satellite navigation system with
the rule of law system with Chinese characteristics. Secondly, we need to further
study the shortcomings of the satellite navigation policies system, and study the
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need for legislation in every aspect of the construction, development, application
and promotion of the satellite navigation. Thirdly, we should study the major
strategic needs of the state and the construction and development goals, and the
specific requirements for the legislation of the Beidou satellite navigation. Lastly,
we should study the experience and lessons of the satellite navigation legislation in
developed countries, and analyze the availability of the construction of satellite
navigation system in China.

4.3 Make a Scientific Plan for Legislative Planning

The legislative plan of the satellite navigation should be scientifically formulated in
accordance with the practice of legislative work. According to the practical
requirements, the plan for the legislative planning of the satellite navigation is
scientifically formulated in accordance with the thought of the first urgent delay and
the advance of maturity. Perfecting the legal system of satellite navigation should
strengthen the research of satellite navigation system of laws and regulations, be
guided by the satellite navigation law, be based on the upcoming satellite navi-
gation regulations. The legal system of satellite navigation should include the
regulations, standards, regulatory documents from the different departments,
industry.

4.4 Perfect the Existing Policies and Regulations

We should strengthen the job of legalization based on the characteristics of the
industry and the region. Based on the respective characteristics, we should accel-
erate the formulation of regulations and standard revision in urgent need of various
professional fields, such as navigation application and industry promotion policy,
mandatory applicable regulations or normative documents, industry standards,
market access and other aspects. And clear up the outdated policies and regulations
in time.

In addition, we should speed up the legislative process in accordance with the
needs of construction and development in key areas such as follows: Firstly, it is
necessary to clarify the legal status of the satellite navigation system which is
beneficial to protect the related facilities, interstellar links and information trans-
mission. Secondly, it is necessary to clarify the management system of the satellite
navigation system. We should specific the code of conduct of the administrative
departments, the navigation timing (PNT), service providers, users and the public
participation. And it is necessary to clear up the border of their rights and obli-
gations to realize the fundamental change from the industrial management, project
management to business management. Thirdly, it is necessary to specific the pro-
motion mechanism of the satellite navigation system. Through the means of rule of
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law such as government procurement, we will promote the accumulation of tech-
nological innovation elements and expand the domestic and international market of
the satellite navigation application industry, and establish and maintain a fair and
orderly healthy competition environment. Finally, it is necessary to clarify the
foreign policy and international policy of the satellite navigation system. We need
to strengthen multilateral and bilateral exchanges and cooperation with GPS of US,
GLONASS of Russia, and GALILEO of Europe and the specific regional satellite
navigation system. And taking advantage of function of the rule of law, we can not
only protect and promote the international application of the our satellite navigation
system, but also effectively eliminate all kinds of international application barriers
at home and abroad.
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