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Preface

BeiDou Navigation Satellite System (BDS) is China’s global navigation satellite
system which has been developed independently. BDS is similar in principle to
global positioning system (GPS) and compatible with other global satellite navi-
gation systems (GNSSs) worldwide. BDS will provide highly reliable and precise
positioning, navigation and timing (PNT) services and short-message communi-
cation for all users under all-weather, all-time and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for academic
exchanges in the field of satellite navigation. It aims to encourage technological
innovation, accelerate GNSS engineering, and boost the development of the
satellite navigation industry in China and in the world.

The 9th China Satellite Navigation Conference (CSNC 2018) is held during May
23–25, 2018, Harbin, China. The theme of CSNC2018 is Location, Time of
Augmentation, including technical seminars, academic exchanges, forums, exhi-
bitions, and lectures. The main topics are as followed:

Conference Topics
S1 Satellite Navigation Technology
S2 Navigation and Location Service
S3 Satellite Navigation Signal and Anti-Jamming Technologies
S4 Satellite Orbit and Satellite Clock Error
S5 Precise Positioning Technology
S6 Time–Space Datum and Temporal Frequency Technologies
S7 Satellite Navigation Augmentation Technology
S8 Test and Assessment Technology
S9 User Terminal Technology
S10 Multi-Source Fusion Navigation Technology
S11 PNT New Concept, New Methods and New Technology
S12 Policies and Regulations, Standards and Intellectual Properties

ix



The proceedings have 208 papers in twelve topics of the conference, which were
selected through a strict peer-review process from 588 papers presented at
CSNC2018. In addition, another 274 papers were selected as the electronic pro-
ceedings of CSNC2018, which are also indexed by “China Proceedings of
Conferences Full-text Database (CPCD)” of CNKI and Wan Fang Data.

We thank the contribution of each author and extend our gratitude to 279 ref-
erees and 55 session chairmen who are listed as members of editorial board. The
assistance of CNSC2018’s organizing committees and the Springer editorial office
is highly appreciated.

Beijing, China Jiadong Sun
Changfeng Yang

Shuren Guo
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A Troposphere Tomography Method
by Combining the Truncation
Coefficient and Variance Component
Analysis

Qingzhi Zhao, Yibin Yao and Linyang Xin

Abstract Traditional troposphere tomography method cannot use the GNSS sig-
nals penetrating from the side face of research area, which not only decreases the
utilization rate of GNSS observation but also leads to a low percentage of voxels
crossed by rays. In order to overcome this issue, the GNSS signals penetrating from
the model’s side face are also used to build the observation equation by introducing
the truncation coefficient in this paper. Due to the fact that the tomography mod-
eling is consists of various equations, including observation equation (using signals
from the side and top faces of research area to build equations), horizontal and
vertical equations, how to determine the weightings of different equations is a key
to obtain the reliable tomographic result. Therefore, a method is proposed to
determine the weightings of various equations based on the variance component
analysis (VCA). The data from Satellite Positioning Reference Station Network
(SatRef) of Hong Kong over the period of 27 days is selected for the tomography
experiment. The tomographic result shows that the proposed method is of ability to
obtain a good quality. Comparing to the traditional method, the utilization rate and
number of voxels crossed by rays have been improved by 32.21 and 12.23%,
respectively. When compared to the radiosonde data, the RMS error of the
reconstructed integral water vapor (IWV) derived from the proposed method
(4.2 mm) superior to that from the traditional method (5.2 mm). The comparison of
water vapor profiles also shows that the proposed method with a RMS value of
1.30 g/m3, is smaller than that of traditional method with a value of 1.58 g/m3, and
the accuracy of tomographic result based on the proposed method is increased by
17.7%.
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1 Introduction

The earth observing technique has been developed significantly and applied into
various areas since the emergence of global positioning system (GPS) in 1990s. The
conception of GNSS meteorology was first proposed by Bevis et al. [1], and
obtaining a rapid development in the related areas, like enhancing the accuracy of the
numerical forecasting model and the predictability of disaster weathers [2–7, 8, 9].
However, the integrated water vapour (IWV) is the average value of some satellite
rays mapped into the zenith direction, which cannot reflect the three-dimensional
(3D) spatial-temporal variation of atmosphere water vapour. Therefore, the
development of two-dimensional (2D) IWV is limited due to its disadvantages
[10, 11].

Braun et al. [12] was first proposed the troposphere tomography conception
using observed data of twenty stations in a local network based on the tomography
idea introduced by Radon et al. [13]. In the next year, Flores et al. [14] first realized
the reconstruction of wet refractivity based on the troposphere tomography tech-
nique in a local GPS network, and manifested the feasibility of the tomography
technique to monitor the water vapour changed by comparing the tomographic
result with that derived from the European Center for Medium Range Weather
Forecast (ECMWF). Hereafter, GNSS tomography technique has obtained the rapid
development in acquiring the 3D water vapour information, including the obtaining
of slant water vapour (SWV) based on the un-differenced and doubled-differenced
method [14, 11], as well as the establishment of troposphere tomography modelling
by combing the Interferometric Synthetic Aperture Radar (InSAR) data [15, 16].

However, the most of studies mentioned above only used the satellite rays
penetrating from the top boundary of tomography area to establish the observation
equation, while the signals crossing from the model’s side face were abandoned as
the “ineffective information”. Such behaviour not only decreases the utilization rate
of satellite signals, but also reduces the coverage rate of tomography voxels. Rohm
and Bosy [17] proposes a method to obtain the values of the outter part of the ray
based on the ray-tracing water vapor model with the help of UNB3 model. Van
baelen et al. [18] and Benevides et al. [19] use an empirically exponential negative
function to calculate the value of the water vapor content inside the tomography
area. However, some issues are remained to be discussed in those previous studies,
including the method to use the signals penetrating from the side face of tomog-
raphy area, the accuracy and reliability evaluation of the estimated values of the
satellite rays and the reasonability of the selected data, etc.

Therefore, how to use the signals crossing out from the model’s side face
effectively is a key of troposphere tomography technique. In this paper, a tropo-
sphere tomography method is proposed, which use the signals mentioned above to
build the observation equation by introducing the truncation coefficient. In addition,
the variance component analysis (VCA) is also applied in the process of tomog-
raphy modeling resolving so as to obtain the realistic 3D water vapour distribution
information.
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2 Tomography Theory

GNSS troposphere tomography refers to use amount of data from the ground-based
receivers to reconstruct the 3D water vapor distribution of local area. At present,
two methods are usually applied to build the observation equation of tomography
modeling. The one is the parameterization method proposed by Flores et al. [14],
which considers the water vapor value of the divided grid as a constant during the
given period. This method is very convenient for ray tracing and travel
time-computation, but introduces the boundary of the divided voxel and leads to the
discontinuity of modeling parameter, in addition, the area of the numerical anomaly
is only presented as a block. The other parameterized method is based on the node
of grids, which regards the node as the unknown parameter and the value of other
areas is interpolated using the nearby eight nodes. Comparing to the former method,
this method is of ability to reflect the continuity of the water vapor information and
eliminate the influence of artificial boundaries. Regardless of which method is used,
the integrated form of SWV can be expressed as follows:

SWV ¼ 10�6 �
Z
l

qvdl ð1Þ

where qv is water vapor density and l is the distance between the satellite and
receiver.

According to the tomography theory, the research area is divided into many 3D
voxels and the value of each voxel center is regarded as an unknown parameter.
Assuming that the water vapor density is a constant during the period (0.5 h), the
water vapor content of satellite signal path can be discretized into the following
expression:

SWV =
X
ijk

ðaijk � xijkÞ ð2Þ

where aijk represents the distance of satellite signals in the voxel (i, j, k), while xijk
refers to the water vapor density value in the voxel (i, j, k).

Due to the lacking of sufficient data and the specificity of the tomography area,
the distribution of satellite signal path is not the spatial optimum for the established
observation equation. Therefore, the design matrix of the observation equation is
ill-posed without the observed data covered the whole tomography area, which
leads to a poor tomographic result. Generally, some physical or priori information
are required to express the relationship between the voxels in horizontal and vertical
directions [14, 20–24]. The distribution of water vapor density is continuous in the
horizontal direction, and the correlation is large with respect to the close voxels
while the correlation is decreased with the increasing of distance between voxels.

A Troposphere Tomography Method by Combining … 5



Therefore, the horizontal constraint equation can be established based on the mean
filter method to reflect the relationship between horizontal voxels [25] and
expressed as:

H � x ¼ 0 ð3Þ

where H is the coefficient matrix of horizontal constraint equation.
Due to the summation of the water vapor content for voxels vertically is irrel-

evant with the order of the voxels in different layers, therefore, the tomographic
result only using the observation equation and horizontal constraint sometimes is
unsatisfactory under the condition that height difference between GNSS stations is
small in the flat area. In order to overcome this issue, the relationship between
voxels vertically also needs to be established. In this paper, the vertical relationship
between voxels is obtained according to the exponential negative relationship of
water vapor with heights and expressed as:

xh ¼ x0 � e�z=H ð4Þ

where xh represents the water vapor density value at height of h. x0 refers to the
water vapor density at the ground face. H is the water vapor elevation with a value
of 1–2 km, which can be fitted using observed data.

Consequently, the conventional troposphere tomography modeling can be
obtained as:

A
H
V

0
@

1
A � x ¼

y
0
0

0
@

1
A ð5Þ

where V represents the coefficient matrix of the vertical constraint equation.

3 Establishing the Observation Equation of Signals
Penetrating from the Model’s Side Face Using
the Truncation Coefficient

For the traditional troposphere tomography method, only the signals crossing the
whole area can be used, as presented by yellow line in Fig. 1a, while the satellite
rays penetrating from the model’s side face are abandoned, as described by the
green line in Fig. 1b. The above behavior reduces the utilization rate of observation
data and the coverage rate of voxels crossed by rays, as described by the red blocks
in Fig. 1b. Therefore, how to use those rays effectively to build the observation
equation is a key to improve the stability of tomography modeling as well as the
accuracy of tomographic result.
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In this paper, the water vapor content of satellite rays in the tomography area for
those signals penetrating from the model’s side face are estimated by introducing
the truncation coefficient, and used for building the observation equation. The key
steps of the proposed method are as follows:

(1) Calculating the initial water vapor density of each voxels using the satellite rays
cross the whole tomography area.

(2) Narrowing the research area (as presented by the pink and blue rectangles in
Fig. 2a) and makes the signals penetrating from the model’s top face cross from
the side face of tomography area (see yellow line OQ in Fig. 2). Then, the
truncation coefficient is defined, which refers to the proportion between the
water vapor content of signal in the tomography area and the total water vapor
value of this signal. As described in Fig. 2b, the truncation coefficient can be
expressed as:

aop ¼ SWVop

SWVoq ð6Þ

Fig. 1 Distribution of GPS signals, where a is the signals crossing out from the top face of
modeling area whereas b includes both signals penetrating from the top and side face of modeling
area. The shades of the blue and red represent the times of voxels crossed by rays
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Fig. 2 Schematic of building the observation equation using the signals from the side face based
on the truncation coefficient

A Troposphere Tomography Method by Combining … 7



where aop is a truncation coefficient of signal OP for the whole signal OQ and
SWVoq ¼ SWVop þ SWVpq. Similarly, another truncation coefficient aor of
signal OQ can be calculated, as described in Fig. 2c. By this way, all the
truncation coefficients of satellite signals penetrating from the model’s top face
can be calculated.

(3) Establishing the truncation coefficient model (expressed as
a ¼ aþ b � expð1=HsÞ) based on the calculated truncation coefficients in step
(2), which is used to estimate the water vapor content in the tomography area
for those rays penetrating from the model’s side face. As presented by the line
OI in Fig. 2d, the water vapor value of OI can be expressed as

SWVoe ¼ aoi � SWVoi ð7Þ

where SWVoe represents the water vapor content of signal OI in the tomography
area while SWVoi refers to the total water vapor value of signal OI. aoi is the
truncation coefficient of signal OI with respect to the height of Hs, the values of
a and b in truncation coefficient model can be estimated by the least square method.

(4) The tomography modeling proposed in this paper thus can be obtained by
combining the traditional method and the added observation equation using the
signals penetrating from the model’s side face as follows:

Am�n

Hm�n

Vm�n

Asm�n

0
BB@

1
CCA � xn�1 ¼

ym�1
0m�1

0m�1

ysl�1

0
BB@

1
CCA ð8Þ

where As is the coefficient matrix of observation equation using satellite rays
penetrating from the model’s side face, while ys is the column vector of water vapor
values for the above signals.

4 Experiment Description and Tomography Strategy

4.1 Experiment Description

To validate the proposed method in this paper, the data from twelve Satellite
Positioning Reference Station Network (SatRef) of Hong Kong is selected for the
period of Doy 124–150, 2013 to perform the tomography experiment. Tomography
area ranges from N21.19° to N21.54° and E113.87° to E114.35° in latitudinal and
longitudinal directions, respectively, while the tomography height is selected as
8 km. The steps in three directions are 0.06°, 0.05° and 0.8 km, respectively.
The GPS observation is processed based on the GAMIT/GLOBK (v10.5) software,
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while the ZTD and the gradient parameters in east-west and south-north directions
are estimated with the intervals of 0.5 and 2 h, respectively. In addition, there is a
radiosonde station in the experiment area, which is used to validate the accuracy of
the tomographic result.

For any tomography modeling, the accuracy of the tomographic result is a key to
evaluate the quality of established modeling. Therefore, two strategies are selected
to build the tomography modeling and evaluate the quality of the established
modeling. Two strategies are as follows, (1) only considering the satellite signals
crossing the whole area to build the observation equation and the final tomography
modeling is described as Eq. (5); (2) both rays penetrating from the top and side
faces of tomography area are considered to establish the observation equation and
the final modeling is described as Eq. (8) (Fig. 3).

4.2 Troposphere Tomography Resolving Strategy Based
on the VCA

For troposphere tomography, posterior variance component analysis (VCA) is a
method to determine the weightings of different kinds of input information. In this
paper, the idea of co-integration test in the macro-economics is introduced to
analyze the posterior unit weight variances of different input information, and then
to judge whether the linear combination of a set of posterior unit weight variances is
of the stable equilibrium relations. Based on the above method, the stability of unit
weight variances of different equations can be determined, which means the ratio
between arbitrary two unit weight variances is equal to one. The specific steps can
be expressed as follows:

Fig. 3 Geographic
distribution of GNSS
receivers and radiosonde
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(1) Initializing the unit weight variances of different equations as one, which means
r̂20A ¼ r̂20As ¼ r̂20H ¼ r̂20V ¼ 1, where r̂20i ; ði ¼ A;AS;H;VÞ represent the initial
unit weight variances of observation equations using the signals penetrating
from the top, and side face of tomography area, the horizontal and vertical
constraints, respectively.

(2) Calculating the posterior residuals of input information vA; vH ; vV and vAs based
on the following formula:

v ¼
vA
vH
vV
vAs

2
664

3
775 ¼

AA
m1�n1

AH
m1�n1

AV
m1�n1

AAs
m1�n1

2
664

3
775 � X̂ �

ym1�1
0m2�1

0m3�1

ysm4�1

2
664

3
775 ð9Þ

(3) Updating the unit weight variances of input information r̂20A ; r̂
2
0H ; r̂

2
0V and r̂20As .

Here, the simplified variance component estimation [26] is used to calculate the
unit weight variances of various equations:

r̂20As ¼
vTqP0qvq

nq � trðN�1NqÞ
ð10Þ

where N ¼ ATPA; Nq ¼ AT
qPqAq; A ¼ AA AH AV AAs½ �T . nqðq ¼ A;H;V ;

AsÞ refers to the number of different input information. tr represents the rank of the
matrix. In addition, the updated unit weight variance and the formula vAi [ kr̂0A can
be used to remove the outliers in the observation equation, k is an empirical value
and k = 3 is selected in our experiment.

(4) Judging the reasonability of the posterior unit weight variances of various input
information based on the co-integration test [26]. The main idea is to determine
whether the values is of the stable equilibrium relations. The specific testing
steps are as follows:

(a) Establishing the relationship of different unit weight variances, here, the
first-order self-regression variables sequence is selected as:

r̂20q ¼ u � r̂20q�1
þ e0q ð11Þ

where u = 1.
(b) Calculating the improved Dickey-Fuller statistic t(u) [27, 28]:

tðuÞ ¼ absðû� uÞ
SðuÞ ð12Þ
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where û is the estimated value of u using the least square method, and

SðuÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S2NPN
q¼2 r̂

2
0q�1

s
; S2N ¼

PN
q¼2 r̂20q � u � r̂20q�1

� �
N � 1

ð13Þ

where N is the number of different kinds of equations.
(c) Giving the assumption conditions. Due to the accurate weightings cannot be

given for the first time, the assumption is presented as follows: H0 refers to the
instable variables sequence, which means r̂20A 6¼ r̂20H jjr̂20A 6¼ r̂20V jjr̂20A 6¼ r̂20P jjr̂20H 6¼
r̂20V jjr̂20H 6¼ r̂20As jjr̂20V 6¼ r̂20As ; H1 refers to the stable variable sequence, which means

r̂20A ¼ r̂20H ¼ r̂20V ¼ r̂20As .
(d) Determining the reasonable threshold of taðuÞ. For different conditions, this

value is various and should be determined based on the experiment. In our
experiment, taðuÞ ¼ 0:1 is selected.

(e) Accepting the assumption based on the calculated t(u).

if tðuÞ[ taðuÞ; accept H0; reject H1

if tðuÞ� taðuÞ; accept H1; reject H0

�
ð14Þ

(5) If the condition H0 is accepted, then updating the weight matrix of various
equations and back to the step (2).

Pite
q ¼ c

r̂20q
� Pðite�1Þ

q ð15Þ

where c is an arbitrary value and ite is the iteration times.

(6) If H1 is accepted, then the final unit weight variances of different input infor-
mation are determined.

5 Result Analysis

5.1 IWV Comparison

The IWV time series derived from the different tomography strategies are first
compared with that from the radiosonde data over the period of Doy 124–150,
2013. Figure 4 gives the comparison result of different tomographic strategies and
the radiosonde data, from which it can be concluded that the change trends of IWV
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time series are similar for different tomography strategies. The statistical result over
the 27-days reveals that the root mean square (RMS) error and bias of strategy 2
with values of 4.2 and −0.14 mm, respectively, are less than that of strategy 1 with
values of 5.2 and −0.47 mm, respectively.

It is worth noting that the IWV is the integrated value of water vapor density
vertically, which cannot reflect the 3D distribution of water vapor information.
Therefore, the tomographic result of strategy 2 not always superior to that of
strategy 1. Because the value of IWV is unchanged if the position of arbitrary two
layers changed, however, the spatial distribution of water vapor has changed sig-
nificantly. Therefore, it is necessary to further compare the water vapor profiles of
different strategies.

5.2 Water Vapour Profile Comparison

Water vapor profiles at two specific epochs (00:00 UTC Doy 124, 2013 and 12:00
UTC, Doy 137) are first compared and Fig. 5 presents the comparison of water
vapor profiles derived from different strategies with that from radiosonde data. It
can be concluded from Fig. 5 that, comparing to strategy 1, the water vapor profile
of strategy 2 has a better agreement with that from radiosonde data. Statistical result
reveals that the RMS errors of strategy 2 at two epochs are 1.31 and 1.83 g/m3,
respectively, while the values of strategy 1 are 1.52 and 2.52 g/m3, respectively.
Figure 6 present the daily RMS error of differences between different strategies and
radiosonde data at UTC 00:00 and 12:00, respectively, during the experimental
period. It can be seen from Fig. 6 that the tomographic result of strategy 2 is
superior to that of strategy 1 and the statistical result reveals that the RMS/bias
of the proposed method and traditional method are 1.30 g/m3/−0.03 g/m3 and
1.58 g/m3/−0.09 g/m3, respectively.
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Fig. 4 Comparison of IWV derived from different methods and radiosonde data
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To further compare the relationship between the water vapor profiles and alti-
tudes, the relative error is introduced to analyze the 27-days experimental data.
Figure 7 presents the RMS error and relative error of water vapor density differ-
ences between various strategies and radiosonde data at different altitudes over the
experimental period. It is clearly seen that the RMS and relative error of strategy 2
are less than that of strategy 1 at different altitudes, which is enough to manifest the
better performance of the proposed method by using the signals penetrating from
the model’s side face, when comparing to the traditional method.
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Fig. 5 Water vapor density comparison derived from different schemes at specific epochs,
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6 Conclusion

In order to overcome the disadvantage of traditional troposphere tomography
method, which cannot use the signals penetrating from side face of tomography
area, a method is proposed by introducing the truncation coefficient in this paper.
This method can use signals penetrating from the model’s side face to build
observation equation, in addition, variance component analysis is also used during
the process of tomography modeling resolving. The proposed method is validated
using the data from SatRef of Hong Kong over the period of Doy 124–150, 2013.
Comparing to the traditional method, the RMS error of the proposed method has
been improved by 17.7%, especially for the low layers of tomography area, and the
quality of tomographic result has been improved significantly.
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The Design and Implementation
of a SDS-TWR Based Wireless
Location System

Yao Wang, He Yang and Moyu Sha

Abstract In order to solve seamless positioning about indoor and outdoor, a
SDS-TWR (Symmetric Double Side-Two Way Ranging) based wireless location
system was proposed. The CSS (Chirp Spread Spectrum) signal, which has wide
band characteristic, was used to obtain high-accuracy measurement of signal
propagation delay. Least squares combining with linear Kalman filter algorithm was
proposed in the positioning progress with linearization. Despite of increasing the
complex of positioning algorithm, that improved the positioning accuracy, espe-
cially the stability of dynamic positioning situation. Finally, a hardware prototype
system was exploited. And some tests were carried in the real indoor and outdoor
environment. The results show that ranging error would not change significantly
with distance increasing. And both of static and dynamic positioning accuracy are
under one meter.

Keywords Indoor and outdoor positioning � CCS � SDS-TWR
Least square � Kalman filter

1 Introduction

Indoor and outdoor wireless positioning technology, especially for indoor posi-
tioning, has been a hot issue in recent scientific research, and as we known GNSS
(Global Navigation Satellite System) positioning is mostly used all over the world.
However, it is not suitable for indoor positioning field because of its high signal
attenuation through the building [1]. Nowadays, it is different to balance both
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positioning accuracy and system cost. The Chirp signal is suitable for ranging in
indoor environment, because of its advantages of strong multipath resolution,
strong noise immunity and little frequency offset. At the same time, because of the
development of surface acoustic wave device technology, the cost of Chirp signal is
reduced effectively [2].

A wireless location system based on CSS technology was designed and
implemented. The SDS-TWR was used so that each node didn’t have to time
synchronized. And the Chirp signal, which has wide band characteristic, was used
to obtain high accuracy ranging. Meanwhile, the least square algorithm and linear
Kalman filter algorithm were combined to realize the meter-level positioning.
Finally, all the design demands were verified through the testing in actual
environment.

2 Chirp Spread Spectrum Technology

The CSS technology, as a kind of communication method for spreading Chirp
signals, has many advantages, such as stronger multipath resolving ability, lower
transmitting power, stronger anti-frequency-offset ability, and so on. The instan-
taneous frequency of Chirp signal varies linearly in a signal period. So the CSS
signal is also called as linear frequency modulation signal. The Chirp signal could
be expressed by

sðtÞ ¼ cos 2p f0t � kt2

2

� �� �
; � T

2
� t� T

2
ð1Þ

In which, f0—signal frequency, Hz;
k—FM factor, which is Up-Chirp when k is plus, and minus for Down-Chirp.
The unit impulse response of the matched filter of the Chirp signal is h (t):

hðtÞ ¼ a cos 2p f0t � kt2

2

� �� �
; � T

2
� t� T

2
ð2Þ

Take an Up-Chirp signal, for example, by matching the filter as follows:

YðtÞ ¼ a
ZT=2

�T=2

cos 2p f0sþ ks2

2

� �� �
cos 2p f0ðt � sÞþ kðt � sÞ2

2

" #( )
ds

� a
2

ZT=2

�T=2

cos 2p f0tþ kts� kt2

2

� �� �
ds ð3Þ
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As mentioned above, after the integral and differential operations, two items are
obtained, second of which contain high frequency components, so they are ignored:

yðtÞ ¼ a
sin½pktðT � tj jÞ�

2pkt
cos 2pf0t; � T\t\T ð4Þ

Take a ¼ 2
ffiffiffi
k

p
and k ¼ B=T into the formulation above and it will get (Fig. 1):

yðtÞ ¼
ffiffiffiffiffiffi
BT

p sin pBt 1� tj j
T

� �h i
pBt

cos 2pf0t; � T\t\T ð5Þ

As shown in the figure above, it can be seen that the output waveform is similar
to the sinc function, and the time domain characteristics are sharper. This will
reduce the influence of multipath signal superposition caused by the enhanced
signal multipath resolution, this property is known as pulse compression charac-
teristics, plays a more important role in [4] application of Chirp signal in wireless
positioning direction.

3 Analysis of System Positioning Algorithms

3.1 System Positioning Model

The localization model of the system needs to introduce the concept of anchor node
and tag node in the system briefly. The anchor node refers to the fixed node in the
wireless network, and the tag node refers to the moving target to be located. If there
are N anchor nodes in the system, the location of the tag nodes can be achieved by
processing the ranging values of the N anchor nodes to the tag nodes.

Fig. 1 The Chirp signal after
matched filtering
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For the sake of simplification, the system only considers the location in the
two-dimensional plane. The number of anchor nodes involved in the system is 4,
and the coordinates of the 4 anchor nodes are respectively ðx1; y1Þ; ðx2; y2Þ;
ðx3; y3Þ; ðx4; y4Þ;, For convenience, unity is recorded as ðxi; yiÞ; i ¼ 1; 2; 3; 4. The
coordinates of the tag nodes are unknown. Set as ðx; yÞ. Thus, the distance from the
anchor node i to the tag node di can be expressed as:

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xÞ2 þðyi � yÞ2

q
; i ¼ 1; 2; 3; 4 ð6Þ

Taking into account the measurement error vi of the system, the 4 measurement
equations can be expressed as:

d̂i ¼ di þ vi; i ¼ 1; 2; 3; 4 ð7Þ

Obviously, because of the measurement error, the set of measurement equations
is overdetermined, and the coordinates of the final tag nodes can be obtained by
solving the set of overdetermined equations, and the localization of the tag nodes
can be achieved.

3.2 Location Algorithm

According to the positioning of the system model, the least squares method and
Calman filter positioning solution based on, but because the measurement equations
are nonlinear, so the need for the least squares method and Calman filter linear
processing [5]. The least square method is used to linearize the measurement
equation by introducing an intermediate variable in order to obtain the coordinates
of the label nodes. First, the formula (7) is substituted into Eq. (6), and the fol-
lowing nonlinear equations are obtained:

d̂1 � v1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � xÞ2 þðy1 � yÞ2

q

d̂2 � v2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � xÞ2 þðy2 � yÞ2

q

d̂3 � v3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx3 � xÞ2 þðy3 � yÞ2

q

d̂4 � v4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx4 � xÞ2 þðy4 � yÞ2

q
ð8Þ
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The squares in both sides of the form are obtained:

2x1xþ 2y1yþðx2 þ y2Þ ¼ d̂1 � v1
	 
2� x21 þ y21

	 

2x2xþ 2y2yþðx2 þ y2Þ ¼ d̂2 � v2

	 
2� x22 þ y22
	 


2x3xþ 2y3yþðx2 þ y2Þ ¼ d̂3 � v3
	 
2� x23 þ y23

	 

2x4xþ 2y4yþðx2 þ y2Þ ¼ d̂4 � v4

	 
2� x24 þ y24
	 


ð9Þ

Definition:

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
Ri ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ y2i

q ð10Þ

Take R and Ri into formula (9), It will get as follows:

�2x1x� 2y1yþR2 ¼ d̂21 � R2
1 þ v21 � 2d̂1v1

�2x2x� 2y2yþR2 ¼ d̂22 � R2
2 þ v22 � 2d̂2v2

�2x3x� 2y3yþR2 ¼ d̂23 � R2
3 þ v23 � 2d̂3v3

�2x4x� 2y4yþR2 ¼ d̂24 � R2
4 þ v24 � 2d̂4v4

ð11Þ

So, it also can be expressed as:

h ¼ Ghþ v ð12Þ

Among them,

h ¼½x y R2�T

h ¼

d̂21 � R2
1

d̂22 � R2
2

d̂23 � R2
1

d̂24 � R2
4

2
66664

3
77775

G ¼

�2x1 �2y1 1

�2x2 �2y2 1

�2x3 �2y3 1

�2x4 �2y4 1

2
6664

3
7775

v ¼ v21 � 2d̂1v1 v22 � 2d̂2v2 v23 � 2d̂3v3 v24 � 2d̂4v4
� �T

ð13Þ
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So the least square solution is

ĥ ¼ ðGTGÞ�1GTh ð14Þ

According to the Calman filter, because Calman filter applies only to the linear
system, therefore, this system will put the solution value as a pseudo measurement
Calman filtering value of least squares, using linear Kalman filtering of approximate
solution for further processing, to obtain more precise positioning value [6]. The
deduction of the state space model of Kalman filter is given.

Since the system is to locate the tag nodes in the two-dimensional plane, the state
value X(k) of the system is:

XðkÞ ¼
xðkÞ
_xðkÞ
yðkÞ
_yðkÞ

2
664

3
775 ð15Þ

Among them, x(k) and _xðkÞ represent the location and speed of the tag node at
the k moment, the x direction, and the y(k) and _yðkÞ indicate the position and speed
of the y in the k direction at the time of the tag node.

Set the system’s observations Y(k)

YðkÞ ¼ xLSðkÞ
yLSðkÞ

� �
ð16Þ

Among them, xLSðkÞ and yLSðkÞ the estimated coordinate values obtained by the
linear least squares method.

Therefore, the observation model of the system is:

YðkÞ ¼ HXðkÞþVðkÞ ð17Þ

Among them, H ¼ 1 0 0 0
0 0 1 0

� �
is the observation matrix, V(k) represents the

estimation error of the linear least squares method, assuming that it is the zero
mean, and the variance r2v is the Gauss white noise.

Because the two positioning system time interval generally shorter, can within
the time interval positioning motion obeys the uniformly accelerated linear motion,
and the time interval is T0, the x direction of the movement as an example, the
Newton equation of motion system subject to the following:

xðkþ 1Þ ¼ xðkÞþ _xðkÞ � T0 þ 1
2
� aðkÞ � T2

0 ð18Þ

_xðkþ 1Þ ¼ _xðkÞþ aðkÞ � T0 ð19Þ
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In the formula, a(k) by u(k) maneuvering acceleration w(k) and random accel-
eration, due to the positioning of the label node is in real time, and the trajectory of
the tag nodes cannot be predicted, so the system design of maneuvering accelera-
tion tag nodes is 0, which only consider state modeling of the system under the
condition of random acceleration.

If only x(k) and _xðkÞ is considered as the system state, the equation of state of the
system can be expressed as:

xðkþ 1Þ
_xðkþ 1Þ

� �
¼ 1 T0

0 1

� �
xðkÞ
_xðkÞ

� �
þ 0:5T2

0
T0

� �
wðkÞ ð20Þ

When the state is extended to two dimensions, the equation of state can even-
tually be expressed as:

xðkþ 1Þ
_xðkþ 1Þ
yðkþ 1Þ
_yðkþ 1Þ

2
664

3
775 ¼

1 T0 0 0
0 1 0 0
0 0 1 T0
0 0 0 1

2
664

3
775

xðkÞ
_xðkÞ
yðkÞ
_yðkÞ

2
664

3
775þ

0:5T2
0 0

T0 0
0 0:5T2

0
0 T0

2
664

3
775WðkÞ ð21Þ

And It also can be expressed by

xLSðkÞ
yLSðkÞ

� �
¼ 1 0 0 0

0 0 1 0

� � xðkÞ
_xðkÞ
yðkÞ
_yðkÞ

2
664

3
775þVðkÞ ð22Þ

The above two models are the state space model of the system. After comparison,
it is not difficult to get the state transition matrix U, noise driving matrix C and
observation matrix H of the system, and then the linear Calman filter is carried out.

The state equation and observation equation of the system, we can see that the
estimated linear least squares value as a pseudo observation Calman filter, the
system can be linearized, and the linear Calman filtering is applied in the system,
reducing the system by using non linear and nonlinear Calman filter complexity for
real-time positioning system in terms of reducing the positioning delay, has high
practical significance.

4 System Design and Implementation

4.1 System Framework

The schematic diagram of the system is shown in Fig. 2.
The anchor node (including the main anchor node and anchor node from) fixed

on each known position on the label node by SDS-TWR location algorithm
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respectively to each anchor node for location, location after the success of the value
ranging package is transmitted to the main anchor node, main anchor node to
realize data transmission and host computer the host computer through the serial
port, after extracting range data, calculate the coordinates of the target node, in
order to achieve the node positioning.

4.2 System Ranging Design

As a distance measurement based wireless indoor positioning system, the distance
between the anchor node and the tag node is very important. The designed system
avoids the complicated time synchronization problembetween nodes. The SDS-TWR
algorithm is used tomeasure the nodes. From thework, reducing the system to achieve
the hardware cost [7]. This section will be in the software implementation on the basis
of this distance measurement process for a detailed analysis.

The system is designed by the label node to actively request the ranging, the
anchor node passive acceptance of the ranging request. The ranging process is
realized by calling the function. In the function, the following important functions
are mainly included which is mainly used to request the distance measurement of the
node and complete the ranging process. is mainly responsible for reading between
nodes Data and the completion of feedback work, the function mainly includes two
call function, mainly used to receive remote node feedback back to the data and
processing, mainly for the node in the receiving distance request after the automatic
reply; Mainly calculate the final range between nodes. In the process of SDS-TWR
algorithm, the label node and the anchor node are mainly in the following states:
RANGING_READY, RANGING_START, RANGING_ANSWER1, RANGING_
ANSWER2, RANGING_SUCCESSFULLY; respectively, the preparation of
ranging, starting ranging, the first distance, Secondary range, to complete the five
stages of distance measurement.

Fig. 2 Schematic diagram of system structure
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4.3 System Positioning Design

In this paper, the indoor wireless positioning system includes four anchor nodes
(including a main anchor node) and a label node, the specific positioning workflow
shown in Fig. 3.

The positioning scheme of the system is shown in the above figure. First, the
nodes are initialized. After the nodes receive the request, the tag node will get the
distance between the anchor nodes and the anchor nodes through the SDS-TWR
ranging algorithm, and then the four nodes The distance measurement is carried out
and sent to the main anchor node. The main anchor node sends the ranging data to
the host computer through the serial port. Finally, the host computer resolves the
coordinates of the label node through the positioning algorithm and displays it.

Start 
posi oning

Node ini aliza on

The tag node requests 
ranging to the anchor 

node

Ranging success?

Store range values

Y

Four anchor nodes 
ranging completed

The tag node 
packages the four 

ranging informa on

Send the packed data to 
the primary anchor 

node

The main anchor node 
sent to the host computer 

through the serial port

PC solu on 
posi oning results

N

Fig. 3 System positioning
process flow
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5 System Test and Error Analysis

5.1 System Ranging Test

Due to large indoor environment’s influence on the signal transmission, will choose
for outdoor and indoor two scenarios ranging experiment was carried out, with
nodes of the system of ranging performance for a more comprehensive test and
evaluation, to verify whether it as a theoretical analysis to obtain the desired range
effect.

(1) Outdoor ranging test
The scene of outdoor ranging test is the playground of a college. The play-
ground is more open and can basically meet the distance transmission condition
of the signal. It is very suitable for outdoor ranging tests.
Two nodes are arranged in 1 m from ground test point, test between the nodes
from 1 m to 70 m range value, thousands of times were carried out at every
point of range test, all normal distribution fitting range value, the normal dis-
tribution of the mean as the measured distance between nodes [8]. Some
measurements are shown in Table 1.
The chart shows that the outdoor environment, with the increase of the actual
distance between nodes, the measurement error is fluctuated slightly, but the
measuring relative error is reduced and tends to be stable, when the real dis-
tance between nodes to more than 15 m, ranging accuracy has reached a higher
level.

(2) Indoor ranging test
In this part of the test, the nodes from the ground 1 m test point range, at the
same time, starting from node 1 ms apart, every 1 m distance measurement
experiment was carried out, thousands of times were carried out the same at
every point of range and do normal distribution fitting. In addition, the maxi-
mum reliable communication distance between nodes can be obtained at the
same time. The measured results are shown in Table 2.
The table above shows that when nodes are placed in from the ground 1 meter
test points, the biggest distance between nodes is relatively reliable distance of
13 m, measure the absolute error between the nodes is relatively stable, part of
the measured values fluctuated slightly, until the stable, range value in line with
the expected effect.

Table 1 Outdoor ranging value

Actual distance (m) Measuring distance (m) Measuring error (m)

1 1.2067 0.2067

2 1.3554 −0.6446

4 3.3568 −0.6295

6 5.429 −0.571

… … …
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5.2 System Positioning Test

(1) Outdoor positioning test
Outdoor positioning test is in the satellite navigation system and equipment
technology national key laboratory in a more open space. The system test
platform consists of four anchor nodes, a label node and a host computer, each
node uses three AA batteries for power supply. The anchor node coordinates in
Table 3.
The outdoor single point positioning is verified and tested by least squares
method. In the experiment, hundreds of positioning points were made for each
point, and finally the hundreds of results were taken as the single point positioning
results of the system. Outdoor single point positioning results shown in Fig. 4.

Table 2 Indoor ranging value

Actual distance (m) Measuring distance (m) Measuring error (m)

1 1.2637 0.2637

2 1.8322 −0.1678

3 2.6397 −0.3603

4 3.7441 −0.2559

… … …

Table 3 Outdoor anchor
node coordinates

Anchor node 1 (m) (0, 0)

Anchor node 2 (m) (9.53, 0.42)

Anchor node 3 (m) (8.9, 11.4)

Anchor node 4 (m) (1.26, 8.85)

Fig. 4 Outdoor static
positioning test results
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True point coordinates, LS positioning coordinates and positioning error as
shown in Table 4.
The system of outdoor single point positioning results are more stable, high
positioning accuracy, the average single point positioning accuracy of 0.24 m,
in line with the expected design requirements.
The outdoor continuous positioning test of the system is also based on the
above platform. This system will show the results of the outdoor continuous
positioning test of the least squares method and the Kalman filter. The outdoor
positioning result of the least squares method is shown in Fig. 5.
Kalman filter outdoor positioning results shown in Fig. 6.
As shown above, the dot is the least squares or Kalman filter positioning
trajectory, the line is the real motion trajectory. It can be seen from the
experimental results that the dynamic positioning results based on Kalman filter
are much better than the least squares method.

Table 4 Outdoor static positioning test results

Actual coordinate/m LS positioning results/m Positioning error/m

(2.32, 5.89) (2.15, 5.97) 0.19

(3.38, 5.89) (3.14, 5.81) 0.25

(4.45, 5.89) (4.47, 5.70) 0.19

(5.50, 5.89) (5.35, 5.78) 0.19

(6.56, 5.89) (6.33, 5.70) 0.30

(7.63, 5.89) (7.35, 5.82) 0.29

Fig. 5 The least squares outdoor positioning results
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(2) Indoor Positioning test
Outdoor positioning test is located in the satellite navigation system and
equipment technology national key laboratory indoor office area, the coordi-
nates of the system anchor nodes are shown in Table 5.
In this paper, the indoor single-point positioning test is carried out on the
built-up system. The same method is used to locate the position in the least
squares method. Finally, all the positioning results are taken as the final posi-
tion result. Indoor single point positioning results shown in Fig. 7.
True point coordinates, LS positioning coordinates and positioning errors are
shown in Table 6.
As can be seen from the above table, indoor single point positioning accuracy is
relatively low, positioning results fluctuate, not stable enough. The maximum
single point positioning error is 1.19 m, the minimum is 0.09 m, the average
error is 0.56 m. After the indoor single point positioning test was completed,
conducted a continuous indoor positioning test to verify the system positioning
effect. As in the case of outdoor continuous positioning tests, this section also
makes a comparative analysis of the continuous positioning effect of least
squares method and Kalman filter. The indoor positioning results of the least
squares method are shown in Figs. 8 and 9.
True trajectory and positioning trajectory. As shown above, the dot is the least
squares or Kalman filter positioning trajectory, the arrow straight line for the

Fig. 6 Kalman filter outdoor positioning results

Table 5 Indoor anchor node
coordinates

Anchor node 1 (m) (0, 0)

Anchor node 2 (m) (3.6, 0)

Anchor node 3 (m) (4.2, 4.2)

Anchor node 4 (m) (0, 4.2)
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Fig. 7 Indoor static positioning test results

Table 6 Indoor single point positioning error

True point coordinates/m LS positioning coordinates/m Positioning error/m

(0.0, 2.4) (0.10, 3.01) 0.62

(0.6, 2.4) (0.96, 2.64) 0.43

(1.2, 2.4) (0.90, 3.55) 1.19

(1.8, 2.4) (2.50, 2.74) 0.78

(2.4, 2.4) (2.62, 2.61) 0.30

(3.0, 2.4) (3.13, 2.92) 0.54

Fig. 8 Least squares indoor positioning results
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real movement trajectory [9]. It can be seen that compared with the least
squares method, the Kalman filter is better for the optimization of the posi-
tioning trajectory smoothness, which is consistent with the outdoor continuous
positioning results. In addition, due to the complicated environment of the
room, Kalman filter positioning accuracy than the least squares method has
improved significantly, positioning effect is better [10].

6 Conclusion

For the problem about that most of current wireless positioning system could not
coordinate the cost and positioning accuracy, a wireless positioning system, which
was utilized the advantages of the hardware cost and Chirp signal characteristic,
was designed and implemented. This system was also estimated positioning per-
formance under indoor and outdoor situations. In the outdoor positioning test, the
system had a single point average positioning error of 0.24 m. In the dynamic
positioning test, it could be seen that the Kalman filter was better than the least
squares method. In the indoor positioning experiment, the system had a single point
average positioning error of 0.56 m. In the dynamic positioning experiment, it is
proved that the Kalman filter could be realized meter-level continuous positioning
accuracy. It could be applied in indoor location based service system in future, with
a high practical value.

Acknowledgements Found by National key research and development project:
2016YFB0502402.

Fig. 9 Kalman filter indoor positioning results
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Research on Smoothing Filtering
Algorithm of BDS/GPS Slow
Deformation Monitoring Sequence

Lei Ren and Tian-He Xu

Abstract In order to improve the accuracy of slow deformation monitoring
sequence, the smoothing filter is usually used. On the basis of weighted moving
average method, a robust moving average method is proposed. An adaptive win-
dowing method is developed and combined with ARMA time series analysis to
improve the prediction precision of monitoring sequence. The experimental results
show that, the robust moving average method can effectively weaken the error of the
slow deformation monitoring sequence, and resist gross error efficiently. In addition,
it can improve the accuracy and reflect the displacement trend of the slow defor-
mation monitoring sequence more clearly with combination of ARMA method.

Keywords Slow deformation monitoring sequence � Smoothing filtering
Robust moving average � Time series

1 Introduction

Nowadays, the Global Navigation Satellite System (GNSS) is developing rapidly
under the situation of multiple competition and complementary advantages [1].
Since China’s BDS system is put into use, BDS and other navigation systems
combined positioning technology become a hot in multi-GNSS applications [2, 3].
At present, BDS/GPS combined deformation monitoring technology has been
widely used in dam, landslide, bridge, slope and other engineering deformation
monitoring fields. Multi-GNSS positioning technology is often affected by the
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external environment, multipath effect, atmospheric delay, receiver noise and other
hardware and software influence, so that the monitoring sequence usually contains
noise and outliers [4]. In order to describe the displacement of the monitoring body
more accurately and predict its deformation tendency, it is necessary to smooth the
monitoring sequence.

Kalman filtering is usually adopted to describe the dynamic deformation process
of a monitoring body based on the state and observation equation. Using the state
transition equation of system, and the predicted state according to the previous
value can be obtained and the estimated state at the current moment can be cal-
culated by principle of least squares (LS). It is often used in the observation data
filtering and adjustment stage, the calculation principle is complex and requires a
large amount of storage space [5, 6]. Wavelet analysis method uses a wavelet
transform to extract useful deformation from local signals in time domain and
frequency domain. It uses discrete wavelet function to carry out wavelet decom-
position and reconstruction of the observed deformation data, and eliminates errors
to obtain effective deformation characteristics and deformation trend [7]. In wavelet
analysis, the choice of wave function, decomposition level and the choice of
denoising methods often depend on experience. The moving average method only
takes advantage of the attribute in the filtering process, which has low space
complexity and time complexity [8]. Therefore it is widely used in rapid processing
of deformation monitoring sequences. The conventional weighted moving average
method is difficult to eliminate or weaken the influence of outliers, the moving
window and weight selection still rely on experience. For this reason, this paper
proposes a weighting method based on the correlation equivalent weight. It chooses
the window size based on the sequence trend and the correlation between the before
and after filtering, so as to adapt to the slow deformation monitoring sequence
filtering under various conditions.

2 Smoothing Filtering Algorithm for Slow Deformation
Monitoring Sequence

2.1 BDS/GPS Combined Slow Deformation Monitoring
Sequence

The slow deformation monitoring sequence refers to the wide stationary sequence,
whose characteristic is that the statistics of the sequence does not change with time
translation, the mean and covariance do not change with the time shift, and the
trend of the monitoring sequence changes little. In the monitoring time range, the
sequence displacement has no sudden change and the variance of random change is
small. It is reasonable to believe that the current evolution trend will continue to
extend into the future, and can be assumed that the monitoring sequence is stable
and slow deformation.
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Geological hazard evolution is a cumulative damage with timeliness. According
to the relationship between monitoring body movement and time form, geological
disasters can be divided into three types: catastrophe, gradual change and stable.
The gradual change can be divided into three stages: initial deformation, constant
deformation and accelerated deformation (Fig. 1).

Taking the landslide disaster as an example, stable creep landslide is mainly
developed in the relatively perfect geological mechanism slope. Due to some
external factors, the landslide will produce deformation, but with the weakening or
disappearance of the external factors, the slope will regain its stability under the
influence of self weight. For the monitoring of geological disasters, the most
important thing is to analyze and predict the position shift trend, so as to find
disaster problems in time and reduce casualties and property losses. Therefore, the
real-time monitoring and prediction of stable creep disaster is very important. It is
believed that the time series monitored by the steady creep and the gradual
deformation stage are the slow deformation monitoring sequences.

2.2 Robust Moving Average Method

For the structure of slow deformation geological hazard, it is considered that the
change of displacement in each direction is continuous and smooth in a certain
range. Therefore, the residual sequence of GNSS position in the small area mainly
includes deformation tendency and high-frequency random noise. In order to
analyze the deformation characteristics and strain trend of the monitoring body, it is
necessary to adaptively eliminate the high frequency random noise in the sequence.

The weighted moving average model is commonly used to assign different
weights in the observed value of different epoch [6]. It relies on the principle of the
nearest point with the greatest impact, but the weight distribution mainly according

Fig. 1 Three types of time displacement curves
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to the actual situation and experience with no theoretical formula of support. On the
basis of the ordinary weighted moving average model, this paper improves the
weighted strategy, which can not only restrain the model deviation, but resist the
gross error. The improved robust moving average model can be expressed as
follows:

ŷn ¼
Pm�1

j¼0 xjyn�jPm�1
j¼0 xj

ð1Þ

where ŷn is the moving average of n data points; xj is the weight corresponding to
the j data points; m is the window size in the robust moving average model.

The specific weight function can be expressed as [9, 10]:

xi ¼

pi; vij j\k0

pi � k0
vij j

k1� vij jð Þ2
k1�k0ð Þ2

0; vij j �xnSx

8>>>><
>>>>:

; k0\ vij j\xnSx ð2Þ

In this paper, the weight function is chosen based on IGGIII equivalent weight
function, in which pi is the original weight; k0 and k1 are empirical values; after a
large number of experiments, k0 generally takes 1–1.5; k1 takes 2.5–3. It is believed
that in the process of filtering epoch weights should contain three segments: When
the epoch error is very small, the equivalent weight is the original weight. When the
error is large but not significant, the smoothing factor of down-weighting is given
according to the credibility. When the error is significantly abnormal, its weight is
set to zero to eliminate it. In the process of smoothing filtering, the slow defor-
mation sequence is divided into three segments: natural segment, suspicious seg-
ment, and eliminated segment.

Gross error can be regarded as the overall performance from other sample dis-
tribution in the sequence, thus eliminating it in order to ensure the reliability of
filtering model [11]. Gross error detection usually uses three times standard devi-
ation method, but for BDS/GPS combined slow deformation monitoring sequence,
the sequence itself has tendency and periodic terms, so it is necessary to relax the
tolerance limit of gross error. Chauvenet criterion is a method of mathematics, and
its error tolerance is associated with sequence length, which can better estimate the
intrinsic attribute of sequence itself and periodic trend etc.

Chauvenet criterion is as follows:

vij j[C ¼ xnSx ð3Þ

and xn ¼ 1þ 0:4 ln nð Þ, Sx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1
xi��xð Þ2

n�1

r
, where vij j is the absolute value of epoch

error, xn is Chauvenet coefficient, Sx is standard deviation, n is epoch number.

36 L. Ren and T.-H. Xu



If the deviation after two epochs were less than C/2, or it is greater than the
threshold value set by the Chauvenet criterion and on the same side with the current
epoch value, it is judged that the epoch of mutation. Although the tolerance limit is
relaxed in the process of gross error detection, the sequence suspicious segment is
reduced to the weight factor in the selection process, so the anomaly of gross error
detection can be eliminated.

The influence function is used to judge the sensitivity of estimated value to the
outliers. It reflects the relative effect of the size of abnormal data at different
reference epoch of valuation [12]. In this paper, the influence function is taken as an
index to measure robustness of the model.

The influence function can be expressed as:

IF L;F; X̂
� � ¼ X̂ Feð Þ � X̂ Fð Þ

s=n
ð4Þ

where L is the observation vector, F is the joint distribution, Fe is the pollution
distribution, s is the number of gross error, and n is the sample capacity.

2.3 Sequence Trend Analysis and Adaptive Windowing
Filter

The choice of moving window m is the key to the weighted moving average model,
and plays a decisive role in smoothing filter [13]. The larger the moving window is,
the smoother the filtered sequence is, and the larger window width also makes
filtered sequence produce a large phase lag. When the filter window is too large, the
sequence will appear too smooth, so that the smoothing sequence can’t truly reflect
the situation of monitoring body displacement. When the filter window is small, it
can ensure the real displacement of the sequence, but it may be too sensitive to the
random influence, and can’t filter out the non-stationary white noise sequence.
Therefore, there is a close relationship between the appropriate moving window and
the smoothing filter of the monitoring sequence.

In data processing strategy, the size of the moving window should be between 5
and 13. In order to reduce the influence of normalized moving average on the
smoothing period, the window of the general moving average method takes odd
number [13, 14]. On this basis, the optimal window is selected by iterating the
correlation between the sequence trend and the model before and after filtering.

Curve regression is a commonly used method in trend analysis, and its trend
model can be expressed as [15]:

Yt ¼ f t; hð Þþ et ð5Þ

where Yt is the model prediction object; et is the prediction error; f t; hð Þ is a
different curve function model. Because the BDS/GPS monitoring method is less
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affected by the external system error than other methods, the sequence fluctuation is
relatively stable, so the monitoring sequence is usually analyzed by polynomial
trend model. It can be expressed as:

yt ¼ a0 þ a1tþ a2t
2 þ � � � þ ait

i þ et ð6Þ

The root mean square error is:

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

yi � ŷið Þ2
s

ð7Þ

In order to determine the trend model order of BDS/GPS combined monitoring
sequence, the least square error is selected by iterative method, and the highest
order is less than 6.

By comparing the Pearson correlation coefficients of the trend model before and
after filtering in different windows, the optimal filtering window is selected itera-
tively in the window range.

The Pearson correlation coefficient can be expressed as:

qtR;S ¼
Pn

i¼1 Ri � �Rð Þ Si � �Sð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 Ri � �Rð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 Si � �Sð Þ2

q ð8Þ

where �R ¼ 1
n

Pn
i¼1 Ri, �S ¼ 1

n

Pn
i¼1 Si, q

t
R;S is the correlation coefficient under t win-

dow, R represents the function value of the trend model before filtering, and
S represents the function value of the filtered trend model.

When choosing the optimal window, we must consider the two basic principles
that the filtered sequence is strongly correlated with the original sequence and the
precision is improved. Therefore, Pearson correlation coefficient and sequence
standard deviation are the criteria to evaluate the performance and stability of the
algorithm in the process of algorithm verification. The following functions are
introduced to quantitatively evaluate whether the window is optimal.

ut ¼ 1� qtR;S

� �
� ln stdSð Þ ð9Þ

where stdS is the standard deviation of model function value after filtering, and ut is
defined as the optimal window function value. We know that the larger the cor-
relation coefficient is, the stronger the sequence correlation is; and the smaller the
standard deviation is, the higher the sequence precision is. So the smaller the
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optimal function value of the window, the better the filtering effect of the robust
moving average model.

3 Example Analysis

In this paper, the algorithm of smoothing filtering is verified by using the data of
GNSS monitoring network in Ningxia. BDS/GPS relative positioning solution
using single epoch ambiguity fixing method based on the experimental data. Precise
clock and orbit products provided by GBM analysis center is used, and EKF
method is adopted to estimate deformation parameters.

Experiment selected monitoring network in the direction of the trend evident in
the station were analyzed, and the output data calculating results every 3 minutes
and the total output epoch number is 3811, we get the specific sequence of mon-
itoring stations of the diagram as following figures.

In Fig. 2, the trend of each direction sequence is stable, and there is no abnormal
mutation, which can well respond to the statistical characteristics of slow defor-
mation monitoring sequence. Due to the multipath effect, there exists a daily
periodic term in each direction, and contains some white noise and gross errors,
This is because that some epoch ambiguity is not completely fixed, only to get the
float solution or single point solution. Before smoothing the sequence, the BDS/
GPS system is used to monitor the mean value of the first day as the initial
reference. After subtracting the datum from the whole 8 days, the residual sequence
of coordinates is obtained, and is used as the data sequence for smoothing filtering.

Figure 3 is the sequence after filtering by the robust moving average method. It
can be seen that the filtering sequence has a significant improvement in accuracy
compared with the original mean sequence. The gross error of the sequence is
basically filtered out, it has a good ability to resist gross error, and does not
excessively smooth out the original real mutation signal. On the basis of improving
the accuracy of the BDS/GPS combination monitoring sequence, the deformation
tendency of the filtered sequence is consistent with the original sequence.

Table 1 shows the robust moving average window optimal value in each
direction of the window range. Since the direction of the original sequence and the
distribution of coarse and white noise are different, the different window sizes
should be adopted in the smooth filtering in each direction. In this experiment, it
can be seen that the window size of the E direction should be 9, the N direction be
5, and the U direction be 11. It shows that the method proposed in this paper can be
adaptive to determined the optimal window size.

In order to verify the correctness and efficiency of the robust moving average
method proposed in this paper, the different moving average method is used to
compare the filtering effect of the original sequence. Figure 4 shows only the E
direction, and uses simple moving average method, weighted moving average
method and robust moving average method to smooth filtering under the same
window condition.
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It can be seen from Fig. 4 that different moving average methods have a certain
degree of smoothness to the original sequence, in which the smoothing effect of the
robust moving average method is most prominent.

Fig. 2 Original monitoring sequence of BDS/GPS combination

Fig. 3 Filtering sequence after robust moving average method
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Table 2 shows the standard deviation of the filtered sequences. It can be seen
that the robust moving average method can improve the sequence accuracy better
than the other two methods under the premise of filtering the same window,
especially in the case of the large difference of U direction. The robust moving
average method presented in this paper shows best ability to resist gross error.

To further verify the feasibility of this method, we propose a new combined
forecasting model based on the ARMA model of time series analysis, The robust
moving average method proposed in this paper is combined with the ARMA model
to improve the accuracy of monitoring sequence prediction.

The monitoring sequence of the results of every 3 h in the N direction of the
monitoring point is used as the experimental data. Each epoch monitoring records
for a data value, and the total 64 period data is recorded. We use the pre-60 groups

Table 1 Statistics of optimal values in each direction window

Window
size

E direction window
optimal value

N direction window
optimal value

U direction window
optimal value

5 0.667 0.073 1.401

7 0.173 0.115 0.169

9 0.116 0.124 0.189

11 0.134 0.135 0.116

13 0.163 0.142 0.209

Fig. 4 Comparison of processing results with different filtering methods
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of data to calculate and the post-4 groups of data is used as a reference for the
forecast results.

It can be seen from the Fig. 5 that the fitting sequence of the two models is
basically consistent with the measured sequence. The fitting results of the combined
model are closer to the measured data. The robust moving average method can
describe the deformation characteristics and the deformation trend more accurately.
Therefore, the combined model can effectively deal with the BDS/GPS dual system
combined deformation monitoring sequence, and eliminate the gross error to obtain
higher fitting and prediction accuracy.

It can be seen from the Table 3 that the combined model has more obvious
improvement than the ARMA model in prediction accuracy. However, with the
increase of the forecast time, the historical data on the forecast is decreasing,
resulting in the prediction accuracy gradually reduced. Howerer, it can still ensure
the accuracy of prediction and maintain the same order of accuracy magnitude.

Table 2 Accuracy statistics

Original
sequence
STD (mm)

Robust moving
average method
STD (mm)

General moving
average method
STD (mm)

Weighted moving
average method
STD (mm)

E 3.71 3.01 3.30 3.13

N 3.65 2.77 3.12 2.92

U 7.78 5.84 6.74 6.29

Fig. 5 Fitting data results of different models
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4 Conclusions

The robust moving average method has a good ability to resist gross error when
smoothing the BDS/GPS slow deformation monitoring sequence, and does not filter
out the original mutation signal. It can improve accuracy of the filtered sequence
and be adapted to different slow deformation monitoring sequences. The combi-
nation of robust moving average method and ARMA time series can improve the
accuracy of prediction in short term. But the combination method is only suitable
for the smoothing filter of slow deformation monitoring sequence, and the filtering
effect is not ideal for the sequence with abnormal mutation and large fluctuation of
monitoring. How to make robust moving average method better applied to various
monitoring sequence filtering should be studied further.
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Research on Space-Based Measurement
and Control Scheme of Launch Vehicle
Based on BeiDou Navigation Satellite
System

Chong Li, Xianqing Yi, Yue Zhao and Zhenwei Hou

Abstract In order to solve the problem of remote monitoring and control of launch
vehicles, this paper proposes that BeiDou navigation satellite system can achieve
the real-time measurement and control of the launch vehicle, based on the analysis
of the support of the space-based measurement and control system for the launch
vehicle measurement and control tasks. And then proposes space-based measure-
ment and control system schemes. According to the composing and task supporting
ability of BeiDou navigation satellite system, the communication process of
BeiDou navigation satellite system supporting the global launch vehicle
space-based measurement and control is analyzed and applied. Then, according to
the BeiDou global navigation satellite system, three kinds of constellation support
communication schemes are designed and three networking constellations are
proposed to support the space-based measurement and control tasks. Finally, the
feasibility of the communication scheme is verified through simulation experi-
ments, which provides a better solution for the space-based measurement and
control system of the launch vehicle.

Keywords BeiDou navigation satellite system � Launch vehicle
Communication scheme � Space-based measurement and control

1 Introduction

In November 2017, China successfully launched the 24th and 25th BeiDou
Navigation Satellites in the Xichang Satellite Launch Center, the first and second
satellite of China’s BeiDou III, which opened the global satellite navigation system
of BeiDou a new era of networking. The increasingly perfect BeiDou satellite
navigation system has provided strong technical support for China’s military,
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economy, agriculture and transportation, and also has a huge application space in
space-based measurement and control of the launch vehicle.

At this stage, the measurement and control tasks of China’s launch vehicles
mainly rely on the traditional world-wide direct transmission and preliminary relay
satellites space-based measurement and control methods, which require the
launching of multiple relay satellites and setting up several ground stations in China
and arranging several ocean measurement ships at sea, there is the problem of high
maintenance cost, incomplete measurement coverage, low security and reliability.
The BeiDou navigation satellite system is about to realize a global networking.
Based on the existing BeiDou satellite resources, the launch vehicle measurement
and control information relay function can not only expand the scope of mea-
surement and control, greatly improve the real-time data transmission and moni-
toring data transmission reliability, but also can make full use of existing navigation
satellite resources, with the least cost to obtain greater social and economic benefits.

This paper first analyses the status quo and mission requirements of the launch
vehicle space-based measurement and control, and then analyses the support
capability of the BeiDou system to the launch vehicle. Next, the corresponding
measurement and control communication schemes of geostationary earth orbit
satellites (GEO), inclined geosynchronous satellite orbit satellites (IGSO) and
medium earth orbit (MEO) are proposed for different launching trajectories of the
launch vehicle. Finally, STK simulation analysis of the three measurement and
control communication scheme feasibility. Based on the requirements of the launch
vehicle measurement and control and the actual situation of the BeiDou constel-
lation, this paper presents a space-based measurement and control plan for the
launch vehicle based on the BeiDou navigation satellite system. This paper presents
a feasible plan for the wide range of applications of BeiDou navigation satellite
system and the expansion of the launch vehicle space-based measurement and
control.

2 The Status Quo of Launch Vehicle Space-Based
Measurement and Control and BeiDou System
Support Ability Analysis

2.1 The Status Quo and Problem of Space-Based
Measurement and Control of Launch Vehicle

The launch vehicle space-based measurement and control is a mode in which the
launch vehicle relays transmission data through relay satellites during flight and
communicates with the ground station. The principle diagram of the measurement
and control process is shown in Fig. 1.

China’s space measurement and control system can be divided into two parts of
the foundation system and space-based system [1]. Measurement and control of the
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ground part of the launch vehicle is relatively mature, but there are also various
problems. With the rapid development of the launch vehicle in our country, higher
requirements have been put forward on the measurement and control system: to
improve coverage adaptability and to control more diversified launch orbit; the
external environment is increasingly complicated and the flight safety needs to be
controlled more; the mission is more complex and need more measuring and control
protection; Therefore, China now vigorously develop the launch vehicle
space-based measurement and control technology to improve the real-time coverage
and data transmission and improve the reliability of data transmission. At present,
China is researching the key technologies of the launch vehicle measuring and
control data transmission based on the Ka-band relay satellites, as well as carrying
out research on the key technologies of forward-based measurement and control
based on the relay satellite system to improve the coverage [2].

2.2 Launch Vehicle Space-Based Measurement
and Control Mission Needs

The launch vehicle space-based measurement and control system relies mainly on
the ground station and the measured launch vehicle established between the ground
link and the inter-satellite link to achieve the measurement and control tasks.
Therefore, the following capabilities are proposed for the satellite and inter-satellite
links:

1. We must be able to reasonably choose relay satellites to meet the requirements
of building visual links to relay and forward launch vehicle space-based mea-
surement and control system information.

2. Such links must be established within the shortest time needed to build a chain,
that is, proper linkages and link-building mechanisms should be established to
meet the real-time measurement and control requirements of the launch vehicle.

Fig. 1 Traditional
space-based measurement and
control process schematic
diagram
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3. Measurement and control process established in the ground, the inter-satellite
link, in the performance indicators to meet the launch vehicle space-based
measurement and control requirements, that is, the link can be relayed.

4. In the signal mechanism and protocol specification based on established
inter-satellite and satellite link transmission information, the requirements of
mutual compatibility and even consistency must be satisfied.

In order to complete the measurement and control tasks, the space system needs
to provide the function of relay and forward when the launch vehicle go beyond the
domestic visible space. The specific functions of the space system include: the
ability to build full-airspace links together with the launch vehicle; the ability to
build a timely and flexible chain with the launch vehicle; the signal system and
protocol specification compatible or consistent with the space-based measurement
and control system; ability to support the launch vehicle space-based measurement
and control system coordination and task coordination.

Through the research and analysis, the BeiDou navigation system currently
under construction in our country can meet the global relaying and forwarding
requirements required by the space-based measurement and control system of
launch vehicle and already possess the above-mentioned various requirements. The
specificities of the BeiDou system’s mission support capability is given below [3].

2.3 Capability Analysis of BeiDou System for Launch
Vehicle Measurement and Control

The BeiDou navigation satellite system includes 32 satellites, including 5GEO
satellites, 3IGSO satellites and 24MEO satellites and three ground stations, including
Beijing as the main control station and injection stations as Sanya and Kashi stations.
According to BeiDou constellation construction needs, BeiDou can provide the fol-
lowing support for the launch vehicle space-based measurement and control:

1. BeiDou system will achieve global coverage, the establishment of BeiDou
global system around 2020, having the ability to measure and control launch
vehicle full-time and entire airspace.

2. BeiDou system can receive, store, generate, broadcast navigation messages and
can receive, compare, return precision time measurement, with the ability to
provide a stable transmission of information.

3. System communication protocol to follow the CCSDS architecture, interface
specification compatibility. Compatibility or signal system and protocol speci-
fication is good.

4. BeiDou system has the ability of autonomous operation of the constellation, the
orbital reconstruction capabilities in the orbital as well as strong
anti-interference ability, with the launch vehicle space-based measurement and
control system in a timely manner, the ability to build a flexible chain.
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Based on the above analysis, BeiDou system has the capability of supporting
launch vehicle space-based measurement and control tasks to meet the communi-
cation requirements of mission objectives for the relay system. Due to the short
duration of the launch vehicle measurement and control, the existing business
impact on the BeiDou satellite system is relatively small. The BeiDou III is under
construction and inter-satellite laser link may be used in it [4]. The information
transmission rate is increased, and the mission support capability is enhanced.
There are no theoretical problems with the BeiDou system supporting the launch
vehicle’s space-based measurement and control. Therefore, BeiDou navigation
satellite system can be used as a relay system to complete the launch vehicle
space-based measurement and control tasks.

3 Launch Vehicle Launch Orbit and Invisible Area
Boundary Calculation

3.1 Launch Vehicle Launch Orbit

The launch vehicle launches from the launcher until the spacecraft into the intended
orbit of the flight path known as launch vehicle launch trajectory. There are two
basic forms of launch trajectory: one is the continuous thrust launch trajectory; the
other is the launch trajectory with the middle orbit. Figure 2a shows a continuous
thrust launch track, in the figure K0 for the launch point. K1 into the track point, the
red arc as the launch trajectory. Figure 2b shows a launch trajectory with a middle
orbit. As shown in the figure, K1 is located near the mid-orbit and K2 is located at
the apogee of the mid-orbit, which is called the best transition.

Fig. 2 Launch vehicle launch trajectory
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3.2 Invisible Area Boundary Calculation

According to the capabilities analysis of the BeiDou system for the measurement
and control of launch vehicles in the second section, we can see that there are three
existing ground stations in China. Beijing is in the easternmost point of China,
while Kashi the westernmost. It has the largest range over the longitude range.

Figure 3 shows the launching orbit of any launch vehicle (indicated by a thick
red line in the figure) as an example, the longitude of point A and point B of the
critical point of the range cannot be directly measured when calculating any point
M on its flight to orbit.

The symbols are as follows:

1. M point off the ground height H.
2. Earth’s radius is R.
3. TBJ and TKS respectively denote the tangents to the Earth’s surface at the point

of Beijing and Kashi Station.
4. The blue circle in the picture shows the earth, the black circle on the outside

shows a circle centered at the center of the earth and a radius of (H + R).
5. a represents the angle between the longitude of Beijing station and the point A,

b is the same.
6. The LonBJ and LonKS refer to the longitude of Beijing and Kashi stations.

By the geometric relationship, A point where the longitude LonA is

LonA ¼ LonBJ þ a

¼ LonBJ þ arccos
R

HþR

Fig. 3 Can not directly
measure the area calculation
diagram
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Similarly, the longitude at which point B is available is:

LonB ¼ LonKS � bþ 360�

¼ LonKS � arccos
R

HþR
þ 360�

4 Measurement and Control Communication System
of Launch Vehicle Based on BeiDou Satellite Navigation
System Constellation

4.1 GEO Constellation Support Launch Vehicle Control
Communications Scheme

BeiDou Global System GEO Constellation mission support scheme to guide the satel-
litesGEO1 (80°E) andGEO3 (140°E) as a space-basedmeasurement and control system
in the ground station invisible target of airspace measurement and control information
relay channel. The navigation satellite GEO1 undertakes the relay forwarding of the
space-basedmeasurement and control targets in the spaceof 290° * LonB (conecentral
angle). The navigation satellite GEO3 undertakes the relay forwarding of the
space-based measurement and control targets in the LonA * 290° (cone central angle).
Because290° theother side of the earth at 110° longitude betweenGEO1 andGEO3, it’s
the dividing line. Other airspace is the visible airspace within the territory of the ground
station, from the station Kashi station or Beijing station directly landing.

When the launch vehicle is in the invisible area of domestic station, the BeiDou
satellite navigation system relays satellite measurement and control information, the
scheme shown in Fig. 4a, b.

1. When the inflight launch vehicle is located in the visible area (LonB * 360°
(0°) * LonA in the domestic station, orange area in the figure), it directly
transmits the measurement and control information to the domestic stations.

2. When the inflight launch vehicle is in the area not directly controllable
(LonA * LonB in the green and blue areas in the figure), the measurement and
control information need to be forwarded to the ground stations in the GEO1 or
GEO3 for forwarding Launch vehicle real-time monitoring. When the carrier
launch vehicle flies to LonA −290° (blue area in Fig. 4a, b), the measurement and
control information passes the measurement and control information via the route
of the launch vehicle ! GEO3 ! domestic station to realize the indirect mea-
surement and control of the launch vehicle. Similarly, when the launch vehicle is
flying at 290° * LonB (green area in Fig. 4a, b), the measurement and control
information is transmitted via launch vehicle ! GEO1 ! domestic station.
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4.2 IGSO Constellation Support Launch Vehicle Control
Communications Scheme

Aiming at the invisible range of LonA * LonB (cone center angle), three satellites
in the IGSO constellation of BeiDou system are used as the relay and forwarding
channel of space-based measurement and control information.

Based on the orbital and operational characteristics of the IGSO satellite in the
IGSO constellation, the IGSO constellation is most unfavourable when the launch
vehicle is in 298°E, the other side of the Earth with longitude 118°E of the IGSO
constellation. The visual relationship of IGSO1, IGSO2, IGSO3 and launch vehicle
is shown in Fig. 5 when the launch vehicle is in that position.

As shown, at least two IGSO satellites can link with the launch vehicle to
achieve space-based measurement and control information relay forwarding.

When carrying out measurement and control tasks for a launch vehicle, it needs
to go through the IGSO to land the monitoring and control information at its
domestic stations. Through the STK simulation, three satellites in the IGSO con-
stellation and three domestic stations (Beijing/Kashi/Sanya station) visibility rela-
tionship as shown in Fig. 6.

Visibility analysis shows that only Sanya station can directly view the whole
IGSO constellation during the whole-time period, so Sanya station is selected as the
uploading and landing of the launch and control information.

The following IGSO constellation support measurement and control schemes:

1. When the launch vehicle is located in the visual area (the center angle of the
cone is LonB * 360° (0°) * LonA) of the domestic station, the ground station
directly carries out the real-time measurement and control communication.

Fig. 4 GEO communication diagram
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2. When the inflight launch vehicle is in the area not directly controllable (cone
center angle LonA * LonB). Two or three of the IGSO constellations relaying,
you can select IGSO1/IGSO2, IGSO1/IGSO3, IGSO2/IGSO3, or a combination
of IGSO1/IGSO2/IGSO3 for relay forwarding. The inter-satellite link switch-
overs according to the actual situation. That is, through the launch
vehicle $ IGSO1 (or IGSO3…) $ Station.

Fig. 5 Visibility analysis of IGSO constellation and launch vehicle

Fig. 6 IGSO constellation and Beijing station, Kashi station, Sanya station visibility analysis
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4.3 MEO Constellation Support Launch Vehicle Control
Communications Scheme

MEO constellation mainly for launch vehicles located in invisible airspace (cone
center angle LonA * LonB) of the ground station of measurement and control
system. Only the MEO satellites of BeiDou system relays the space-based mea-
surement and control information.

Below one or more MEO satellites in a suitable position in the MEO constel-
lation of BeiDou Global System can be used to select a chain, a single-hop or
multi-hop selection to build a chain, and relay and forward the measurement and
control information of the invisible airspace measurement and control targets in the
space-based measurement and control system, the implementation of space-based
measurement and control communications scheme design is as follows:

1. When the inflight launch vehicle is located in the visible area (LonB * 360°
(0°) * LonA in the domestic station, orange area in the figure), it directly
transmits the measurement and control information to the domestic stations.

2. When the inflight launch vehicle is in the area not directly controllable
(cone center angle LonA * LonB). The launch vehicle cannot establish a visible
inter-satellite link with the domestic station and must be relayed by one or
more MEO satellites of BeiDou system. When the launch vehicle has the
mission demand, it establishes the inter-satellite link with the launch vehicle via
the route calculation and scheduling MEO constellation (the MEO satellite
establishes the inter-satellite link together with the launch vehicle based on
the uplink or downlink times of the measurement and control command, the
MEO operating condition and the path selection algorithm [5]. [ground
station ! MEOA ! MEOB ! ��� ! MEON ! launch vehicle]).

4.4 GEO, IGSO, MEO Constellations Support
the Networking of Space-Based Measurement
and Control Tasks

When the launch vehicle is in the visual airspace of the ground stations, selecting
the direct measurement and control scheme preferentially. When the launch vehicle
invisible with the ground stations, the BeiDou navigation constellation is selected
according to the airspace coverage and relay hop constraints. As the inter-satellite
communication link between launch vehicles and the GEO satellites is relatively
mature and relay forwarding band is more convenient and topology is relatively
simple, but building chain with the IGSO satellites is more complicated, and
building chain with MEO satellites are more complicated. Considering the hop
constraints, the priority choice of BeiDou system to support mission is GEO
constellation, followed by the choice of IGSO constellation support, and finally

54 C. Li et al.



consider choosing MEO constellation support. Due to the large number of satellites
in the MEO constellation and large global coverage. IGSO can cover area near
China and Australia, and the GEO constellation can only cover the overlying
regions in China. Considering the coverage constraint, the relay satellites gives
priority to the MEO constellation in BeiDou system for mission support, secondly,
IGSO is selected, and GEO is finally considered.

5 Simulation to Verify the Feasibility of Communication
Solutions

The simulation software used in this paper is STK (Satellite Tool Kit). The satellites
for monitoring and control is BeiDou constellations, including 5 GEO satellites, 3
IGSO satellites and 24 MEO satellites. In the simulation experiment, the launching
trajectory of the launch vehicle with continuous thrust as shown in Fig. 7 is
adopted. Simulation of the launching trajectory with a middle orbit is similar and
will not be repeated.

To verify the BeiDou constellation’s support for the launch vehicle space-based
measurement and control, that is, verify whether BeiDou constellation visible to
launch vehicle, and that the launch vehicle has relay when it leaves the direct
controllable area of the domestic station, which can relay information and realize
the indirect the measurement and control of the launch vehicle.

Fig. 7 Continuous thrust
trajectory STK simulation
diagram
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Taking the continuous thrust orbital launch vehicle launched from Wenchang
Satellite Launch Center and finally reaching the geostationary orbit with a height of
36,000 km as an example, the visibility of the launch vehicle and the GEO, IGSO
and MEO constellations is analyzed respectively, as shown in Figs. 8, 9 and 10.

As the simulation reports shown above, the visibility of the GEO constellation,
the IGSO constellation, the MEO constellation and the launch vehicle are respec-
tively calculated. It is obvious that at least one satellite and a launch vehicle target

Fig. 8 Visibility analysis of continuous thrust orbit and GEO

Fig. 9 Visibility analysis of continuous thrust orbit and IGSO
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are respectively visible in the GEO, IGSO and MEO constellations, during the
launch vehicle flight, at least one satellite can be used for measuring and controlling
information of its relay and realize the space-based measurement and control of the
launch vehicle. Therefore, the space-based measurement and control scheme based
on BeiDou system proposed in this paper is feasible, which can meet the require-
ments of full-time and full-space measurement and control of launch vehicles.

6 Summary

In view of the problems such as low coverage, large measurement and control cost,
failure to realize full-airspace/full-time measurement and control and other issues,
this paper proposes a space-based measurement and control plan for launch vehicle
based on BeiDou satellite navigation system constellation. IGSO constellation and
MEO constellation communication scheme is given in detail, and gives three kinds
of constellations to support space-based measurement and control networking
recommendations. Finally, the visibility of the three constellation satellites during
the launching of the launch vehicle from our country is analyzed by simulation
experiments. From the simulation results, there are always satellites and launch
vehicles visible, so three kinds of measurement and control schemes are verified. It
proves that space-based measurement and control system based on BeiDou system
can meet the need of full-airspace and full-time measurement and control of launch
vehicles and provides a feasible and better solution for the launch vehicle of
space-based measurement and control technology in China. The application made a
little contribution to the further application and development of BeiDou.

Fig. 10 Visibility analysis of continuous thrust orbit and MEO
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Online GPR-KF for GNSS Navigation
with Unmodelled Measurement Error

Panpan Huang, Chris Rizos and Craig Roberts

Abstract To achieve the best performance for a Kalman filter (KF) for global
navigation satellite system (GNSS) positioning, a comprehensive measurement
model is required. However, the GNSS observations suffer from unmodelled errors
resulting from multipath, interference, etc. These errors are difficult (even impos-
sible) to model using parametric models. Inspired by Gaussian process (GP) Bayes
filters with measurement and dynamic models trained with non-parametric GP
regression (GPR), the unmodelled errors in the GNSS observations can be trained
online based on the GPR using the measurements residuals calculated by the KF.
One of the problems in using the GPR for online modelling is its high computa-
tional cost. To reduce the computational complexity, more than one forward step
sliding window for the input training points and the GPR model training can be
used. Furthermore, to avoid the over-prediction using the online trained GPR
model, a constraint on the query point was introduced. In this study a non-linear
autoregressive model was used for the online GPR model training. To verify this
algorithm, both static and kinematic experiments were evaluated. The results show
that the online GPR-KF algorithm can effectively improve the deteriorated GNSS
positioning accuracy caused by unmodelled errors in the GNSS observations. The
effectiveness of the proposed algorithm was also validated using the measurement
innovation statistical test.

Keywords Gaussian process regression � Unmodelled measurement error
GNSS navigation
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1 Introduction

A precise measurement model is essential to achieve unbiased estimation for global
navigation satellite system (GNSS) positioning with Kalman filtering (KF) based
estimation methods. However, there are some errors in the GNSS observations,
such as multipath and interference, that are difficult to model or do not cancel out
through measurement differencing or cannot be mitigated using introduced bias
products. To account for these errors, one commonly used strategy is to augment
the state vector with the unmodelled errors so that they may be estimated along with
receiver position and other relevant parameters [1, 3, 12]. However, a priori
knowledge of the unmodelled errors, in terms of dynamic model or statistics, is
assumed. Furthermore, if there is no error such methods could result in an unstable
system. Another approach is to directly model these errors using parametric or
non-parametric models [4–7, 11]. Parametric models include techniques such as
autoregressive (AR), moving average (MA), autoregressive-moving average
(ARMA), etc. Nonparametric models include artificial neural networks (ANNs),
support vector machine (SVM), Gaussian Processes regression (GPR), and others.
The disadvantage of parametric models is that substantial domain expertise is
required to build these models, and that they are often simplified representations
[6]. Non-parametric models are not as restrictive as the parametric model approach,
as they offer a more flexible framework for approximating unknown non-linearities.
The GPR method was studied in this paper as it provides not only the mean
function value prediction of interest but also uncertainty estimates for the prediction
[5]. In addition, it does not need the cross-validation procedure as required in SVM
[11]. By taking both noise and regression uncertainty into account, the GPR can
automatically increase its uncertainty when there is not enough training data.
Furthermore, models such as AR, MA, and ARMA can be considered as special
cases of GPR [12]. However, the GPR modelling approach usually performs
model-learning offline using large volumes of training data derived from predicted
measurements calculated with the known states and real observations. To adapt the
GPR modelling to changes in the environment and in the system configuration, a
GPR combined in the KF (GPR-KF) algorithm is proposed. The GPR model is
trained in the proposed algorithm using previous measurement residuals calculated
by the KF. One major limitation to training the GPR model online is its high
computational cost caused by inverse matrix calculations for query point predic-
tions. In addition, the computational burden will be increased by O m3ð Þ when
applied to GNSS positioning with m-dimensional satellite observations. To reduce
the computational cost each output dimension is trained using a different GPR
model, assuming the satellite observations are independent of each other. To
improve reliability of the training points and further reduce the computational
burden, a sliding window with more than one forward step for the input training
points and model training is proposed. To avoid over-prediction of query data and
to improve the robustness of the online GPR model due to its limited effectiveness,
a constraint on the query data is also introduced.
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The remainder of this paper is organised as follows. First, the problem of KF
with unmodelled measurement error is introduced in Sect. 2. In Sect. 3, the stan-
dard GPR and the proposed online GPR-KF algorithm are described. To evaluate
the proposed online GPR-KF algorithm for GNSS navigation, both static and
kinematic experimental results and analyses are presented in Sect. 4. Finally, some
concluding remarks are given in Sect. 5.

2 Problem Statements

Consider linear discrete systems modelled as:

xk ¼ Ukjk�1xk�1 þxk

zk ¼ Hkxk þDzk þ ek
ð1Þ

where k denotes the epoch number; x denotes the estimated state vector; z denotes
the measurement vector; Ukjk�1 and Hk represent the state transition matrix and
design matrix from the state to the measurement, respectively; xk and ek denote the
process noise and measurement noise with known covariances Qk and Rk,
respectively; and Dzk denotes the unmodelled measurement error uncorrelated with
ek. There are several ways to take into account Dzk in KF. For example, one
common approach is to augment the state with Dzk and allow its estimation along
with xk . However this approach assumes the process model of Dzk or a priori
knowledge of its statistics is known. Furthermore, when there is no error in the
measurement, this approach could lead to an ill-conditioned system. Another
approach is via directly modelling of Dzk. Hence the update step in KF can be
modified as follows [2]:

Kk ¼ Pkjk�1H
T
k HkPkjk�1H

T
k þPDẑkjk�1

� ��1

x̂kjk ¼ x̂kjk�1 þKk zk �Hkx̂kjk�1 � Dẑkjk�1
� � ð2Þ

where x̂kjk�1 and Pkjk�1 denote the predicted state vector and its associated
covariance, respectively; Kk is the Kalman gain matrix; x̂kjk denotes the KF esti-
mated state; and Dẑkjk�1 and PDẑkjk�1 denote the estimated unmodelled error and its
associated covariance, respectively. Since the expectation of the measurement
residual is:

E zk �Hk x̂kjk
� � ¼ HkE xk � x̂kjk

� �þE ekð ÞþE Dzkð Þ
� E Dzkð Þ ð3Þ

To estimate Dẑkjk�1, the non-parametric GPR regression is investigated in this
paper as it has the advantage of not only providing the mean function value
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prediction of interest but also uncertainty estimates for the prediction. This mod-
elling method can automatically increase its uncertainty when there is not enough
training data. However, the GPR modelling approach usually performs
model-learning offline using large volumes of training data. In order to take full
advantage of such a modelling method an online GPR combined in a KF is
demanding as it must adapt to changes in the environment and in the system
configuration.

3 Online GPR-KF

In this section the standard GPR is first reviewed. Then the online GPR-KF to
account for unmodelled measurement error is proposed to address the shortcomings
of the standard approach.

3.1 Standard GPR

A GPR can be thought of as a “Gaussian over functions” [8, 9]. A GP is fully
specified by its mean and covariance functions. Assume a set of n training data
xi; yif gni¼1 drawn from the noisy process. The observed targets can be described by

a zero-mean multivariate Gaussian distribution:

y�N 0;K X;Xð Þþ r2nI
� � ð4Þ

where y is the aggregated output vector y ¼ y1 y2 � � � yn½ �T ; X is the aggre-

gated input matrix X ¼ xT1 xT2 � � � xTn
� �T

; K X;Xð Þ is the covariance matrix;
and is rn the variance of output noise. To calculate the Ki;j elements of K X;Xð Þ, a
kernel function in the form of a squared exponential (SE) is commonly used:

k x; x0ð Þ ¼ r2s exp � 1
2

x� x0ð ÞW x� x0ð ÞT
� 	

ð5Þ

where r2s is the signal variance and W is a diagonal matrix of the length scales of
each input dimension. The optimal value of hyperparameters of a GP with SE can
be derived by maximising the log marginal likelihood argmax

h
log p yjX; hð Þð Þf g

[10]. The joint distribution of the observed target values and predicted value for a
query point x� is given by:
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y
y�


 �
�N 0; K X;Xð Þþ r2nI k X; x�ð Þ

k x�;Xð Þ k x�; x�ð Þ

 �� 	

ð6Þ

Thus, the predictive distribution over the output y� becomes:

pðy�jx�;X; yÞ�N kT� K þ r2nI
� ��1

y; k�� � kT� K þ r2nI
� ��1

k�
� �

ð7Þ

with k� ¼ kðx�;XÞ; k�� ¼ kðx�; x�Þ; andK ¼ KðX;XÞ. The mean prediction of y�
and its uncertainty are kT� Kþ r2n I

� ��1
y and, k�� � kT� ðKþ r2n IÞ�1k�, respectively.

3.2 Online GPR-KF

The major limitation of training the GPR model online is its expensive computation

of the inverse matrix Kþ r2nI
� ��1

which yields a cost of O n3ð Þ. For m-dimensional
outputs, the computational cost would increase to O m3n3ð Þ. In order to reduce the
computational cost, each output dimension is trained using a different GPR model,
assuming the output dimensions are independent with each other. In this way the
computational cost is reduced to O mn3ð Þ. To apply the standard GPR to predict the
unmodelled measurement error Dzk in the KF, the model of Dzk used in this paper is
assumed to be a non-linear autoregressive model:

Dzk ¼ f Dzk�1; . . .;Dzk�p
� �þ gk ð8Þ

where p is the number of lags used to represent the unmodelled measurement error;
and gk is white Gaussian noise. To train this model the training points of inputs X
and outputs y can be obtained using the estimated Dzk of previous epochs. To
improve the reliability of the training points, the input training points can use a
sliding window with more than one forward step:

X ¼

Dẑk�p� n�1ð Þ�sjk�p� n�1ð Þ�s Dẑk�p� n�1ð Þ�sþ 1jk�p� n�1ð Þ�sþ 1 � � � Dẑk� n�1ð Þ�s�1jk� n�1ð Þ�s�1

Dẑk�p�n�sjk�p�n�s Dẑk�p�n�sþ 1jk�p�n�sþ 1 � � � Dẑk�n�s�1jk�p�n�s�1

..

. ..
. . .

. ..
.

Dẑk�pjk�p Dẑk�pþ 1jk�pþ 1 � � � Dẑk�1jk�1

2
666664

3
777775

y ¼

Dẑk� n�1ð Þ�sjk� n�1ð Þ�s
Dẑk�n�sjk�p�n�s

� � �
Dẑkjk

2
6664

3
7775

ð9Þ
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where s is the forward steps. With the trained model of Dzk, the prediction of
Dẑkþ 1jk and PDẑkþ 1jk can be obtained by treating x�;k ¼ Dẑk�pþ 1jk�pþ 1

�
Dẑk�pþ 2jk�pþ 2 � � �Dẑkjk�T as the query point. Here the training points X and the
query point x�;k only represent a one-dimensional output of Dzk . This strategy
increases the demand for memory. To further reduce the computational cost of
Dẑkþ 1jk, the trained GPR model also uses a sliding window with q steps forward
after the first modelling. During the next q epochs, Dzk is only predicted in the KF
using the last trained model for the first l epochs and for the last q� l epochs KF
without Dzk correction is performed. Therefore the query points for every q epochs
contains:

x� ¼ x�;k x�;kþ 1 � � � x�;kþ l½ � ð10Þ

To avoid over-prediction of l epochs query data and to improve the robustness of
the online GPR model due to its limited effectiveness, a constraint is introduced:

Dẑkþ 1jk;PDẑkþ 1jk norm Xi � x�;j
� �

\dth
0 otherwise

�
i ¼ 1; 2; . . .; n j ¼ k; kþ 1; . . .kþ l

ð11Þ

where Xi is the ith training data; x�;j is the jth query data; and dth is the threshold for
Euclidean distance between the training data and the query data. When the
Euclidean distance between the training data and the query data is smaller than the
threshold, prediction is implemented, otherwise conventional KF is performed.
When there is no unmodelled error Dzk the online GPR-KF algorithm is reduced to
the conventional KF as Dzk derived from the measurement residual will have the
same distribution as the noise ek in the measurement with zero-mean and covariance
Rk. However, directly using PDẑkjk�1 in the GPR-KF could cause fluctuations in the
estimation, and even lead to divergence due to rapid changes of the training data.
Therefore in order to further improve the robustness of the online GPR-KF algo-
rithm the Kalman gain Kk can be calculated with a scale factor f as follows:

Kk ¼ Pkjk�1H
T
k HkPkjk�1H

T
k þ

PDẑkjk�1
þRk

f


 ��1

ð12Þ

If the PDẑkjk�1
is predicted precisely, then PDẑkjk�1

þRk

� �
=f with f set as 2 is

equivalent to PDẑkjk�1 which contains both the propagated covariance of the
unmodelled error and measurement noise.

The detailed procedure for the online GPR-KF algorithm is presented in Fig. 1.
This method can be readily extended to non-linear KF methods such as
Extended KF (EKF), Unscented KF (UKF), and Cubature KF (CKF), since the
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measurement residual sequences for the error model training are calculated after the
update step of all the non-linear KF methods and the unmodelled error correction
can be seen as new measurement noise with Dẑkjk�1 mean and covariance PDẑkjk�1 .

4 Experiment Results and Analysis

Both static and kinematic scenarios were investigated to validate the efficiency of
the online GPR-KF algorithm. GPS observations from one of the
International GNSS Service (IGS) stations, with added coloured noise, were tested
for the static scenario. In the case of the kinematic scenario GPS observations from
a UAV experiment were used. The EKF was used in the following experiment
validation.

4.1 Static Experiment

GPS measurements at 30 s intervals from the ALIC IGS station during day-of-year
277 and 278 in 2016 were randomly selected for the static experiment. The data
were processed using the GNSS PPP technique with float ambiguity in the
quasi-real-time mode. The parameters used in the GPR-KF were p ¼ 3, n ¼ 15,
q ¼ 10, l ¼ 6, f ¼ 3, and s ¼ 2. GPR modelling for each observed satellite is

Fig. 1 Online GPR-KF algorithm flowchart
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assumed to be independent. To validate the effectiveness of the GPR-KF algorithm,
all carrier phase measurements contaminated with coloured noise of different
magnitudes were processed, as indicated in Table 1. The noise magnitude added to
pseudorange measurements is 3 orders larger than that in the carrier phase mea-
surements. The added coloured noise should not cause the measurement innovation
sequence to diverge. Thresholds dth for pseudorange and carrier phase were set at
20 and 0.5, respectively. The station positioning errors obtained by conventional
PPP, and the PPP with online GPR-KF, were compared with the IGS weekly
solutions as shown in Fig. 2. The root mean square error (RMSE) of the station
position estimation calculated from 10 h for both algorithms are given in Table 1. It
can be seen that the positioning accuracy derived from the PPP with GPR-KF is
better than that from the conventional PPP. The PPP with GPR-KF reduces the
positioning fluctuations resulting from the rapid changing coloured noise, especially
when the positioning accuracy has a tendency to decrease, as shown in Fig. 2.

Theoretically, if there is no unmodelled error in the measurement model, the
measurement innovations should have a zero-mean Gaussian distribution. This
property of the innovations is a measure of filter performance. Figure 3 shows the
comparison of mean and standard deviation (STD) of GPS measurement innova-
tions derived from these two algorithms with no added noise. The left plot in Fig. 3
is the pseudorange innovation statistics of all observed GPS satellites, and the right
plot is for carrier phase innovations. It can be seen that the innovations obtained by
the GPR-KF have smaller mean and STD than for the case of the conventional PPP,
which are more like zero-mean normally distributed quantities. In addition, the
pseudorange improvement in terms of the innovations’ whiteness property is higher
than the carrier phase due to its lower accuracy.

4.2 Kinematic Experiment

To investigate the efficiency of the online GPR-KF algorithm for kinematic sce-
narios a UAV experiment was carried out and dual-frequency GPS data collected
by an OEM617 GPS receiver with sampling rate 10 Hz. Both the conventional PPP
and PPP with the GPR-KF algorithms were implemented on an epoch-by-epoch

Table 1 Positioning accuracy with different noise magnitudes

Noise magnitudes (cm) Positioning errors (cm)

Conventional PPP PPP with GPR-KF

0 5 4

<10 8 6

<20 14 11

<30 20 16
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basis in post-processing mode. The parameters used in the kinematic experiment
were the same as in the static experiment. Thresholds dth for pseudorange and
carrier phase were set at 10 and 0.1, respectively.

To compare the performance of these two algorithms, the post-processed
GPS-RTK positioning results were used as reference. Figure 4 is the comparison of
the positioning error results of the two algorithms. Table 2 gives the detailed
positioning accuracy comparison calculated from 20 min. It can be seen that the
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positioning accuracy achieved by the GPR-KF algorithm is higher than that of the
conventional PPP due to its ability to effectively reduce the deteriorated positioning
accuracy as shown in Fig. 4 at around 8 min. The pseudorange and carrier phase
innovation statistics of all observed GPS satellites from the two algorithms are
compared in Fig. 5. The comparison of the measurement innovation distribution for
satellite PRN 12 is shown as a typical example in Fig. 6. It can be seen that the
whiteness properties of both the pseudorange and carrier phase innovations are

5 10 15 20 25 30 35 40

Time (min)

0

0.5

1

1.5

2

2.5

3

Po
si

tio
n 

Er
ro

r (
m

)

Positioning Results Comparison of Kinematic Experiment

Conventional PPP
PPP with GPR-KF

Fig. 4 Positioning error
comparison

Table 2 Positioning
accuracy comparison

Algorithm Positioning errors (cm)
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improved. The improvement achieved for pseudorange measurements is higher than
for carrier phase, especially in terms of STD. This is because of the lower accuracy
of pseudorange measurements and their vulnerability to errors resulting from the
changing environment and unstable dynamics compared with carrier phase
measurements.

5 Concluding Remarks

This paper describes an online GPR-KF algorithm to deal with the unmodelled
errors in GNSS observations. Independent GPR models were trained online for all
observed satellites using the corresponding measurement residuals calculated by the
KF. Due to the high computational cost of GPR modelling and limited training data,
a more than one step sliding window was used. To avoid over-prediction using the
trained GPR model, a constraint on the query point was introduced. The online
GPR-KF for GNSS navigation was evaluated with both static and kinematic
experiments. The results reveal that the proposed algorithm effectively reduces the
effect of the unmodelled error and achieves better positioning performance com-
pared with conventional GNSS navigation algorithms.
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The Application of a New Multi-gross
Errors Detection Method with the Epoch
Variation Constraint in UAV

Hongyu Shan, Chunhua Li, Xiaoyu Shi and Chenggang Li

Abstract It is very important to get precise positioning information continuously
in the UAV RTK. However, the complex environment often degrades the obser-
vation quality or even introduces several gross errors which will seriously affect the
accuracy and reliability of the results. In this paper, a new method of multi gross
error detection with the constraint of epoch variation is put forward and validated
by the UAV-PPK. The result shows that it can effectively detect multiple gross
errors and handle the gross-errors and cycle-slips in a different way. Besides, it can
also guarantee the stability of the filtering and significantly increase the ambiguity
fixing rate and positioning accuracy. Thus, the reliable and precise positioning
information can be continuously supplied for UAV RTK.

Keywords UAV � Epoch variation � Multi-gross errors detection
RTK

1 Introduction

RTK (Real Time Kinematic) is a real-time kinematic relative positioning technique
with the carrier phase observation [1], which can continuously provide the real-time
position in centimeter level. With the development of UAV, a series of scenarios,
such as plant protection, aerial survey and formation flight, have been associated
with RTK [2–5] and the demand of higher accuracy and higher reliability position
increases quickly. The core of these applications is how to ensure the accuracy and
reliability of RTK.

On the flight of UAV, the surrounding environment is very complex and
changes rapidly which makes it difficult to track the satellite continuously and
stably by UAV receiver and the gross errors and cycle slips may occur frequently.
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For the problems of the cycle slip occurred in the complex environment, many
scholars have proposed a lot of methods, including ionosphere residual method,
high order differenced method, kalman filter method, TurboEdit method and
epoch-differenced method [6, 7]. And for the multi gross errors, the Robust Kalman
Filter (RKF) is always adopted. Zhou put forward the IGG I in 1989 [8], then the
model is improved by Yang et al. with the IGG II and IGG III model in succession
[9]. Guo uses the IGG III model and re-initialize the observation data in the
rejection region, the practical test has validated its effectiveness [10].

The sampling rate of UAV-RTK is usually high which guarantees the consis-
tency of the observation between two epochs. Therefore, this paper put forward a
scheme that first deals with the multi gross errors with the epoch-differenced model
and then adopts the Robust Kalman Filter with the precise epoch-variation con-
straint. Besides, the cycle slips and gross errors are handled separately which
guarantee the stability of the filtering even in the case of multi cycle slips and multi
gross errors. Finally, the reliable and precise positioning information can be con-
tinuously supplied.

2 The Mathematical Model of Epoch-Differenced Method

In the dynamic positioning of UAV, the satellite clock bias, satellite orbit bias,
ionosphere bias and troposphere bias can be eliminated by the model of
epoch-differenced method. The only parameters to be estimated are the position
variations between epochs and clock changes, the precise epoch differences can be
easily computed by kalman filter.

Assuming the base station i and rove station j track the satellite p at the epoch t0
and the next epoch t1, the atmosphere parameter and ambiguity parameter can be
eliminated after epoch differenced, the complete mathematical model are as follows
after linearization.

vp ¼ lpij;t1dxt1 þmp
ij;t1dyt1 þ npij;t1dzt1

þ c � dt � lp þ cpt0;t1 þ npt0;t1
ð1Þ

where l, m, n are the coefficient matrix, dx; dy; dz are the position variations,
respectively, dt is the clock variation, l is the epoch-diff constant, cpt0;t1 is the
ignorance part of the epoch-diff equation for satellite p, npt0;t1 is the residual noise,
where l and c are as follows:

lp ¼ ð/p
ij;t1 � /p

ij;t0Þ � ðqpij;t1 � qpij;t0Þ
cpt0;t1 ¼ ðlpij;t1 � lpij;t0Þxt0 þðmp

ij;t1 � mp
ij;t0Þyt0 þðnpij;t1 � npij;t0Þzt0

ð2Þ
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The parameter / is the carrier phase observations, and the q is the geometry of
the satellite to the station. For GPS satellites, the velocity is less than 3800 m/s, for
the interval of 0.1, 0.2 s, or even 0.5 s, the bias of c is 0.84, 1.68, and 4.2 mm, the
value is far less than the wavelength, so it can be completely ignored [11].

3 The Principle of Gross Error Detection with the Epoch
Variation Constraint

In the dynamic situation, multi-cycle slips and multi-gross errors are usually
common and it’s difficult to distinguish them, the safest way is to re-initialize them.
However, frequent initialization may destroy the stability of the filter, which will
result in the precision worse or even filter divergence. This section is mainly focus
on the above problems, put forward a new multi-gross errors detection method with
the epoch variation constraint, it can effectively detect multiple gross errors and
process the gross-errors and cycle-slips in a different way. The following is a
detailed introduction to the principle of the algorithm.

3.1 The Principle of Multi-gross Errors Detection

The multiple gross errors detection method used in this paper is divided into two
steps.

Stet 1. Data preprocessing by the epoch-differenced method, it can preliminary
detect the cycle slips and multi-gross errors.

Step 2. Robust kalman filter with the epoch variation constraint, deal with the
residual cycle slips and the gross errors.

First, for the step 1, the threshold of can’t be set too tight to ensure that most of
the cycle slips and gross errors are detected right. In consideration of the system
deviation of the modification of the equation is less than 3 cm [12], the threshold set
to be 3 cm. The standardized residual value is required to be determined separately
for every observation, the concrete forms are as follows:

~vi ¼ viffiffiffiffiffiffi
r2vk

q ð3Þ

Due to the error will be divided into the observed values for the least squares
adjustment, so we only need to deal with the maximum value. If we can’t meet the
requirements after a number of eliminations, the cycle slips or gross errors of the
reference satellite will be taken into consideration. The reference should be
changed.
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Based on the IGG III model, we can get the accurate prior information (cen-
timeter level) with the precise epoch variation and the prior fixed position. The
reliability of the robust method can obviously increase. The median is introduced to
compute the normalized residual for reflecting the overall characteristics of the
residual. The robust model is different for pseudo-range and carrier phase, so as
follows:

cP ¼
1 ~vij j � k0ð Þ
a ~vij j � b k0\ ~vij j � k1ð Þ
0 ~vij j[ k1ð Þ

8><
>:

c/ ¼
1 ~vij j � k0ð Þ
k0
~vij j

k1� ~vij j
k1�k0

� �2
ðk0\ ~vij j � k1Þ

0 ~vij j[ k1ð Þ

8>><
>>:

ð4Þ

where the cP; c/ is the magnifying factor of pseudo-range and carrier phase,
respectively, k0; k1 is the threshold of the robust model, a; b can be set by the
receiver quality, for this article, a ¼ 4:5; b ¼ 3:5, k0 ¼ 1:0; k1 ¼ 3:0.

3.2 The Principle of Distinguish the Cycle Slips and Gross
Errors

For the carrier phase observation values which in the rejection region, the tradi-
tional way is to deal with it as gross errors and abandon it. But if it’s the undetected
cycle slip, we don’t consider the ambiguity parameter’s change, the observation
may be continuously located in the rejection region. The other method is a safety
way to deal with it as cycle slip, and re-initialize the ambiguity parameter.
However, frequent initialization may destroy the stability of the filter, which will
result in the precision worse or even filter divergence.

The gross error is an accidental error, but the cycle slip is a continuous change.
So we can distinguish the cycle slips and gross errors by this characteristic.

(1) For the epoch-differenced method, when the carrier phase observation with the
same satellite is located in the rejection region between the adjacent epoch, we
think it’s a gross error, or it’s a cycle slip, the ambiguity parameter should be
re-initialized.

(2) For the robust kalman filter, it is opposite, when the carrier phase observation
with the same satellite is located in the rejection region between the adjacent
epoch, we think it’s a cycle slip, and the ambiguity parameter should be
re-initialized, or it’s a gross error.
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To verify the reliability of this method, wo chose a period of clean data (five
minutes), add cycle slips or gross errors for G06 (without re-initialized ambiguity
parameters). The results are as follows (Figs. 1 and 2).

It can be found from the figures above that if the ambiguity parameter is not
re-initialized when the cycle slip happened, the observation will be continuously
located in the rejection region which will affects its contribution to the filter. So we
can distinguish the cycle slips and gross errors based on whether it’s continuously
located in the rejection region.

4 Experiment Demonstration

To validate the new multi-gross errors detection method with the epoch variation
constraint, and evaluate the improvement of the RTK positioning performance of
UAV. We choose some different UAV data, then deal with them by UAV-PPK
V2.0.0 which is independent developed by ourselves. Then compare the results
with the commercial high precision dynamic processing software GrafNav v8.6,
finally, give the statistical results as follows.
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4.1 Experiment 1

The data is collected in July 18, 2016 with three systems, the interval is 0.2 s, the
observation time is about 1 h long. For detailed analyzing the data quality, the
figure below shows the number of satellites and PDOP values for base and rove
stations (Top: base station, Bottom: rove station, the same as follows). The figure
shows the quality of the data is good, the number of visible satellites for the rove
station is about 20, the PDOP is less than 2 (Figs. 3 and 4).

We deal with the data by UAV-PPK, the original kalman filter and the
multi-gross errors detection method with the epoch variation constraint are pre-
sented. The results show as follows (Fix result with color blue, unfix result with
color red, the same as follows) (Figs. 5 and 6).

The sequence diagram of difference with GrafNav is as follows (Figs. 7 and 8).
The specific statistics are as follows (Four columns represent the fix rate and the

rms of ENU, the same as follows) (Table 1).
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4.2 Experiment 2

The data is collected in September 8, 2016 with three systems, the interval is 0.2 s,
the observation time is about 1.5 h long. For detailed analyzing the data quality, the
figure below shows the number of satellites and PDOP values for base and rove
stations. The figure shows the quality of the data is poor, the number of satellites for
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Table 1 Statistical results with different methods

Method Fix rate (%) RMSE (cm) RMSN (cm) RMSU (cm)

Original method 86.5 9.34 3.29 26.10

Multi-gross errors method 100 0.37 0.59 0.97
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the rove station changes frequently, the satellites is less than 4 in some epoch. The
filter is re-initialized frequently (Figs. 9 and 10).

The results with different methods show as follows (Figs. 11 and 12).
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The sequence diagram of difference with GrafNav is as follows (Figs. 13 and 14).
The specific statistics are as follows (Table 2).
The results of the data (Tables 1 and 2) shows that the fix rate of the original

method is significant decrease when there are some undetected cycle slips and gross
errors, and it’s easy to fix error (Fig. 7), the accuracy and reliability of UAV-RTK
will be badly influenced, even the security can’t be guaranteed. But by the
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Table 2 Statistical results with different methods

Method Fix rate (%) RMSE (cm) RMSN (cm) RMSU (cm)

Original method 82.4 2.21 7.53 70.16

Multi-gross errors method 97.5 0.73 0.89 3.26
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multi-gross errors detection method with the epoch variation which is put forward
in this paper, the fix rate and the reliability can be significantly improved, avoid the
appearance of outliers, Finally, the reliable and precise positioning information can
be continuously supplied for UAV RTK.

5 Conclusions

A new multi gross errors detection method with the epoch variation constraint is put
forward in the paper which deals with multi cycle slips and multi gross errors in two
steps. First, detecting the errors by the epoch-differenced method and then applying
the Robust Kalman Filter with the epoch variation constraint.

The cycle slips and the gross errors are distinguished by the parameter charac-
teristics and processed in a different way. As a result, this method can avoid the
influence of the uninitialized ambiguity when cycle slips occur and frequent
re-initialized gross errors. Moreover, the method mainly focuses on the complex
and changeable dynamic environment of UAV RTK and it is suitable for single
frequency or multi frequency data.

The experiment results show that the method can effectively detect the
multi-cycle slips and the multi-gross errors, significantly improve the ambiguity
fixing rate and mitigates the impacts of outliers. Finally, the reliable and precise
positioning information can be continuously supplied for UAV RTK.
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Research on Multi-satellites Fusion
Inversion Model of Soil Moisture
Based on Sliding Window

Yueji Liang, Chao Ren and Yibang Huang

Abstract Global Positioning System Interferometric Reflectometry (GPS-IR) is a
new remote sensing technique, and it can be used to estimate near surface soil
moisture from signal-to-noise ratio data. Considering the advantages of
multi-satellite convergence and the time and space scale of soil moisture, a
multi-satellites fusion inversion model of soil moisture based on sliding window is
proposed. Firstly, the direct and reflection signals of GPS satellites are separated by
a low order polynomial fitting, and then the sinusoidal fitting model of reflection
signals is established, the relative phase of the SNR interferogram is obtained.
Finally, a sliding window is established to select the relative phases of the satellites
effectively, and the best input variables of the inversion model are determined.
Then, the soil moisture is retrieved by least square support vector machine. Based
on the monitoring data provided by US Plate Boundary Observations Project, the
feasibility and effectiveness of using single and different GPS satellites to sliding
estimate soil moisture are compared and analyzed. The experimental results show
that sliding window can effectively select GPS satellites and determine the best
input variables for the model. The model fully takes the advantage of non-linear
weight determination. The sliding type can achieve a longer time inversion. To a
certain extent, this model improves the phenomenon that the inversion process is
prone to jump when using single satellite inversion. Based on the inversion of more
than four satellites, RMSE and MAE is less than 0.07 and 0.06, respectively, and R2

is increased by at least 21.9% compared with inversion result of a single satellite.
Therefore, the inversion of soil moisture can be treated as nonlinear event, and
multi-satellites fusion inversion is feasible and effective.
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1 Introduction

Soil moisture is an important parameter in the research of hydrology, meteorology
and the agricultural environment, and it is of great significance on climate pre-
diction, flood disasters and the water resource cycle [1]. Relative to the traditional
methods of drying and weighing, time domain reflectometry, frequency domain
reflectometry and other soil moisture monitoring methods [2], Global Positioning
System Interferometric Reflectometry (GPS-IR) as a new means of remote sensing
monitoring, with high efficiency, high resolution and other characteristics, to
achieve non-contact, a wide range of soil moisture detection. GNSS-IR uses a
single antenna for receiving direct and reflected signals at the same time. The soil
moisture estimation is realized by using the interference of two signals at the
antenna; it is considered to be the ideal method of detecting soil moisture. At
present, a GNSS multipath signal has been used to estimate the environmental
parameters and their changes of station, such as snow depth, seawater height, soil
moisture and vegetation water [3]. According to the relationship between the
soil dielectric constant and soil moisture, a simplified empirical or semi-empirical
soil moisture model has been proposed to verify the effectiveness of soil moisture
estimation in different environments [4]. Because these methods require numerous
parameters and the modelling is complex, there are some deficiencies such as the
need for manual measurement of data and the weak generalization property of the
model. The inversion of the trend of soil moisture has been achieved by using
the amplitude, frequency and phase of the multipath reflex component at a certain
cut-off satellite height angle [5]. Moreover, the relationship between the reflected
component and the reflective environment is studied and the phase observations are
corrected to achieve better results [6]. Estimation of soil moisture content using
delayed phase parameters is more stable than that of amplitude parameter [7]. The
existing researches show that not all GPS satellite signals are suitable for inversion
of soil moisture. Moreover, the effects of soil surface roughness and vegetation
information on GPS signals are different, so it is more difficult to establish an
accurate soil moisture inversion model directly. The existing researches are less
concerned with the advantages of multi-satellite fusion estimation, and the esti-
mation of soil moisture is affected by artificial interference; it is not conducive to
the improvement of estimation accuracy. If soil moisture is changed with time scale
and spatial scale, the estimation of soil moisture using the GNSS-IR technique can
be regarded as a nonlinear regression problem. It is possible to establish a nonlinear
estimation model of soil moisture through the phase of the SNR interferogram.

Based on the above-mentioned research, a method for estimating soil moisture is
presented, and a nonlinear inversion method of multi-satellite fusion is used based
on sliding window. The least squares support vector machine (LS-SVM) is
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introduced into the soil moisture inversion, and the relative phase of each GPS
satellite is analyzed by sliding window. Then the effective satellites are screened
through the sliding window and the best input variables of the LS-SVM model are
determined. The sliding is used to invert soil moisture. Based on the monitoring
data provided by the PBO network, the feasibility of using single or different
satellites to estimate soil moisture is compared and analysed, and the effectiveness
of the sliding type estimation is studied and verified.

2 The Multi-satellites Fusion Inversion Model of Soil
Moisture Based on Sliding Window

2.1 The Theory of Satellite Signal Reflection

The signal-to-noise ratio (SNR) is an indicator of receiver antenna signal quality,
and it is mainly affected by the antenna gain parameter, the multi-path effect and
random noise in the receiver [1]. In the case of a low satellite elevation angle, the
multi-path effect on SNR is more obvious. The signal received by the GNSS
antenna is a composite signal of direct signal and reflected signal (Fig. 1).

From Fig. 1, h is the satellite elevation angle of the direct signal transmitted from
the satellite; h is the vertical height of the antenna to the ground; e is the incline
angle of the slope; and\beta is the angle between the satellite signal and the slope.
When e is small, the formula can be expressed as follows:

h ¼ bþ e � b ð1Þ

There is a sine or cosine relationship between SNR and w. After removing the
direct component, there is still a sinusoidal (or cosine) relationship with a fixed
frequency between the multipath reflex component and sin h [8]:
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SNRMP2 ¼ AMP2 cos
4pH
k

sin hþ/MP2

� �
ð2Þ

where h, k and H represent the satellite elevation angle, wavelength of carrier wave
and GNSS antennas height, respectively; AMP2 is the relative amplitude of the
multipath reflection components, and /MP2 is the relative phase delay. AMP2 and
/MP2 are the feature parameters needed.

The relative phase delay is the best measure to estimate a change in soil
moisture, and there is a theoretical linear relationship between relative phase delay
and soil moisture [9]. Therefore, the estimation model of soil moisture is built based
on the relative phase delay of multiple satellites in this paper.

2.1.1 The Principle of Model Inversion

(1) LS-SVM inversion model

Suppose the relative phase delay set of GNSS satellites is x, as follows:

X ¼ x01; x
0
2; . . .x

0
i

� �
; i ¼ 1; 2; . . .; tð Þ

x0i ¼ /1
MP2;/

2
MP2;/

j
MP2

h i
; j ¼ 1; 2; . . .; 32ð Þ ð3Þ

where i is the day of year, j is the satellite vehicle’s ID, and t is the length of time.
Suppose the soil moisture set corresponding to the relative phase delay set x is y.

Since the relationship between input vector x and soil moisture y is non-linear.
Therefore, it is necessary to map the samples in the input space to a higher
dimension feature space through a nonlinear transformation uðxÞ; thus, the non-
linear problem in input space is transformed into a linear problem in feature space.
Then, a linear LS-SVM is used to fit the sample points in the feature space. Detailed
process can be reference [10].

The performance of the LS-SVM depends largely on the optimal choice of
kernel function kðÞ, kernel parameter r and regularization parameter c. Because the
radial basis function can well describe the complexity of the model and has good
universality, it is selected as the kernel function of the LS-SVM. At the same time,
the grid search method is adopted for parameter optimization of r and c, its basic
principle can be reviewed in reference [11].

(2) The sliding window

Taking into account the soil moisture has a certain time and space characteristics, to
a certain extent; the model input variables affect the performance of the model. The
principle of the sliding window is mainly to conduct correlation R2 analysis through
linear regression models, and set thresholds, select valid satellites and determine the
best input variables of the model. Assuming that the selected first x period is the
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initial training sample of the LS-SVM model, and the relative phase of the period m
is the longest variable of the model input. To set the sliding window decision
length, the input variables xphi is that:

xphi ¼ xm�n�bþ 1; . . .; xm�2; xm�1; xmf g ð4Þ

where n ¼ 1; 2; . . .; t , n � b�m. Determine the correlation between each model
input variable set and soil moisture by each judge length b, and select the relative
phase of each satellite with good correlation in the same period as the best input
variable.

2.1.2 The Process of Soil Moisture Inversion

The modeling process is as follows:

(1) Separating multi-path reflection components from the GNSS signal. Using the
TEQC software to solve the GNSS monitoring data, the SNR value is obtained,
and the direct and reflected components are separated by low order polynomial
fitting;

(2) The resampling of multipath reflection components. Since the multipath reflex
component is a value that varies with the epochs, it is necessary to convert it to
the relationship between the sinusoidal values of the incident height angle by
resampling;

(3) Estimation of parameters. Fitting a sine to the component after resampling by a
nonlinear least squares fitting algorithm [12], then the values of amplitude and
phase could be obtained.

(4) Selecting input variables of model and sliding inversion. Let the sliding
window further determine the selected xphi as the input sample and the
inversion step as r to establish the LSSVM inversion model: Suppose the initial
input training sample 1 is xi ¼ xphi

� �
, the test input sample 1 is

yi ¼ xmþ 1; xmþ 2; . . .; xmþ r; then the input training sample 2 is xiþ 1 ¼
xphi; yi

� �
; the test input sample 2 is yiþ 1 ¼ xmþ rþ 1; xmþ rþ 2; . . .; xmþ 2r; and

so on. The process is shown in Fig. 2.

3 Experiment Analysis

GNSS monitoring data of the P041 station, which is from the PBO network (http://
xenon.colorado.edu/portal), is selected for the experiment. The station is located at
Newcastle in Cheyenne, Wyoming, at 104.185702°W, 43.881146°N. From the
LANDSAT TM multispectral image of the United States in Fig. 3, the terrain
around this station is relatively flat, open and sparsely populated with vegetation
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conducive. The change in soil moisture and rainfall at the site in the 70th–290th
days of 2011 is shown in Fig. 4. Rainfall is dominated by products from the North
American Land Data Assimilation System (NLDAS). Soil moisture content
(SMC) is retrieved using L2C observations, based on averages of eight or more

Fig. 2 The rolling estimation process of soil moisture

Fig. 3 The surface environment of P041 station
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satellite orbits [8, 9]. For reflection information at low satellite elevation angles, the
sensing depth of the L2C signal to the soil is about 2.5 cm or less [8]. As the PBO
antenna is highly inclined to be between 1.5 and 2.1 m, the sensing area for each
satellite orbit is about 120 m2 [13].

Figure 4 shows that during this time, there are 13 significant rainfalls, the
maximum rainfall reached 2.67 cm and the continuous rainfall up to 10 days.
Corresponding to precipitation, soil moisture are significantly increased, especially
131–132, 137–140 and 186–195 days. Due to the continuous rainfall, the soil
moisture changes more significantly and shows strong non-linearity and random-
ness. When the rainfall stops, soil moisture decreases gradually. It can be seen that
the site is rich in rainfall and is more representative for the study of soil moisture.

Therefore, the monitoring data from the 70st-290th day of 2011are selected, the
sampling rate is 30 Hz, and the satellite elevation is between 5° and 20°. The SNR
(L2 carrier) is obtained by using TEQC to calculate the GNSS data, and separating
the direct signal and reflection signal of each satellite by a quadratic polynomial
separation. Then, the nonlinear least squares method is used to estimate the phase of
SNR interferogram. Due to space limitations, only 10 satellites in the effective
wavelength band are selected for analysis in the experiment. The relative phase of
each satellite and the change of soil moisture are shown in Fig. 5.

Figure 5 shows that the relative phase of the satellites can respond when the soil
humidity rises or falls. For 131–132, 137–140 and 186–195 days, the relative phase
of the satellites show a large floating, and it was related to the sharp increase of soil
moisture caused by continuous rainfall. The relative phase of the same GPS satellite
tends to jump, and the response patterns of different satellites to soil moisture
changes are not consistent. The geometric movement of the satellite with respect to
the GPS antenna and the performance of the satellite itself during the observation is
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not the same. Therefore, how to choose the relative phase of satellites effectively is
worth discussing.

Considering the effective selection of satellites and the input variables of the
model, a sliding window is proposed. The relative phases of the first 120 days of
each satellite are chosen as the input variable of the LS-SVM model. The sliding
window determines the length, and 12 sets of input variables are obtained, as shown
in Table 1. Figure 6 shows the R2 between different input variable sets for each
satellite and soil moisture. The threshold for R2 is set at 0.60. The PRN06, 18, 21,
22, 26, 31 and 32 satellites are preferred (as indicated by the dotted red line) and the

Fig. 5 Relationship between delayed phase and soil moisture

Table 1 Input variables set of LS-SVM model

Variable set 1 2 3 4 5 6

Day of year 70–189 80–189 90–189 100–189 110–189 120–189

Variable set 7 8 9 10 11 12

Day of year 130–189 140–189 150–189 160–189 170–189 180–189

Fig. 6 Comparison of
different input variable sets
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relative phases of days 130–189 of these satellites are selected for modeling
training.

In order to verify the feasibility and effectiveness of multi-satellite fusion
inversion, two experimental schemes were set up: sliding inversion based on single
satellite and sliding inversion based on multi-satellite fusion. To reduce the
modelling error, each phase is pre-treated and normalized to [−1, 1], then reduced
to the original interval after the estimation. The test samples are taken from the
130th–189th days, the 190th–290th days are selected as the training samples, and
the estimated step size was 1. For example, when the inversion step is 1, the 130th–
189th days are selected for modeling to invert the 190th day. Then, the 130th–190th
days are selected for modeling to invert the 191th day, and so on, until the 290th
day is inverted. The error of model inversion is shown in Fig. 7.

Figure 7 shows that using a single satellite for soil moisture inversion makes it
difficult to accurately grasp the variation of soil moisture. Moreover, the variation of
inversion errors is large and the inversion result is prone to jump (blue dotted line).
Comparing and analyzing the results of two- satellite, three-satellite or four-satellite
inversion, the improvement is not significant. However, using more than five
satellites to establish the inversion model, the fluctuation of inversion error is
relatively close, and can effectively inhibit the phenomenon of jump. Visible, with
the increase of the number of satellites, the inversion error is more stable.

In order to further comprehensively evaluate the performance of each scheme,
R2, root mean square error (RMSE), average absolute error (MAE) and maximum
error (MAX) are used for evaluation (As shown in Fig. 8, a total of 28 kinds of

Fig. 7 Estimation error analysis of soil moisture
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schemes). According to Figs. 7 and 8, it is found that the number of fusion satellites
increased appropriately, and all the accuracy indexes improved. When the number
of fusion satellites is more than 4, RMSE and MAE are less than 0.07 and 0.06
respectively, the maximum error of inversion is also improved, and R2 is increased
by at least 21.9% compared with that of single satellite.

4 Conclusion

This paper presents a multi-satellite fusion LS-SVM retrieval method of soil
moisture based on sliding window.

The experiments show that: (1) The GNSS antenna is affected by the kinematical
track and the performance of satellites during observation, and the relative phase of
different satellites have different response patterns to changes in soil moisture. The
sliding window can effectively select the relative phase of each satellite and
determine the best input variables of the model. (2) The multi-satellite fusion
inversion has more advantages than the single satellite. As the number of fusion
satellites increases, the inversion error is more stable. The model gives full play to
the advantages of artificial intelligence in soil moisture. It can effectively integrate
the performance of the satellites, and realize the complementarities between the
relative phases of the satellites through non-linear weighting. (3) When the number
of fusion satellites is more than 4, RMSE and MAE is less than 0.07 and 0.06,
respectively, and R2 is at least 21.9% higher than that of a single satellite. In order
to further verify the performance of this model, the data from multiple stations in
different environments and the integration of vegetation, temperature, rainfall and
other variables will be studied next experiment.

Fig. 8 Retrieval accuracy of soil moisture in each model
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A Study of TEC Storm
on 13 October 2016

Qingtao Wan, Jinghua Li, Xiaolan Wang, Jiangtao Fan, Jie Zhang
and Guanyi Ma

Abstract An ionospheric positive storm on 13 October 2016 was studied. The
longitude effect of ionospheric storm along 40°N latitude region is studied with 23
GPS stations from 0°E to 360°E. Total electron content (TEC) was calculated with
polynomial method, and TEC difference between the storm time and quiet time
(DTEC) were calculated. The variations of TEC difference were different at dif-
ferent longitudes. There was a positive phase storm at the local time day side
region, while the variations were not obvious at the night side longitudes. The
maximum value of DTEC was about 25 TECU at 330°E at about 1400UT on 13
October 2016. Two Ionosonde data at EB040 (0.5°E, 40°N) and RL052 (51.5°N,
359.4°E) were also used to study the ionospheric storm. The DfoF2 of RL052
increased earlier that low latitude ionosonde of EB040. There was a second peak of
DTEC at the local night time about 2000 LT on 13 October 2016. The latitude effect
of ionospheric storm was also studied with 7 GPS stations at 0°E meridian. It was
found that the positive storm was obvious at high latitude region, while it was weak
at low latitude region. This phenomenon may be caused by the fountain effect.
From high latitude to low latitude, DTEC gradually began to increase, and DTEC at
higher latitude reached the maximum value earlier than the low latitude. These
show that the positive ionospheric storm may be caused by the equatorward surge.

Keywords GPS station � Ionosonde � Total electron content � Equatorward surge

1 Introduction

The high speed solar wind from coronal mass ejection (CME) carries a lot of
high-energy particles, and impacts the earth’s magnetosphere, causing the earth’s
magnetic field to undergo dramatic changes, resulting in geomagnetic storms.
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Magnetic storm is an extreme weather phenomenon. Ionospheric storms represent
large global disturbance of electron density of ionosphere in response to geomag-
netic storms. Increases and decreases in the ionospheric electron density during the
disturbances are referred to as positive and negative storms phases, respectively [1].

An ionospheric storm consists of three phases. First, there is an initial phase that
lasts for several hours after the magnetic storms starts. During the initial phase, the
value of foF2 has increased relative to the quiet times. Then, it is a main phase that
lasts for a long time, which from a few hours to a day for different storms. During
the main phase, the foF2 is usually lower than the quiet times, which is a negative
ionospheric storm. When the value of foF2 is greater than the quiet times, it is a
positive ionospheric storm. After the main phase, the recovery phase is followed. At
this time, the foF2 will gradually recover to the normal value of the quiet period.
Usually, the recovery phase lasts a few days. In general, the positive ionospheric
storms usually appear at low latitude and mid-latitude region in winter, while the
negative storms are more likely at high latitude and mid-latitude in summer [2].

It is very useful to the effect of magnetic storms on the ionosphere from total
electron content (TEC) data. The method of suing GPS to derive TEC has the
advantages of high resolution, wide space range and long duration. The use of
GPS-TEC to study the ionosphere has been widely used [3].

The behaviour of TEC during ionospheric storms is basically similar to that of
foF2, but it is not necessarily the same [4, 5]. There is a great advantage for
combined use of GPS data and ionosonde data to study ionospheric storms.

An ionospheric storm is studied on 13 October in 2016. Section 2 describes the
data used for the study. Section 3 is the results and discussions. Section 4 sum-
marizes the results.

2 Data Used for the Study

The ionospheric storm on 13 October 2016 was studied using the data from 28 GPS
stations. Figure 1 is the distribution of the GPS stations. 23 GPS stations are located
at 37°N–43°N latitude region, which are used to study the longitude variation of
TEC. The others are located at 0oE meridian, which are used to study the latitude
variation of TEC. Ionosonde data at (0.5°E, 40°N) and (359.4°E, 51.5°N) were also
used to study the storm. Figure 2 shows the interplanetary magnetic field and
geomagnetic conditions during the period from 8 to 17 October 2016. The top panel
shows the z-component of the interplanetary magnetic field observed by the ACE
satellite. The second and third panel show the symmetric disturbance index
(SYM-H) and the asymmetric disturbance index (ASY-H). The forth panel is the
Dst index. The bottom panel shows the Kp index.

The storm sudden commencement (SSC) was observed at 2100 UT on 12
October 2016. Then the Dst increased rapidly and reached the maximum value at
about 2300 UT. The Dst started to decrease at 2300 UT, and reached about 0 at
0600 UT on 13 October 2016. The initial phase was from 2300 UT on 12 October
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to 0600 UT on 13 October. The Dst turned negative at 0600 UT and decreased
rapidly. The minimum value of Dst was about −105 at about 1700 UT on 13
October 2016. The main phase lasted for 18 h. The Dst returned to normal at about
0000 UT on 15 October 2016.

0° 45° E 90° E 135° E 180° E 225° E 270° E 315° E 360° E
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0°

45° N

90° N

Fig. 1 The distribution of GPS stations along 40°N latitude and 0°E meridian lines
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Fig. 2 The interplanetary and geomagnetic conditions during the geomagnetic storm period from
11 to 15 October in 2016. From top to bottom, they are IMF-Bz, SYM-H, ASY-H, Dst index and
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3 Results and Discussions

The longitude effect of this ionospheric storm at 40°N latitude region is analyzed
with 23 GPS stations. 7 GPS stations with different latitudes at 0°E meridian are
used to study the latitude effect of this ionospheric storm. 2 ionosonde RL052
(51.5°N, 359.4°E) and EB040 (40.8°N, 0.5°E) are also used to study the latitude
effect.

Figures 3 and 4 are the TEC and DTEC contour maps from 11 to 15 October in
2016. The polynomial method is used to calculate TEC. The reference value of
TEC is the mean value for 4 quiet days from 8 to 11 October in 2016. The DTEC is
the TEC difference between TEC at storm period and reference value. The solid line
and dotted line are the local sunrise and sunset time, respectively.

It was shown that TEC increased rapidly at the storm time. The maximum value
of TEC was about 40 TECU in the 330°E region on 13 October 2016. The positive
storm was different at different longitude. The ionospheric storm is dependent on
the local time. The positive storm was obvious at 0°E–45°E and 330°E–360°E,
which are the local time day side region. It was not obvious at 100°E–130°E and
240°E–280°E. The TEC disturbance was obvious on the day side, while the dis-
turbance was weak on the night side when the storm started.

Fig. 3 The TEC contour map during the ionospheric storm period at about 40°N latitude region
from 11 to 15 October in 2016

Fig. 4 The DTEC map during the ionospheric storm period at about 40°N latitude region from 11
to 15 October in 2016
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Figure 5 is about the DTEC variations during the storm period at different
longitude GPS stations. It can be seen that positive storm is obviously at the local
time day side region, while the DTEC variations are not obviously at the night side
region.

Figure 6 is the ionosonde data (EB040, 0.5°E, 40.8°N) DhmF2, DfoF2 and
DTEC from 11 to 15 October 2016. DhmF2, DfoF2 and DTEC have the same
variation trends. Three parameters started to increase at about 0600 UT, which was
the start time of main phase. The maximum value of three parameters occurred at
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Fig. 5 The TEC and DTEC variations during the storm period at different longitudes
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about the noon time. There was a second peak of DhmF2, DfoF2 and DTEC at the
night time about 2000 UT.

In order to find the mechanism of the positive storm, the DfoF2 variations are
studied with different latitudes’ ionosonde data. Figure 7 is the DfoF2 variations
from two ionosonde data RL052 (51.5°N, 359.4°E) and EB040 (40.8°N, 0.5°E) at
the same meridian. There is a time delay for the DfoF2 variation between two
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Fig. 6 The DhmF2, DfoF2 variations at the storm period from the ionosonde data EB040 (0.5°E,
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iononde at the ionospheric storm period on 13 October in 2016. The DfoF2 of
RL052 (51.5°N) increased earlier than EB040 (40.8°N) on 13 October 2016. The
time difference is about 1 h, so the positive storm may be caused by equatorward
surge.

Latitude effect of this positive storm is also studied. 7 GPS stations data, which
are located at the different latitudes at 0°E meridian, are used to derive TEC at the
storm period. Figure 8 is the DTEC variations of 7 stations at the 0°E meridian from
12 to 15 October in 2016. The positive storm was obvious in the mid-latitude region
(35°N–57°N), while the storm was weak in the low latitude region. This phe-
nomenon may be caused by the fountain effect. From high latitude (57°N) to low
latitude (35°N) DTEC gradually began to increase, and DTEC at higher latitude
reached the maximum value earlier than the low latitude. It is also shows that the
positive ionospheric storm may be caused by the equatorward surge.

4 Conclusions

An ionospheric storm is studied on 13 October 2016. The storm sudden com-
mencement (SSC) was observed at 2100 UT on 12 October 2016. Then the Dst
increased rapidly and reached the maximum value at about 2300 UT. The initial
phase was from 2300 UT on 12 October to 0600 UT on 13 October. The main
phase lasted for 18 h. 23 GPS stations are located at different longitudes along the
40°N latitude region are used to studied the longitude effect of TEC variation. The
positive storm disturbance was obvious for the stations at the local time day side
GPS stations, while it was weak in the night side region at about 40°N latitude
region. The most obvious area of the positive ionospheric storm is about 330°E
region. The latitude effect of this storm is also studied with 7 GPS stations data and
2 ionosonde data at 0°E meridian. The DfoF2 of high latitude ionosonde increased
earlier than the low latitude. From high latitude (57°N) to low latitude (35°N)
DTEC gradually began to increase, and DTEC at higher latitude reached the
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maximum value earlier than the low latitude. It was shown that the positive storm
on 13 October 2016 may be caused by equatorward surge.
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An Alternative Approach for Estimating
SNR Metrics in GPS-IR

Jizhong Wu and Wei Wu

Abstract GPS interferometric reflectometry (GPS-IR) is a bistatic radar remote
sensing technique that has the potential to retrieve environmental variables such as
soil moisture, snow depth and vegetation parameters. The direct and reflected
signals will be mixed by omni-directional geodetic GPS antenna and the interfer-
ence patterns of the both signals are recorded in signal-to-noise ratio (SNR) data.
The SNR metrics, which refer to the phase, amplitude and reflector height, are the
key parameters in subsequent analysis and applications of GPS-IR. Lomb-Scargle
periodogram (LSP) is commonly used to estimate the dominant frequency of the
detrended SNR interferograms, and the dominant frequency is converted to an
effective reflector height, while phase and amplitude are finally estimated with
least-squares method. In this study, the SNR metrics are determined with an
alternative approach which on the basis of the least squares spectral analysis
(LSSA). The core of the procedure is detecting the underlying periodicity terms in
the detrended SNR interferograms, and then confirming the statistically significant
spectral peaks according to the criteria formulated with Fisher distribution. The
performance of the approach is examined with eight satellite tracks at the P041 site,
the residuals show a 0–38% reduction in the root mean square (RMS) value
compared to the LSP method and better distribution.

Keywords Global positioning system � Interferometric reflectometry
Remote sensing � SNR � Least squares spectral analysis

J. Wu (&) � W. Wu
School of Geomatics Science and Technology, Nanjing Tech University,
211800 Nanjing, China
e-mail: jzwumail@163.com

© Springer Nature Singapore Pte Ltd. 2018
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2018
Proceedings, Lecture Notes in Electrical Engineering 497,
https://doi.org/10.1007/978-981-13-0005-9_9

105

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0005-9_9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0005-9_9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0005-9_9&amp;domain=pdf


1 Introduction

The Global Positioning System (GPS) has been proved to be a powerful tool to
precisely determine the position, velocity and direction of ground stations, which
are intended to help to understand the movement of the Earth’s surface. Multipath
occurs when signals arriving at the antenna by indirect paths due to reflection by an
object or surface near the antenna and thus introduces range error to observations,
and there are numerous studies on how to mitigate the effect. During recent years,
several studies have demonstrated that the phase and amplitude of ground reflected
signal represents the physical information of reflector, therefore the environmental
parameters are potentially retrieved with reflected signal. GPS-interferometric
reflectometry (GPS-IR) is such a bistatic radar remote sensing technique that using
the geodetic-quality GPS receivers and antennas to estimate snow depth [1, 2],
vegetation parameters [3–5], soil moisture [6–8], sea level change [9–11].

The direct and one or more ground-reflected signals are mixed in
geodetic-quality antenna to create a composite signal which is the sum of the direct
and ground-reflected signals. The composite signal is tracked by receiver and the
oscillations of interference between the direct and indirect signals are recorded in
the signal-to-noise ratio (SNR) measurements. The changes in SNR metrics, which
refers to the phase, amplitude and effective reflector height, are affected to various
extents by changes in reflector permittivity, height of the canopy, vegetation water
content and so on. GPS-IR utilizes the SNR measurements to retrieve information
about changes in the environment surrounding the antenna. This technique is
currently used at many of the existing GPS stations which compose environmental
sensing network to study soil moisture, snow cover, and biomass conditions.
Temporal fluctuations in SNR metrics are indicative of changes in the surroundings
of the GPS antenna, for instance, amplitude is the best indicator of changes in
vegetation and phase is sensitive to soil moisture changes, and therefore it’s pos-
sible to model the relationships between the vegetation or soil moisture parameters
and corresponding SNR metrics.

Obviously, SNR metrics are extremely important for GPS-IR in order to retrieve
accurate and reliable environmental parameters. However, the estimation of SNR
metrics with insufficient accuracy and reliability will degrade the accuracy of
environmental parameters retrieve. For the most part, the existing procedure for
estimating the SNR metrics are as follows. Firstly, the SNR interferograms is fitted
with a low-order polynomial to remove the direct signal. Secondly, Lomb-Scargle
periodogram (LSP) is used to estimate the dominant frequency. Finally, phase and
amplitude are estimated using least-square method in which the dominant frequency
is substituted and treated as a constant [1, 5, 7, 8].

As described previously, the composite signal tracked by receiver actually
comprises one or more reflected signals, the detection and recognition of the
underlying periodicity terms in the detrended SNR interferograms should be treated
with caution to provide excellent accuracy in SNR metrics estimation. In many
cases, the confirmation of dominant frequency has been empirically determined by
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researchers. Therefore, it’s urgent to seek for a method that’s sufficiently robust,
reasonable to estimate the SNR metrics in various reflection scenarios. In this study,
the SNR interferograms were processed using an alternative method based on the
least squares spectral analysis (LSSA) technique, which has been widely used in
spectral analysis for inspecting and clarifying periodic signals hidden in noisy time
series with unequally spaced values and gaps [14].

2 SNR Metrics Estimation

2.1 SNR Interferograms

Other than the pseudorange and carrier phase observations used in GPS applications
such as high-accuracy positioning, SNR interferograms are the principal observa-
tions in GPS-IR. In addition to the signal directly from the GPS satellite (called the
direct signal), a geodetic GPS receiver also records the signal reflected by ground of
nearby surfaces (ground-reflected signal). The interference between the direct and
ground-reflected GPS signals for a single satellite track is recorded in SNR
interferograms.

The geodetic-quality GPS antennas are designed to be sensitive to the direct
signal and to suppress the ground-reflected signal. For the most part, the gain
patterns of geodetic antennas are designed to reject or minimize signals received
from negative or low satellite elevation angles, and therefore the antenna gain
pattern has higher values for the upper hemisphere than for the lower hemisphere,
as shown in Fig. 1.

As receiving antennas intercept the reflected signals with lower elevation angles,
the gain pattern of reflected signals is much smaller than that of direct signal,
therefore, the reflected signals strength is much smaller than direct, and this means

°
°

°

°

°

°

Fig. 1 Gain patterns for a
typical geodetic-quality GPS
antenna
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the reflected signals contribution to the SNR interferogram is small in magnitude
but oscillatory while the direct signal amplitude is the dominant long-period trend
in SNR interferograms. For a typical geodetic-quality GPS antenna’s gain pattern,
the interference between the direct and ground-reflected signals is greatest at
satellite elevation angles smaller than 30°. As illustrated in Fig. 2, the raw SNR
interferograms of a satellite track with elevation angle from 5° to 25° were screened
and converted to a linear scale (volt/volt), it can be seen from the figure that the
amplitude increases as the satellite elevation angle increases, in addition, both
long-period trend and short-period oscillations are present. Based upon the above
analysis, the long-period trend and short-period oscillations are corresponding to
the direct and reflected signals respectively.

In order to isolate the reflected signals from the SNR interferograms, the direct
signal part needs to be removed. This can be done either through gain pattern
modeling or by fitting and removing a low-order polynomial. In practice, gain
pattern modeling is complicated to implement as it requires knowledge of gain
patterns for many different antenna models. In this study, a second-order polyno-
mial fit is used to model the direct amplitude.

As an example, consider the situation when one reflected signal is present,
detrended SNR interferograms can be modeled using the following equation:

SNR ¼ A cos
4pH0

k
sinEþ/

� �
ð1Þ

where A is the amplitude, H0 is the reflector height, E is the satellite elevation angle,
k is the wavelength of the selected GPS frequency, and / is a phase shift. This
expression assumes that the SNR interferograms have a constant frequency which
can be converted to the height of the reflector. A, H0 and / constitute the SNR
metrics that are used in various GPS-IR researches and applications.
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The commonly applied approach to estimate SNR metrics is using the Lomb
Scargle Periodogram (LSP) firstly to detect the dominant frequency in detrended
SNR interferograms. After having detected the dominant frequency through the
LSP, the amplitude A and phase shift / can be estimated using least-squares esti-
mation under the assumption that H0 is a known constant. Due to the presence of
noise, the dominant frequency of one satellite track should be confirmed by
ensuring its power is at least twice as high as the power of the second most
powerful frequency in the periodogram, otherwise the satellite track will be
discarded.

2.2 LSSA Method

An assumption made when detecting the peak of the spectral amplitude is that the
LSP spectrums only consist of one single frequency. However, the SNR interfer-
ograms are affected by reflected signals from multiple reflectors located in the
surroundings of the GPS antenna [11]. When more than one reflected signal
arriving at the GPS antenna by indirect path is contained in observations, the
previously mentioned method could introduce significant errors in SNR metrics
estimation. An alternative method which should be robust and reliable on various
occasions is necessary for estimating accurate SNR metrics.

LSSA was first developed and applied by Vaniček [12, 13] to overcome the
inherent limitations of fast Fourier transform (FFT) algorithms determining the
power spectrum of the data be equally spaced and equally weighted with no gaps
and datum shifts. Let’s consider an observed time series that is represented by
f ¼ ff g; i ¼ 1; 2; . . .; n: time series f can be modelled by g as follows:

g ¼ Ux ð2Þ

where U is a matrix of known base functions and x is the vector of unknown
parameters. It’s assumed that the values of the time series possess a fully populated
covariance matrix Cf, with the standard least-squares method, it’s desired to
determine the model parameters with minimum difference between g and f, the
model parameters can be obtained as follows:

x̂ ¼ UTCfU
� ��1

UTC�1
f f ð3Þ

ĝ ¼ Ux̂ ¼ U UTCfU
� ��1

UTC�1
f f ð4Þ

In spectral analysis, it is customary to search for periodic signals that are
expressible in terms of sine and cosine base functions. Let’s assume a set of spectral
frequencies xif g; i ¼ 1; 2; . . .; n, then we can express U as:
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U ¼ cosxit sinxit½ � ð5Þ

Let x̂ ¼ x̂1i x̂2i½ � and then x̂ can be determined from Eq. (3). It should be
emphasized that each frequency xif g; i ¼ 1; 2; . . .; n; is tried independently from
the rest. Then the least-squares spectrum is defined by:

s xið Þ ¼ f TC�1
f ĝ xið Þ

f TC�1
f f

ð6Þ

It’s apparent that the least squares spectrum of f is the collection of the spectral
values for all desired frequencies xif g; i ¼ 1; 2; . . .; n. The greater the spectral
value at a frequency xi, the more powerful f is at this frequency. The least squares
spectrum follows the Fisher distribution with v degree of freedom and a level of
significance. Statistically significant spectral peaks satisfy the following inequalty:

s xið Þ� 1þ v
2
Fv;2;a

h i�1
ð7Þ

This is the level above which the detection of a frequency is statistically sig-
nificant. LSSA has some strong advantages such as: (i) the systematic noise can be
suppressed without causing any shift in the existing spectral peaks, (ii) time series
with unequally-spaced values can also be analyzed without pre-processing,
(iii) time series with an associated covariance matrix can be analyzed and (iv) sta-
tistical tests on the significance of spectral peaks can be performed, which makes
the method promising and powerful for evaluating the time series [15, 16].

The interferograms were analyzed using LSSA, and the hidden periodicities of
the ground-reflected signals in the interferograms were clarified. Given the number
of frequencies that pass the statistical test is k, then for each determined frequency
xif g; i ¼ 1; 2; . . .; k; the matrix equation can be expressed in the form:

Bx ¼ l ð8Þ

where: B is a matrix of coefficients, x is a vector of the terms to be computed, l is a
vector which relates to the observations. B, x and l can be given as follows
respectively:

B ¼
cosx1t1 � sinx1t1 � � � cosxkt1 � sinxkt1

� � � � � � � � � � � � � � �
cosx1tn � sinx1tn � � � cosxktn � sinxktn

2
4

3
5 ð9Þ

x ¼ A1 cos/1 A1 sin/1 � � � Ak cos/k Ak sin/k½ �T ð10Þ
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l ¼ f1 � � � fn½ �T ð11Þ

Vector x is solved by the standard least-squares method, and then desired esti-
mates of amplitude and phase shift are derived from this vector. The amplitude
estimate of the ith ground-reflected signal component is:

Ai ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ai sin/ið Þ2 þ Ai cos/ið Þ2

q
ð12Þ

and the corresponding phase shift is given by:

/i ¼ arctan
Ai sin/i

Ai cos/i

� �
ð13Þ

3 Experimental Results

The EarthScope Plate Boundary Observatory (PBO) operates more than 1000
continuously operating GPS stations to study the motion of tectonic plates and the
deformation of continental crust. The installation of PBO station P041 consists of a
Trimble TRM29659.00 choke-ring antenna with a radome and a Trimble NetRS
receiver. The antenna is located on bedrock with its phase center*1.9 m above the
ground. In this study, only the SNR data from GPS satellites which broadcast L2
C/A signals are used due to the new L2 signals have a significant improvement in
recorded SNR strength compared to the old L2 signals.

The SNR interferograms of eight satellites with new L2 signals are analyzed
with the method described in the previous section. It should be noticed that not all
satellite tracks at this site can be utilized to retrieve SNR metrics; on the contrary,
improperly selected satellite tracks will degrade the accuracy of parameter esti-
mation. As previously described, the interference is greatest at satellite elevation
angles smaller than 30°. Therefore, satellite tracks with elevation angles between 5°
and 25° were used in this study. Broadcast ephemerides were used to calculate the
elevation angles on each epoch.

The outputs of PRN29 on DOY 61 in 2011 are given as an example in Fig. 3 for
brevity. For each satellite track that meets the requirement of elevation angle range,
a second-order polynomial was fitted and removed to create detrended SNR
interferograms as shown in Fig. 3a, it can be seen that the oscillations are shown as
a function of sine of elevation angle. The detrended SNR interferograms track in
Fig. 3a was then analyzed using LSSA at the 99% confidence level and the cor-
responding least-squares spectrums are shown in Fig. 3b, in which the dashed lines
indicate the 99% confidence level. It can be confirmed that two spectral peaks are
statistically significant as their least-squares spectrums are above the threshold
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value, and the two significant frequencies will be subsequently substituted in
Eq. (9) to implement the least-squares estimation.

To assess the effect of the alternative method, it’s reasonable to evaluate the
relative changes in the residuals instead of the absolute changes. Since the resulting
residuals are practically free from periodic signals, the distribution of residuals
tends to be random. In this case, the root-mean-square (RMS) was applied. The
residuals for detrended SNR interferograms of PRN29 from two processing
strategies, which refer to the commonly applied approach and the alternative
approach suggested in this study, are shown in Fig. 4a, b respectively. As can be
seen in Fig. 4a, periodic signals are still present in the residuals, while the residuals
in Fig. 4b tend to random distribution. Figure 4 also gives the RMS of the two
residuals time series, it can be seen that residuals from the alternative approach
provide a smaller RMS with 37.6% reduction. All satellites except PRN25 were
found to contain more than one significant frequency in SNR interferograms.
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Figure 5a gives the least-squares spectrums for PRN25, the only statistically sig-
nificant spectral peak in the figure correspond to the one single reflected signal,
which meet the assumption of Eq. (1), and thereby the two approaches make no
differences in estimation of SNR metrics as well as residuals. Additionally, Fig. 5b
gives the percent reduction in residuals when the commonly applied approach
served as the reference. Looking at the changes in RMS of residuals, it is apparent
that the alternative approach is capable of detecting underlying periodic signals
according to statistical tests and thereby results in residuals show smaller RMS
values. In general, the alternative approach is preferable for its effectiveness of
periodic signals detection in various reflection scenarios.

4 Conclusions

It’s rather common for receivers to record SNR interferograms containing reflected
signals from multiple reflectors located nearby the GPS antenna, and hence the
actual data have non-constant amplitude and potentially multiple frequencies. In
order to meet the assumption that the SNR interferograms only consist of one single
reflected signal, it’s necessary to select particular satellite tracks which have a
relatively stable singular dominant frequency otherwise significant errors in sub-
sequent phase and amplitude estimation will be introduced. In practice, it’s cum-
bersome and time-consuming for the researcher to screen the satellite tracks.

To overcome the limitation of existing approach for estimating SNR metrics, an
alternative approach which based on LSSA is suggested and investigated. The
procedure of the alternative approach practically is identical to the previous one, but
differs in the frequency-domain analysis of SNR interferograms using LSSA. LSSA
is capable of dealing with unequally-spaced and covariance matrix associated time
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series, what’s more, statistical tests on the significance of least-squares spectrums
can be performed at certain confidence level to detect underlying periodic signals.
The clarified dominant frequencies are then substituted as constants to solve the
amplitude and phase shift with least-squares method. The distribution and RMS
value of residuals are examined. It’s turned out that the alternative approach has
remarkable improvement in terms of residuals RMS value and characteristics of
distribution, furthermore, the alternative approach can take into account multiple
reflections and thus can be regarded as an adaptive technique for various reflection
scenarios.

However, SNR interferograms are inevitably contaminated by noise from
environment and instrument, the extension of the approach will be focused on how
to determine the proper confidence level and distinguish the noise from dominant
frequencies in the presence of significant noise.
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Research on Refined 3D Attitude Model
of Smart Construction Machinery Based
on Multi-sensor Fusion

Yanning Zheng, Shengli Wang, Yang Liu, Ying Xu, Xu Li
and Guiping Chen

Abstract With rapid development of technologies such as sensors and AI, smart
construction machinery has gradually become research focus of construction
machinery domain in recent years due to its high precision, low labor cost and high
capability. As location-based services to be one of the important foundation of
smart construction machinery, the design of a rigorous and convenient positioning
and attitude determination algorithm has become an important foundation for the
stable and agile operation of smart construction machinery. This paper combined
back-hoe hydraulic excavator with GNSS positioning and orientation device and
MEMS inclinometers, derived and verified a rigorous position and attitude calcu-
lation model of excavator upper structure and each part of working equipment
according to the outputs of the two kinds of sensors. First, specialized algorithm to
form attitude rotation matrix is deduced considering the effect characteristics of
upper structure attitude on GNSS orientation baseline and output axis definition of
dual-axis inclinometer, and with the GNSS antenna coordinate in topocentric
coordinate system, the upper structure coordinate and attitude are obtained. Then,
coordinate increment computation algorithm of key point on excavator working
equipment in vehicle coordinate system considering upper structure attitude effect
was deduced. Finally, by combining key point coordinate increment and upper
structure coordinate and attitude, key point absolute coordinate was obtained. The
correctness of this algorithm was verified by installation and test on real vehicle and
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comparison with result measured by RTK/total station. With rigorous derivation
process, concise form and convenience of programming implementation, this
algorithm has practical meaning in engineering.

Keywords Smart construction machinery � Back-hoe hydraulic excavator
Multi-sensor fusion

1 Introduction

In traditional working scenarios of construction machinery, to ensure construction
accuracy, it’s required to stake out designed scheme at construction site, let
experienced operators complete the construction, and check whether desired posi-
tion is achieved repeatedly during construction process. Thus, traditional con-
struction machinery brings about complex construction process and requires the
operators to be experienced. As one of the development trends of construction
machinery domain, smart construction machinery has features of simplifying
construction process and reducing skill requirements of operators by offering pre-
cise and real-time location-based services. As delicate modeling of construction
machinery motions is required for effective location-based services, this paper
studied the position and attitude calculation model of the back-hoe hydraulic
excavator. A model assumed that only yaw rotation exists on the upper structure,
i.e., the upper structure stays horizontal, is applied in [1–5], which is practical and
easy to implement. When describing relative spatial relationships, a position and
attitude calculation model based on D-H transformation matrices was introduced in
[3–5], which provides a set of general expressions for robotic arms with complex
structure. An attitude algorithm using IMU and potentiometer and its validation is
introduced in [6]. A dynamic analysis model considering pitch and roll of upper
structure is introduced in [7]. A model using UWB devices to measure position and
attitude of each part of an excavator and an optimization method based on geo-
metrics constraints is introduced in [8], which can obtain positions and attitudes of
each part of an excavator simultaneously and precisely. In this paper, an excavator
position and attitude model considering effect of upper structure roll and pitch is
introduced. This model maintains position and attitude of the excavator upper
structure and transformation between the vehicle coordinate system and the hori-
zontal coordinate system by using GNSS dual-antenna positioning and orientation
device and dual-axis inclinometer, and measures coordinates of each key point on
the working equipment in the horizontal coordinate system in consideration of the
upper structure attitude effect with single-axis inclinometers assembled on the
boom, stick and tipping link. In this paper, the assemble scheme of hardware is
introduced first. Then the main formulae of this model are given. Finally, the case
of real vehicle test is introduced.
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2 Installation Scheme of Hardware

As shown in Figs. 1 and 2, the vehicle coordinate system Cveh fixed to excavator
upper structure consists of Xveh; Yveh; Zveh. The main antenna a1 and the vice antenna
a2 of the GNSS positioning and orientation device are fixed on the upper structure.
The dual-axis inclinometer is fixed on the upper structure and its sensitive axes are
parallel to Xveh and Yveh. Three single-axis inclinometers are applied on the lateral
surfaces of the boom, stick and tipping link. Be aware that it’s the tipping link
instead of the bucket that the sensor is installed on to decrease damage probability
of the sensor, because the bucket often touches soil and gravel.

GNSS main 
antenna 1a

dual-axis 
inclinometer

upper structure 
rotation axis

vehZ

vehX

vehY

walking 
part

upper 
structure

working 
equipmentGNSS vice 

antenna 2a

Fig. 1 Sketch of hardware
installation

boom rotation axis
bucket tip

tipping 
link

connecting
link

stick

bucket

single-axis 
inclinometer

boom

Fig. 2 Side view of working
equipment
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3 Overview of Algorithm

3.1 Correction of the Pitch

Figure 3 is a sketch showing the relationship between the roll and pitch output of
the dual-axis inclinometer and the roll and pitch required to compose attitude
rotation matrix. X 0

veh; Y
0
veh; Z

0
veh consist the vehicle coordinate system before

applying roll and pitch rotation. Xveh; Yveh; Zveh consist the vehicle coordinate sys-
tem after applying roll and pitch rotation. Be aware that the attitude angle rotation
order from the horizontal coordinate system to the vehicle coordinate system
applied in this paper is selected to be yaw w ! roll c ! pitch h, in order to apply
the pitch correction on the working equipment coordinate increment. c is the roll
output of the dual-axis inclinometer and also the roll needed in attitude rotation. hcal
is the pitch needed in attitude rotation. Yproj is the projection of Yveh on the hori-
zontal plane, and also the initial direction of the dual-axis inclinometer pitch output.
hobs is the pitch output of the dual-axis inclinometer. According to the geometric
relationship shown in the sketch, one gets

hcal ¼ arcsin
sin hobs
cos c

ð1Þ

3.2 Roll-and-Pitch Rotation Matrix of the Upper Structure

The formula using c and hcal to calculate the roll-and-pitch rotation matrix of the
upper structure is

Rrollþ pitch ¼ R2 cð ÞR1 hcalð Þ ð2Þ

where Ri radianð Þ is the rotation matrix rotating radian around the ith axis of a
cartesian system.

Fig. 3 Sketch of the
dual-axis inclinometer output
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3.3 Correction of the Yaw

As the baseline direction of the GNSS orientation antennas may be different from
the lateral axis Xveh of Cveh, the upper structure attitude effect on the yaw measured
by the GNSS device should be considered. Be aware that the yaw in this paper is
defined as starting with local east direction and regarding counter-clockwise
direction as positive.

Brot ¼ Rrollþ pitchB ð3Þ

aB ¼ arctan yBrot ; xBrotð Þ ð4Þ

wcal ¼ wobs � aB ð5Þ

where Brot is the baseline vector after applying roll and pitch rotation. B is the
baseline vector in Cveh. arctanðy; xÞ corresponds to azimuth calculation function
atan2(y; xÞ in the C standard library, which is used to obtain angle between (x, y)
and X-axis that regards counter-clockwise as positive, and it’s different with
arctanðxÞ. aB is the baseline vector yaw after applying roll and pitch rotation.
xBrot ; yBrot is the x and y component of Brot. wcal is the yaw used in calculation. wobs
is the yaw measured by the GNSS device.

3.4 Maintenance of the Vehicle Coordinate System

The direction cosine matrix Rattitude of Cveh relative to horizontal coordinate system
Chor can be obtained by Eq. (6):

Rattitude ¼ R3 wcalð ÞRrollþ pitch ð6Þ

Therefore, when knowing coordinate increment incP from GNSS main antenna
to some point P in Cveh, upper structure attitude cosine matrix Rattitude and GNSS
main antenna coordinate G in Chor , the coordinate P of P in Chor can be denoted as

P ¼ GþRattitudeincP ð7Þ

3.5 Analysis of Attitude Effect on Single-Axis Inclinometer
Output

As shown in Fig. 4, the inclination aveh of measured structure in Cveh does not equal
to the output aobs of the inclinometer. Instead, here is a relationship of
aveh ¼ aobs � hcal. For convenience of computation, the working equipment
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coordinate increment should be converted into Cveh, so the pitch correction need to
be applied.

Correct the outputs of the single-axis inclinometers as Eq. (8):

a1 ¼ a1obs � hcal
a2 ¼ a2obs � hcal
a3 ¼ a3obs � hcal

8<
: ð8Þ

where a1; a2; a3 are the angles from Yveh to the initial directions of the inclinometers
in Cveh, and are also the values used in calculation. a1obs ; a2obs ; a3obs are the outputs of
inclinometers.

3.6 Calculation of Working Equipment Key Point
Coordinate

Figure 5 is the excavator working equipment sketch simplified and abstracted
according to the requirements of this algorithm. Every point in Fig. 5 is a key point
to be calculated in this model.

As shown in Fig. 5, any shape changes of the working equipment keep in the
lateral plane, so the 2D working equipment coordinate system Cwor can be estab-
lished as follows: suppose P1 as the origin of the system, and let X2D and Y2D be
parallel to Yveh and Zveh of Cveh respectively. Let L

j
i denote the distance between Pi

and Pj, \PiPjPk denote the angle formed by the three points, and Pi ¼ xi xj½ �T
denote the coordinate of the point. The following formulae can be obtained:

P2 ¼ L12
cos a1
sin a1

� �
ð9Þ

P3 ¼ P2 þ L23
cos a2
sin a2

� �
ð10Þ

Fig. 4 Sketch of
inclinometer pitch effect
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P5 ¼ P3 þ L35
cos a2 � \P2P3P5

� �
sin a2 � \P2P3P5

� �
� �

ð11Þ

P4 ¼ P5 þ L45
cos a3
sin a3

� �
ð12Þ

2 x06 � x3
� �

2 y06 � y3
� �

2 x06 � x4
� �

2 y06 � y4
� �

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
A

x6
y6

� �

|fflffl{zfflffl}
x

¼ L326 þ x026 � x23 þ y026 � y23
L426 þ x026 � x24 þ y026 � y24

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
b

ð13Þ

P7 ¼ P3 þ L37
cos a73
sin a73

� �
ð14Þ

Equation (13) is the iterative formula for obtaining P6, where x06 and y06 are the
results of the previous iteration, x6 and y6 are the results of this iteration.
A symmetrical point of P5 relative to the line from P3 to P4 can be used as the initial

value of P6. Thus x06 y06
� �T

, the initial value of P6, can be obtained by the
following formula:

x06
y06

� �
¼ P5 þ 2d~e ð15Þ

where

d ¼ kx5 � y5 þ y3 � kx3j jffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ 1

p ð16Þ

Fig. 5 Simplified sketch of
working equipment
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k ¼ y4 � y3
x4 � x3

ð17Þ

~e ¼ 0 1
�1 0

� �
P3P4

P3P4


 

 ð18Þ

The direction a73 from P3 to P7 in Eq. (14) can be obtained by the following
formulae:

a63 ¼ arctan y6 � y3; x6 � x3ð Þ ð19Þ

a73 ¼ a63 � \P6P3P7 ð20Þ

3.7 Coordinate Calculation of Arbitrary Point on Working
Equipment in Horizontal Coordinate System

According to the definition of Cwor , for a calculated coordinate Pi of arbitrary key
point in Cwor , the coordinate increment incPia1 from main antenna a1 to this key point
in Cveh can be obtained by the following formulae:

incPia1 ¼ incP1a1 þ
0 0
1 0
0 1

2
4

3
5Pi ð21Þ

where incP1a1 is the coordinate increment from the GNSS main antenna a1 to the
boom rotation axis P1 in Cveh.

Finally, the coordinate posi of Pi in Chor can be obtained by the following
formula:

posi ¼ GþRattitudeinc
pi
a1 ð22Þ

4 Program Implementation and Test on Real Vehicle

The correctness of this algorithm was verified by real vehicle installation, data
collection, coordinate computation of the bucket middle tip, and comparison with
the bucket middle tip coordinate measured by RTK and prism-free total station.
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The test program which can compute the bucket tip coordinate with the sensor
outputs was implemented in C++ with Qt and Eigen library. Interface for the
excavator geometry parameters (such as length of boom) and the device installation
calibration parameters should be designed while implementing the program to meet
the needs of the field test.

In real vehicle installation, the dual-axis and single-axis inclinometers were fixed
to some suitable location on the excavator with industrial tape. The two antennas of
GNSS device were fixed to excavator upper structure with strong magnetic suckers.
The device installation calibration parameters were measured for later use.

The test process goes as follows: drive the excavator onto the slope and turn the
upper structure to make it in a non-horizontal attitude to verify algorithm correct-
ness more effectively; read the data outputs of each sensor and apply necessary
installation error compensation; enter the data to the program to get the bucket tip
coordinate computed according to this algorithm; measure the bucket tip coordinate
using RTK and total station; apply comparative analysis on the two sets of data.

Table 1 is the comparative analysis table composed according to actual data. The
“RTK/total station results” is the difference under the main antenna topocentric
coordinate system between the bucket tip coordinate measured by RTK and total
station and the main antenna coordinate measured by the GNSS device. The “model
results” is the coordinate increment from main antenna to bucket tip calculated by
this algorithm. The “distance bias” is the length of the bias vector obtained by
differencing the two sets of results. As can be seen, combinations of different yaw,
roll, pitch and motion of working equipment that covered most common conditions
and extreme conditions are included in the test. The geometric distance of each
difference between the coordinate output from the program and coordinate mea-
sured by RTK/total station is less than 100 mm. Considering the manufacture and
assembly error of construction machinery parts and the residual of the device
installation calibration parameters, this test can be considered able to prove the
correctness of the algorithm.
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5 Conclusions

By considering the effect of upper structure attitude on key point coordinate cal-
culation while deriving, a rigorous algorithm for excavator upper structure position
and attitude and working equipment key point coordinate using GNSS positioning
and orientation device and MEMS inclinometer is derived in this paper, and the
refined attitude model of smart construction machinery is established. This model
have the following advantages: (1) With a rigorous derivation process, this model
can describe the working scene more accurately. (2) As this model is simple in form
and convenient for program implementation, it is easy to be applied widely in smart
construction machinery design. (3) This model is stable and reliable, which can
improve safety of construction process. Thus, this model can be applied in actual
production activities to greatly reduce the complexity of site construction.
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Feasibility Study of Low Cost Receiver
for Deformation Monitoring

Hongke Hou, Cuilin Kuang, Yaozong Zhou and Yonglin Zhang

Abstract In the satellite navigation and positioning process, the performance of
the receiver directly impacts on the quality of observation data, and affects the
positioning accuracy ultimately. Therefore, the receiver is sufficiently important for
the whole navigation and positioning process. Deformation monitoring belongs to
precise engineering survey and it often needs to reach the millimeter-level accuracy,
so that the geodetic receiver with excellent performance and high price is often used
in this survey. Under this background, improving the positioning accuracy of low
cost receiver and applying it to deformation monitoring can effectively reduce the
engineering cost, which has great practical significance and research value. This
study is based on the low cost receiver EVK-M8T from ublox company. Firstly, the
receiver performance is evaluated from signal to noise ratio (SNR), receiver clock
and accuracy of standard point positioning (SPP) through comparing with geodetic
receiver Trimble NetR9. Then through the experiment simulation of deformation
monitoring, the feasibility of deformation monitoring using low cost receiver is
analyzed. The numerical results show that the location accuracy of low cost receiver
can basically keep in millimeter level when the observation period reaches more
than 2 h, and it can correctly detect the movement of the point. Hence low cost
receiver can be applied to the deformation monitoring under the premise of
improving its stability.
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1 Introduction

In engineering survey, GNSS receivers have direct influence on the quality of
collected data, and affect the accuracy of positioning ultimately. Though the
geodetic receiver can obtain accurate positioning at millimeter level, it is expensive
and not suitable for promotion in some projects. Therefore, it has great practical
significance and research value to improve the accuracy of low cost receiver and
then apply it to engineering survey. Table 1 performs the parameters comparison
between the geodetic and low cost receivers, showing different characteristics of
these two receivers. Realini et al. carried out a series of research on low cost
receiver with goGPS, and verified that location accuracy of single frequency and
low cost receiver processed by goGPS has been greatly improved [1–3]. Takasu
et al. had evaluated the performance of low cost receivers and achieved precise
result with low cost receivers by RTKLIB [4]. Marco et al. studied on the landslide
monitoring using the low cost receiver and investigated the effect of baseline length
on the result [5, 6]. Caldera et al. based on a few open source and commercial
processing softwares to process data from low cost receiver, and achieved mil-
limeter accuracy at short baseline [7]. Deformation monitoring is precise survey in
engineering and the accuracy needs to reach millimeter level so that displacement
can be detected accurately. It is feasible and meaningful to study the deformation
monitoring using low cost receiver, which can reduce the cost of engineering
project.

Table 1 Parameters comparison between geodetic and low cost receivers

Constellation GPS, GLNASS, Galileo, BDS,
QZSS

GPS, GLNASS, Galileo, BDS,
QZSS

Frequency L1, L2, L5 L1

Cost 10,000–200000 RMB 100–3000 RMB

Weight >2 kg <500 g

Power consumption 5 W 120 mW

External antenna Yes Yes

Post-processing
accuracy

1–10 mm 1–25 mm
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In this paper, we analyzed the feasibility of low cost receiver EVK-M8T for
deformation monitoring. Firstly, we evaluate performance of the receiver, including
signal to noise ratio, receiver clock performance and the accuracy of SPP, and
compare these with the geodetic receiver. Then the simulation experiment of
deformation monitoring is carried out.

2 Performance Evaluation of Low Cost Receiver

With the collected data from low cost receiver EVK-M8T, the performance is
evaluated from the perspective of data quality and the receiver clock [8]. The data
quality is checked through signal to noise ratio and the accuracy of SPP positioning.
The frequency stability of the receiver clock and the clock error bias between
different systems is also analyzed. Meanwhile, these results above are compared
with that of the geodetic receiver.

2.1 Signal to Noise Ratio

Signal to noise ratio (SNR) refers to the proportion of signals and noises in an
electronic device or system, which is usually expressed as the carrier noise power
density ratio (C/N0) with unit dB/Hz. The relevant formula is as follows:

SNR ¼ 10 � lgðPs=PnÞ ð1Þ

Ps and Pn represent the effective power of signal and noise, respectively.
In the process of satellite navigation and positioning, the higher the SNR, the

smaller the proportion of the noise and the better the signal quality and accuracy of
the observation [9]. At the same observation conditions, the higher the SNR, the
stronger receiver’s anti-disturbance ability and the better performance. Therefore,
the geodetic receiver and low cost receiver are placed in the same observation
condition for data collection, and then SNR of each observation epoch of all
satellite is extracted directly from the RINEX file.

As shown in Fig. 1, the relationship between the SNR and the elevation angle
for two receivers is presented, and it can be seen that the SNR extracted from the
low cost receiver is all integer. When the elevation angle is higher than 40°, the
SNR of geodetic receiver is better than low cost receiver, but the gap is small. At
low elevation angles (less than 40°), the SNR of the low cost receiver fluctuates
intensely, and its stability is poor. The difference between these two receiver is
obvious. Then the mean of SNR of different satellite systems for two receivers is
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shown in Fig. 2. The results show that the SNR of each satellite system of the
geodetic receiver is higher than that of the low cost receiver, so that the
anti-disturbance ability of geodetic receiver is stronger.

2.2 The Performance of Receiver Clock

When the receiver’s position is calculated, the receiver clock offset is also obtained
simultaneously. The calculation based on single point positioning (SPP), and then
two types of receivers clock offset are extracted in each epoch. The clock offset of

Fig. 1 The relationship
between SNR and the
elevation angle of GPS

GPS GLONASS BeiDou
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dB
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z

Trimble NetR9 EVK-M8T
Fig. 2 The mean of SNR
between geodetic and low
cost receivers
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the geodetic receiver is at 10−8–10−9 s, and that of the low cost receiver is at 10−3–
10−4 s.

Frequency stability is the most important indicator to describe the performance
of the clock. It indicates the ability of the oscillator to generate the same time and
frequency in a certain time. In general, there are some kinds of variances used to
describe the wave characteristics of the frequency source. In this paper, the
Hadamard variance is adopted, which is a three times sampling variance and not
affected by the influence of frequency drift [10]. The calculation formula is as
follows:

Hr2yðsÞ ¼
1

6s2ðN 0 � 3Þ
XN0�3

i¼1

½xiþ 3m � 3xiþ 2m þ xiþm þ xi�2 ð2Þ

where fxn; n ¼ 1; 2; . . .;Ng is a clock error sequence, N is the number of the clock
error data, m is the smoothing factor, s0 is the sampling interval and s is the
measurement interval. N 0 is the number of clock error in the measurement interval.

According to the clock offsets extracted, we calculate the hour stability of two
types of receiver clocks. The hour stability for Trimble NetR9 is 1.71 � 10−9, and
that of EVK-M8T is 8.45 � 10−5. The results show that the low cost receiver clock
is less stable than the geodetic receiver clock.

With the construction of the four satellite navigation systems, Compatibility and
interoperability between systems becomes more and more important. Whether the
receiver clock is consistent with different systems can reflect the performance of the
receiver clock. At present, the bias of receiver clock offset is usually used to reflect
this consistency.

EVK-M8T can receive three kinds of satellite signals at the same time, so GPS
and BDS data are collected to calculate the BDS-GPS clock offset’s bias of the
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receiver. Form Fig. 3, we can see that the clock bias of the two receivers is all in the
order of 10−8, but the clock offset’s bias of the low cost receiver is higher than that
of the geodetic receiver, and the stability is poor. Therefore, the clock of the
geodetic receiver is better for the consistency of different satellite systems.

2.3 Standard Point Positioning

In this paper, the low cost receiver navigation performance evaluation is based on
the standard point positioning (SPP) of GNSS pseudo-range observation.
Considering some important errors, the GNSS pseudo-range measurements can be
written as:

~qi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXi � XÞ2 þðYi � YÞ2 þðZi � ZÞ2

q
� cVtR þ cVtSi

� ðVionÞi � ðVtropÞi þ e

ð3Þ

where Xi, Yi and Zi are the three dimensional positions of the satellite, Vtsi is the
satellite clock error, which can be obtained from the satellite ephemeris. X, Y and Z
are the receiver positions, and VtR is the receiver clock error. The ionosphere delay
Vion can be eliminated by the Klobuchar model and the troposphere delay Vtrop can
be eliminated by the Saastamoinen model. And the pseudo-range measurements
noise e can be ignored.

The receivers are placed in the same observation environment to collect data,
and the data are processed by SPP mode. The result shows that the location
deviation of the low cost receiver fluctuates greatly and the stability is poor, as
shown in Fig. 4. Then the location error RMS mean value is calculated respec-
tively. As shown in Table 2, the SPP positioning accuracy of the low cost receiver
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is better than 4 m, while that of the geodetic receiver is better than 2 m, thus the
SPP location accuracy of the low cost receiver is worse than that of the geodetic
receiver evidently.

The results above show that the low cost receiver has a certain gap in perfor-
mance with the geodetic receiver. Therefore, a good observation condition was
selected in the following experiment, post-processing differential positioning mode
was used in data processing, and a variety of error correction models were adapted
to compensate for the low-cost receiver defects.

3 Deformation Monitoring Experiment Simulation

The experimental field is selected at the top of a graduate building in a university,
where is no shelter and wide field of vision around. In order to reduce the inter-
ference of baseline length to experimental results, the baseline length is controlled

Table 2 RMS mean of
positioning errors (SPP)

EVK-M8T Trimble NetR9

East (m) 1.22 0.49

North (m) 1.44 0.76

Up (m) 3.15 1.69

3-D(m) 3.67 1.92

Fig. 5 Base station CREE
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to about 5 m. We set up the base station CREE and the monitoring station CREF on
the top of the building. Among them, the base station CREE uses the Trimble
geodetic antenna and the Trimble NetR9 receiver, as shown in Fig. 5. The moni-
toring station uses the low cost antenna and the EVK-M8T receiver, and the
controlled mobile device is applied to simulate the deformation, as shown in Fig. 6.

The experiment was carried out for 5 days. The receiver collected data in sta-
tionary state at first day and the simulated deformation monitoring was carried out
at the following days.

The static data on the first day are processed, and static solutions are generated
every two hours. The result is subtracted from the real coordinates, and then
transformed to the corresponding East (E), North (N) and Up (U) directions. Finally

Fig. 6 Monitoring station CREF
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residuals sequence is obtained, as shown in Fig. 7. In order to analyze the posi-
tioning accuracy of the low cost receiver in the static state, the RMS values of three
directions (as shown in Table 3) are computed respectively.

The following deformation monitoring simulation data are processed in the same
way. As shown in Fig. 8, the blue line represents the manual movement and the red
line is the measured deformation by low cost receiver.

The results show that the positioning accuracy of the three directions basically
keeps in millimeter, but there are several abnormal values in the coordinate series.
The deformation monitoring experiment simulation shows that the low cost receiver
can accurately detect the movement of the antenna.

4 Conclusions and Prospect

The performance evaluation and precision test of low cost receiver are carried out in
this paper, finally the deformation monitoring experiment simulation is imple-
mented. The results show that there is a gap between the low cost receiver and the
geodetic receiver in performance. During data processing, mature software and
corresponding error models are used to make up for the performance defects of low

Table 3 Statistics of
residuals (static)

East North Up

Max (mm) −11.07 −6.78 −12.06

Min (mm) −1.75 −0.70 −1.32

RMS (mm) 5.28 3.77 5.55
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cost receiver. The tests show that the accuracy of the low cost receiver basically
keeps in millimeter and it can detect the movement of the point correctly.

In the next work, the performance of the receiver needs to be further evaluated,
including the internal noise of the receiver, the multipath error, and so on. In
addition, with regard to the deformation monitoring in the engineering project, the
base station is usually set up in the stable area, and the length of baseline is often
more than 100 m. So we will further discuss the influence of the baseline length on
the positioning accuracy and the corresponding improvement methods.
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Algorithm and Performance
of Precipitable Water Vapor Retrieval
Using Multiple GNSS Precise Point
Positioning Technology

Peng Hu, Guanwen Huang, Qin Zhang, Xiaolei Wang and Min Mao

Abstract It is of great importance to estimate zenith tropospheric delay (ZTD) and
retrieve precipitable water vapor (PWV) using ground-based GNSS remote sensing
technology. At present, the ground-based GNSS technology is usually studied
based on single GPS system. In this paper, the precise point positioning technology
for combined multi-GNSS is carried out using the observation data of 30 MGEX
tracking stations for one month. The ZTD and PWV results obtained from indi-
vidual GNSS and multi-GNSS are carefully compared and analyzed. The perfor-
mance of multi-GNSS data for ZTD/PWV retrieval is also assessed and the
accuracy is verified by CODE tropospheric products and Radiosonde observations.
The statistical results show that: (1) There are significant differences in the
PPP ZTD results obtained by different navigation systems, and the more stable ZTD
results can be obtained from the multi-GNSS observations. (2) The ZTD series
obtained from single GNSS and multiple GNSS show good agreement with
CODE ZTD series. Compared with that of GPS, GLONASS, Galileo and BDS, the
solution precision of combined GNSS is the highest, which is improved by 10.91,
19.04, 33.21 and 70.16% respectively. (3) The accuracy of atmospheric vapor in the
PPP data processing can reach the meteorological requirements such as numerical
weather prediction model. The performance of combined GNSS compared with
sounding data is the best, the accuracy of which is improved than that of GPS,
GLONASS, Galileo and BDS by about 3.45, 16.16, 16.45 and 41.78% respectively.
Furthermore, the results reveal that the multi-GNSS combined PPP technology can
significantly improve the accuracy and reliability of ZTD/PWV series, which can
support for meteorological applications such as weather monitoring and forecasting.
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1 Introduction

Atmospheric water vapor is one of the main gases that cause the greenhouse effect
and that plays a very important role in weather prediction, micro-meteorology and
global climate change [1]. Some traditional means of measuring water vapor, such
as microwave radiometers and radio sounding balloons, are limited in their appli-
cation to modern meteorology, due to their high operating cost, sparse stations
distribution and the inability to all-weather availability. With the advent of GPS/
MET technology [2] and the continuous improvement of GPS technology, the GPS
ZTD/PWV products have been significantly improved in terms of accuracy, time-
liness and time resolution, which is of great significance for the development of
meteorological applications. At the same time, precise point positioning technology
plays an important role in the field of ground-based meteorology due to the
advantages of single station operating, flexible, free from operating distance, low
operating cost and directly access to absolute delay [3–5].

At present, with the gradual modernization of American GPS and
Russian GLONASS, Chinese BDS and European Galileo have also been initially
equipped with navigation and positioning capabilities. The single GPS navigation
satellite system has gradually developed into a multi-GNSS (multi-constellation
global navigation satellite systems) [4, 5]. The multi-GNSS combination has
become one of the research topics in the field of tropospheric zenith delay esti-
mation and high-precision water vapor retrieval. Lu et al. [6–8] obtained ZTD series
from GPS and GLONASS observations and found that the GPS/GLONASS
combination can improve the solution accuracy. Fan et al. [9, 10] estimated
PPP ZTD from GPS and BDS mixed observations and verified the ZTD/PWV
results have higher stability. Li et al. [11] adopted multi-GNSS real-time precise
point positioning technology and concluded that the multi-GNSS combination can
improve the accuracy of water vapor retrieval. Ding et al. [12] performed real-time
ZTD estimation based on the modified PPP-wizard software and demonstrated that
applying ambiguities resolution and multi-GNSS observations can significantly
contribute to accuracy of the ZTD solution.

However, most of the existing research results mainly focus on the analysis of
tropospheric delay by the integration of GPS, GLONASS and BDS navigation
systems with the precise point positioning technique, so far only limited studies
related to the contribution of Galileo system and the performance differences of the
tropospheric delay and water vapor retrieval in the GNSS four-system combination.
In order to analyze and reveal the accuracy difference of GNSS four systems
combined PPP technology and the performance improvement of combined posi-
tioning, this paper selected 30 globally distributed stations which can simultane-
ously receive multi-GNSS satellite signals and all the observation data during the
period of March 1–31, 2017, are processed in PPP mode to estimate ZTD/PWV.
Firstly, the ability of ZTD/PWV results derived from different constellations are
analyzed and compared. Then CODE tropospheric products and Radiosonde data,
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as an external reference result, are used to assess the precision magnitude of GNSS
four-system combined solution.

2 Multi-GNSS Retrieval Precipitable Water Vapor

In this paper, the precise point positioning technology is used for data processing
with taking GPST as reference time. GNSS PPP processing utilizes the
ionosphere-free combinations of dual-frequency pseudorange and carrier-phase
observations, data preprocessing by setting threshold for the observation data to test
and eliminate the gross error, while using ionosphere-free linear combinations,
geometry-free linear combinations and M-W linear combinations for cycle slip
detection. Furthermore, there are a number of error sources corrections include
antenna phase center correction, antenna phase wind-up correction, relativistic
effect correction, differential code deviation correction, solid tide correction, ocean
loading tidal correction, polar tide correction and so on [13]. The individual
GNSS PPP observation equation can be expressed as following:

L ¼ qþ c dtr � dtsð ÞþTþ kNþ eL
p ¼ qþ c dtr � dtsð ÞþTþ eP

�
ð1Þ

where L and P denote the dual-frequency non-ionosphere carried-phase and the
pseudorange observations, respectively, q is the geometric distance from the
satellite to the station, dtr and dts are the receiver-satellite errors, c is the speed of
light, T is the tropospheric delay, N is the ambiguity parameter, eL and eP are the
errors that do not eliminate the multipath and measurement noise in the
carrier-phase and pseudorange observations. In multi-GNSS combined PPP pro-
cessing, we must consider the receiver signal delay bias between different channels;
the GNSS four systems combined observation equation is given:

pG ¼ qG þ c dtr � dtGs
� �þTG þ eGP

pRK ¼ qR þ c dtr � dtRs
� �þBRK�G

P þTR þ eRP
pE ¼ qE þ c dtr � dtEs

� �þBE�G
P þTE þ eEP

pC ¼ qC þ c dtr � dtCs
� �þBC�G

P þTC þ eCP
LG ¼ qG þ c dtr � dtGs

� �þTG þ kGNG þ eGL
LRK ¼ qR þ c dtr � dtRs

� �þBRK�G
L þTR þ kRKNR þ eRL

LE ¼ qE þ c dtr � dtEs
� �þBE�G

L þTE þ kENE þ eEL
LC ¼ qC þ c dtr � dtCs

� �þBC�G
L þTC þ kCNC þ eCL

8>>>>>>>>>>><
>>>>>>>>>>>:

ð2Þ

where G, R, E and C respectively represent GPS, GLONASS, Galileo and BDS, K
in RK represents GLONASS satellite number, BP and BL represent inter-system
biases of GLONASS, Galileo and BDS relative to GPS.
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In the precise point positioning, the delay caused when the electromagnetic wave
signal propagates through the troposphere is called the Slant Total Delay (STD),
which is equal to the Zenith Total Delay (ZTD) multiplying the corresponding
mapping function. The tropospheric zenith delay can be divided into two parts:
Zenith Hydrostatic Delay (ZHD) and Zenith Wet Delay (ZWD) [14]. ZHD is easy
to model due to their low variability, while the ZWD can’t be accurately corrected
and is estimated as a parameter from the observations. Meanwhile, the tropospheric
horizontal gradient parameters need to be estimated in consideration of the azi-
muthal anisotropy of the real atmosphere [15]. The specific formula is:

T eð Þ ¼ Zh �MFh eð Þþ ZwMFw eð ÞþMFðeÞazi � GNcos/þGEsin/ð Þ ð3Þ

where Zh and Zw represent the ZHD and ZWD, MF (.) is the mapping function, e is
the satellite elevation angle, / is azimuth, MFðeÞazi denotes the gradient mapping
function, GN is the gradients parameter of north-south direction, GE is the gradients
parameter of east-west direction.

In the processing of obtaining PPP ZTD/PWV, the precise ephemeris and clock
products provided by GFZ, together with the ionosphere products provided by
CODE, are used. Since the information of Galileo and BDS satellite antenna and
receiver antenna is unknown, Galileo antenna corrects will refer to GPS antenna
information; BDS antenna correction will use recommended value of IGS08.ATX.
The PPP processing strategies are listed in Table 1 in detail. For multi-GNSS
combination PPP, we must consider the differences among different systems. In
order to rationally allocate the weight for different systems, this paper determines
the weight ratio of GPS, GLONASS, Galileo and BDS to be 6:4:4:3 according to
the method of Helmet variance component estimation [16–18].

Table 1 PPP processing strategies

Item Models/strategies

Constellations GPS/GLONASS/BDS/Galileo

Observation PC, LC

Frequency GPS/GLONASS:L1&L2; BDS:B1&B2; GAL:E1&E5a

Sampling rate 30 s

Elevation cutoff 5°

Weighting strategy Elevation-dependent weighting

Satellite antenna GPS/GLONASS:PCV.I14; GAL/BDS:PCO

Receiver antenna GPS/GLONASS/GAL: PCV.I14; BDS:PCO

Phase wind-up Corrected

Tidal effects Solid tides, ocean loading and polar tides

Station coordinates Constrained (5, 5, 20 mm)

Zenith tropospheric
delay

A priori model:DRY GMF; Mapping function:WET GMF; Estimated
with piecewise linear method; 2 h intervals

Horizontal
gradients

CHENHER Gradients model; 12 h intervals
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Once the zenith wet delay (ZWD) is estimated, the PWV can be calculated by
using the atmospheric pressure, relative humidity and temperature information over
the station:

PWV ¼ ZWD �P Tmð Þ ð4Þ

P Tmð Þ ¼ 106

qwRv k3=Tmð Þþ k02
� � ð5Þ

where the parameter P Tmð Þ varies as a function of the weighted mean temperature
of the atmosphere Tm, qw ¼ 999:97 kgm�3 denotes the density of liquid water,
Rv ¼ 461:51JK�1kg�1 is the specific gas constant of water vapor, K2 and K3 are
atmospheric refraction constants.

3 Experiment and Analysis Results

3.1 Data Sources

To study emerging satellite navigation systems, IGS(the International GNSS ser-
vice) has established a multi-GNSS experiment(MGEX) to track, collect and ana-
lyze data from GPS, GLONASS, Galileo, BeiDou, QZSS and any space-based
augmentation systems of interest [6, 11]. This article selects 30 MGEX tracking
stations that can simultaneously receive GREC(G: GPS, R: GLONASS, E: Galileo
and C: BDS) four systems signals during the period of 60–90, 2017. Station dis-
tribution is shown in Fig. 1.

3.2 Comparative Analysis of GNSS PPP ZTD

In order to analyze the differences of zenith tropospheric delay between single
GNSS and multiple GNSS, and to assess the performance of ZTD in the joint
estimation of single GNSS observations, observations from 30 MGEX stations,
where can simultaneously receive multi-GNSS satellite signals, are processed by
precise point position technology during the period of 60–90, 2017. The PPP ZTD
results of the individual GNSS and multi-GNSS combination are obtained. First of
all, the GNSS ZTD series, which are obtained from the observation of the stations
REYK and CHTI by using the PPP technique, are shown in Fig. 2.

We can notice that the different single GNSS solution are all show the same
trend as the GNSS combination solution, but there are obviously more gross errors
in the ZTD sequences estimated by the BDS single system, this is probably due to
the low precision of the BDS error model. In order to fully demonstrate the

Algorithm and Performance of Precipitable Water Vapor … 143



differences among different GNSS in estimating tropospheric zenith delay, this
paper will illustrate the two aspects of linear correlation coefficient and deviation
distribution. Figure 3 shows the linear correlation between the PPP ZTD series of
the GNSS single system and the multi-GNSS combination at the stations REYK
station and CHTI.

It can be found from Fig. 3, the GPS solution show a highly correlation with the
GNSS combined solution, the correlation coefficients are 99.94 and 99.90% at the
stations CHTI and REYK; The performance of the GLONASS solution is similar to

Fig. 1 The distribution of the stations from MGEX (Red dots indicate stations for specific
example analysis)
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that of GPS, the correlation coefficients are 99.86 and 99.81% respectively; Galileo
solution also has good correlation, but slightly worse than GPS and GLONASS, the
correlation coefficients are 99.66 and 99.33%, respectively; while BDS solution has
relatively poor performance, the correlation coefficients are 97.83 and 96.86%
respectively. In Fig. 4, the distribution of differences between individual GNSS
solution and multi-GNSS solution is comparatively analyzed.

Figure 4 presents the distribution of ZTD differences between individual GNSS
and multiple GNSS at the stations CHTI and REYK. As we can notice, the frequent
counts of ZTD differences are all close to normal distribution, which means there is
no significant systematic deviation in the solution. Among them, the GPS ZTD has
the most concentrated deviation distribution and the average distribution is ±5 mm,
The deviations distribution of GLONASS and Galileo ZTD are ±7.5 and ±12 mm
respectively; BDS ZTD deviation distribution is more dispersed, evenly distributed
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between ±20 mm. In summary, there are obvious differences in the tropospheric
zenith delay estimation for each GNSS system, of which GPS performs relatively
best, GLONASS and GPS, are of similar precision and very close to the results of
GNSS combinatorial solution. Galileo ZTD is slightly worse than the GPS ZTD and
the GLONASS ZTD, which may be related to the current Galileo system has only a
few visible satellites; Because of the special constellation configuration of “5
GEO + 5 IGSO + 4 MEO”, BDS ZTD performs the worst. In addition, a more
stable ZTD series can be obtained by using multi-GNSS observations, which is due
to the elimination of outliers and short-term fluctuation that were originally found in
individual GNSS ZTD series in the multi-GNSS combination solution.

3.3 Precision Validation of GNSS PPP ZTD

In order to verify the accuracy of the tropospheric zenith delay results from the
individual GNSS and multiple GNSS, the tropospheric products provided by CODE
are used as reference values for this analysis. The final tropospheric products
released by CODE institutions are obtained by processing more than 200 GPS
stations using Bernese software PPP technology and CODE final ephemeris and
clock products, the Vienna Mapping Function(VMF) is applied and the estimated
interval is 2 h [19]. Figure 5 shows the results of GNSS-ZTD obtained by using the
PPP technique from KIRU and HARB stations.

In Fig. 5, the CODE reference series is shown in black, and the GNSS
four-system combination ZTD results are shown in red. From the comparison
between the two, it can be found that the ZTD sequences obtained by the GNSS
four-system combination show good consistency with the CODE reference series
with a difference of millimeter. Individual GNSS solution are also compared, The
solution for GPS, GLONASS, Galileo and BDS were shown by green, dark blue,
blue and purple symbols. It can be seen that the ZTD series, which is solved by
GPS, GLONASS and Galileo single system, have abnormal jitter at some epochs,
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but they still have good consistency with the CODE reference series. However, the
BDS-ZTD series show large differences with the reference sequence in some
periods, resulting in relatively poor consistency between the two. In order to display
the deviation between the GNSS solution and the CODE reference value, this paper
presents a sequence of the ZTD difference of different GNSS solution with respect
to CODE ZTD in Fig. 6.

Figure 6 shows the difference between the GNSS ZTD series and the CODE
reference value at the stations KIRU and HARB. It can be seen that the ZTD
difference sequences obtained from the GNSS combination and each single GNSS
mainly concentrate on ±20 mm, the difference between the GNSS combination
solution and the CODE reference value is the smallest, and the corresponding
difference sequence is also smoother, the corresponding Root-Mean-Square
(RMS) values are 2.60 and 3.47 mm respectively. BDS solution is obviously
worse than other results in accuracy and stability, and the corresponding RMS
values are 9.38 and 12.30 mm respectively. Moreover, there are appear several
large gross error in the results of GPS, GLONASS and Galileo, which affects the
stability of the ZTD series, to a certain extent, which reduces the accuracy of the
solution results; the statistic results are given in Fig. 7.
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From the statistic results given in Fig. 7, the multi-GNSS combination has the
best solution, while the BDS solution is the worst. At the same time, it can also see
that the three single systems of GPS, GLONASS and Galileo, as well as the
multi-GNSS combination, can all obtain the millimeter accuracy. The average RMS
of the GNSS four-system combination is 3.81 mm. GPS and GLONASS have
similar accuracy, the corresponding RMS mean value are 4.32 and 4.77 mm
respectively; despite of fewer global visible satellites, Galileo has a precision of
5.78 mm, which may be related to the stability of the Galileo satellite, while the
accuracy of the BDS solution has obvious deviation with the RMS value range from
8 to 18 mm; However, though the obvious difference exist in the zenith tropo-
spheric delay obtained from different GNSS systems, the multi-GNSS combination
PPP ZTD results are significantly improved accuracy of 10.91, 19.04, 33.21 and
70.16% with respect to GPS, GLONASS, Galileo, and BDS results, respectively,
This is due to the GNSS combination having greater numbers of visible satellites
and more optimized satellite geometry. Therefore, this implied that multi-GNSS
PPP technology has greater potential for meteorological applications such as
weather monitoring and forecasting.

3.4 Precision Validation of GNSS PPP PWV

In order to verify whether the vapor products retrieved from the multi-GNSS
observations can meet the requirements of modern weather applications;
Radiosonde (RS) is used to evaluate the accuracy of GNSS retrieval of atmospheric
water vapor results. Radiosonde data is one of the reliable methods for measuring
atmospheric pressure, temperature and water vapor in situ currently, and the
accuracy of the Radiosonde PWV is better than 1.5 mm. Due to the difference of
the geographical location of the radiosonde station and sounding station, it can be
used as an external reference to verify the accuracy of GNSS-PWV [6] when the
horizontal distance between the two is within 50 km. Figure 8 plots the
GNSS PWV series for the WTZR station in Europe and the DARW station in
Australia.

It can be clearly seen from Fig. 8 that the PWV series obtained by the GNSS
four-system combination has a good agreement with the RS reference series, and
the difference is only a millimeter. In order to further analyze the GNSS PWV
retrieval accuracy and taking into account the difference of sampling interval
between the sounding data and the GNSS vapor, we compare the GNSS retrieval
results with the same epoch of the sounding results.

According to the statistical results given in Fig. 9, we can see that the GNSS
combined PWV series has a good agreement with the sounding data, with an
average RMS of 1.58 mm, while the BDS PWV series has the worst performance
with an average RMS of 2.52 mm. The accuracy of GPS, GLONASS and
Galileo PWV retrieval is quite good, and the average RMS values are 1.63, 1.86
and 1.88 mm respectively. It is shown that the retrieval of atmospheric water vapor
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using GNSS observations has high precision and can meet the requirements of
numerical weather forecasting model and other applications. The accuracy of GNSS
combination retrieval is improved by 3.45, 16.16, 16.45 and 41.78% respectively
on the basis of GPS, GLONASS, Galileo and BDS. It is proved that the combined
observation and PPP technology can significantly improve the accuracy of GNSS
retrieve water vapor ability and credibility. Therefore, the retrieval of water vapor
using multi-PPP technology can provide more meaningful reference for modern
meteorological applications.

4 Conclusions

In this paper, the precise point positioning technology for combined multi-GNSS is
carried out using the observation data of 30 MGEX tracking stations during the
period of (DOY) 60–90, 2017. The ZTD and PWV results derived from different
constellations are carefully compared and analyzed. The performance of
multi-GNSS acquisition of ZTD/PWV series is also evaluated and its accuracy is
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validated by applying CODE tropospheric products and Radiosonde data. The main
conclusions are summarized as follows:

(1) Compared with the multi-GNSS solution, the differences of individual
GNSS ZTD series are analyzed from correlation coefficient and deviation
distribution. Among them, the result of GPS ZTD series is relatively better, the
accuracy of GLONASS solution is quite similar to GPS solution, which is very
close to the multi-GNSS solution, and there is only several millimeter differ-
ences between Galileo ZTD series and GPS ZTD series, whereas BDS ZTD
series presents the worst agreement. However, until Galileo and BDS have
complete constellation configurations, the difference in tropospheric perfor-
mance will be greatly improved. In addition, compared with the short-term
fluctuations and outliers exist in the ZTD series of individual GNSS, the
multi-GNSS solution is more reliable and robust.

(2) In contrast with the CODE tropospheric products, The ZTD series obtained
from single GNSS and multiple GNSS all show good agreement, among which,
the gap among GPS, GLONASS, Galileo, GNSS four-system combination
solutions and the CODE products are in the millimeter magnitude, while BDS
solution has poor accuracy, the accuracy ranges from 8 mm to 18 mm.
Meanwhile, the multi-GNSS combination has the highest solution accuracy
with 10.91, 19.04, 33.21 and 70.16% increase over the GPS, GLONASS,
Galileo and BDS single system respectively, due to the fusion of multi-GNSS
has more visible satellites number and more optimized satellite geometry.

(3) By using radiosonde data to verify the retrieval accuracy of GNSS PWV, we find
that theGNSS combined PWVseries has the highest coincidence, with an average
RMS of 1.58 mm, while the BDS-PWV series present the worst, with an average
RMS of 2.52 mm, which shows that using different GNSS data to retrieve
atmosphericwater vapor can have high accuracy and canmeet the requirements of
numerical weather forecasting model and other applications. Compared with
GPS, GLONASS, Galileo and BDS solution, the results of GNSS combination
solution are the best, which are improved by 3.45, 16.16, 16.45 and 41.78%,
respectively. This also verifies that GNSS combination observation can signifi-
cantly improve GNSS water vapor performance and accuracy.

This paper reveals that the individual GNSS has the ability to retrieve water
vapor independently, but the accuracies from different individual GNSS results are
different. The accuracy of multi-GNSS combined PPP technology is better, which
has greater potential in weather monitoring and forecasting, and which may provide
more reference for modern weather applications.

Acknowledgements The author would like to thank the Programs of the National Natural Science
Foundation of China (41774025, 41731066), the Natural Science Foundation of Shaanxi Province
(2016JQ4011), the Special Fund for Basic Scientific Research of Central Colleges (Grant No.
CHD310826171004, Chang’an University), and the Grand Projects of the Beidou-2 System
(GFZX0301040308). The authors would like to thank GFZ for providing multi-GNSS precision
ephemeris and clock products, CODE for Ionosphere products and tropospheric products, American
University of Wyoming for Radiosonde data and IGS MGEX for multi-GNSS observations.

150 P. Hu et al.



References

1. Li H, Yan W, Wang QQ (2014) Application of ground-based GPS observations in water
vapor monitoring. J N China Uni Water Resour Electr Power (Nat Sci Ed) 35(2):89–92

2. Bevis M, Businger S, Herring TA et al (1992) GPS meteorology: remote sensing of
atmospheric water vapor using the global positioning system. J Geophys Res Atmos 97
(D14):15787–15801

3. Li X, Ge M, Dai X et al (2015) Accuracy and reliability of multi-GNSS real-time precise
positioning: GPS, GLONASS, BeiDou and Galileo. J Geod 89(6):607–635

4. Ren X, Zhang K, Li X et al (2015) Precise point positioning with multi-constellation satellite
systems: BeiDou, Galileo, GLONASS, GPS. Acta Geod Cartogr Sin 44(12):1307–1313, 1339

5. Hu L, Lin Pan (2017) Precise point positioning with combined GPS/GLONASS/BDS/Galileo.
J Navig Position 5(1):86–90

6. Lu C, Li X, Ge M et al (2016) Estimation and evaluation of real-time precipitable water vapor
from GLONASS and GPS. GPS Solut 1–11

7. Cai CS, Xia PF, Shi JB et al (2013) Estimating zenith tropospheric delay by using GPS/
GLONASS combined with precise point positioning. J Geod Geodyn 33(2):54–57

8. Zhou F, Gu S, Chen W et al (2017) Comprehensive assessment of positioning and zenith
delay retrieval using GPS + GLONASS precise point positioning. Acta Geodyn Et Geomater
14(3):317–326

9. Fan L, Zhong SM, Tan BF et al (2015) Comparison of zenith tropospheric delay estimation
based on BDS and GPS precise point positioning. J Geod Geodyn 35(1):000067–000071

10. Han Y, Zhiwei LV, Jian XU et al (2017) Retrieval of precipitable water vapor from BDS and
GPS observations. J Navig Position 5:39–45

11. Li X, Dick G, Lu C et al (2015) Multi-GNSS Meteorology: real-time retrieving of
atmospheric water vapor from BeiDou, Galileo, GLONASS, and GPS observations. IEEE
Trans Geosci Remote Sens 53(12):6385–6393

12. Ding W, Teferle FN, Kaźmierski K et al (2017) An evaluation of real‐time troposphere
estimation based on GNSS precise point positioning. J Geophys Res Atmos 122

13. Yuan Y, Zhang K, Rohm W et al (2015) Real-time retrieval of precipitable water vapor from
GPS precise point positioning. J Geophys Res Atmos 119(16):10044–10057

14. Bałdysz Z, Nykiel G, Figurski M et al (2015) Investigation of the 16-year and 18-year ZTD
time series derived from GPS data processing. Acta Geophys 63(4):1103–1125

15. Davis JL, Elgered G, Niell AE et al (1993) Ground-based measurement of gradients in the
“wet” radio refractivity of air. Radio Sci 28(6):1003–1018

16. Gao X, Dai WJ (2014) Application of robust helmert variance component estimation to
position in combination of GPS and BDS. J Geod Geodyn 34(1):173–176

17. Zhang Y, Tian LY, Xu JM et al (2013) Applications of robust variance component estimation
in GPS/GLONASS integrated navigation. J Geomat Sci Technol 30(2):132–135

18. Zhang CY, Zhao XW (2017) Unified representation of GNSS observations and analysis of
PPP performance. J Geomat Sci Technol 34(1):10–14

19. Teke K, Böhm J, Nilsson T et al (2011) Multi-technique comparison of troposphere zenith
delays and gradients during CONT08. J Geod 85(7):395

20. Shoji Y, Kunii M, Saito K (2011) Mesoscale data assimilation of Myanmar cyclone Nargis—
part II: assimilation of GPS-derived precipitable water vapor. J Meteorol Soc Jpn 89(1):67–88

21. Dach R, Hugentobler U, Fridez P et al (2007) Bernese GPS software version 5.2. University
of Bern, Bern

Algorithm and Performance of Precipitable Water Vapor … 151



Retrieval of PWV Based on GPS
and Multi-level Isobaric Surface Data

Hongkai Shi, Xiufeng He and Xinyuan Wang

Abstract In GPS meteorology, the pressure and temperature parameters of GPS
station are very important when obtaining accurate precipitable water vapor (PWV).
However, there are few GPS stations equipped with co-located sensors for these
meteorological parameters. In order to solve the problem, two methods, which is
Parameter Conversion Method (PCM) and Layer Interpolation Method (LIM), were
analysed and compared in this paper. The mean sea level products and multi-level
isobaric surface products provided by NCEP for the period from Mar to June 2017
were used to two methods, respectively. Based on 36 GPS stations around the world
which contain meteorology file and co-located radiosonde data, the experiment
verified the availability and accuracy of two methods in obtaining meteorological
parameters and further, PWV. Results show that: (1) both LIM and PCM works
well when station height below 1600 m, the average bias of LIM is 0.67 hPa and
1.12 K compared with 0.9 hPa and 1.65 K of PCM; (2) with increasing of the
station height, the difference between observed values and calculated values of
pressure become larger, while the LIM has better accuracy than PCM and the
robustness is better, the RMS is 2.54 and 2.91 hPa, 3.53 and 4.69 K, respectively;
(3) The experiment results and analysis shown the validity of LIM and PCM, and
the estimated PWV shows a higher accuracy using LIM.

Keywords GPS meteorology � PWV � NCEP � Interpolation

1 Introduction

Global positioning system (GPS) has been playing one of the most important role in
water vapor detection with its all-weather, all-time capabilities and high resolution
features, which is important for weather forecasting and nowcasting. In order to
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retrieve high accuracy result of precipitable water vapor (PWV), the pressure
(P) and temperature (T) are two parameters of great relevance to PWV retrieval
from GPS data [1]. However, information about the P and T cannot be available for
those GPS stations that are not co-located with meteorological sensors, which
means empirical models or reanalysis data are needed.

The NCEP Climate Forecast System Version 2 (CFSv2) dataset provides various
parameters, such as temperature, dew point, mean sea level pressure, pressure, and
other observed elements. The dataset has a vertical resolution of 37 pressure levels
ranging from 1000 to 1 hPa, a horizontal resolution of 0.5º � 0.5º and a temporal
resolution of six hours (namely, at 0, 6, 12, 18 UTC), respectively [2, 3]. The data
are organised in full 360º latitude circles beginning at 90º N and stepping south-
ward to 90º S. Schueler took experiment based on NCEP data, the results verified
the possibilities of estimating the meteorological through weather models [4]; Wang
obtained global PWV data based on IGS troposphere product and NCEP interpo-
lation meteorological data [5]; Jade used 6 GPS stations of India, combined NCEP/
CEAR data to inverse the PWV of India area [6].

In this study, two different products, which is the mean sea level (MSL) products
and multi-level isobaric surface products, were used to investigate the optimal
strategy of metrology parameters interpolation. The Parameter Conversion Method
(PCM) and Layer Interpolation Method (LIM) was implemented to the two prod-
ucts mentioned above, respectively. The products provided by NCEP for the period
from Mar 2017 to June 2017 were used. And based on 36 IGS stations around the
world which contain meteorology files data, the experiment verified the availability
and accuracy of two methods in obtaining meteorological parameters and further,
PWV.

2 Data and Method

2.1 Data and GPS Sites Distribution

In this study, a uniformly distributed GPS dataset (Mar. 2017–Jun. 2017) with a
sampling rate of 30 s obtained from 29 stations globally are used to estimate ZTD
parameters by GAMIT10.61 and 14 stations which contain meteorology files are
used to verify pressure and temperature parameters results. The Tm parameter is
calculated by GPT2w [7] model directly, which is an important factor for PWV
calculation. Besides, the co-located meteorology files and PWV time series pro-
vided by SUOMINET is also available for the validation. The station details and
data availability is shown in Fig. 1 and Table 1.
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2.2 Layer Interpolation Method

NECP multi-level isobaric surface data provides 37 pressure layers data in each grid
point including pressure, temperature and geopotential height parameters, which
ranges from 1000 to 1 mbar [3, 8]. The layer interpolation method (LIM) based on
pressure layer data is proposed and the steps are as follow:

1. Find the longitude and latitude data of the nearest four grid points around target
point S0, get temperature and height data of first 16 pressure layer respectively,
which ranges from 1000 to 500 mbar with the step of 25 mbar.

2. Interpolate pressure data by cubic hermite interpolation, the pressure Poi of
nearest four grid points Soi (i = 1, 2, 3, 4) at the same height as S0 are obtained.
Using cubic hermite interpolation to interpolate temperature data and then
temperature Toi of corresponds to pressure Poi are calculated.

3. Using IDW to interpolate pressure and temperature in the horizontal direction,
getting the pressure and temperature values of GPS station at standard time
(UTC 0, 6, 12, 18 h).

4. Basing the pressure and temperature values at standard time of GPS station,
cubic spline interpolation is used to get the temperature and pressure at any time.

Fig. 1 Distribution of GPS stations
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2.3 Parameter Conversion Method

As we retrieve temperature and pressure parameters through mean sea level
(MSL) products of NCEP, there will be a serious system error if not considering the
difference betweenmean sea level and ellipsoidal height. TheMSS_CNES_CLS2011
(MCC) model is the latest mean sea level model provided by CNES/CLS which used
satellite altimetry data. This model covers from 80° S to 84° N and has a 2 min
resolution, the model error is less than 6 cm [9]. In this study we used 6 hourly 0.5°
mean sea level products to retrieve meteorology parameters and use MCC model for
the altitude correction. The specific steps are described as follows.

1. Find the longitude and latitude data of the nearest four grid points Gi (i = 1, 2, 3,
4) around target point G0 and convert T from ground surface to MSL:

TMSL ¼ Ts þ 0:0065H ð1Þ

where H is the geopotential height of Gi, Ts and TMSL is the ground temperature and
temperature of MSL, G0

i, G0
0 is the projection point of MSL of Gi and G0,

respectively.

2. Us inverse distance weighted method to G0
i on MSL to get the temperature and

pressure result of G0
0:

P0
GPS ¼

P4

i¼1
P0
i=d

2
i

� �
=
P4

i¼1
1=d2i
� �

T 0
GPS ¼

P4

i¼1
T 0
i=d

2
i

� �
=
P4

i¼1
1=d2i
� �

8
>><

>>:
ð2Þ

where d is the distance between G0
i to G0

0, P
0
GPS and T 0

GPS is pressure and temper-
ature of G0

i, respectively.

3. Use MCC model for the altitude correction. Get the MSL height of GPS station
from MCC model using IDW then get the potential height of GPS station:

h ¼ HGPS � hmss ð3Þ

4. Convert the meteorology parameters from MSL to GPS station:

PGPS ¼ P0
GPSð1� 2:26� 10�5 hÞ5:225

TGPS ¼ T 0
GPS � 0:0065 h

�

ð4Þ

5. Use cubic spline interpolation to get a 10 min resolution result of meteorology
parameters.
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3 Retrieval Pressure and Temperature by NCEP Products

Meteorological data from LIM and PCM are obtained respectively and measured
meteorological data are available in 14 GPS sites. Some of the interpolation results
of ZIMM station are shown in Fig. 2. Results show that the parameters retrieved
from LIM and PCM have a good consistency compared with the validation data.
PCM shows a better accuracy than LIM in pressure of ZIMM but decrease in the
last 20 days.

The average bias, RMS and STD (Standard Deviation) for pressure and tem-
perature of 14 stations is shown in Figs. 3 and 4, which is fitted with altitudinal
gradient. As for pressure parameter, result shows that the average bias of LIM and
PCM is between ±6 and ±7.5 mbar, respectively. Accuracy of both LIM and PCM
decreases as the increase of stations’ altitude, the biggest bias of LIM appears in
MCHL, ZIMM and UNSA, the bias of PCM increase rapidly while station altitude
over 1600 m which indicates that PCM is more vulnerability to altitude. However
the STD of LIM is better than PCM in almost every station. And the RMS shows
that PCM has a better robustness than LIM while station altitude below 1600 m. As
for temperature parameter, LIM show a better accuracy and robustness than PCM,
the average bias of LIM is 0.67 hPa and 1.12 K compared with 0.9 hPa and 1.65 K
of PCM.

Fig. 2 Interpolation result and bias time series of pressure and temperature parameters in ZIMM
station during Mar. to June 2017
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4 Retrieval PWV by NCEP Products

29 GPS stations which distributed globally were used to estimate ZTD parameter by
GAMIT10.61 because of the data availability, and considering the influence of
affiliating scale average temperature (Tm), the GPT2w model was introduced to
calculate this parameter. 30 min time resolution PWV results were retrieved with
the usage of temperature and pressure parameters interpolated by LIM and PCM,
respectively. The average bias and STD compared with validation data provided
with COSMIC SUOMINET is shown in Fig. 5. Figure 6 is shown in order to
investigate the relationship between retrieval PWV and geographical position.
Result shows that (1) average bias of LIM is better than PCM, which is in range −3
to 2 mm and −6 to 4 mm, respectively. (2) With the increase of longitude and
latitude the accuracy decreases generously, however LIM shows higher accuracy at
high latitude and altitude area. The biggest bias of PCM appears in high latitude
areas such as KIRU and THU3 and high attitude area such as ZIMM, which
indicates that PCM is more susceptible to altitude and latitude. (3) However LIM
always shows a smaller and stable bias which indicate that LIM has a better
robustness for PWV retrieval.

Fig. 3 Average bias, STD and RMS results of 14 GPS stations for pressure
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Fig. 4 Average bias, STD and RMS results of 14 GPS stations for temperature

Fig. 5 Average bias and STD results of 29 GPS stations for PWV
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5 Conclusions

The pressure and temperature are two parameters of great relevance to PWV
retrieval from GPS data. However, there are few GPS stations equipped with
co-located sensors for these meteorological parameters, which leaves amount of
researches in this area. In this study, we investigated the optimal GPS PWV
retrieval method using MSL data and multi-level isobaric surface data provided by
NECP CFSv2 with two different interpolation strategy, PCM and LIM. The
accuracy and stability of each product was explored with the usage of GPS data
(Mar. to June 2017) obtained from 29 GPS stations distributed globally. The Tm
parameter was considered by using GPT2w model. The co-located meteorology
data and PWV time series provided by COSMIC SUOMINET was used as vali-
dation. The results shows that: (1) Both LIM and PCM work well for meteorology
parameters when station height below 1600 m, the average bias of LIM is 0.67 hPa
and 1.12 K compared with 0.9 hPa and 1.65 K of PCM; (2) With increasing of the
station height, the difference between observed values and calculated values of
pressure become larger, while the LIM has better accuracy than PCM and the
robustness is better, PCM is more vulnerability to altitude and latitude, the RMS is
2.54 and 2.91 hPa, 3.53 and 4.69 K, respectively. (3) The estimated PWV shows a
higher accuracy using LIM.

Fig. 6 Accuracy comparison between PCM and LIM
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Multipath Mitigation Method
in GPS/BDS Deformation Monitoring
Based on Observation Domain

Qinggen Yi, Guoli Lin, Wanke Liu and Jiuhui Pan

Abstract In GNSS real-time high-precision monitoring, the multipath spatial
correlation is weak, it is difficult to eliminate the multipath error by double dif-
ference, and the traditional method based on the sidereal filtering in the coordinate
domain to mitigate multipath error of MEO satellite will no longer be applicable.
Aiming at the above problem, this paper storage single difference observation
residuals after ambiguity resolved in real-time baseline resolution, where storage
residual information for 1d in GPS, BDS GEO, IGSO, and BDS MEO satellite for
7d. When the residual information database initialization is complete, each satellite
multipath error sequence model will be established from the residual database by
using the low-pass filter method, then mitigating multipath error of the corre-
sponding satellite carrier phase observations in real time. The measured data show
that, based on the mitigating multipath of observation domain, the real-time
monitoring accuracy of the 3D position can be improved by about 50% after
mitigating multipath error in real-time.

Keywords GPS/BDS � Deformation monitoring � Multipath � Observation
domain

1 Introduction

Most of the strong correlation errors in deformation monitoring can be eliminated
by means of double difference. However, multipath errors in propagation process
depend mainly on the spatial geometry of the stations, satellites and peripheral
reflectors, making the multipath of the stations have do not with the correlation,
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due to the multipath still remains in the observation after double difference, it will
weakening the monitoring accuracy in real-time.

Aiming at the multipath error in GNSS deformation monitoring environment, the
method of data processing mitigates multipath errors mainly from the observation
domain and the coordinate domain. In the coordinate domain, sidereal day filtering
method is more mature; Instead of the conventional sidereal day period, Choi,
according to the broadcast ephemeris to obtain the average period of observation
satellite as the sidereal day filtering translation period, which is better applied to
mitigate multipath in high-frequency coordinate sequence [1]. Axelrad et al.,
according to the minimum direction cosine of satellites relative to the station in the
adjacent day to determine the repetition period of each satellite, this method can
mitigate multipath with the sidereal day repetition characteristics and achieve a
better result than the average period filtering method [2]; The key of the sidereal
day filtering method is to determine the translation period and the filtering
de-noising algorithm, while the filtering de-noising process is more complicated
and there is no common method [3]; In addition, the sidereal day filtering method
can only process the satellite with a sidereal day of repetition period. For example,
the method of mitigating multipath is no longer applicable for the BDS MEO
satellite with orbit repeat period of 7 sidereal days [4]; Sidereal filtering method do
not specifically consider the each satellite multipath repetition period. Therefore,
some scholars proposed to mitigate multipath errors in the observation domain. In
observation domain, Ragheb et al., Zhong et al., Lau et al., Dong et al., They
established multipath error time series model of each satellite from the satellite
observation residuals which are extracted in the reference day, The model can
mitigate the carrier phase multipath error of each satellite in the repetition orbit
period in real time [4–7]. In the field of deformation monitoring, the methods of
mitigating multipath error in observation domain are mostly applied to the
single-system level of GPS and BDS, but not the combined system of GPS and
BDS. This article will start with the deformation monitoring model, based on the
observation residuals, we will focusing on the analysis of the characteristics of GPS
and BDS multipath errors. Moreover, based on the single difference residuals
observations, the low-pass filtering method is used to establish the GPS/BDS
deformation monitoring multipath error mitigation model in observation domain. It
will further improve the accuracy of GPS/BDS real-time monitoring.

2 Mathematical Model

The essence of deformation monitoring is short baseline resolution, most of its basic
mathematical model are based on the double-difference within the frequency and
system, the following formula briefly gives its carrier phase double difference
observation equation, the specific formula is expressed as:
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kfrDUsk
ij ¼ rDqskij þrDMpskij þ kfrDNsk

ij þ eskij ð1Þ

In the above formula, kf is carrier phase wavelength, rDU is double difference
carrier phase observation, rDMp is relative multipath error of double difference,
rDN is double difference ambiguity, e is measure noise; troposphere, ionosphere
and other strong correlation error can be eliminated completely by double-
difference. Due to deformation monitoring body has a strong constraint between the
continuous observation epoch, the parameter estimation model will use the
least-squares filter model based on prior information, the specific formula is
expressed as:

V ¼ Ax� L; PL

U ¼ W � Bx; PW
ð2Þ

In the above formula, A is design matrix, V and U is residual vector, L is
observation subtracts calculation, W is constant vector, PL is the matrix of current
epoch, PW can be obtained by inversing the variance-covariance matrix of the
parameter from previous epoch, B can calculate by the relationship of estimated
parameters between the current and previous epoch in real time. According to the
formula (2), it can get the monitoring body position information in real time [8], the
solution of (2) is expressed as:

x ¼ ATPLAþBTPwB
� ��1

ATPLLþBTPwW
� � ð3Þ

2.1 Obtained Observed Residuals

After obtaining the coordinate and ambiguity parameters from the formula (3) in
each epoch, next, it can obtain the double difference residuals of observed satellite,
the specific formula is expressed as:

v ¼ Dlskj dDxij þDmsk
j dDyij þDnskj dDzij þ kf N

sk
ij � kfrDusk

ij þMpskij þ eskij ð4Þ

3 Multipath Modeling

In the case of double difference multipath which is based on double difference
satellite pairs, when the reference satellite PRN of the current epoch is different
from the reference satellite PRN before its repetition period in the actual solution,
the actual correction process needs to make a reference transformation to the double
difference multipath which will match the current epoch reference satellite, that
making it more difficult to mitigate the double difference multipath error. Therefore,
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this article further to obtain single difference multipath mitigation model based on
each satellite respectively, according to the algorithm of double difference residual
transforming to single difference residual where the constraint that the square sum
of the residuals of the single difference equal to zero is introduced [6], double
difference observation residuals can be converted to the single difference obser-
vation residuals, the transform formula is expressed as:

w1 w2 w3 � � � wn

1 �1 0 � � � 0
1 0 �1 � � � 0

� � �
1 0 0 �1

2
66664

3
77775

S1AB
S2AB
S3AB
� � �
SnAB

2
66664

3
77775
¼

P
wiSiAB

DD12
AB

DD13
AB

� � �
DD1n

AB

2
66664

3
77775

ð5Þ

where wi is the elevation weighting function value. when the number of observing
satellites is enough, multipath errors in the observation can be considered as
high-frequency random noise, the weighted average of single difference observation
residual should be zero theoretically [9], That it means

P
wiSiAB ¼ 0. However, the

number of observed satellite is limited in actual, further verification will be carried
out in this article. Since the deformation monitoring model in this paper is based on
the double difference model, therefore, weighted square sum of single difference
residual for each system is statistics separately. The result is shown in Fig. 1, we
can see the magnitude of the weighted sum of squares of the single difference
residuals is 10−17 which is closed to zero. So, we can extract the single difference
residuals from the formula (5), this single difference residual can be considered as
only containing the multipath error and random noise of the satellite. In addition,
multipath errors of single difference residuals do not depend on reference satellites
and mitigate better than double difference multipath errors theoretically.

174280.0 198280.0 222280.0 246280.0
-2
-1
0
1
2

x 10-17

4

8

12

sa
t n

um

174195.0 198195.0 222195.0 246195.0
-2

0

2
x 10-17

W
ei

gh
te

d 
av

er
ag

e 
/ m

GPSSeconds

4

8

12

sa
t n

um

GPS sat num

BDS sat num

Fig. 1 Weighted average time series of the single difference residual

166 Q. Yi et al.



3.1 Multipath Error Analysis

In this paper, an accurate multipath mitigation model is established based on the
observation residuals of each satellite, and then multipath sequence in the repeated
period is analyzed in the sky map, so as to verify the repeated characteristics of
multipath errors in deformation monitoring and further to verify the theoretical
feasibility of mitigating multipath error based on observation domain. In this paper,
the average filter de-noising method is used to establish a low frequency multipath
mitigation model for removing high frequency random noise from the satellite
residuals. According to the above method, the single difference residuals of two
consecutive of two days which interval is 7 days from engineer monitoring data of
bridge pier in China are subjected to de-noising high frequency noise, and the
extracted low frequency multipath error time series are mapping in sky map. GPS
G01, BDS GEO C01, and MEO C12 are analyzed here, the experimental results are
as follows: it can be seen from Fig. 2, that the variation of the adjacent multipath of
GPS satellite tends to be consistent basically; In Fig. 3, although the BDS GEO
satellite is stationary with respect to the earth, it still has relatively small fluctuations
with respect to the station. The change of single difference multipath is generally
flat and have a strong correlation in adjacent days. As can be seen in Fig. 4, the
adjacent days for MEO satellites do not have repetitive characteristics, but show a
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strong correlation between DOY342 and DOY349, which is consistent with the fact
that 13 times orbital period of MEO satellite is equal to the seven sidereal day, that
is to say, the period of repetition of the MEO satellite relative to the fixed station is
seven sidereal days.

4 Experiment and Analysis

4.1 Experimental Data

Based on the Hi-Monitor of self-developed real-time dynamic deformation moni-
toring software, this paper adds the multipath error mitigation module in the
real-time resolution algorithm to verify the correctness of the proposed algorithm.
Experimental data is received from the data of bridge health monitoring in real time,
the actual scene of the bridge monitoring project shown in Fig. 5, the whole project
has six monitoring points and one reference point, 2# and 7# are the pier monitoring
point, we choose 2# pier monitoring points as the experimental data to verify
algorithm of this paper, the base station of project located in the top of the bridge
management station which is about 0.1 km of distance from the bridge, that is 1#
location in the Fig. 5; The experimental data sampling rate is 15 s, the cut off
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elevation angle is 10°, the receiver type is BX dual-frequency, and the base station
and monitoring station of height difference is about 36 m, moreover, the current
data is analyzed for 2 h period post-processing resolution by high-precision data
commercial software, the results show that the bridge pier has been not deformation
basically of the current day.

4.2 Experimental Program

Multipath error mitigation algorithm verification process is as follows: First, we
established the MEO satellite multipath sequence model corresponding to the
7 days ago and the GPS satellites, BDS GEO and IGSO satellites of previous day
respectively. Which are used as the multipath mitigation models in real-time res-
olution of the current day. Secondly, finding the corresponding multipath error
correction values from the single difference satellite multipath time series model
database according to the PRN number of the synchronous observation satellite and
its repetition period, then, mitigating it to the carrier phase observation of the
current epoch in real time resolution. Finally, the calculating standard deviations of
the coordinate bias and the observation residuals sequence before and after miti-
gating multipath are used as the verification standard of the reliability and cor-
rectness of the algorithm.

4.3 Result Analysis

Figure 6 shows the coordinate bias time series before and after mitigating the
multipath error, it can be seen from the figure that the time sequence of the coor-
dinate residuals mitigated by the single difference multipath model is more gradual,
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and the jitter epoch caused by multipath is reduced entirely. In addition, in order to
more intuitively analysis the coordinate accuracy and correction performance after
mitigating the multipath, we analysis the statistical accuracy of coordinates before
and after mitigating multipath. The standard deviation of the coordinate sequence in
Table 1 shows: in this short baseline solution after mitigating multipath by the
single difference multipath model of the observation domain in real-time, the STDs
in the horizontal directions N and E and in the direction U can be increased by 40,
51 and 48% respectively; The above results show that the multipath mitigating
algorithm based on single difference mode is correct and reliable, which can mit-
igate the multipath in the coordinate sequence well.

In order to further validate the effect of mitigating multipath errors in real-time,
this paper analyzes the precision of residual sequences after mitigating multipath
based on observation domain. The blue curve on the left in Figs. 7 and 8 represents
the uncorrected multipath and the red curve on the right represents the correction, as
can be seen in Table 2, the standard deviation of the GPS satellite observations
residual sequence after mitigating multipath can be reduced by about 40% entirely.
For the BDS GEO satellite in Fig. 8, due to the small change in geometric con-
figuration with respect to the station space, the multipath error caused by this
project environment is relatively small, so the correction of magnitude is corre-
spondingly smaller. The multipath of MEO satellite observation residuals has also
been weakened well, it shows the multipath model of MEO satellite which

Table 1 Accuracy analysis
and Correction effect before
and after mitigating multipath
(units: mm)

Original Multipath mitigation

N 4.67 2.81 (40%)

E 5.75 2.84 (51%)

U 13.16 6.90 (48%)

3D 15.10 7.80 (48%)
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established by a period of seven sidereal days is feasible. In addition, the magnitude
of multipath mitigation for BDS GEO satellites is smaller than that of GPS satel-
lites, which may be due to the large observation noise of GEO satellites and GEO
satellite orbit accuracy is low relatively [10], it is difficulty to establish multipath
model, moreover, the multipath caused by GEO in the observation environment is
relatively small, so that the correction amplitude is correspondingly smaller.

5 Conclusion

Based on the Hi-Monitor which is a high precision and real time deformation
monitoring software independently developed by the author, the multipath miti-
gation algorithm based on the observation domain is added in this monitoring
algorithm. Based on the precise multipath model extracted before each satellite’s
repetition period, so as to mitigate the multipath on the carrier phase observation of
each satellite in real-time. According to the measured data verify, the following two
conclusions can be drawn:
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Table 2 Accuracy analysis
and Correction effect before
and after mitigating multipath
(units: mm)

Sat
ID

Original Multipath
mitigation

Mitigation effect
(%)

G01 3.92 2.46 37

G07 8.27 6.43 22

G14 7.82 3.69 53

C01 3.56 3.15 12

C06 5.90 3.68 38

C14 7.37 5.67 23
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The multipath mitigating algorithm in the single difference observation domain
is more rigorous than the traditional sidereal day filtering algorithm in the coor-
dinate domain theoretically, not only multipath mitigation can be performed on
satellites with a repetition period of a sidereal day, but also MEO satellites with a
repetition period of seven sidereal days, which can handle the multipath errors of
BDS satellites well.

In the future process of BDS globalization, it is planned that BDS will have 27
MEO satellites by the end of 2020. Therefore, establishing multipath mitigation
model of each satellite in the observation domain and mitigating multipath errors in
real-time deformation monitoring will be a new trend application of fusion BDS in
high precision of deformation monitoring.
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Analysis of Sea Surface Multipath
and Impact on GNSS Precision
Positioning

Zhengxun He, Shuangcheng Zhang, Yang Nan, Kai Liu, Wei Qu,
Huilin Wu and Qi Liu

Abstract With the rapid development of GNSS technology in the field of
atmospheric and ocean remote sensing, especially the rise of GNSS remote sensing
technology such as GNSS-R, which has promoted the wider application of coastal
GNSS stations, such as crustal deformation, absolute sea level change, tide level
changes monitoring, air-sea exchange and other fields. In view of the current
research on the sea surface multipath and its impact on the precision of GNSS
positioning is relatively few, in this paper, we selected the United States PBO
network of coastal CORS station SC02 and its surrounding three PBO stations
ALBH, P438 and P439 to analyze the characteristics of multipath effects of the
coastal GNSS stations and their time series features. Then the stations are grouped
and GAMIT is used for baseline solution. By setting different cutoff elevation
angles, comparing the results of baseline solution and the residuals of multipath
effects to explore whether the multipath effect of sea surface has a significant impact
on the precision positioning of coastal GNSS stations. The result shows that when
the cutoff elevation angle is selected from 10° to 15°, the result of the baseline
solution is the best, and the effect of sea surface multipath on GNSS precision
positioning is the least. Through the experimental, it is hoped to provide a reference
for the future deployment of GNSS stations and GNSS for tide level real-time
monitoring in coastal areas in the future, and to further promote the integrated
application of coastal GNSS stations.
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1 Introduction

The Global Navigation Satellite System (GNSS) is widely used in positioning, nav-
igation and timing (PNT) for its all-weather, near-real-time, high-precision and sus-
tainably transmitted L-band signals. With the gradual improvement of navigation
satellite systems, the increase of constellations and observation stations, its applica-
tion fields are more andmore widely. GNSS technology has been proved can not only
for positioning, timing and navigation, but also for remote sensing with reflection
signals, the potential application value ofGNSS technology in thefield of atmospheric
and ocean remote sensing has become increasingly prominent [1, 2].

The concept of GNSS reflectometry was first proposed by Martin-Neira of the
European Space Agency (ESA) in 1993. Its basic principle is that GNSS surface
reflectance signals are received by receivers together with direct signals and the delay
between them can be used for interferometric measurements, which namely PARIS
(passive reflectometry and interferometry system) [3]. In recent years, the emerging
remote sensing methods represented by the GNSS-R (GNSS Reflection) technology
have been proved to be useful in the field of crustal deformation monitor, absolute sea
level change, tide level monitoring and air-sea exchange [4–7].

Among various error sources of high-precision GNSS positioning technology,
many errors such as ephemeris error, satellite clock error, atmospheric refraction
error and receiver clock error can be eliminated or reduced by correcting the model
or the difference technique. However, the multipath effect could not be eliminated
or reduced by the above method for there is no correlation between the multipath
effects at both ends of the baseline, which makes the multipath effect a major source
of error for high-precision GNSS measurements [8, 9]. When the GNSS station is
located at the onshore, the accuracy of GNSS positioning is inevitably affected by
the multipath effect due to factors such as high reflectance of sea surface and
complex sea environment. At present, the researches on the multipath effects of the
sea at home and abroad are mainly from two aspects - digital signal processing and
multipath modeling. The research methods are mainly based on the repeatability of
multipath effects in time domain, which has some limitations. Moreover, its
research object is not coastal GNSS stations [10–14].

With the development of GNSS technology in the field of ocean remote sensing,
the application of coastal GNSS stations will continue to expand, and the
deployment of coastal GNSS stations will surely increase day by day. By then, a
high-density, large-scale global GNSS coastal observatory network will be formed.
In view of the current situation that there is relatively few research on sea surface
multipath effect and impact on GNSS precision positioning, in this paper, we selects
the coastal CORS station SC02 in the PBO network and three other PBO stations
ALBH, P438 and P439 in the surrounding area to analyze the sea multipath effect
characteristics and time series features and to explores the effect of the multipath
effect of the sea surface on the precision positioning of the GNSS, which is
expected to provide some reference for the future deployment of coastal GNSS
stations and GNSS for real-time monitoring of tide levels, and further promote the
development of integrated applications of coastal GNSS stations.
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2 GNSS Multipath Effect

The GNSS receiver antenna receives more than satellite direct signals during the
observation process and also receives reflection signals from various media around
the station, such as buildings, the reflection of water surface. These reflected signals
and direct signals interfere with each other and the observed values deviate from the
true values to produce so-called “multipath errors”. The effect of the interference
delay caused by multipath signal propagation is called multipath effect (see Fig. 1).

As shown in Fig. 1, if the antenna receives both the direct signal S from the
satellite and the reflected signal S0 which reflected by the ground simultaneously.
Obviously, the path of these two signals through is different, the extra path through
by reflecting signal recorded as D, which can be seen from Fig. 1:

D ¼ GA� OA ¼ GAð1� cos 2hÞ
¼ H

sin h
ð1� cos 2hÞ ¼ 2H sin h

ð1Þ

In Eq. (1), GA is the path length of the reflected signal S0, OA is the path length
of the direct signal S, H is the elevation of the antenna from the ground, and h is the
incident angle of the reflected signal.

The effects of multipath effects on pseudorange observations can reach tens of
meters, while the impact on carrier phase observations is two orders of magnitude
smaller. In high-intensity reflection environment, multipath error can easily lead to
cycle slip, and even signal loss of lock. The effect of multipath effect is related to
the reflection coefficient. Different reflection surfaces have different reflection
coefficients. The multipath effect is also related to the distance between the antenna
and the reflection source. Since the electromagnetic wave propagates in the
atmosphere, there will be energy attenuation and the error of multipath effect will
decrease as the distance increases. In addition, the multipath effect is also related to
the satellite elevation angle. The lower the satellite elevation angle, the greater the
multipath effect will be [13, 15].

Fig. 1 Diagram of multipath
effect
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3 Analysis of Coastal GNSS Multipath Effect

When the GNSS station is deployed onshore, the signal received by the station is a
composite signal which consists of a direct signal and a reflected signal reflected by
the sea surface. Therefore, there is inevitably existence sea surface multipath effect.
In order to explore the multipath effect characteristics of coastal GNSS, we selected
four stations with different station environments in the PBO network in the United
States—coastal station SC02 and three stations ALBH, P438 and P439 in the
periphery to conduct research and analysis (see Fig. 2).

Figure 2 followed by SC02, ALBH, P438 and P439 station environment dia-
gram of the station. Among them, the SC02 station is located onshore, which can
receive reflected signals from the sea surface in a wide range. ALBH station is
located in the plains area, the northeast direction of the trees shelter serious. The
P438 station is located on hard rock with low grass around and observation envi-
ronment is good. The P439 station is around the soil, which surrounded by no
obvious obstruction.

(a) Site map of SC02 station (b) Site map of ALBH station 

(c) Site map of P438 station (d) Site map of P439 station 

Fig. 2 Diagram of each station environment
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In order to explore the characteristics of multipath effects of sea surface, we
calculate the multipath effect MP1 value of satellite SC02 station by the RTKLIB
software firstly, and then we draw the corresponding relationship between MP1
value and elevation angle (see Fig. 3).

In Fig. 3, the horizontal axis is the epoch time, the vertical axis from top to
bottom were satellite elevation angle and multipath effect MP1 value changes. It
can be seen from Fig. 3 that the trend of multipath effect is obviously different at
low elevation angle and high elevation angle. The MP1 value oscillation of mul-
tipath effect is obviously at the elevation angle of 0° to 15°. In high elevation angle
term, the MP1 value sequence of multipath effects tends to be stable, indicating that
the multipath effect mainly occurs in the range of 0° to 15°.

To further explore the characteristics of multipath effects on the sea surface,
Fig. 4 shows the MP1 time series of multipath effects for the descent phase of G02
from 092 days to 121 days on the day of 2016 in SC02 station.

In Fig. 4, the horizontal axis is the epoch time and the vertical axis is the
multipath effect MP1 value (in order to facilitate the display, the MP1 values of all
days are sequentially added with constants). It can be seen from Fig. 4 that the trend
of MP1 values of multipath effects on G02 is basically the same, indicating that the
multipath effect has obvious periodicity. It can also be seen that MP1 value
oscillates seriously at low elevation angle term, which shows that multipath effect is
serious at low elevation angle.

In order to further analyze the multipath effects caused by different GPS station
environments, Fig. 5 shows the comparison of single-epoch MP1 values of mul-
tipath effects of G02 satellite at 092 days on the day of year 2016 between the SC02
station and the other three stations.

In Fig. 5, the horizontal axis is the epoch time, and the vertical axis is the com-
parison ofmultipath effectMP1 between SC02 station andALBH, P438, P439 station
from top to bottom. As we can see from Fig. 5, the multipath effect of SC02 station in
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coastal station is comparable to the multipath effect of sheltered ALBH station, while
the multipath effect of station SC02 is obviously worse than P438 station and P439
station with good observational environment. The results show that the multipath
effect is closely related to the station environment.When the station is located onshore
or blocked by obstructions, the multipath effect is obviously more severe than the
station which is located in rock or soil with no obvious obstruction around.
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Through the above experimental analysis, we can initially obtain some charac-
teristics of the sea surface multipath effect:

1. There is a clear correspondence between sea surface multipath effect and ele-
vation angle, and multipath effect is serious at low elevation angle. As the
elevation angle increases, the multipath effect gradually decreases and tends to
be stable;

2. The multipath effect of the sea surface has obvious periodicity, which is ben-
eficial for studying and modeling the sea surface multipath effect so as to
weaken the multipath effect;

3. The multipath effect is closely related to the environment of the station, sea
surface multipath effect is serious due to its high reflection coefficient and
complex environment.

4 Analysis of Sea Surface Multipath Effect on GNSS
Precision Positioning

In order to study and analyze the effect of sea surface multipath effect on GNSS
precision positioning, four stations of SC02, ALBH, P438 and P439 in PBO net-
work were selected for experiment. Four stations were selected for 2016 092 days
to 121 days of observation data, and use GAMIT for baseline solution. In this
paper, the solution strategy is to change the cutoff angle to 10°, 15° and 20° in turn,
and the rest of the parameters are set by default and remain unchanged. By com-
paring baseline NRMS values, baseline repetition rates and multiplicative RMS
residuals to explore the effect of surface multipath effects on GNSS precision
positioning [16].

4.1 Analysis of GNSS Baseline Solution Accuracy

The criteria for evaluating the baseline solution are generally NRMS values and
baseline repetition rates for baseline resolution. In general, a smaller NRMS value
indicates a higher baseline solution accuracy and the value should generally be less
than 0.3. Figure 6 shows the comparison of the baseline NRMS values solved at
different cutoff elevation angles.

In Fig. 6, the horizontal axis represents the day of year and the vertical axis
represents the NRMS value. As Fig. 6 shown, the baseline resolved NRMS values
decrease with the elevation angle increases, but all of the three groups are less than
0.3, indicating that all three baseline solutions are eligible.

The baseline repetition rate is relative to several periods’ solution in baseline
solution, which is the reflection of the accuracy of baseline solution. The smaller the
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value, the higher the accuracy of the baseline, the better the baseline quality, and on
the contrary, the worse the baseline quality is.

Figure 7 shows the comparison of the baseline repetition rates in different
directions at different cutoff altitudes. Since the purpose of this paper is to study the
effect of the multipath effects of sea surface on the precise positioning of GNSS,
therefore, only the comparison of the baseline repetition rate in each direction with
the three baselines connected to the SC02 station is given.

In Fig. 7, the horizontal axis represents the baseline and the vertical axis rep-
resents the baseline repetition rate in each direction. As we can see from Fig. 7, the
baselines in the three directions N, E, L of the baseline repetition rate is low,
indicating that the base line in these three directions to calculate the accuracy is
better, and it can also be seen that the change of cutoff elevation angel has no
significant effect on the baseline repetition rate in three directions of N, E and L; it
can also be seen that the baseline repetition rates of each baseline in the U direction
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are significantly higher than those in N, E and L, indicating that the baseline
resolution in the U direction worse than N, E, L direction. Moreover, when the
cutoff elevation angle is increased to 20°, the baseline repetition rate in the U
direction is significantly deteriorated compared to when the cutoff elevation angle is
10° and 15°, which is probably because when the elevation angle is raised to 20°, a
large number of original observation data were deleted, resulting in reduced
observation accuracy. The result indicated that when the cutoff elevation angle is
selected from 10° to 15°, the baseline repetition rate is generally good and the
baseline solution accuracy is high.

4.2 Analysis of Multipath Effects Residual

To further explore the effect of multipath effects on GNSS precision positioning,
Fig. 8 shows the multipath effect residual sky maps of each station at the cutoff
elevation angle of 15° between 8:00 am to 12:00 pm at 92 days of 2016.

In Fig. 8, plots of the multipath effect residual sky followed by stations ALBH,
SC02, P439 and P438 are shown. Among them, the red line in Fig. 8 represents the
trajectory of the satellite, the green line and the yellow line represent the positive
and negative of the multipath residual values respectively and the serrated more
clearly represents the larger the multipath effect residual value. As we can see, the
overall residual multipath effects at each station are small, indicating that the
multipath effect is effectively attenuated at elevation angle of 15°. We can also
clearly see in Fig. 8, at the low altitude, the serrated is obvious, and the serrated
becomes smaller as the elevation angel increases, which indicates that the multipath
effect is more serious at the low elevation angle, and the multipath effect is obvi-
ously improved with the elevation angle increases.

In order to more intuitively explore the multipath effect residuals of baseline
solutions at different cutoff elevation angles, Fig. 9 shows the comparison of
multipath effect residual RMS values at SC02 stations with different cutoff angles.

In Fig. 9, the horizontal axis is the day of year and the vertical axis is the RMS
value of the multipath effect residual. As shown in Fig. 9, as the cutoff elevation
angle increases, the RMS value of the multipath effect residual tends to increase as a
whole. When the cutoff elevation angle is 10° and 15°, the RMS values of the
multipath effect residuals are basically close, which are obviously smaller than 20°.
The results indicate that when the cutoff elevation angle is selected to be 10°–15°,
the residual value of multipath effects on the sea surface is lower, and the multipath
effect is weaker. Correspondingly, the effect of sea surface multipath effect on
GNSS precise positioning is less affected at this time.
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4.3 Comprehensive Analysis of Experimental Results

Based on the above experimental analysis, we can initially come to the following
conclusion:

1. By setting different cutoff elevation angles of 10°, 15° and 20°, the NRMS
values calculated from the baseline comparison can be drawn. As the elevation
angle increase, the NRMS values for the baseline solution decrease, and all less
than 0.3, indicating baseline solution are qualified;

2. By comparing the baseline repeat rates in different directions at different cutoff
angles, it can be concluded that the baseline repetition rate in the U direction is

(a) (b)

(d)(c)

residual sky map at ALBH  residual sky map at SC02 

residual sky map at P439  residual sky map at P438 

Fig. 8 Multipath effects residual sky map at each station
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significantly worse than N, E and L directions. Moreover, when the cutoff
elevation angle is raised to 20°, the baseline repeat rate in the U direction is
seriously worse than 10° and 15°, the result shows that when the elevation cutoff
angle is selected from 10° to 15°, the accuracy of baseline solution is good, and
the multipath effect of the sea surface has little effect on the precision posi-
tioning of GNSS;

3. By comparing RMS values of multipath residuals calculated at different cutoff
elevation angles, it can be concluded that when the cutoff elevation angle is 15°,
the residual value of multipath effects on the sea surface is low, indicating that
multipath effect weakening effect is better, and the effect of sea surface multi-
path effect on GNSS precision positioning is the least.

5 Conclusion

As more and more multi-frequency GNSS navigation constellations and
space-based augmentation systems continue to evolve, as well as the implemen-
tation of a series of space-based GNSS reflectometry tasks (such as the next
FORMOSAT-7/COSMIC-2 and CYGNSS missions). In addition, researchers are
developing more advanced GNSS receivers and data processing algorithms such as
the next generation of Tri-GNSS receivers with multi-mode GNSS reflection and
refraction technology. GNSS has broad prospects for development in the field of
ocean remote sensing in the future. In the coming years, large-scale coastal GNSS
observational networks are bound to be built in the world. China will also
strengthen the establishment of coastal GNSS observing facilities and provide a
platform for China’s maritime Silk Road strategy, marine resources development,
protection of maritime rights and interests to provide protection. Therefore, this
paper studies and analyzes the multipath effects of sea surface and impact on the
precision positioning of GNSS. Based on the measured data of SC02 station and
three surrounding stations in PBO network, the characteristics of the multipath
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effect on the sea surface are analyzed firstly. It is concluded that the sea surface
multipath effect is serious due to the high reflection coefficient of the sea surface,
and the multipath effect on the sea surface has obvious periodic characteristics at
low altitude. Then, four stations are networked and the GAMIT baseline solution is
adopted. By setting different cutoff elevation angles of 10°, 15° and 20°, compared
the baseline solution accuracy and multipath effect residuals, we concluded that
when the cutoff elevation angle is selected from 10° to 15°, the baseline solution
results are the best. At this time, the multipath effect of the sea surface has no
significant influence on the precision positioning of the coastal GNSS stations. The
coastal GNSS station can be used for the research of crustal deformation moni-
toring, atmospheric and ocean remote sensing and other fields simultaneously. Of
course, the experimental results obtained in this paper are only preliminary con-
clusions. There are still many deficiencies in the experiment. For example, only one
coastal station was chosen for the experiment. The precision of the GNSS in coastal
stations was also affected by factors such as ocean tides and sea breeze waves.
Experimental design and evaluation of multipath effects on GNSS precision posi-
tioning still need further study.
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HECTOR for Analysis of GPS Time
Series

Yuefan He, Shuangcheng Zhang, Qianyi Wang, Qi Liu, Wei Qu
and Xiaowei Hou

Abstract High precision GPS coordinate time series has become a rich source of
data in many fields of research, such as studying the slow deformation of the earth’s
surface, establishing and maintaining a regional or global reference frame, and
studying the deformation process of earthquake pregnancy. In view of the current
GPS time series analysis software in the processing of data is slow, inefficient, less
choice of combination model, this paper studies and analyzes a new time series
analysis software HECTOR. Firstly, the function and characteristics of HECTOR
software are described in detail; Then, the software is used to obtain the periodic
items and trend items in the three directions of the GPS time series, and compared
with the parameters obtained by the CATS software. Secondly, the data of GPS
time series in the study area are analyzed by using different noise models; Finally,
BIC numerical analysis based on the maximum likelihood estimation and spectrum
analysis are used to compare the results of different combinations of noise models.
The results show that the HECTOR software can be used to obtain the parameters
quickly and further. At the same time, GPS data for most of the selected study
areas, white noise + power law noise for the optimal noise model. For GPS data of
a few study areas, white noise + generalized Gaussian Markov noise, white
noise + ARMA (5) noise are better noise models. Finally, it is found that the best
noise model obtained in different directions of the same site is not the same, which
can provide certain reference meaning for the future research in this direction.
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1 Introduction

The global positioning system (GPS) base station coordinate time series provides
valuable basic data for geodesy and geodynamics research [1, 2]. However, the
various types of noise contained in the GPS time series restrict the potential
application value of GPS technology in the above fields. Therefore, it is a hot topic
that scholars study now that the types of noise and the influence of noise on time
series are studied.

The current domestic and foreign scholars generally agree that GPS location
optimal noise model of time sequence is white noise + flicker noise [3–7].
However, this is not the case in the strict sense of the word, and the noise char-
acteristics of GPS base stations are complex. The literature [8] in 2008 estimated
the southern California and southern Nevada run of 236 consecutive GPS station
noise model, then the best noise model of 50–60% for the Flicker noise (Flicker
noise, FN) or Random Walk noise (Random Walk noise, RW), 25–30% stations
show the FN + RW, or non-integer spectral exponential power law noise
(Power-law noise, PL), 15% of the stations were Band Pass + Power Law noise
(BPPL) and first-order Gaussian Markov + random walk noise. In [9], Tian
Yunfeng analyzed the correlation noise characteristics of the time series of GPS
base stations in China Crustal Movement Observation Network in 2010 and
investigated various noise models. It was found that in addition to the flicker noise,
the east component of 50% of the stations Related noise can be described by
“Random walk noise + first-order Gaussian Markov noise” model. The literature
[10], in 2012, Li Zhao analyzed the IGS baseline time series noise model in China.
The results show that the noise models of IGS base stations in China are diverse and
have different noise characteristics. The main manifestations are flicker
noise + White noise and bandpass power law noise + white noise, and the noise
model is affected by the surface mass load and the terrain in the area.

The current time-series analysis software for noise analysis of GPS observations
is CATS software developed by Simon Williams [11], Tian Yunfeng’s iGPS
software and so on. Most of them use CATS to analyze and compare the noise
models of different regions and obtain relevant parameters for further study.
However, because the combined noise model supported by the CATS is relatively
small and the data processing of the noise combination model is slow. Therefore,
this paper introduces another more optimized time series analysis software
HECTOR, and separately based on the maximum likelihood estimation BIC (The
Baysian Information Criteria) numerical analysis and spectrum analysis in the
frequency domain GPS observations on the noise analysis.
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2 HECTOR Software and Its Basic Theory

2.1 HECTOR Software and Functions

HECTOR is a time series analysis software developed by Machiel Bos and Rui
Fernandes (Portugal) based on c++ language. It can run on Unix system and has
fast running speed. The earliest version was HECTOR1.1, which has been con-
tinuously improved and has now been updated to HECTOR1.6. It mainly includes 5
parts [12]

(1) estimatetrend—Main program to estimate a linear trend.
(2) estimatespectrum—Program to estimate the power spectral density from the

data or residuals using the Welch periodogram method.
(3) modelspectrum—Given a noise model and values of the noise parameters, this

program computed the associated power spectral density for given frequency
range.

(4) removeoutliers—Program to find offsets and to remove outliers from the data.
(5) simulatenoise—Synthetic colored noise files.

2.2 HECTOR Noise Analysis Method

At present, the main methods of noise analysis are maximum likelihood estimation
and spectrum analysis [5, 13]. HECTOR software has two kinds of analysis method
of noise, one is based on the maximum likelihood estimator of AIC (The Akaike
Information Criteria) and BIC numerical analysis method, both with maximum
likelihood estimator as the starting point, but in order to avoid excessive fitting
problem, increase the measures to add parameters. The other is a conventional
spectrum analysis method.

2.2.1 AIC and BIC Numerical Analysis

HECTOR software allows the estimation of linear trend items and combinations of
higher order polynomials, seasonal items and other periodic signals and various
noise models. HECTOR selects the best model to use AIC and BIC information
standards [14, 15]. The formulas for analyzing different noise models using AIC
and BIC standard are as follows:

ln Lð Þ ¼ � 1
2

N ln 2pð Þþ ln det Cð Þþ rTC�1r
� � ð1Þ
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where N refers to the actual number of observations, the covariance matrix C can be
decomposed into

C ¼ r2C ð2Þ

C refers to the sum of all kinds of noise model, r refers to the standard deviation
and it can be estimated by residual error.

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rTC

�1
r

N

s
ð3Þ

In the light of det cA ¼ cN detA, So you can get

ln Lð Þ ¼ � 1
2

N ln 2pð Þþ ln det C
� �þ 2N ln rð ÞþN

� � ð4Þ

Parameter k is the sum of design matrix H and noise model parameters and
driving white noise variance. For example, using white noise + power law noise
model to estimate the linear trend items including five arguments, the normal offset,
linear trend, the difference between power law noise and white noise, power
spectrum index and drives the white noise variance (k = 2 + 2 + 1 = 5)

So:

AIC ¼ 2kþ 2 ln Lð Þ ð5Þ

BIC ¼ k ln Nð Þþ 2 ln Lð Þ ð6Þ

The preferred model is the one with the minimum AIC or BIC value. Note that
these are relative measures between various choices, not absolute criteria.

2.2.2 Spectral Analysis Method

Spectrum analysis is a method of analyzing signals in the frequency domain. The
power spectrum of the noise time series in the spectral domain can be expressed in
the form of Power Law [16].

P fð Þ ¼ P0f
�a ð7Þ

In the formula, a is the spectrum index; P0 is constant. The larger a, the higher
the time correlation of the noise sequence.

The formula (7) takes logarithmic curve fitting, and the P0 and a value can be
obtained by using least square method.a is usually an arbitrary real number between
−1 to 3, where integer a represents some special noise type: When a ¼ 0, which is
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standard white noise; When a ¼ 1, it is standard flashing noise; At a ¼ 2, the
standard random walk noise. In addition, in addition to the standard white noise, the
rest is referred to as colored noise.

For the combined model, assuming that the noise in the GPS coordinate
sequence is composed of white noise and colored noise, the power spectrum is [17].

P fð Þ ¼ P0 f�a þ f�a
0

� � ð8Þ

where f0 is the crossover frequency; P0, f0 and a are parameters to be called.

3 HECTOR for the Analysis of GPS Time Series

3.1 Data Sources

This paper selects PBO website and based on the GPS time series data of 12 IGS
sites under the ITRF08 framework, the longest one is SC02 station (16.5 years),
and the shortest is AB43 station (7.1 years). Time series analysis and Fig. 1 is the
site map selected.

Fig. 1 GPS Site location
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3.2 Extraction of Trend Items and Cycle Items

The trend changes mainly reflect the inheritance tectonic movement under the
control of tectonic stress field in the same area [18] and it is of great significance
and application value to analyze the trend items and period items of GPS coordinate
time series. This section mainly uses the HECTOR software to extract trends in the
GPS time series for analysis. Take the SC02 station with the longest time span
(16.5 years) as an example.

As shown in Fig. 2a–c, the horizontal axis to MJD time, longitudinal axis
respectively, E, N, U direction trend fitting figure. Blue as the original time series,
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red is obtained with HECTOR software trend item, you can see it can be a good
development trend. Same as shown in Table 1, you can use the HECTOR software
for time series of the slope, year cycle, half a cycle, and compared with CATS
software, It was found that the RMS of both the trend and the period of the two
software were less than 1 mm and it can further prove the correctness of using
HECTOR software to obtain time series parameters.

3.3 Analysis of Optimal Noise Model

In this section, six noise models of HECTOR software were used to analyze the
time series of the selected 12 IGS stations. The noise models used are white noise
(W), white noise + power law noise (W + P), Generalized Gaussian Markov Noise
(G), White Noise + Generalized Gaussian Markov Noise (W + G), white
noise + ARMA (1) noise (W + A (1)), white noise + ARMA (5) noise (W + A
(5)). Because the selected sample is small, the optimal noise model is better by
using BIC numerical method based on maximum likelihood estimation and the
optimal model is identified from the frequency domain using the spectral analysis
method.

3.3.1 Analysis of Numerical Results Based on BIC

The BIC values of the three components of each of the 12 stations are calculated.
And then find the smallest BIC value corresponding to each station in the same
component, then the noise model corresponding to this BIC value is the best noise
model for this station. Finally, calculate the percentage of the total number of the
best model based on the number of directions in each direction.

The largest proportion of the optimal noise model in E direction is white noise
plus noise model ARMA (5), accounting for 33.13% of all sites, then followed by

Table 1 Comparison of CATS with HECTOR software

SC02 Slope Cos yearly Sin yearly Cosh yearly Sinh yearly

E C 1.1585 −0.091 −0.1524 0.4432 0.1084

H 1.195 −0.135 −0.217 0.414 0.114

RMS 0.0365 −0.044 −0.0646 −0.0292 0.0056

N C 0.3178 −1.1052 0.0369 0.1752 −0.0115

H 0.084 −1.101 0.036 0.170 −0.012

RMS −0.2338 0.0042 −0.0009 −0.0052 −0.0005

U C 0.9166 −2.6930 −7.9512 −1.1183 0.5672

H 0.051 −2.742 −7.906 −1.115 0.585

RMS −0.8656 −0.049 0.0452 0.0033 0.0178
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white noise + power law noise, White noise + generalized Gaussian Markov noise
and so on. The largest proportion of the optimal noise model in N direction is white
noise model + power law noise, accounted for 41.41% of all sites, then followed by
white noise + ARMA (5) noise, White noise + generalized Gaussian Markov noise
and so on. The largest proportion of the optimal noise model in U direction is white
noise + power-law noise, accounting for 42.04% of all sites, followed by white
noise + ARMA(5) noise model. It can be seen that the proportion of optimal noise
model is different in different directions. But overall for most points, white
noise + power law model for better noise model, for a few points, white
noise + ARMA (5) noise, White noise + generalized Gaussian Markov noise a
model is better.

3.3.2 Analysis Result Based on Spectrum Analysis Method

Because of the limited space, the spectral analysis is carried out by the white
noise + power law noise and the white noise + generalized Gaussian Markov noise
model. The spectrum index a was obtained from the 12 IGS sites using HECTOR
software to further verify the optimal properties of white noise + power-law noise.

From Tables 2 and 3, it can be seen that the larger a value, the higher the time
correlation of the noise sequence. It can be seen that the results obtained by using
the spectrum index are consistent with that of the BIC numerical analysis based on
the maximum likelihood estimate. It can be clearly seen that for most stations, white
noise + power-law noise model is advantageous to white noise + Generalized
Gaussian Markov Noise model.

Many scholars have done many different combinations of noise models before
comparisons, but most are using CATS software for data processing and analysis of
contrast, compared to CATS software, HECTOR software to process data faster and

Table 2 a value under
the W + P model

站点 E N U

DUBO 0.4793 0.5899 0.5791

FAIR 0.7669 0.8500 0.5438

INVK 0.6702 0.7372 0.7818

KOKB 0.5027 0.4895 0.5733

MKEA 0.5976 0.4350 0.5341

RESO 0.6563 0.7578 0.4258

SC02 0.8500 0.8162 0.4534

AB43 0.5892 0.4225 0.4209

AC14 0.7265 0.7282 0.7132

MEE1 0.8500 0.8307 0.3957

NMKM 0.8500 0.2313 0.4424

P119 0.8500 0.8500 0.4097

a Spectrum index
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more efficient, you can choose the noise combination model is more and the result
is consistent with CATS. But HECTOR software also has some problems, because
the software has not been widely used, so it is not enough mature and perfect, more
with some missing data in the station, using a combination of some cannot be
output to the parameters of the model results, automatically interrupt handling.
More scholars are needed to further study.

4 Conclusion

This paper makes detailed introduction to HECTOR software, HECTOR was used
to analyze the time series of GPS points. Finally, the comparison and analysis the
dimension noise model of GPS point of different plates. The following conclusions
can be obtained:

(1) HECTOR can accurately obtain the station kinematics parameters of the earth
station, and get the correct site kinematics model under the premise that can lay
the foundation for the next step of the study.

(2) Using the HECTOR software to analyze the time series of the selected 12 IGS
sites by using 6 noise models. For the selected area, white noise + power law
noise for better noise model, In addition, White Noise + Generalized Gaussian
Markov Noise Model, white noise + ARMA (5) and other groups and noise
models are good noise models.

(3) Experimental analysis it is concluded that the noise model for the most points is
not a single noise. Instead, the noise model is composed of different noises, and
the optimal noise model is different in different directions.

Table 3 a value under
the W + G model

站点 E N U

DUBO 0.4675 0.4704 0.5789

FAIR 0.4808 0.4808 0.4493

INVK 0.7647 0.8129 0.4994

KOKB 0.4646 0.4915 0.5774

MKEA 0.6042 0.6042 0.5429

RESO 0.7257 0.8241 0.4254

SC02 0.5029 0.9305 0.4687

AB43 0.4221 0.3271 0.4244

AC14 0.7625 0.4853 0.8633

MEE1 0.7231 0.9314 0.3997

NMKM 0.4988 0.2371 0.4672

P119 0.7520 0.4990 0.4221
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Inversion of Water Vapor Variation
During Typhoon by Quad-Constellation
GNSS Tomography

Yonglin Zhang, Changsheng Cai, Xiaotao Bai, Hongke Hou
and Xianqiang Cui

Abstract The ground-based GNSS tomography technology can obtain
three-dimensional distribution of water vapor. However, many voxels may not be
passed through by satellite rays because of the limitation of satellite orbits and the
topological distribution of ground GNSS stations, which results in the rank defect
of tomography equations. In this paper, the geometric relationship between the
elevation angle of the satellites and the satellite ray height intersecting with
tomography boundary is deduced. The distribution of the GNSS satellite signals
that can be used for the tomography at different stations is shown for the selected
tomography area. In order to increase more usable GNSS rays and get stable and
reliable results, the quad-constellation GNSS including GPS, GLONASS, Galileo
and BDS (BeiDou navigation satellite system) systems are used simultaneously.
Further, the Gaussian function is used as horizontal restriction while the mean value
of three-day radiosonde profiles prior to the experiment is used as vertical
restriction. To validate the four-constellation integrated tomography method, the
raw GNSS observations were collected from 26 August, 2017 to 28 August, 2017
in Hong Kong to carry out the tomography experiment. During this period, there
was a typhoon named Pakhar to pass the tomographic area, causing water vapor to
vary dramatically. This process was descripted and captured by the presented
tomographic technique. The result indicates that the current quad-constellation
GNSS improves the tomographic accuracy by 5% compared with the GPS-only
approach.
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1 Introduction

As an important component of the atmosphere, water vapor is deeply involved in
the global water cycle. In summer, all kinds of rainstorms, droughts and typhoons
are closely related to the variation of water vapor [1, 2]. The study of the variation
of water vapor is vital for predicting the bad weather. Unlike the traditional methods
such as the radiosonde or water vapor radiometer to detect the water vapor of the
atmosphere, using the global navigation satellite system (GNSS) to monitor the
water vapor has the advantages of low cost and high spatial resolution [3]. Since the
GNSS method was first proposed by American scholar Bevis in the 1990s, it has
become an important method to detect water vapor content in the atmosphere [4].
Nowadays, many countries use GNSS continuously operating reference stations
(CORS) to monitor the nationwide water vapor variation and the results are well
consistent with the numerical weather model (NWM) [3, 5, 6]. Further, the
four-dimensional distribution of water vapour can be obtained based on a tomog-
raphy technique, which can be used to acquire the temporal and spatial variation of
water vapor under different weathers. Although the GNSS tomography method
cannot predict precipitations directly, it has the ability to improve accuracy of the
NWM. Because of the limitation of satellite orbits and the topological distribution
of ground GNSS stations in the tomography area, many voxels may not be passed
by GNSS rays, which results in unreliable tomography solutions. Adding the extra
observations and constraints are widely used to solve the problem. At present, most
tomography experiments are based on GPS observations [3–6]. The introduction of
GLONASS can increase the amount of available observation data and thus improve
the accuracy of slant water vapor (SWV) [7]. With the rapid development of Galileo
and BeiDou navigation satellite system (BDS), quad-constellation integrated GNSS
tomography can effectively decrease the number of voxels without passing GNSS
signals and improve the resolution of tomography [8, 9].

The main structure of this paper is as follows. Section 2 introduces the basic
principle of ground-based GNSS tomography, deriving the geometric relationship
between the elevation angle of the satellite and the satellite ray height intersecting
with tomography boundary. Section 3 shows the available distribution of GNSS
satellite signals at different stations in the tomography area. The GNSS tomography
results indicate that the water vapor variation caused by the typhoon in Hong Kong
can be successfully captured.

2 The Method of Ground-Based GNSS Tomography

2.1 The GNSS Tomography Model

GNSS signals are delayed when they pass through the Earth atmosphere due to the
refraction of the ionosphere and troposphere. Since the troposphere is neutral, the
tropospheric delay is independent of the signal frequency and cannot be eliminated
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by multi-frequency combinations like ionosphere delay. In order to mitigate its
effect, the zenith troposphere delay (ZTD) is commonly estimated as an unknown
parameter in precise point positioning (PPP), single-difference or double-difference
positioning techniques [3, 10]. The ZTD can be divided into zenith dry delay
(ZHD) and zenith wet delay (ZWD) [11] with the relationship as shown by Eq. (1).

ZTD ¼ ZHDþZWD ð1Þ

The slant path tropospheric delay (STD) corresponding to each satellite can be
further obtained as [8, 12]:

STD ¼ mhðeÞ � ZHDþmwðeÞ � ½ZWDþ cotðeÞ � ðGN cos/þGE sin/Þ� ð2Þ

where e and / represent the elevation and azimuth of satellites, respectively, mh and
mw represent the dry and wet mapping functions, GN and GE are north and east
components of the gradient, respectively.

In general, the ZHD can be computed precisely using the tropospheric model
based on ground meteorological observations. Thus, the ZWD can be obtained by
applying Eq. (1). The ZWD is closely related to the content of atmospheric water
vapor and can be converted to the precipitable water vapor (PWV) by multiplying a
conversion factor as shown in Eq. (3). The slant wet delay (SWD) can also be
converted into the slant precipitable water vapor (SWV) similar to the conversion
from the ZWD to the PWV.

PWV ¼ P � ZWD ð3Þ

It is generally considered that the SWV is equal to the integral of the water vapor
density (WVD) along the path of the GNSS signal propagation. To simplify the
calculation, the tomography area is divided into m � n � l voxels from the longitude,
latitude and elevation directions, respectively. The WVD is considered as a constant
within each voxel. Thus, the SWD is equal to the sum of the product of the signal
intercepted distance by the corresponding water vapor density in each voxel, as
shown in Eq. (4).

SWV ¼
Z
S

xds ¼
X

ai;j;kxi;j;k ð4Þ

where S represents the propagation path of GNSS rays, x and a represent the WVD
and intercepted distance in each voxel.

Due to the limitation of GNSS satellite orbits and the distribution of ground
GNSS stations in a tomography area, there are many voxels that is probably not
passed by any GNSS ray during the entire observation session. In order to obtain
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stable and reliable three-dimensional distribution of the WVD, it is necessary to add
some constraints in horizontal and vertical directions or use the algebraic
reconstruction techniques to solve the rank deficiency issue of the tomography
equation [8].

2.2 The Relationship Between Satellite Elevation
and the Satellite Ray Height Intersecting
with Tomography Boundary

In the tomography model, only the GNSS signals that enter from the top of the
tomography grid can be used since the PWV is an integral of water vapor density in
different layers along the slant path of the satellite signal. From this point of view,
the GNSS stations located in the center of the tomography area may utilize the
GNSS signals in a largest degree whereas those stations that are located near the
tomography boundary area have to discard many signals that cannot pass
the tomography grid from its top. In this section, the geometric relationship between
the elevation angle of the satellites and the height of points at which the satellite
rays intersect with tomography boundary is established.

As shown in Fig. 1a, the rectangle represents a tomography area. The cycle point
‘A’ represents a GNSS station. The line between ‘A’ and ‘D’ represents a beam of
GNSS signals received by the station ‘A’. ‘D’ is the intersection point of the satellite
signal and the tomography boundary. Figure 1b is a sectional view of Fig. 1a. In
Fig. 1b, ‘AC’ is a circular arc, ‘R’ is the radius of Earth, ‘O’ is the Earth center, ‘C’
is the intersection point of AC and OD, h represents the length of CD, AE repre-
sents the tangent line at the point A, a is the satellite elevation angle at station A and
b represents the central angle of arc AC. Considering that the Earth’s oblateness is
only about 0.003, the earth in the tomography area is approximated as a sphere.
Thus, ‘h’ is the ellipsoidal height of point ‘D’.

Fig. 1 The useful satellite
signals at a station for a
certain tomography area
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Based on the triangular relations, it is easy to know geometric relations below:

\OAE ¼ 90�

\ADO ¼ 180� � ðbþ\OAEþ aÞ ¼ 90� � a� b

Using the Sine theorem in △ADO:

Rþ h
sinð90� þ aÞ ¼

R
sinð90� þ a� bÞ ð5Þ

Simplifying Eq. (5), the following equations can be obtained:

h ¼ R cosðaÞ � R cosðaþ bÞ
cosðaþ bÞ ð6Þ

Or

a ¼ arctan
R� ðRþ hÞ cosðbÞ

Rþ hð Þ sinðbÞ
� �

ð7Þ

Because the earth is actually an ellipsoid, the radius ‘R’ varies with latitude and
their geometric relationships are expressed below.

R ¼ MN

N cos2ðkÞþM sin2ðkÞ ð8Þ

where

M ¼ að1� e2Þ
W3 ; N ¼ a

W

e2 ¼ a2 � b2

a2
; W ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2 sin2ðBÞ

q

where M and N represent the radii of meridian and prime vertical circle at point A,
respectively, k represents the azimuth of the arc AC, a and b are the semi-major
axis and semi-minor axis of the ellipsoid, respectively, B represents the latitude of
A. Because the boundary of tomography is set in advance, the Eq. (7) can be used
to calculate the lowest elevation angles of usable satellite signals for tomography
resolution.
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3 Realization of Quad-Constellation GNSS Tomography
at Hong Kong

At about UTC 12:00 on 24 August, 2017, a typhoon named Pakhar was generated
in the Western Pacific and began to move toward west northwest of China. Then it
landed on the southeast coast of Taishan City, Guangdong Province, China at UTC
1:00 on 27 August, 2017. Hong Kong was also influenced by it as shown in Fig. 2
[13].

The quad-constellation GNSS observations at 12 stations from Hong Kong
Satellite Positioning Reference Station Network (SatRef, seen Fig. 3) were col-
lected with period from 26 August, 2017 to 28 August, 2017. The tomography area
covers latitudes from 22.16°N to 22.56°N, longitudes from 113.87°E to 114.35°E
and the vertical boundary is 10 km in height to Earth surface [14]. The voxel
division is 0.05°, 0.06° and 500 m in latitude, longitude and height, respectively.
The total number of voxels is 8 � 8 � 20. Finally, the water vapor variation during
typhoon was retrieved by the quad-constellation GNSS tomography whose results
are compared with the radiosonde data collected from the radiosonde station of
Kings Park (seen Fig. 3).

Fig. 2 The track of typhoon Pakhar
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3.1 The Distribution of Available GNSS Signals

As described above in Sect. 2.2, due to the limitations of the tomography model,
GNSS signals received at stations cannot be utilized completely, and the usable
signals at different locations vary largely. In this section, the distribution of usable
signals using quad-constellation GNSS observations at stations HKST, HKSL,
HKOH and HKWS (seen Fig. 3) on 26 August is analysed.

Based on the ellipsoid parameter of WGS-84 and Eq. (7), for the vertical
tomography boundary of 10 km, the distribution (seen Fig. 4) of available satellite
signals is obtained. Only green satellite signals which are surrounded by blue curve
are used for tomography modeling. By contrast, those grey satellite signals out of
blue cycle will be discarded since they enter from the side face. As seen from
Fig. 4, the number of usable signals at the station in the center of tomography area
is significantly greater than those stations located near the tomography boundary
such as the stations of HKST and HKWS. This also explains to a certain extent that
the water vapor inversion accuracy at the boundary is lower than that at the
tomography center.

3.2 Inversion of Water Vapor Content Based
on Quad-Constellation Tomography

With the rapid development of BDS and Galileo systems, quad-constellation GNSS
tomography has been available, which can effectively increase the observations and
decrease the number of voxels lacking passed satellite rays [9]. In this study, the
open-source RTKLIB software is used to process quad-constellation GNSS
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Fig. 3 The distribution of
GNSS stations and
radiosonde station in Hong
Kong
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observations in a static mode. The elevation mask angle is set to 10°. The Global
Mapping Function (GMF) is used to convert from ZWD to SWD. The weighted
mean temperature is obtained from GPT2w [15] and the length of tomography time
window is set to 30 min. Due to the relatively poor orbit accuracy of BDS GEO
satellites, this study just uses the MEO and IGSO satellites of BDS in conjunction
with other satellite systems to calculate the ZTD and gradients. Figures 5 and 6
show the change of the number of GNSS satellites and the rate of voxels without
passing GNSS signals during the entire tomography session. With the joint use of
multiple GNSS systems, the number of visible satellites increases greatly and
consequently the voxels lacking passed GNSS signals decrease compared with GPS
single constellation. Before the tomography, the PWV acquired from GPS and
quad-constellation GNSS are compared and the results show a good agreement with
each other (seen Fig. 7), which indicate that the GPS combined with GLONASS,
Galileo and BDS tomography is feasible. Also, it can be seen from Fig. 7, the blue
histogram below the PWV curve represents the hourly precipitation at Sha Tin
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District obtained from the Hong Kong Observatory. The absence of a few bars is
because of no precipitation during this period. In addition, we can find a sharp rise
of PWV before beginning to raining. When the PWV is high, it agrees with a time
when precipitation concentrates. When the PWV decreases gradually, the precipi-
tation also decreases correspondingly. This result shows a good correlation between
PWV and precipitation and indicates that the PWV can provide an evidence for
monitoring the typhoon movement and forecasting precipitation.

In order to solve the rank defect issue in the tomography model, the mean value
of three-day radiosonde profiles prior to tomography is used as vertical restraint
while the Gaussian function is used as horizontal restraint. The relaxation parameter
k is set to 0.2. The multiplicative algebraic reconstruction techniques (MART1) is
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adopted [8]. Figure 8 shows the time series of tomography profiles at HKST. It can
be found that the variation of PWV is mainly concentrated in the area below 4 km
in height, which is approximately consistent with PWV in Fig. 7. Figure 9 shows
the tomographic sections along the 114.200°N and 22.435°E during typhoon
landing. It can be found that the WVD kept steady at 12:00 on 26 August before
typhoon approaching. Then the content of WVD increased dramatically when
typhoon landing. Finally, the content gradually decreased and returned to the level
prior to landing. In order to verify the tomography results, the radiosonde data from
27 August to 28 August, 2017 is used to compare with the GNSS tomography
results. Figure 10a, c show the water vapor profiles from radiosonde data, GPS,
GPS + GLONASS, GPS + GLONASS + Galileo, GPS + GLONASS + Galileo +
BDS tomography, respectively on 27 August. Figure 10b, d show the offset
between different GNSS combined results and the radiosonde profiles. It is obvious
that the GNSS tomography results have good agreement with the sounding profiles.
Compared with the GPS tomography, the multi-GNSS improves the accuracy at
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middle and high layers, but no significant improvement is available at bottom layers
in the tomography area. The details of RMS and Bias of two-day GPS and different
GNSS combination tomography results are listed in Table 1 with respect to the
radiosonde results. The results show that the GPS combined with GLONASS
mainly reduce the bias by 31%. With the employment of Galileo and BDS, the
RMS values obviously are reduced. The quad-constellation GNSS improve the
accuracy by 5, 35% for RMS and Bias over the GPS tomography, respectively.

4 Conclusions

The basic principle of three-dimensional water vapor tomography is summarized
and the geometric relation between the elevation angle of the satellites and the
satellite ray intersecting point height with tomography boundary is deduced. Based
on the GNSS stations network in Hong Kong, results indicate that the distribution
of GNSS signals that can be used for tomography is quite different at different
stations. For stations located at boundary of tomography area, about a half of
signals cannot be used for tomography.

Using GPS and quad-constellation GNSS (GPS + GLONASS + Galileo +
BDS) tomography technique, the variation of water vapor in Hong Kong during
typhoon is successfully retrieved. For the quad-constellation tomography, the
number of visible satellites is much more than GPS single constellation. As a result,
the number of voxels without passing GNSS rays significantly reduces.
Consequently, the tomography accuracy is improved by 5% compared with

Fig. 9 The tomographic
sections along the 114.200°N
(left figure) and 22.435°E
(right figure) during typhoon
landing
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Fig. 10 The comparison of water vapor profiles (a, c) and bias (b, d) between GNSS tomography
and radiosonde at 00:00–00:30 and at 12:00–12:30 on 27 August, 2017 respectively (G: GPS, R:
GLONASS, E: Galileo, C: BDS)

Table 1 Comparison
between GPS, multi-GNSS
tomography and radiosonde
profiles (g/m3)

Comparison RMS Bias

GPS 0.82 −0.32

GPS + GlONASS 0.82 −0.21

GPS + GLONASS + Galileo 0.80 −0.19

GPS + GLONASS + Galileo + BDS 0.77 −0.21
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GPS-only tomography. Due to the limitation of conventional tomography model
and distribution of GNSS stations in a network, some disadvantages still exist for
multi-GNSS tomography. For instance, there is no significant decrease of the
number of voxels without passing rays at the bottom of tomography area since few
signals are available at tomography boundary. Further study is needed to improve
the tomography accuracy at the bottom of the atmospheric layer in the future.
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GPS-MR for Altai Snow Depth
Monitoring

Chenglong Zhang, Shuangcheng Zhang, Tao Che, Yajie Wang,
Ning Zhang, Wei Qu and Tianhe Wan

Abstract Snowfall as an important global freshwater resource, especially for
Xinjiang Altai region in the snow all the year round, accurate and convenient snow
thickness monitoring is particularly important, at present, the snow monitoring is
divided into the time and space analysis of the macro snow cover and the micro
snow depth monitoring. Macro monitoring are mainly composed of MODIS snow
product, the micro snow depth monitoring from use of discrete meteorological point
monitoring initially, laser detection, with the development of technology, satellite
remote sensing monitoring has become the main trend. With the development of
technology, satellite remote sensing monitoring has become a major trend. With the
continuous improvement of GPS-MR snow remote sensing theory in recent years,
in this paper, Altay GPS monitoring station as a demonstration using GPS-MR
technology for snow monitoring research. Using the monitoring data from January
1 to March 31, 2017 for statistical analysis. The selection of satellite height Angle
increase, due to the multipath effect will gradually reduce with the increase of
altitude Angle, higher SNR ratio will lead to the inversion precision is decreased
obviously. GPS data sampling rate has little effect on the inversion accuracy. Based
on Altay GPS snow monitoring experimental station, Satellite elevation angle
selection 5°–20°, the sampling rate is set to 15 s, the GPS-MR snow depth obtained
is better than 0.027 m. Therefore, it is possible to make full use of the ground-based
GNSS water vapor monitoring station for snow depth detection, GNSS remote
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sensing application potential will be brought into full play in the future environ-
mental meteorological monitoring in our country.

Keywords Snow monitoring � Altai � GPS-MR � SNR � Snow depth

1 Introduction

Altay region of Xinjiang as one of the three major snowstorms in our country,
causing great troubles to the life and production of local people, seriously restricting
the development of the local economy. Snow as the main freshwater resources in
arid northwest region of Xinjiang, in the local agriculture, animal husbandry plays
an important role, Altay as one of the most abundant snow-covered areas in our
country, most of the river’s northern Xinjiang source from snowmelt runoff [1].
Therefore, it is more and more important to monitor and predict the snowfall and
snow cover in the Altay region of Xinjiang.

With the launch of global remote sensing satellites, the use of satellite remote
sensing to monitor snow depth has become the mainstream trend. In 2004, Che Tao
and others used the improved SSM/I algorithm to estimate the snow depth distri-
bution in China [2]. In 2005, Liu and others took the northern slope of Tianshan
Economic Belt as an experimental area, based on winter MODIS 1B data for snow
depth inversion, the highest accuracy is about 80% of the two channels, the rest 58–
68%, the accuracy is too low [3]. In 2007, Larson was first proposed method of
utilizing existing GPS continuously operating observatory soil moisture measure-
ment, namely GPS-MR technology, and using 70-day data series to prove this
method is feasible [4]. In 2009 Larson et al. [5] and Nievinski and Larson [6] used
direct and reflection multipath signals in 2014 to compose time series of observed
signal-to-noise (SNR), the difference of multi-path signals caused by the snowfall
thickness is applied to measure the snow depth, and the change of the snowfall
thickness is successfully monitored. The growth of the corn is also studied by the
same method. Subsequently, he utilized multi-path reflection components of SNR
observations to monitor other surface environments such as sea level, vegetation
changes and volcanic eruptions, and obtained a series of extremely valuable
research and application results. In 2012, Ao et al. used the multi-path reflection
component in the observed GPS signal-to-noise ratio to simulate the trend of soil
moisture change. And in the subsequent study, the quality of the data was evalu-
ated, calculation of how to select the appropriate satellites to do the analysis and
evaluation of the results of the inversion quality [7]. In 2012, Wu et al. gave a
method of measuring the height of a water surface using a single measurement type
GPS receiver reflection signal, and the use of experiments to verify the results of the
tide gauge and its comparison can be a good echo [8]. In 2014, Yang et al. analyzed
and evaluated the GPS observation data of Jiufeng station in Wuhan in recent ten
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years, and founded that there was a consistent annual variation rule between GPS
multipath effect and vegetation coverage around stations, it was concluded that the
multi-path effect of GPS can be used to study the trend of vegetation coverage [9].
In 2015 Zhang in Chang’an University and others began to use GPS signal to noise
ratio for snow monitoring, using Altay snow data inversion, accuracy has reached
about 7 cm. It provides a powerful explanation for GPS-MR technology applied to
snow monitoring [10], In 2012, Ozeki and Heki proposed a combination of
dual-frequency phases based on the difference between GPS L1 and L2 signals, as a
new kind of snow depth estimation method, namely L4 phase method, they are in
Japan’s Hokkaido region, using GPS data from January to April 2009, using L4 and
signal-to-noise ratio, respectively, to do a comparison [11]. In 2013, Li et al. used
the wind-three microwave brightness temperature data to conduct snow depth
inversion in northern Xinjiang. When the measured snow depth is greater than or
equal to 15 cm on the northern slope of Tianshan Mountains, the minimum per-
centage of error is 8% [12]. In 2015, Zhang in Wuhan University and others
proposed a new snow depth estimation method, combined the multipath reflectance
measurements with the phase measurements of GPS tri-band signals (L1, L2, and
L5) linearly. Using two sets of experimental data in different environments, the
existing improvements have been made, without being affected by ionospheric
delay [13]. In 2015, Shao and others used GNSS-R method to study Antarctic
dry-snow data, in the dry snow depth of 10, 85, 135, 225 cm and the real data are in
good agreement [14]. In December 2016, Li et al. used the single-antenna GNSS
inversion principle to analyze snow cover data from September 7, 2010 to July 16,
2011 in Colorado, the correlation between the results and the actual data was
95.99% [15]. Hou et al. used the FY-3 microwave imager to retrieve snow depth,
US IMS snow cover area data, as well as Altay and surrounding areas measured
snow depth inversion of snow depth data, making the microwave and the average
snow depth error reduced from 21.7 to 12.1 cm before correction to a corrected
3.7–1.5 cm [16].

At present, Altai Prefecture in Xinjiang mainly uses remote sensing monitoring
methods. The accuracy of coverage of snow is high, however, the accuracy of snow
depth monitoring needs to be further improved. In recent years, based on GPS-MR
technology for snow detection has become a research hot spot, But still in the
research stage. In this paper, Altay Meteorological Bureau of Xinjiang GPS snow
monitoring demonstration station for the study, using GPS-MR technology for
monitoring research, the detection accuracy of GPS-MR in this area is analyzed
from satellite elevation. The GPS-MR snow depth obtained is better than 0.027 m.
With a view to building ground-based GNSS snow monitoring system as an
effective complement to snow cover monitoring means of meteorological stations in
Xinjiang.
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2 GPS-MR Detection of Snow Depth of the Basic Theory

The measurement type GPS receiver receives the direct signal from the satellite and
the satellite signal reflected by the surface environment, reflection signals produces
interference, produce multipath effect, although all are now studying how to sup-
press multipath effects, however, when the satellite elevation is low, multi-path
affection is still obvious. The SNR value represents the ratio of signal strength to
noise strength, signal to noise ratio and multipath have obvious negative correla-
tion, the signal-to-noise ratio rises as the satellite elevation increases. The essence
of GPS-MR technology is the use of spectral analysis of signal to noise ratio to
obtain the surface environmental parameters that cause multipath effects, snow is
also one of the surface environment [17].

SNR1Pd þPr þ
ffiffiffiffiffiffiffiffiffiffi

PdPr
p

cou ð1Þ

Pd In Eq. (1) is the direct signal energy, Pr is the reflected signal energy, u is the
angle between the direct signal and the reflected signal. In order to obtain the
change information of GPS multipath caused by surface reflection in SNR,
multi-path effects need to be separated from the received SNR observations
(Fig. 1), since Pd and Pr are numerically large, the reflected signal energy can go
through the formula

SNR Volts=voltsð Þ ¼ 10
SNR dB�Hzð Þ

20 ð2Þ

After linearization, it is extracted by means of eliminating trend items. The
residual sequence amplitude of the multipath reflected signal (Fig. 2) after removal
of the direct signal trend term can be expressed as:

dSNR ¼ Acos 4pH kH�1sinEþ/
� � ð3Þ

Fig. 1 SNR variations of
GPS signal
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In Eq. (3), A is the amplitude, H is the reflection height, k is the wavelength of
the GPS carrier, E is the elevation angle of the satellite, and / is the phase. t ¼ sinE,
f ¼ 2H=k the frequency can be obtained by Lomb-Scargle spectrum analysis, the
vertical reflection distance H is obtained from f ¼ 2H=k (Fig. 3), further, the dif-
ference between the vertical height of the station and the reflection is used to obtain
the snow thickness.

3 Construction of Altay GPS Snow Monitoring Station

3.1 GPS-MR Technology to GPS Tracking Station
Construction Site Requirements

(1) Using ordinary measurement receiver placed in the open around the natural
surface.

Fig. 2 SNR variations after
detrending

Fig. 3 Lomb-Scargle
periodogram of multipath
pattern
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(2) GPS receiver can output signal to noise ratio signal.
(3) GPS receiver sets lower satellite elevation.

3.2 Altay GPS Snow Monitoring Station Layout

On December 28, 2016, the Altay GPS Snow Cover Monitoring and Testing
Station (ALTA) was set up at the snow station of Altay Meteorological Station in
Xinjiang at 47° 44′ 26″ North latitude, 88° 4′ 17″ East longitude and an average
altitude of 750 m, this is currently the first snow monitoring station in China, GPS
snow monitoring station using TRIMBLE NETR9, the antenna type is
TRIMBLE59900, January 1, 2017 formally collected data, satellite data sampling
interval is 1 s, satellite elevation is 0°.

4 Altay GPS-MR Snow Detection Experiment Analysis

First of all, this paper analyzes the feasibility of GPS-MR technology, then inter-
ception of different satellite elevation accuracy of the results of the analysis, and
compared with the measured data of Altay Meteorological Bureau in Xinjiang.

4.1 Analysis of Altay Snow Depth Accuracy by Ground
Based GPS

In order to verify the feasibility and accuracy of GPS-MR technology for Altay
snow monitoring, firstly, the GPS data of 129 days from January 1, 2017 on the
satellite whose satellite elevation is 5°–20° and the sampling rate is 30 s are
explored.

It can be seen from the Fig. 4 above that the depth of snow depth measured by
GPS-MR is very close to the measured snow depth on the order of magnitude and
trend coincidence, the correlation coefficient is 0.94, the experimental results show
that GPS-MR technology has a higher accuracy of snow depth detection.

4.2 Monitoring and Analysis of GPS-MR Snow Depth
in Satellite Elevation

At low satellite elevation, due to the obvious multipath effect of surface environ-
mental parameters, the data of low satellite elevation are processed to obtain the
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detected snow depth. Whether the accuracy of the detection accuracy is affected by
the selection of the length of the data sequence at a low satellite elevation, next,
three different satellite elevations of 5°–20°, 5°–25° and 5°–30° are used to explore
the accuracy of GPS-MR technology in detecting snow depth, due to the current
GPS tracking station is mainly used for tracking stations and crustal deformation
monitoring, in order to reduce the impact of multipath effects, satellite elevation is
generally set at 5°, the data sampling rate is generally 30 s, in order to get the result
with universal reference value, this paper also collected the 129 days GPS data of
different satellite elevation angle interval selection using the same settings for
analysis.

Figure 5 blue represents the Altay meteorological data provided by the measured
data, red is the satellite elevation interval 5°–20°, Purple is the satellite elevation of
5°–25°, green is the satellite elevation of 5°–30° GPS-MR inversion snow depth.
Satellite altitude range. It is apparent from Table 1 and Fig. 5 as the satellite

Fig. 4 ALTA station
GPS-MR snow depth contrast
Map

Fig. 5 Different satellite
elevation of snow depth and
measured snow depth map
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elevation interval increasing, signal to noise ratio residual sequence will become
longer, however, the correlation coefficient is getting smaller and smaller, RMS
bigger, the difference with the measured snow depth and the trend is more and
larger.

5 In Conclusion

This article uses the GPS observation data independently arranged in Altay,
Xinjiang as the original data to be processed, and the use of different satellite
elevation on the accuracy of GPS-MR technology to explore the following con-
clusions drawn:

1. Through the experimental verification of GPS-MR technology, it can effectively
detect the snow depth of Altay, Xinjiang, the GPS-MR snow depth obtained is
better than 0.027 m.

2. The accuracy of GPS-MR technology has a bigger impact on different satellite
elevation, the distribution of data performance is also gradually unstable, with
the increase of the satellite elevation, and Multi-path effect is obviously
weakened, and residual sequence oscillation characteristics become insignifi-
cant, lack of sufficient information to obtain inversion parameters.

In this paper, Altay area by building ground-based GPS snow monitoring
demonstration station, and the use of GPS-MR technology for detecting the validity
of Altay snow depth of snow; And the precision of GPS-MR is analyzed from
different satellite elevation, gradually improved the GPS-MR experimental verifi-
cation of practice, broaden the scope of CORS network applications, give full play
to the important role of ground-based GPS stations in global environmental change
monitoring, in order to be able to serve as an effective supplement to the Altay
Meteorological Bureau’s foundation environmental monitoring.
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Table 1 Statistical analysis
of snow depth and measured
snow depth on different height
angles at ALTA station

5°–20° 5°–25° 5°–30°

Pearson’s r 0.944 0.771 0.412

Poor mean (m) 0.027 0.053 0.331

RMSE (m) 0.022 0.068 0.232
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Snow Depth Detection Based on L2 SNR
of GLONASS Satellites and Multipath
Reflectometry

Wei Zhou, Lilong Liu, Liangke Huang, Jun Chen and Songqing Li

Abstract With the continuous improvement of Global Navigation Satellite System
(GNSS) theory, the signal-to-noise ratio (SNR) of a GNSS reflectometry signal can
be applied to detect snow depth. However, there are still some issues, such as
insufficient observation data, low detection precision, etc. To solve the above
problems, this paper uses the SNR reflectometry data of GLONASS L1 and L2 to
detect snow depth in Yellowknife, Canada, from July 2015 to June 2016. Then we
analyzed the L1 and L2 SNR-derived snow depths and the average snow depths.
The results show that snow depth detected using the two SNR signals can reach
centimeter level. There is weak bias and strong correlation when comparing the
detected snow depth based on which single-frequency SNR observations with
in situ measurements are used. For L1 and L2 SNR-derived snow depths in a
separate 365-day campaign, the former bias is superior to the latter. Both RMSE
values are 4.5 and 2.6 cm. The stability of L2 SNR-derived snow depth was
improved by over 40% than that of L1 SNR. The average snow depths detected
using the two SNR signals have no significant improvement on the precision, but
improve the spatial resolution because of more satellites. The experimental results
show that the applications of GNSS technology can be further extended by
GLONASS-MR technology based on L2 reflectometry signals.

Keywords Global navigation satellite system � Multipath reflectometry
Signal-to-noise ratio � Snow depth detection
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1 Introduction

Snow is one of the most essential elements affecting climate change in the cryo-
sphere of the earth, which plays a crucial role in the Earth’s hydrology and surface
energy balance [1, 2]. In atmospheric circulation, snow is a key storage method for
freshwater, which affects climate through a series of interactive feedback mecha-
nisms [3]. Therefore, it is important to analyze this variability in order to identify
possible trends. Since the L-band carrier waves of GNSS satellites can weaken the
attenuation through the atmosphere and change sensitively for water content vari-
ations on the surface, GNSS-R (GNSS Reflectometry) technology has been widely
used in the sea-surface altimetry measurement [4–6], sea ice [7–9], sea-surface
wind [10, 11], soil moisture [12, 13] and other fields. Nowadays, some researchers
have proposed to detect snow depth based on GNSS-R [14–17] technology.

Based on this relevant research, domestic and foreign researchers have obtained
some basic achievements. Larson et al. [14, 18] used reflectometry signals affected
by multipath to be as a signal source, and established the functional relationship
between surface reflectivity and soil moisture to estimate the variations. Then this
algorithm is used to verify whether it is suitable for snow depths detected using
reflectometry signals of CORS network. Ozeki et al. [19] proposed the algorithm of
snow depth detection using the ionospheric geometrical linear combination (L4) of
GPS reflectometry signals and obtained results similar to GPS SNR. Yu et al. [20]
combined SNR observations of GPS triple-frequency signals to obtain snow depths.
Jin et al. [21] analyzed the results from using GPS L2P SNR to retrieve snow depth
in Alaska and obtained even better correlation coefficients compared with L1 C/A.

To furtherly expand more GNSS observations and improve the precision of
snow depth detection, in this paper, we explore to use the SNR reflectometry data of
GLONASS L1 and L2 to detect snow depth in the same area, respectively.
Additionally, the detected snow depths were separately compared to in situ mea-
surements. Finally, we try to analyze the accuracy and reliability of snow depth
detected using GLONASS-MR (GLONASS Multipath Reflectometry) with two
different SNR signals in a fixed area.

2 GLONASS-MR Model and GLONASS Data Processing

Since there is shortage of snow depth monitoring station, its distribution is not
balanced, and in situ snow depth measurements are discontinuous. Additionally, the
remote sensing technology can only observe the global snow cover with high
coverage but cannot feedback the depth information of a wide range of snow cover.
Therefore, it is proposed to detect snow depth based on GLONASS-MR technol-
ogy. Figure 1 shows the basic structure diagram of monitoring snow depth based on
GPS-MR technology.
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Since the reflectometry signals are greatly affected by the surface medium, phase
and amplitude have changed. We can obtain snow depths on the surface when
measure the above characteristics. The signal received by the GPS receiver includes
the direct signal (Sd) and the reflected signal (Sr) through the surface medium.
Both GLONASS signals will interfere with each other to produce the composite
signal (Sc). The mathematical formula of the composite signal [22] is as follows:

SNR � Sc ¼ Sd þ Sr ¼ Asinðx0tÞþ
Xn
i¼1

aiAsin x0tþDið Þ ð1Þ

where A is the carrier amplitude value, ai is the reflection coefficient, x0 is the
carrier angle frequency of the received reflected signal, Di is the phase delay of the
signal, and t is the observation period.

For the multipath effect, the mathematical formula for the distance from the
reflector to the receiver antenna, the phase offset of the multipath signal and the
incident angle of the direct signal are shown below:

D1 ¼ 2h
k
sinh ð2Þ

where D1 is the phase offset of the multipath signal, h is the vertical distance from
the GPS receiver antenna to the snow surface, k is the carrier wavelength, and h is
the incident angle of the direct signal.

As for the GPS satellites, the surface reflection layer and the receiver antenna
change the geometric position, which will make the reflected angle and multipath

Fig. 1 The structure diagram of monitoring snow depth based on GLONASS-MR technology.
The structure is meant to capture the different carrier signals through the GNSS receiver antenna
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error simultaneously occur with seasonal changes. For the general GNSS receiver,
Sr � Sd should be satisfied to suppress the multipath error caused by surface
reflection. The received composite signal contains the required SNR data. In order
to obtain the variation of the GPS SNR signal caused by the multipath process, the
SNR data of the direct signal and the reflected signal should be separated. Generally
speaking, the low-order polynomial interpolation fitting method is used to eliminate
the trend of the composite signal, which is the direct signal. Figure 2 shows the
trend of the SNR signal from GLONASS satellites in the YEL2 observation station.
The sampling rate of the GPS receiver is 30 s.

In the above Fig. 2, the overall trend of the SNR data for the two L-band
reflected signals shows a parabolic shape. The SNR data in the middle is stable, and
the residual value is low. Because the receiver receives the signal in a large ele-
vation angle, which is less affected by the multipath, the large fluctuations of SNR
data at both ends are mainly caused by the influence of the larger multipath at the
low elevation angle. The reflected signals contain a large number of surface object
information, resulting in the instable phase and amplitude of the satellite signal. The
phase and amplitude have been instable. The stability of the residual values sharply
changed, which shows the existence of heteroscedasticity,and a non-linear inter-
polation method can be used to fit the direct signal.

Removing the overall trend of the SNR data in Fig. 2, and the SNR data are
obtained at low altitude angles. The above obtained SNR data are residuals
sequence, elevation range 0°–20°. For the above reflected signal after removing the
direct component, the mathematical formula of the reflected signal is as follows:

Fig. 2 Observed series of SNR1 and SNR2 (transformed to linear scale) for GLONASS satellites
(elevation angle from 0° to 25°) for one successive day
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Sr ¼ Acos
4ph
k

sinEþu

� �
ð3Þ

where A and k are the carrier amplitude and wavelength, respectively, E is the
satellite elevation angle, h is the effective vertical reflection distance, and u is the
phase value less than one integer period.

It is generally difficult to use the fast Fourier transform to solve the problem that
using the non-equal interval method to resample the satellite elevation angle cannot
intercept the entire SNR residual sequence. Since the Lomb-Scagle (L-S) transform
can extract the weak periodic signal of the time series, it can partially weaken the
false signal caused by the non-uniform time series. Therefore, the problem can be
solved by L-S spectral analysis. We used L-S spectral analysis to analyze formula
(3), and the highest frequency (f) is obtained. Then we can accumulate the vertical
reflected distance (h) for the formula (f ¼ 2h=k), and the detected snow depth (hs)
can be calculated for the formula (hs ¼ H � h). Therefore, Fig. 3 shows the basic
flow diagram of snow depth detected using GLONASS-MR technology.

3 Results and Discussion

To verify whether the reliability of the detection precision when using the SNR
signals of the GLONASS two-frequency reflected signals to detect snow depths, the
experiment uses GLONASS observations of the YEL2 station from July 2015 to
June 2016 to detect snow depths. Meanwhile, Then, the Root-Mean-Square Error
(RMSE), Bias, and R-square (R2) are used to evaluate the relative precision of snow
depth. For all of the above, they are expressed by the mathematical formulas (4):

Bias ¼ Xmodel;i � Xobs;i

�� ��
RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1
Xobs;i�Xmodel;ið Þ2

n

r

R2 ¼ 1�
Pn

i¼1
Xobs;i�Xmodel;ið Þ2Pn

i¼1
Xobs;i�Xobs;ið Þ2

8>>>><
>>>>:

ð4Þ

For formula (4), n is the total amount of experimental data; i is the number of
experimental data, where i = 1, 2, 3 …n; Xobs;i and Xobs;i are, respectively, in situ
measurements and its mean; and Xmodel;i is snow depth detected using
GLONASS-MR model.

In order to determine the influence of different snow depths, we randomly
selected GLONASS reflectometry data of the YEL2 observatory station for two
days. Components (a) and (b) of Fig. 5 separately show the residual sequence of the
GLONASS SNR (L1 and L2) signal and its L-S spectral analysis. For Fig. 4a, the
horizontal axis represents the sine of the GPS satellite elevation angle, and
the vertical axis represents the SNR signal with the removal of the direction signal.
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In Fig. 4b, the horizontal axis represents the vertical reflection distance from the
center of the GPS receiver antenna to the snow surface, and the vertical axis
indicates the spectral amplitude intensity of the SNR signals. The vertical reflection
distance (h) is obtained through L-S spectrum analysis, and the horizontal axis
value that the highest amplitude of the spectral amplitude corresponds to is h. Then
snow depths can be obtained.

For Fig. 5a, with snow depth gradually increasing, the fluctuation range of the
SNR signal residual sequence are not obvious but the oscillation frequency is also
increasing. The surface is smoother and smoother due to the increase of snow
depths, a specular reflection has happened for the reflected signal, and the increase
in the elevation angle weakens the diffuse reflection on the ground surface.
Meanwhile, component (b) shows that the spectrum amplitude peak values of
GLONASS L1 and L2 gradually move to the right when snow depths are

Fig. 3 The basic flow diagram of monitoring snow depth based on GLONASS-MR technology

226 W. Zhou et al.



increasing, which have a significant difference that increase in snow depth makes
the spectrum amplitude peak values have similar the changed trend. What’s more,
the spectrum amplitude peak values of L1 SNR are more than that of L2 SNR,
whose impossible reason is that the frequency of GLONASS L1 and L2 carriers.
The result shows that the variations of different snow depths are closely related to
the dynamic changes in the energy spectrum of low-elevation reflection compo-
nents, and the changes in snow depth produce some regular changes to the SNR
observations of the reflected signal.

We furtherly analyze snow depth detected using the SNR data of L-band
reflectometry signals for the 365 consecutive days, which is shown in Fig. 5. Where
the horizontal axis represents the continuous time series of the detected snow depth,
and the vertical axis represents the depth of snow cover. The legend shows that the
dots are in situ measurements, the star and the triangle points are the detected snow
depth based on SNR of GLONASS L1 and L2, respectively, and the rhombus
points are the mean of the detected snow depths. Figure 5 reflects the overall trend
between the detected snow depth based on GLONASS-MR and in situ measure-
ments, which has a high consistency and diversity in the continuous time series.
However, the point distribution of L2 SNR-derived snow depths is obviously
concentrated compared with in situ measurements than that of L1 SNR, and the
tendency of the mean is similar to that of L2 SNR.

This experiment made a comparison of the bias between the detected snow depth
and in situ snow depth measurements for the 365 consecutive days, and the results

Fig. 4 The residual sequence and L-S spectral analysis of GLONASS SNR on different days. a is
the residual sequence values of SNR data; and b is the figures of L-S spectral analysis
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are shown in Fig. 6 and Table 1. For Fig. 6, the horizontal axis represents the
continuous time series of the detected snow depth, and the vertical axis represents
the bias between the detected snow depth and in situ snow depth measurements.
The bias values between snow depths based on GLONASS-MR over a long period
and in situ snow depth measurements are significantly different. The L1 SNR is the
least effective for all detected snow depth, and L2 SNR is better than that of L1.
Both RMSE values are 4.5 and 2.6 cm, and their correlation coefficient are 0.948

Fig. 5 The comparison between the detected snow depths based on GLONASS-MR technology
and in situ measurements

Fig. 6 The bias values between the detected snow depth and in situ measurements for the 365
consecutive days

228 W. Zhou et al.



and 0.978. Compared with L1 SNR-derived snow depth, which improved by over
40% of the bias precision for L2 SNR-derived snow depth. We calculated the mean
of snow depth detected using L1 and L2 SNR, which has no significant difference.
It can be seen that a worse match occurs at the beginning and ending of the snowfall
process (early November and late April), whereas the detection error is relatively
small over the middle period of the snowfall season. The main reason would be that
the snow depth is virtually zero in early November and late April, and other
information is added to the reflectometry signal.

Finally, the experiment analyzed the correlation and showed the result in Fig. 7.
The horizontal axis shows the in situ snow depth measurements, and the vertical
axis shows the snow depths based on GLONASS-MR technology. The trend shows
a clear linear relationship. From Table 1, the correlation coefficients between the
detected snow depth based on all of the above SNR signals from GPS satellites and
in situ snow depth measurements are more than 90%. The experimental result
declared the superiority of GLONASS-MR based on the L2 SNR in detecting snow
depths.

Table 1 The bias precisions of the detected snow depth based on L1and L2 SNR and the in situ
snow depth measurements

The detected snow
depth

The average bias/
cm

RMSE/
cm

The improvement
rate

R2

L1 SNR 3.5 4.5 – 0.948

L2 SNR 2.0 2.6 42.2% 0.978

The average value 2.1 2.8 37.8% 0.977

Fig. 7 The correlation analysis between the detected snow depths based on GLONASS-MR and
the in situ snow depth measurements
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4 Conclusion

In this paper, we mainly discussed the basic theory of GNSS-R and explained how
to use the SNR data of GLONASS reflectometry signals to detect snow depth.
Additionally, analyzed the bias precisions for snow depth detected using L1 and
L2 SNR data. Finally, the experiment used the GLONASS observation data to
verify the above GLONASS-MR model. Based on the above theoretical analysis,
the experimental results are shown as follows. Firstly, snow depths detected using
GLONASS-MR based on L1 and L2 SNR data have the centimeter-level precision.
Secondly, for all detected snow depth, the precision of L2 SNR is obviously better
than that of L1. Compared with in situ snow depth measurements, the correlation
coefficient reaches 0.978. The stability of L2 SNR-derived snow depth was
improved by over 40% than that of L1 SNR. The thirdly, the average bias values of
snow depths detected based on GLONASS L1 and L2 SNR are 3.5 and 2.0 cm,
respectively. What’s more, by comparing the bias and RMSE for snow depth
detected using GLONASS-MR and the mean value, the mean value is better than
the snow depth detection of L1 SNR data but has no significant difference with that
of L2 SNR. The experimental results show that GLONASS-MR technology based
on L1 and L2 SNR has high feasibility in detecting the dynamic variations of snow
depth. Meanwhile, it shows the superiority of GLONASS-MR based on L2
reflectometry signals, which provides a foundation for accurate measurement in the
future. However, due to the limited experimental data used in this experiment, it
still needs to be verified whether GLONASS-MR method has a good applicability
in other GNSS observatory stations.
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Analysis of Ionospheric Anomalous
Disturbance During a Heavy Rainfall

Lulu Shan and Yibin Yao

Abstract The global navigation satellite system (GNSS) has the advantages of
high precision, high temporal resolution and low cost. The total electronic content
(TEC) can be calculated by GNSS observations. The TEC sequence can be used to
reflect the disturbances of the ionosphere, and it can detect the ionospheric
anomalies caused by strong convective weather which plays an important role in
studying the coupling mechanism between the ionosphere and the troposphere. In
this paper, the GNSS observations during a heavy rainfall at July 9, 2013 in Sichuan
Province were selected, and the de-trend TEC sequence was obtained. It can be seen
from the dTEC sequence that there are obvious anomalies in the ionosphere when
the rainfall occurred, and the abnormal times between the different stations are
slightly different which show the abnormal propagation process. In this paper, we
argue that the ionospheric anomalies are related to the acoustic gravity waves
(AGWs). Due to the special terrain of Sichuan, when the waves encountered the
mountain, they would spread upward, and then reach the ionosphere and cause
ionospheric anomalies. According to its propagation velocity, Sichuan Province is
divided into uniform grid and the approximate location of the excitation AGWs can
be found. Finally, based on the analysis of the heavy rainfall event, the coupling
mechanism between ionosphere and troposphere is discussed.
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1 Introduction

There are a large number of ions and electrons in the ionosphere. Anomalous
ionosphere can have an important harm on radio technology and spacecraft.
Therefore, the ionospheric disturbance research is of great significance [1]. Studies
have shown that the ionosphere is not only affected by solar radiation and geo-
magnetic changes, but also by changes in the troposphere, such as atmospheric
disturbances and atmospheric circulation [2]. Severe weather such as thunder-
storms, typhoons, cold spells, tsunamis, tornadoes and so on will cause varying
degrees of impact on ionosphere, then causing ionospheric anomalies [3–5].

Many scholars pointed out that the weather system in the troposphere can have a
significant impact on the ionosphere. In the 1950s, Bauer studied the ionospheric
responses to the typhoon and cold front during the transit. It was found that f0F2

reached the maximum value within 1–3 h after the typhoon center registered the
coastline [6]. Shen analysed a dozen typhoons passing through Hainan Island and
found that it had a significant effect on the ionospheric f0F2 layer [7]. Mao et al.
analysed the effect of typhoon ‘Matsa’ on the Total Electron content (TEC) of the
ionosphere, and described in detail the changes of TEC before and after the typhoon
landed [8]. Liu et al. found that the Indian tsunami of 2004 triggered atmospheric
anomalies near the sea surface and propagated upward to the ionosphere, causing a
disturbance in the ionospheric electron density [9].

So far, there has been no comprehensive explanation of the coupling mechanism
between the ionosphere and the troposphere. A common view is that various
meteorological processes generate gravity waves in the lower atmosphere, which
then propagate upward to the ionosphere and cause ionospheric anomalies [10].
Tsutsui et al. confirmed by HF Doppler observations that typhoon-induced gravity
waves can produce mesoscale Traveling Ionospheric Disturbances (TIDs) [11].
Xiao et al. studied the entire process of ionosphere responses to typhoons, and
pointed out that the Acoustic gravity waves (AGWs) produced during the typhoons
can propagate to the ionosphere and affected the ionosphere [12]. Using GNSS
multi-station observations, Kong et al. analysed the ionospheric TEC during the
transit of Typhoon ‘Dujuan’, and calculated the horizontal velocity and radial
velocity of the AGWs propagation, then obtained the approximate location where
excited AGWs [13].

The specific mechanism of the coupling between low, middle atmosphere and
high-level atmosphere is exactly the problem that needs to be further studied and
solved. This paper analysed the ionospheric anomalies from a heavy rainfall event
in Sichuan Province and discussed possible coupling mechanisms between the
ionosphere and the troposphere.
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2 Data Selection and Processing

On the evening of July 9, 2013 (DOY190), Sichuan Province suffered heavy
rainfall in succession, some areas are severely affected, such as Chengdu, Mianyang
and Ya’an. As at 16:00 on July 10, the torrential rainfalls caused 9 deaths,
62 missing and more than 1.45 million people were affected. In order to understand
the ionospheric disturbance caused by heavy rainfalls, this event was selected for
analysis.

Selecting the GNSS observations of Crustal Movement Observation Network in
Sichuan Province, a total of 23 stations, the distribution of stations as shown in
Fig. 1, the coordinates of the station in Table 1. The date was one day on July 9,
2013 (DOY 190) with a temporal resolution of 30 s.

The TEC can be calculated by using the dual frequency pseudo-range obser-
vations and the dual-frequency phase observations respectively [14] as shown in
Eq. (1):

TECR ¼ f 21 P1�P2ð Þ�Bi�Bp½ �
40:28 1�cð Þ

TECu ¼ f 21 k1u1�k2u2ð Þ� k1N1�k2N2ð Þ�bi�bp½ �
40:28 c�1ð Þ

8<
: ð1Þ

where, TECR is the TEC calculated using dual frequency pseudo range observa-
tions, and TECu is calculated using dual frequency phase observations;
f1 = 1575.42 MHz is one of the frequencies of GPS signals; P1 and P2 are pseudo
range observations in L1, L2, respectively; Bi and Bp are the hardware delays dif-
ference between the receiver and satellite of pseudo range observations, respec-
tively; u1 and u2 are the observations of phase measuring in two frequencies,
respectively; k1, k2 and N1, N2 are the wavelengths of carrier signals and their

Fig. 1 Distribution of crustal
movement observation
network in Sichuan
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corresponding starting integer ambiguities of the two frequencies, respectively; bi
and bp are the hardware delays difference between the receiver and satellite of phase
observations, respectively; c is a conversion factor related to frequency, and

c ¼ f1
f2

� �2

¼ 1575:42
1227:60

� �2

� 1:647:

Because the accuracy of TECR is poor, and TECu is a relative amount, therefore,
two types of TEC results can be complemented, which is mean that using the phase
values TECu to smooth the pseudo range observations TECR, so that a high
accuracy TEC is obtained.

In the nth epoch, the difference of TEC between two types of observations are
calculated:

DTECn ¼ TECR;n � TECu;n ð2Þ

DTECn can be obtained in each epoch, and when the integer ambiguity is a
constant, it should be a constant, in theory. An average of DTECn obtained from
each epoch yields higher precise DTECN :

DTECN ¼ 1
N

XN
n¼1

DTECn

¼ 1
N

TECR;n � TECu;n
� � 1

N
N � 1ð ÞDTECN�1 þ TECR;N � TECu;N

� �� �
ð3Þ

Table 1 Coordinates of
crustal movement observation
network in Sichuan

测站 经度 纬度 测站 经度 纬度

scbz 106.74 31.84 scnn 102.72 27.06

scdf 101.12 30.98 scpz 101.74 26.50

scgu 105.90 32.42 scsm 102.35 29.23

scgz 100.02 31.61 scsn 105.56 30.51

scju 104.52 28.18 scsp 103.58 32.65

sclh 100.67 31.39 sctq 102.77 30.07

sclt 100.22 29.99 scxc 99.80 28.94

scmb 103.53 28.84 scxd 102.44 28.30

scml 101.28 27.93 scxj 102.37 31.00

scmn 102.17 28.33 scyx 102.51 28.65

scmx 103.85 31.67 scyy 101.51 27.43

scnc 105.88 30.98
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Adding DTECN to TECu yields a high precise and absolute TEC, which can be
calculated as follows:

TECSM;N ¼ TECu;N þDTECN ð4Þ

High precise TEC can be obtain using the pseudo-range and phase observations
after calculated the satellite and receiver hardware delays [15].

It is a good way to detect the ionospheric anomalies by moving an average from
the TEC sequence. The basic idea of this method is to detect the ionospheric
variation of the current epoch by using the TEC average of 20 epochs before
current epoch. After removing the normal change TEC from the current epoch, the
detrend TEC (dTEC) is obtained and the abnormal part will be detected accurately.
Compared with the second-order difference de-trend method, the moving average
can detect slow changes of TEC anomalies.

3 Experiment Analysis

Using the method proposed in Sect. 2, dTEC time sequence can be obtained. The
dTEC time sequence of 23 stations was drawn, as shown in Fig. 2, and it can be
found that there were significant disturbances between 14 and 16 h. Compared with
the steady state (fluctuated around 0), the dTEC of most stations fluctuated obvi-
ously during the period of 14–16 h with a maximum of 0.3TECU. The abnormal
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time of each station was different because the location of the Ionospheric Pierce
Point (IPP) is different, and abnormalities spreads in the ionosphere, which results
in differences in the timing of abnormalities starting.

As solar activity and geomagnetic activity are also responsible for the abnormal
changes in the ionosphere, the effects of these two activities can be assessed using
the three indexes of Kp, Dst and F10.7. An time series figure before and after the
heavy rainfall was made (DOY182–202), as shown in Fig. 3. As can be seen from
Fig. 3, before the rainfall, at DOY182, the F10.7 > 135, Dst < −70nT, and Kp > 4,
which means that day the solar activity and geomagnetic activity is more intense,
and other times are relatively calm. At DOI190, F10.7 < 130, and Dst index is at a
low level, which indicates that solar activity has a smaller effect. And Kp < 3,
which indicates that the impact of geomagnetic activities is small. This shows that
we can ignore the ionospheric anomalies caused by solar activities and geomagnetic
activities, and analyze the relationship between rainfall and ionospheric anomalies,
then study on the mechanism in ionosphere-troposphere coupling.

4 Discussion on the Triggering Mechanism of Ionosphere
Anomalous

This paper argues that the main reason of the ionospheric anomalies is the AGWs
caused by various atmospheric processes in the troposphere. Due to the influence of
the terrain and wind, the waves reach the ionosphere and cause ionospheric distur-
bances. Based on this point of view, the trigger area of AGWs can be roughly found.
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According to the dTEC sequence, the start time of disturbances of each station
can be judged roughly, as indicated by the red dots in Fig. 2. Then, using the
distance between any two IPPs to divide by the time difference between the two
stations, and the horizontal velocity of the AGWs propagating in the ionosphere can
be roughly obtained. As shown in the following formula:

According to the two IPPs latitude and longitude (B1, L1), (B2, L2), the distance
between two points can be calculated:

D ¼ 6;371;004 � Acosð sin B1ð Þ � sin B2ð Þþ cos B1ð Þ � cos B2ð Þ � cos L2� L1ð Þð Þ
ð5Þ

where, 6,371,004 is the radius of the earth, and the unit is m.
The time difference t can be obtained from Fig. 2, and the propagation velocity

of AGWs in the ionosphere can be calculated:

V ¼ D=t ð6Þ

Since the direction of propagation of the AGWs are arbitrary, any one of the two
stations can determine a velocity. 23 stations has the total of C2

23 ¼ 253 velocities,
and take the average value as the propagation velocity of AGWs in the ionosphere.
The horizontal propagation velocity is 271.63 m/s.

Sichuan Province (east longitude 97°–109°, north latitude 26°–35°) was divided
into 1° * 1° grid, and the trigger time and trigger point was searched. Only take the
PRN10 star as an example, the search results can be seen in Fig. 4, and the contour
value is the time residual. It can be seen that at the western boundary of Sichuan
Province, the absolute value of the residual value is the smallest (around 0), which
indicated that the approximate location of the trigger source is at the boundary of
Sichuan Province.

The residuals obtained from only one star are concentric circles, and when the
results of all the stars intersect at this time, a more accurate trigger source can be
obtained. This research will be done in future work.

Sichuan Province acrosses the Qinghai-Tibet Plateau, Hengduan Mountains,
Yunnan-Guizhou Plateau, Qinba Mountains, Sichuan Basin and other major geo-
morphological units, and the topography of it shows west high while east low.

The horizontal wind field information was obtained from the ECMWF, and a
wind map at 12:00 on July 9 was made, as shown in Fig. 5. It can be seen that at
12 o’clock the wind blow to the boundary of Sichuan Province where the wind
speed was small, which is due to the blocking effect of the mountain, then the
horizontal wind changed to vertical wind, and carried AGWs upward until to the
ionosphere and caused the ionospheric anomalies.
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Fig. 4 Time residual distribution in searching process of PRN10 (unit: s)
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Fig. 5 The wind map at 12:00 of 9, July
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5 Conclusion and Outlook

Waves with a period longer than Brunt-Vaisala are called gravity waves and can be
stimulated by many activities, such as meteorological activities, aurora activities,
earthquakes, volcanic eruptions and others [16]. Ionospheric disturbances often
occur when a typhoon approaches or lands, as the rapid dissipation of momentum
and viscous interactions at this time, which can excite multiple frequencies of
AGWs [17]. These AGWs can reach to higher atmosphere due to the relatively
large wavelength.

In this paper, the disturbance caused by a heavy rainfall in Sichuan Province is
discussed. It can be clearly observed by dTEC sequence has an obvious abnormality
before the rainfall than steady state. The ionospheric disturbance was caused by
AGWs which excited by atmospheric activity in the lower atmosphere, and it would
propagate with wind. Terrain is also an important factor affecting the propagating of
AGWs. At the southwestern boundary of Sichuan Province, there are the
Qinghai-Tibet Plateau and the Hengduan Mountains. When the air flow passes
through the mountainous regions, the lower air pressure will form strong convective
weather, and at this moment, it is easy to excite the AGWs on the leeward surface
of the mountain. At the same time, due to the ups and downs of the mountains and
the wind, the AGWs will propagate to the ionospheric height and cause disturbance
to the electron density. According to the linear propagation theory of sound waves,
the horizontal propagation velocity can be roughly calculated as 271 m/s, and the
trigger source for AGWs can be roughly found at the southwestern boundary of
Sichuan Province, which is in good agreement with the terrain.

A preliminary discussion of the coupling mechanism between the ionosphere
and the troposphere is that TID is caused by the propagation of AGWs. Due to the
traction of mountains and changes in atmospheric factors, AGWs are excited
somewhere and propagate to the upper atmosphere. However, the sound waves are
not free to propagate in the atmosphere due to the wavelength dissipation, the
absorption of the critical layer, and the dissipation in the stratosphere [18].

In future work, to look for the exact trigger source location, the search for the
trigger source and time of the other stars will be done. Other heavy rainfall events
happened in other regions will be analyzed to further explore the coupling mech-
anism between the ionosphere and the troposphere.
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Water Level Changes Measurement
of Reservoir Using Multi-GNSS
Reflectometry

Kai Liu, Cuilin Kuang, Wei Zhang, YaXin Wen and Chunlong Gong

Abstract Water level change is the crucial disastrous factor of reservoir
deformation. This paper derives the water level changes of reservoir based on
GNSS-R technology by using the multi-GNSS deformation monitoring observation
data of Xikeng dam in Shenzhen, and compares the results with the artificial
observation data. The numerical results show that the root mean square error
(RMS) of GPS-R results is 7 cm with the accuracy of BDS-R and GLONASS-R is
slightly lower than GPS-R, and the range of RMS is 8–10 cm. However, the
changes are consistent with the artificial observation data, and the correlation
coefficients between the experimental results of three system and the artificial
observation data are better than 0.9. This research verifies the validity and reliability
of GNSS-R technology used to water level changes measurement, and expands the
application areas of the GNSS deformation monitoring system, which also indicates
that multi-GNSS system can greatly improve the temporal resolution of
single-system water level measurement.

Keywords GNSS-R � BDS, Signal-to-noise ratio � Water level changes
measurement

1 Introduction

China’s number of reservoirs is the largest in the world. The water level change is
the crucial factor that causes the deformation of reservoir. Therefore, it is imperative
to measure and monitor the water level of reservoirs effectively and timely.
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However, as most reservoirs are located in the suburbs, it is inconvenient and
inefficient for manpower to measure the water level changes. In recent years, a
variety of sensors, such as ultrasonic detector, differential pressure level sensor and
float level sensor are widely used in monitoring the water level change of reservoir
[1]. But these sensors are defective, which require high installation accuracy and the
system error is larger and so on.

With the development and application of GNSS, scholars have found that
satellite reflected signals can be used to monitor the environment changes in the
earth [2, 3]. GNSS receiver placed on the coast can receive the direct satellite
signals and the reflected signals (also called multipath signals) reflected off the sea
surface with the interference of the multipath signals recorded in the signal-to-noise
ratio (SNR) data. Bilich et al. [4] conducted a research on the relationship between
multipath environment and SNR, laying a solid foundation for SNR applied in
monitoring earth’s surface environment. The concept of using the freely available
GNSS signals for environmental sensing was first introduced by Martin-Neira [5] in
1993, initiating the field of GNSS Reflectometry (GNSS-R). Larson et al. [6]
derived sea level time series by using the data of Onsala Space Observatory
(OSO) and compared the results with local tide gauge, the root mean square is
4.5 cm. Zhang et al. [7] used GPS-R technology to monitor the sea level of Friday
Harbor in the United States with the root mean square is less than 10 cm, and the
correlation coefficient is better than 0.98.

This article first extends the application of GNSS-R to reservoir water level
observation, which can make up the defects of sensors. The advantage of GNSS-R
technology is that the receivers originally installed for deformation monitoring can
receive a large number of satellite signals from GPS, GLONASS, BDS and
GELILEO. Therefore, multiple satellite signals are simultaneously received by one
observation station for observing water level changes of the reservoir, which can
improve the temporal resolution of the results. At the same time, these observation
data can not only be used to monitor the deformation of reservoirs, but also observe
the changes of water level in reservoirs, contributing to the utilization of these data
is greatly improved. Thus, GNSS-R technology will play an increasingly important
role in observing reservoir water level changes.

2 The Basic Theory of Measuring Water Level Change
Based on GNSS SNR

The general GNSS receivers are designed to amplify direct signals and suppress
reflected signals, but some reflected signals still can be received and affect navi-
gation accuracy, known as multipath effects. The signals received by GNSS
receiver antenna are the composite signals including direct and reflected signals.
SNR is equivalent to the composite signals amplitude and it can be gotten from the
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carrier tracking loop of GNSS receiver. The carrier tracking loop is described as the
relationship between in-phase (I) and quadrature (Q) channels.

The relationship between in-phase (I) and quadrature (Q) channels is described
in Fig. 1. On the condition of multipath-free, the loop will only track the amplitude
Ad and phase /d of direct signals. When the reflected signals (amplitude Ar and
phase w) are received, it will cause the phase deviation (d/), and the receiver
records the composite signals (Ac) and its phase /c instead. According to the above
figure, we can get that:

SNR2 � A2
C ¼ A2

d þA2
r þ 2AdAr cosw ð1Þ

Generally, we can remove the trend by the low-order polynomials, and the
residual sequence of reflected signals amplitude can be expressed as:

dðSNRÞ � Ar ¼ A cosðwþuÞ ð2Þ

The principle of water surface measurement by GNSS-R was described in
Fig. 2. The reflected signal is longer than the direct signal by an additional distance
as the path delay d. Where h is for the distance from receiver antenna phase center
to water surface, b is the satellite elevation. From the Fig. 2, we can get:
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Fig. 2 Principle of water
surface measurement by
GNSS-R

Water Level Changes Measurement of Reservoir … 245



d ¼ 2h sin b ð3Þ

The phase delay between direct signal with the reflected signal is w, so:

w ¼ 2p
k
d ¼ 4ph

k
sinb ð4Þ

Due to the multipath change over time, the phase delay of multipath is a function
of time, and the carrier phase and the error of pseudorange multipath is sine or
cosine function of the phase delay. They all have the same cyclical or has a certain
frequency. So taking the time-derivative of w:

fw)t ¼ dw
dt

¼ 4pĥ
k

sin bþ 4ph
k

cosðbÞb̂ ð5Þ

ĥ ¼ dh
dt

� �
defines the vertical velocity and b̂ ¼ db

dt

� �
defines the elevation angle

velocity. Assuming the sea level is static ĥ � 0
� �

during the satellite arc, the
frequency fw)t

� �
of the multipath oscillation is a constant and directly proportional

to the height (h).
If set x ¼ sin b and ĥ ¼ 0 (assume the h is constant), then

fw)x ¼ dw
dx

¼ 4p
k
h ¼ 2p

2h
k

ð6Þ

According to formula (2) and (6), we can get:

fdðSNRÞ)x ¼ ddðSNRÞ
dx

¼ fw)x

2p
¼ 2h

k
ð7Þ

We can derive the dominant multipath frequency fw)t
� �

by spectral analysis
dðSNRÞ. Because the SNR data are evenly sampled in time, but sin b is not, and the
Fast Fourier Transformation (FFT) cannot solve the problem of unequal sampling
interval. So we analyze the dðSNRÞ data by Lomb-Scargle (LS) spectrum analysis
method usually, since it can handle unevenly spaced samples. The vertical reflec-
tion distance from the sea surface can be gotten by:

h ¼ kfdðSNRÞ)x

2
ð8Þ
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3 Analysis Methods

The data processing flow of deriving the water level changes as shown in Fig. 3.
According to the station coordinates and Navigation Message, the azimuth and
elevation of satellite are calculated firstly, and the SNR data are extracted from the
observations file, then the available data need to be selected from the extracted SNR
data according to the reflection environment of the station. Since the station is
located in the east of the water area, the azimuth parameter is set as 200°–340°, and
the multipath effect is more significant at low satellite elevation, so the elevation
parameter is set as 5°–25°. However, it is important to realize the selected available
SNR data may be observed respectively when the same satellite rising and setting.
In this case, the SNR data should be divided into two satellite arcs.

Taking the data of doy 11 in 2016 as an example, Fig. 4a shows the SNR of the
MEO satellite with a PRN of 14 at azimuth of 305°. It is hard to see the influence of
the water surface reflection directly from the SNR,because of the direct signal in the

Calculate satellite azimuth and elevation

Detrend SNR data by low-order polynomial

Select SNR data according to GNSS station 
azimuth and elevation

Determine satellite rising and setting situation

Analyze selected SNR data by Lomb-Scargle 
spectrum method

Evaluate precision: Statistics and Visualize

Obtain SNR arc according to time duration of 
observation data

Calculate water level according to max spectral 
density

Satellite prn, azimuth, elevation, and SNR

GNSS observation data and navigation data

Nilometer Water level from GNSS-R

Fig. 3 Flowchart of water
level calculation by SNR
based BDS-R
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composite signal received by the receiver is dominant. Therefore, the second-order
polynomial is used to remove the trend term of the signal. As shown in Fig. 4b, the
remaining sequence of SNR residuals reflects the multipath effect of satellite signals
due to surface reflections. In order to obtain the frequency of the SNR residual
sequence, spectral analysis can be performed using the Lomb-scargle spectral
method. The required vertical reflection distance (h) can be obtained from the
maximum spectral density, as shown in Fig. 4c. Due to the results from LS spec-
trum analysis exist abnormal value, so the water level change time series can be
obtained from the reflection height after eliminate outliers. The accuracy of
GNSS-R was Assessed through the residuals, RMS, and correlation coefficient by
comparing with the data from manual observation.

4 Data Analysis

4.1 Data Source

Shenzhen Xikeng Reservoir is located in the upper stream of Xikeng River with the
area of 4.98 km2 and the normal water level is 71.0 m. In order to monitor the
deformation of Xikeng dam, the all-weather GNSS deformation monitor system of
Xikeng Reservoir is set up on the dam, and the system, which consists of 12 GNSS
monitoring points and 1 datum point (Fig. 5). Data from BDS, GPS, Galileo and
GLONASS are collected through multi-constellation GNSS receivers, among
which XK03 station is located in the middle of Xikeng dam, facing the reservoir in
larger azimuth, and the reflected signals received by the GNSS receiver mainly

Fig. 4 SNR and Lomb-Scargle periodograms
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reflect off the water surface, while it is less affected by other multipaths such as
surrounding vegetation. So, in this article, the change of reservoir water level is
derived on the basis of GNSS-R technique with the SNR data of XK03 station.
Before the research was carried out, the observation of the water level in the
reservoir was conducted manually at 8 o’clock every morning. This method was
inefficient with low temporal resolution. However, the reservoir is located in the
mountainous areas and there are usually no large waves, so the artificial observation
of the water level data is relatively accurate, and this article uses artificial obser-
vation as reference data to evaluate the GNSS-R experimental results.

4.2 Experimental Results

According to the data processing procedures given above, the water level change
was derived based on the L1 band SNR data of 2016 from GPS, BDS and
GLONASS of XK03 station. The inversion results of water level data were com-
pared with the data from manual observation. Since the water level derived by
GNSS-R is relative and there are systematic deviations in inversion results with
manual observation data, we systematically shifted the GNSS-R results prior to the
comparison. There is a missing part of the GNSS data because we maintained and
updated the monitoring system in May, 2016 and other dates, so the corresponding
GNSS-R results were not obtained.

Figure 6 shows a comparison of the GPS-R results with the manually observed
water level, where the red line indicates the manually observed water level with a
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Fig. 5 GNSS deformation monitoring system of Xikeng dam
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temporal resolution of 1 day and the water level derived by the GPS-R is indicated
by the blue dot. As can be seen from the figure, the results of GNSS-R have higher
temporal resolution, and there is a good consistency in water level variation values
with manual observation. The root mean square error (RMS) of the difference
between two methods is 7.8 cm.

The water level time series inversion by BDS-R is shown in Fig. 7. Since only
the MEO satellites can be used to observe the water level changes in the BDS
system and only three MEO satellites are in orbit in 2016, the experimental results
of BDS-R are worse than that of GPS-R. The RMS of this result is 9 cm, but there
still has a good agreement with the manually observation generally. At the same
time, Fig. 8 shows the GLONASS-R inversion of water level time series. However,
it has lower temporal resolution than GPS-R, because of poor quality of the
observed data in some days. The RMS of this result is 8.3 cm, which is better than
BDS-R.

It is unable to inverse water level using observation data from single-system
effectively and completely. The temporal resolution can be greatly improved by
combining multiple GNSS system data (as shown in Fig. 9). Figures 10 and 11
respectively describe the residual statistics and correlations of the three GNSS-R
systems experimental results compared with the manually observed water level
data.
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In Fig. 10, the horizontal axis represents the difference between the time series
of water level inversion by GNSS-R compared to the manually observed water level
data, and the vertical axis represents the statistics falling in different difference
intervals. Among them, the experimental errors of GPS-R and GLONASS-R are
within 18 cm, while the experimental errors of BDS-R are slightly larger and some
errors are more than 20 cm. It can be concluded from the figure that the statistics are
generally obeyed the normal distribution with all the differences are concentrated
around zero, and the statistics gradually decrease as the error increases, which
means that the GNSS-R technique can effectively invert the water level of the
reservoir.

A correlation analysis of the GNSS-R experimental results with the data from
nilometer is shown in Fig. 11, where the red solid line is the reference line y = x
and the blue dotted line describes the linear fit of the two results. The numerical
results show that the water level retrieved by GPS-R is in good agreement with the
observed water level, and the least-squares correlation coefficient is as high as 0.95.
However, the experimental results of BDS-R and GLONASS-R are slightly lower
than those of GPS-R Correlation coefficients were 0.9 and 0.92, respectively.
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5 Conclusion

For Xikeng reservoir plays a significant role in water supply and regulation, it is
necessary to grasp its water level changes. The manual observation method is
time-consuming and labor-intensive and gets results with low temporal resolution.
This paper proved the feasibility and reliability of GNSS-R technique used in
observing the reservoir water level changes, and extended the application range of
the GNSS deformation monitoring data. Firstly, the relationship between SNR and
multipath is established in this paper to derive the basic formulas by using
GNSS SNR data to derive water level series. Then, the water level time series in
2016 of this reservoir is derived by the self-development software. By comparing
with the data from artificial observation, the numerical results show that the root
mean square error (RMS) of GPS-R results is 7 cm, the accuracy of BDS-R and
GLONASS-R is slightly lower than GPS-R, the RMS is 8–10 cm, and the corre-
lation coefficient between the experimental results and the artificial observation data
is better than 0.9. This research verified the feasibility and reliability of GNSS-R
used in observing the water level of reservoir, which also shows that the temporal
resolution can be greatly improved based on multi-GNSS data. At present, due to
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Fig. 11 The correlation analysis of water level between GNSS-R
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the small number of MEO satellites in Beidou navigation system, there are rela-
tively few data available in BDS-R. However, with the development of BDS, there
will be more MEO satellites available for this technology.
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The Impact of Atmospheric Mass
Loading on Precise Positioning
of National GNSS Stations

Yangyang Liu, Yamin Dang and Changhui Xu

Abstract In the calculation of high-precision GNSS data, solid tides, tides and
atmospheric tides are not negligible factors in the solution process. In the present
study, a large number of studies have been conducted on the effects of tidal load.
The results show that the tide load The impact can reach the magnitude of cm.
Relatively speaking, ATML is weak and there are few studies, but it is still a
non-negligible interference factor, especially for the data calculation of national
stations For example In this paper, GAMIT/GLOBK is used to solve the data of
national stations in some provincial areas in 2017. The differences between ATML
correction models and different stations are analyzed. The influence of ATML on
the accuracy of GNSS baseline solution and station displacement is compared. The
results show that the influence of ATML correction model on the baseline solution
of regional GNSS is not related to the station location. ATML is insensitive to the
influence of the baseline length, but it has an impact on station positioning and can
bring about 1–2 mm, and mainly in the U direction, N, E direction of the small, can
be ignored. The results also show that the impact of ATML on national stations in
solving data is negligible, as is the case in engineering applications and in general
scientific research, but corrections are necessary for solutions with higher precision
requirements, however At present, there are few models of atmospheric mass load
correction applied to baseline solution, so it is worth further study to determine the
optimal correction model and eliminate its influence.

Keywords Country stations � Atmospheric mass loading � Baseline
Displacement of stations
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1 Introduction

Since the global positioning system (GPS) running. The project of geoscience had
revolutionary development, at the same time, there are so much high precision
processing software, and the most representative software is named GAMIT/
GLOBK, which developed by The Massachusetts Institute of Technology
(MIT) and The Scripps Institution of Oceanography (The SIO), The calculating
relative accuracy of long baseline can reach 10–9 level, and short baseline accuracy
is better than 1 mm [1, 2], meanwhile, its code is free of charge.

In study to the station time series, environmental loading factors, including
ocean loading, atmospheric loading and hydrological loading, there are previous
studies have shown that the influence caused by the ocean tide loading attain to cm
level in the offshore area vertical crust deformation [3–5] At the same time, the
Atmospheric Mass Loading (ATML) would also make position displacement, it is
an important factor to seasonal fluctuations of GPS coordinates, especially in the
vertical direction, it could cause anniversary of the movement of mm level [6–8],
Atmospheric Mass Loading could make effects on inland plate deformation,
especially it is more significant in the vertical direction, we also should make
analysis to it [9]. Now, in GAMIT, there is specialized ATML correction model, its
great significance for precise positioning in the future, but it’s a question whether it
is more precision than no-ATML in all kinds of baselines, which need to be
discussed. Now the country stations had been put into used, but there is no clear
research about the influence caused by ATML model in data calculating. This paper
chooses partly country stations, comparison and analysis the coordinate time series
difference between whether using the ATML correction model or not. And finally
determined the influence of atmospheric mass loading to the country stations date
processing.

2 Theoretical Model

The paper [10, 11] had studied the influence of atmospheric pressure on the vertical
deformation of the crust, and the simplified formula is following

Dv ¼ �0:35P� 0:55�P ð1Þ

In this formula, Δv is symbol of the vertical deformation of the crust; P is symbol
of the instantaneous pressure at the station; �P is meaning for the average pressure in
the 2000 km range around the station. And the formula that could get �P is follow

�P ¼
ZZ

pðx; yÞdxdy
� �� ZZ

dxdy

� �
ð2Þ
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Pðx; yÞ ¼ A0 þA1xþA2yþA3x
2 þA4xyþA5y

2 ð3Þ

R ¼ x2 þ y2 ð4Þ

Among the formula (2) and (3), x, y are the distance between the sampling point
to the stations in direction of N, E, A0–A5 are needed, which means 6 pressure data
fitting coefficient. The last formula is the second curve used to describe the pressure
distribution around the station.

The GAMIT has an especially module for ATML correction, and now, the
model named ATMDISP is commonly be used, it has two ways to correct depend
on atmospheric non-tidal correction: 1h i. The error correction model of the earth
integral mass center in the observation data processing stage; 2h i. The error cor-
rection model of the solid earth part quality center in the post-processing stage of
the ground solid coordinate system [12], and we are used to using the first kind of
error correction model. Yet the ATMDISP module can’t meet the real-time appli-
cation requirements, there is a month or so lag [13], at present in application,
according to the calculating time, we should chose the correction model table of the
year.

3 The Experimental Data and Scheme

According to the quality of daily observed data, but also taking into account the
data processing workload, this paper choose partly country stations and the value of
doy is range from 90 to 109 representatively, and join IGS station which named
BJFS, SHAO, URUM to constraint this processing, site distribution as shown in
Fig. 1. This paper uses GAMIT 10.5 to get data solution in process, and in order to
explore the impact of atmospheric mass loading better, so we set two kinds of
programs in the process:

(1) adopting the ATML correction model;
(2) no-ATML.

Configuring a Table file which named sestbl. in both solutions, whether to use
the ATML model, setting “Y/N”, other default settings of the same parameters, The
main parameters set in Table 1 following.
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4 Analysis the Solution

4.1 Influence to Baseline Solution

Normalized Root Mean Square (NRMS) is a measure of the quality of the GAMIT
solution. NRMS is an important index to measure the GAMIT calculation results, In
general, the smaller the NRMS value and the lower the precision, the higher the
baseline estimation accuracy; otherwise, the accuracy is lower. The result is then
measured and compared by the NRMS value in Q files [14], the calculation formula
is as follow:

Fig. 1 The selected station distribution

Table 1 The main parameter settings in solving process

Parameter category Model and parameter

Choice of observation LC_AUTCLN

Choice of experiment baseline

Sampling interval 30 s

Ambiguity resolution fixed

Ocean tide loading FES2004

Elevation cutoff 10°

Earth gravitational field EGM

Atmospheric light pressure BERNE

Atmospheric tide model atl.grid

Troposphere mapping function model VMF1
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NRMS =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

Xn
i¼1

Yi � Yð Þ2
d2i

s
ð5Þ

Figure 2 shows the NRMS values respectively obtained according to two
solution strategies, it can be seen from Fig. 1 that the results of the two solutions are
different. The NRMS value of single-day solution and the effect of adding ATML
correction are better than those without the correction model. However, the NRMS
value of single-day solution is discontinuous and unstable, there is a problem with
the quality of the data. Therefore, when processing the data of the country stations,
we should take the initiative to join the ATML correction model and set the correct
model as the year model of ATMDISP.

In order to further analyze the effect of atmospheric load correction model on
baseline solution, the baseline length and the calculated baseline Root Mean Square
(RMS) value were analyzed to analyze the impact on baseline with different
lengths.

As can be seen from Fig. 3, the two solutions to calculate the long baseline RMS
changes in the same trend, indicating that as the baseline length increases, the
baseline solution RMS value also increases; although the station spacing from 60 to
3000 km, but did not change due to the length of the two programs RMS value of
the difference has changed, but showed the same increasing trend, indicating that
the impact of atmospheric quality load on the baseline solution is not sensitive to
the baseline length; from the map can It is obvious that the RMS values of different
schemes are different. The RMS value of adding ATML correction is obviously
smaller than the RMS value without model correction, about 14.6%, which shows
that the correction model of atmospheric mass load has a good correction.

Fig. 2 NRMS of different scheme
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4.2 Influence to Stations Coordinate

According to FARELL’s loading theory [15], the effect of vertical displacement due
to surface loading on station h; kð Þ

U h; k; tð Þ ¼ R2
Z2p
0

Z2p
0

G wð ÞH w;A; tð ÞsinwdwdA ð6Þ

where U is the vertical deformation caused by the load, R is the mean radius of the
earth, G(w) is the Green’s function of load, which satisfies:

G wð Þ ¼ R
me

X/
n¼0

hnpn coswð Þ ð7Þ

This is a function of the spherical distance w between the load source and the
station, me is the Earth’s mass, hn is the load Love number, which can be calculated
from a given Earth model, and pn is a Legendre polynomial. U(h,k,t) is the
thickness of the (equivalent) load mass at time t, and A is the azimuth from the
station to the load source; the magnitude of the load effect can be theoretically
calculated from the H provided by the global model.

In order to analyze the correction effect of ATML, the article directly adjusts the
baseline solution by using GLOBK software. The coordinate frame of the control
station used is ITRF2008, and the reference epoch is March 31, 2017, the coor-
dinate results can be directly analyzed. The article draws a time series of a station,
and draws the two schemes as shown in Fig. 4 respectively.

Fig. 3 RMS values of the solution length for different scheme
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It can be seen from Fig. 4 that the sequence diagram of scheme 1 is more stable
than the sequence diagram of scheme 2, and the separation span is less than that of
scheme 2, indicating that the data solution at the country station Counting, adding
ATML correction of the coordinate displacement error is less than without adding
the correct error.

Further analysis of the impact of different ATML corrections on the coordinates,
the coordinates of the different solutions between the stations to make poor, with
station serial number as the horizontal axis, the difference between the direction
components coordinates of the vertical axis (mm), the statistics shown in Fig. 5.

Figure 5 shows the displacement values in different directions under different
schemes, the value of the displacement can be compared with each other alone and
found that in the N, E direction of the two programs of displacement are basically
the same, the difference between the different programs up to 1 mm, and in the data
of more than 1 mm in the 20-day data is only one day, which it may be caused by
data or solve. In the U direction, the maximum difference to 2 mm, and more than
1 mm days accounted for 25% of the total number of days, and in the general
direction, the difference between the U direction than the N, E direction showed a

Fig. 4 a The time series of adding ATML corrections and with no ATML corrections in the N
direction. b The time series of adding ATML corrections and with no ATML corrections in the E
direction. c The time series of adding ATML corrections and with no ATML corrections in the U
direction
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significant trend of the dominant trend, the results show that the atmospheric mass
loading can cause the displacement error of mm level in the calculation of the
country stations data, and mainly in the U direction. In the overall coordinate shift,
adding ATML correction can bring 5% RMS improvement.

5 Conclusion

Based on the previous research results and combining GAMIT/GLOBK with two
schemes to solve the problem of country stations in some provincial regions, this
paper expounds the atmospheric mass loading on the national benchmark data
processing based on baseline solution and station coordinates Influence, come to the
following conclusion:

(1) Atmospheric mass loading correction in the country stations data baseline
solution, the baseline length is insensitive to thousands of kilometers for the
baseline and tens of kilometers of short-range baseline effect of the same,
generally affecting the level of 1 mm, the impact of atmospheric mass loading
accounted for 5% in the total baseline solution error.

(2) The atmospheric mass loading has little effect on the NRMS value of the
single-day baseline solution. After adding the ATMDISP model, the single-day
solution is better. Therefore, the processing of the country stations data should
be added to the current ATMDISP correction model.

(3) Atmospheric mass loading will have an impact on the station coordinate, but
the effect is not obvious. The influence of ATML correction on station coor-
dinate displacements is about 1–2 mm, and mainly affects in the direction of U,
and the effect of N, E directions are Negligible.

Fig. 5 The coordinate difference between the two programs in the directions
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(4) For the atmospheric mass loading correction model, the ATMDISP model is
mainly used in the GAMIT currently. Further exploration should be to build the
ATML correction model in China so that it would be better to solve the station
calculation in China.
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Part II
Navigation and Location Service



A Unidirectional Communication
Architecture for Extended
Location-Based Services

Yanming Feng and Charles Wang

Abstract Location-Based Service (LBS) is an information service based on
locations of mobile users and two-way interactions. Most LBS communications
follow the client-server architecture which enables bidirectional communication
between the server and a client. The paper examines the limitations of the current
client-server LBS framework for time critical LBS application scenarios and their
system requirements for networking and computing. It presents the publish/
subscribe communication paradigm for unidirectional connections that support
decentralised device-to-server and device-to-device data services with low-latency
and high scalability. A lightweight publish/subscribe application protocol, namely
Message Queue Telemetry Transport (MQTT), is also introduced for high-rate
vehicle RTCM data exchanges for timely-critical connected vehicle applications.
To prove the concept of the extended LBS, experiments are performed to
demonstrate how well the MQTT can support real time location-based data transfer.
Results show that the MQTT Broker overwhelmingly outperforms the NTRIP
Caster in delivering RTCM correction data in terms of CPU usage of the network
computer server and performs similarly well in latency and packet losses. MQTT is
also tested for device to device GNSS data exchanges. Results show that two
mobile devices can exchange RTCM v3 data with the reliability of 99% within the
latency of 1 s under 4G cellular connectivity. The results also show that the MQTT
Quality of Services mode 1 can support the 10 Hz data transfer at the latency of less
than 100 ms and the reliability of above 99%, showing the potential in support of
connected vehicle safety applications.
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1 Introduction

Location-based services (LBS) is tadditionally defined as an information service
which is accessible with mobile devices through mobile network and utilizes the
ability to make use of the geographical position of the mobile device [1]. Today,
user’s ability to generate contents is core to the services or applications. In the work
[2], LBS is defined as a service where

• The user can determine their location.
• The information provided is spatially related to the user’s location.
• The user is offered two-way interactions with the location information or

content.

Over the last ten more years, various mobile location-based services have
achieved mainstream acceptance. Consumer LBS applications, such as road and
personal navigation, location-based social networks, mobile location-based gaming,
entertainment services, have experienced rapid growth. Commercial or
business-to-business or business to consumer services, including tracking, moni-
toring, emergency, marketing, information services and augmented reality, also
encounters the strong market growth.

These traditional LBS applications have some common characteristics. Firstly,
the most LBS communications follows the client-server architecture. It is
point-to-point data connection allowing for tightly coupled two-way interactions.
The well-known application protocol, Hypertext Transfer Protocol (HTTP), func-
tions as a request/response protocol in the client–server computing model. To
establish the connection between a client and a server, the client begins to send a
request to the server, then the client waits the server response. The server sends
response back by re-establishing the connection with the client side. In this cen-
tralised structure, the communication load will be multiplied by the number of
clients or apps. The loads grow with the number of connections quickly. Also
because of HTTP overheads, the request/response communication paradigm is not
suitable for low-latency and high-timeliness applications. Secondly, the computa-
tion is mostly completed at the LBS server end, such as management of users and
dynamic entities, rendering map titles, searching the best travel route for navigation,
providing real-time traffic condition and emergency information. Time to compute
and analyse at the LBS server usually takes seconds to minutes. Thirdly, creating
and developing a successful LBS system is very a challenging task for two main
reasons [3]: (1) there are many components, players, and factors involved; and
(2) creating and maintaining interoperability and cooperation of LBS components
requires from service developers using several standards. In addition, marking the
mass-market LBS work effectively and universally is also challenging [2].

On the other hand, not all LBS deployments have to follow the same commu-
nication mode. In many scenarios, one-way communication from a mobile platform
to a LBS server (the application), or from the server to a mobile user is required.
Vehicle or asset tracking is a one-way communication example. There are more
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applications that are truly location-based but have not been specified in the current
LBS deployments. For instance, a mobile platform/device provides data streams to
the servers instead of text messages. The computation or decision making may be
completed at the mobile platform edge in real time. But their requirements for
communication timeliness, latency and user scalability are very high. For instance,
vehicle-to-vehicle and vehicle-to-roadside road safety applications are based on the
10 Hz update for absolute or relative states of vehicles. For this, the request/
response paradigm introduces overheads of the unneeded messages running in the
reverse direction. These challenges cannot be properly addressed without funda-
mentally changing the widely-deployed client-server LBS communication
architecture.

In this work we will review the current LBS architecture based on the request/
response communication paradigm and identify new LBS application scenarios and
system requirements. We then present a new LBS framework based on the publish/
subscribe architecture and extend the scope of the current consumer and business
LBSs to the professional class. The publish/subscribe paradigm supports
low-latency, high-reliability and high scalability data exchanges. We introduce the
Message Queue Telemetry Transport (MQTT) middleware, which is a lightweight
publish-subscribe protocol [4]. Experiments are designed to use MQTT to publish
and subscribe high-rate vehicle locations and/or RTCM data messages for time
critical connected vehicle applications. Experiments aim to show how well MQTT
can perform in delivering the RTCM data with massive number of connections.
Results will also demonstrate to what degree the MQTT Quality of Services
(QoS) can meet the latency requirements for device-to-device (D2D) data
exchanges. Overall, the experimental results confirm the benefits and feasibility of
the new LBS architecture for time and location critical mobile applications.

2 Related Work on LBS Architectures and Services

A LBS architecture mainly refers to the communication paradigm that connects all
the components effectively to offer certain location-based services and applications.
This section will review the LBS components, centralised client-server architecture.
The limitations of the current LBS framework will be discussed, providing the basis
for the new LBS framework in the next section.

2.1 LBS Components and Services

A Location-Based Service generally requires several components. A more complete
LBS model with six components which include five technological and one human
components was proposed in [3], including
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• Positioning Systems
• Communication Networks
• Service and Application Provider
• Data and Content Provider
• Mobile Devices
• User (people)

Figure 1 illustrates the diagram of the six component LBS model, showing the
two-way client-server interactions that support push, pull, upload and download
mechanisms and track and monitor data flows. Push and pull mechanisms are used
to deliver information between users and servers. Push mechanism distributes
automatically data/information to users based on their location through mobile
devices periodically or on a event basis, whilst pull service transfers data/
information which is requested from users. For instance, a navigation LBS server
may push the turn-by-turn instructions and map titles to the mobile users. A mobile
may browse the server to pull travel routes or points of interests (POI). Upload
functions allow LBS apps to report user generated contents (UGC), while the
download services enable mobile users to access multimedia in near real time.
Track services mean to follow the tracks of a mobile device carried by a person, or
on an asset or vehicle. An application can then find them or note their location at
various points along a course. Location tracking is concerned with the raw historical
location data. Monitor services mean to observe and check the progress of some-
thing over time, maintain regular surveillance and to listen and report on. Location
monitoring has more to do with knowledge such as exceptions, alerts and warnings
based on a set of rules, normally bound by space and time [5, 6]. It is noted that
LBS applications may reside on mobile terminals. This reference architecture is
re-explained as two one-way publish/subscribe data flows between server and
mobile devices and between mobile devices for the extended LBS concept as a
contribution of this work.

Fig. 1 Diagram of location-based service components and reference architecture
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2.2 LBS Request/Response Communication Paradigm
and Application Protocols

The client-server LBS architecture for the above services mostly follow the
Request/Response paradigm. The Request/Response paradigm enables bidirectional
communication between server and client endpoints. The arrows represent the
interactive two-way communication: both endpoints have information to send to the
other side. In other words, both endpoints can request and respond. The ways of
communicating between a LBS server and LBS client is reviewed as follows. In
Fig. 1, the application or mobile device is the client. The server is hosted at the
computer of the LBS service and application provider, which may include several
connected servers in the Cloud. The LBS server functionality is usually accessed
through a HTTP Application Programming Interface (API) call. HTTP is an
application protocol for distributed, collaborative, and hypermedia information
systems. HTTP functions as a request/response protocol in the client–server com-
puting model. The way the HTTP API is structured is called RESTFul.
Representational state transfer (REST) is a software architecture consisting of cli-
ents and servers, as shown in Fig. 2 [2].

The client submits an REST request message to the server. The server, which
process the request, or performs other functions on behalf of the client, returns a
REST response message to the client. The response contains complete status
information about the request and may also contain requested data and content in its
message body. LBS services, push, pull, download and upload are all communi-
cated this way. In the track and monitor services, the server submits an REST
request message to the mobile client, which return a REST response message to the
server, and return with requested data such as vehicle location data streams.

The above client-server communication architecture is tightly coupling by space
(where and who), structure (what) and time (when) constraints. It inherently sup-
ports one-to-one connection, although the server can push messages to multiple
clients. It is a centralised structure and the communication load will be multiplied
by the number of clients or apps, thus not being easily scalable. The centralised
LBS infrastructure inherently contradicts the preservation of users’ privacy and
declines the peer-to-peer protocols. Also because of HTTP overheads, the request/
response communication paradigm has disadvantages in serving massive number of

Fig. 2 Applications and
servers exchange data using
RESTful
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connections simultaneously. In addition, the deployment of LBSs based on
client-server communication architecture is complex as it involves many factors [3].
As a result, the client-server communication architecture significantly limits the
potential of LBS in closely related application domains, such as precise positioning
correction services, connected and automated vehicles (CAV) and Internet of
Things (IoT).

3 Extended LBS Application Scenarios and System
Requirements

The existing LBS applications largely rely on access of data sets in the backend,
including spatial databases, mapping APIs and POIs. This is so-called data at rest.
The two-way interactions between app and server are human-to-human or
human-to-machine, thus tolerating the slow server response. For instance, a delay of
a few seconds in providing turn-by-turn instructions, or traffic information does not
affect much about driving experience. The update of vehicle locations at the rates of
15–30 s in fleet management, taxi and public transport operations may be suffi-
ciently high for managemental services. Business intelligence decision are often
made offline or within the time of seconds to minutes. However, the new data that
will be generated by location sensors or mobile devices is real time data that fits into
a broad category called “data in motion”. This refers to the constant data stream of
machine-generated data, instead of traditional UGCs for text messages, images and
videos. The traditional processes for UGC capture, distribution, storage, and
analysis are no longer able to handle real time data streams. We recognise the
opportunities for use of LBS in several time critical applications which have all the
location-based, or location-aware characteristics, but have not been articulated in
the existing LBSs. These applications require device to device or machine to
machine interactions and are classified into the professional category. The target
applications include, but not to limit to, the following three scenarios:

The first scenario is location-based data streaming from static and dynamic data
sensors. One good example is streaming of raw GNSS data from hundreds to
thousands of continuously operating reference stations (CORS) deployed locally
and regionally. The data streams are sent to local or regional servers at 1 Hz rate,
then processed to generate GNSS related products, such as Radio Technical
Commission for Maritime Services (RTCM) corrections to support various precise
positioning and scientific services. Another example is collecting, addressing and
transmitting of data from a massive number of the Internet of Thing (IoT) sensors
and wireless sensor networks. Certain IoT use cases require support for rapid
mobility of Things, for example, sensors on a speeding vehicle communicating with
road-side infrastructure or a passenger with a smart-phone commuting on a train
[7]. Due to rapid mobility, network conditions may vary frequently, and the
location-based data streaming must be set at higher transfer rate, such as 10 Hz.
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The second scenario is location-based data distribution. For instance, the above
RTCM correction data in the formats of observation-space representations (OSR) or
state-space representation (SSR) should also be distributed to real time kinematic
(RTK) or precise point positioning (PPP) users. The real-time data streams from a
network of CORS receivers are collected by a central server. The computation
center generates RTCM data in real time at a real or virtual reference station at or
near the initial user position. The generated RTCM data is then sent to the user
through a wireless connection, often using the Networked Transport of RTCM via
Internet Protocol (NTRIP). The update data rate is usually 1 Hz. Currently RTK
mainly serves high-end users for professional GNSS applications, such as surveying
and machine guidance. The number of distributions is limited. However, potentially
automated and connected vehicles on the roads and smartphones need precise
positioning services with the RTCM-OSR or RTCM-SSR corrections. The number
of the users can be massive under this scenario in the future. The data transfer rate
can be up to 10 Hz. For multiple GNSS constellations, the data rate can be up to
10 Kbps per station. The timeliness and data rate requirements cannot be easily met
by satellite broadcasting channels, but it is possible through the cellular networks.

The third scenario is the device-to-device location-based data exchanges, for
instance, vehicle-to-everything (V2X), including vehicle-to-vehicle (V2V),
vehicle-to-infrastructure (V2I) and vehicle-to-pedestrian (V2P) location data or
safety message exchanges. Vehicles spatially located in the proximity exchange
their Basic Safety Message (BSM) at the rate of 1–10 Hz to enable cooperative
awareness such as emergency electronic brake light and slow/stop vehicle warn-
ings. The BSM Part 1 messages include vehicle states information such as position,
velocity and heading and their accuracy parameters as defined in SAE J2735
standards. It is required that the latency of BSM and other safety messages is less
than 100 ms for the stringent cooperative safety applications. BSM Part 2 message
can also include GNSS data in a RTCM format, so that the vehicles can compute
the relative position states every 10th second. V2V and V2I data exchanges more
generally refer to sharing arbitrary vehicle sensing data such as images, videos and
radar signals. The rate of data exchanges can range from 100 ms to several seconds,
depending on latency requirements of the V2V and V2I applications. Currently
V2V and V2I communications refer to dedicated short-range communications
(DSRC) based on IEEE 802.11p and IEEE1609 standards. Cellular based V2X are
still under its early development stage. However, the deployment of these tech-
nologies requires new hardware components and roadside infrastructure. The
device-to-device (D2D) based LBS is still an internet-based solution, deploying
new applications in the application layers based on the current and future mobile
broadband services offered by wireless location area or wireless wide area
networks.

Overall, the target applications mainly include real time device-to-server (D2S)
data streaming, server-to-device (S2D) data distribution and D2D data exchanges.
The most essential requirement is the timeliness of 1–10 Hz, or the latency is within
1 s–100 ms. In addition, the following requirements have been identified.
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• Supporting a many-to-many communication
• Supporting one-way or unidirectional communication
• Making more efficient use of network and computing hardware resources
• Supporting high scalability and high reliability.

Referring to these requirements, the LBS concept and services are extended in
the next section to at least partially cover the above target application scenarios.

4 Extended LBS Architecture and Services

4.1 Extended LBS Definition and Service

To support time critical data distribution and exchanges, the definition of LBS
given by Ferraro and Aktihanoglu in [2] should be extended. The extended defi-
nition of LBS is as follows:

• The user is able determine their location and exchange location-related data
instantaneously

• The data shared, and information provided is spatially related and timely
critical to the user’s location

• The user is offered both two-way interaction and unidirectional connections
with the location data, information or contents.

Having just added several words with respect to the definition given in [2], the
new definition extends the scope of LBS technical capabilities dramatically. The
new definition brings the precise positioning services, that is GNSS data correction
services, into the scope of extended LBSs. In other words, most GNSS professional
applications can be uniformly served under the extended LBS framework. The new
LBS also enables time critical and location sensitive professional services in the
connected and automated vehicles domains and IoT domains. V2X and IoT are the
two technological megatrends. The extended LBSs do not necessarily replace the
current or future V2X technologies, but offer the supplementary Internet-based
solutions for the low-to-medium demanding V2X applications. There are clear
intersections among the LBS, V2X and IoT concepts in terms of components and
interaction requirements for networking, positioning and computing. In fact, the
traditional LBS may be classified into the Internet of People (IOP), while part of
V2X can to large extend be described as the Internet of Vehicles (IoV). As such, the
extended LBSs supplement and enhance the IoV and IoT solutions, also would
have good interoperability with IoT framework and V2X standards. One can readily
recognize the new opportunities for merging the LBS into the IoV and IoT domains.
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4.2 Extended LBS Architecture Based on the Publish/
Subscribe Paradigm

The extended LBSs demands the adoption of the publish/subscribe communication
paradigm. Publish/subscribe paradigm enables unidirectional communication from
a publisher to one or more subscribers. Figure 3 shows the concept of the publish/
subscribe communication paradigm with the LBS publishers and subscribers. The
IoV subscribers declare their interest in both RTCM data and vehicle BSM mes-
sages. When the RTCM and BSM publishers have new data available from that
classes, they push their data or messages to the interested vehicle subscribers.
Similarly, a LBS mobile user may subscribe the RTCM data and POI contents and a
Real Time Kinematic (RTK) GNSS user only subscribes the RTCM data. This
paradigm is optimal for the traditional LBS track and monitor services that require
one-way communications to enable high-timeliness data streaming. More generally,
the publish/subscribe model is a decentralised data model and is suitable for the
extended LBS deployments with loose coupling between communication end-
points. This is because the model can leverage parallelism and multicast capabilities
of the underlying transport network. It supports point-to-multi-point and
multi-point-to- multi-point communications.

Based on the publish/subscribe paradigm, the LBS reference architecture shown
in Fig. 1 can then be re-explained as noted before. In the new architecture, two-way
communications are replaced by two one-way data flows. One flow represents
“publish” and the other represents “subscribe”. All clients or applications can be
either publisher or subscriber or both. Therefore, the extended LBSs adds new S2D,
D2S and D2D functions. The extended LBS architecture not only extends the scope
of LBS for more time critical professional grade services, but also significantly
scale up the communication connections or simultaneous mobile users in the
services.

Fig. 3 Diagram of publish/subscribe communication paradigm
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4.3 Publish/Subscribe Application Protocols

There are several application protocols that can support publish/subscribe com-
munications. Message Queue Telemetry Transport (MQTT) is a light-weight
publish/subscribe messaging protocol that was originally developed by IBM for
enterprise telemetry and is a proposed OASIS standard [4]. MQTT allows devices
to asynchronously and efficiently communicate across constrained networks to
remote systems. MQTT is now becoming one of the standard protocols for IoT.
Adopting the IoT standard protocol in the proposed LBS extension is one of the
potential choices. MQTT follows a client-server architecture where clients connect
to a fog or cloud server called broker with IP-addresses. A broker is responsible for
registering data sources using the MQTT protocol and assigning unique identifiers
for them. Messages or data are published to an address, referred to as a “topic”.
Clients subscribe to one or more topics and receive the updates when available.
Clients may also publish their data and messages to the broker in the same way.
This enables data exchanges between clients through the broker. For instance, in
Fig. 3, the vehicle and mobile users exchange their data. In MQTT, topics are
hierarchical, and subscriptions may use wildcards. The hierarchical data structure
allows the publishers to specify exactly in which topic their published data should
reside. Consequently, any subscriber who has subscribed to that specific topic or
pool of topics will receive the data when it is received by the broker entity. MQTT
offers three levels of Quality of Services (QoS) for data distribution using TCP and
UDP as the underlying transport: QoS 0, QoS 1 and QoS 2. They are referred to
three message transfer modes respectively: the message is delivered at most once, at
least once and exactly once. The default mode is QoS 1. With QoS 1 mode, the
sender sends the same message again until an acknowledgment is received. As a
result, the receiver can be sent the same message multiple times and may process it
multiple times. This transfer mode is more preferable for the proposed LBS
applications where the safety messages must be received with the shortest possible
latency. There have been several MQTT server products in use. According to the
benchmark evaluation about MQTT scalability, JoramMQ and Mosquitto have
shown desirable performance in terms of basic measurements (latency, CPU and
message rate) [8]. In our evaluation for extended LBS applications in the next
section, we choose the widely-used open source Mosquitto [9].

5 Performance Evaluation of MQTT Protocols
for Extended LBS Services

To prove the concept of unidirectional communications for the time-critical LBS
use cases, we perform three experiments to verify the potential of MQTT for D2D
data exchanges. The first is to find the CPU usage through settings of multiple
connections for base stations and mobile devices in the testing application protocols
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installed at both server and client ends. The second is to find the latency and packet
loss performance in server-to-device and device-to-device RTCM data distribution
or exchanges at 1 Hz. The third is to find the latency performance of D2D data
exchanges at higher update rates and at higher QoS levels. The experimental results
are presented in the following three subsections.

5.1 Experiment I: CPU Usages in RTCM Data Distribution
with MQTT and Ntrip

Networked Transfer of RTCM via Internet Protocol (Ntrip) has been a RTCM
recommended standard for real-time dissemination of GNSS observation and cor-
rection since 2004. It was developed based on the HTTP/1.1 standard to support
hundreds of reference stations and up to thousand users [10]. It has become a vital
component for enabling precise positioning (RTK and PPP), CORS network
operations and IGS Real Time Pilot Project (RTPP). The purpose of this experiment
is to investigate how well MQTT protocol performs in real-time GNSS RTCM data
delivery and distributions. MQTT is suitable for low-bandwidth, low-power and
requires limited hardware resources and has been part of IoT standards. Therefore,
theoretically MQTT is a good choice for GNSS RTCM data distribution, but with
unidirectional connections. The setup of the first scenario is shown in Fig. 4,
involving four Nectar Virtual Machines (VM) S1 to S4. Each VM has 2.3 GHz
RAM. The purpose of the test is to compare the CPU usage of Nectar 2 and 3,
where the MQTT broker and NTRIP Caster are hosted, respectively. RTCM v3 data
stream from a Geoscience Australia’s GNSS base station is about 300 bytes each
message and is replicated at Nectar 1 to multiple numbers of reference station
RTCM streams, which are then written to Nectar S2 and Nectar 3, respectively as
incoming data streams. Nectar 2 and Nectar 3 push the data streams to Nectar 4 as
outgoing streams, but based on the requests or subscriptions from a number of
connections. Table 1 gives the specifications and settings of Ntrip and MQTT
middleware used in the experiments.

Figure 5 plots the CPU usages at Ntrip caster server and as the MQTT broker,
against the number of incoming station data streams, where x-axis label (50, 0)
denotes 50 incoming data streams and 0 outgoing streams. Figure 6 shows the CPU
usages when there are 300 incoming streams and the outgoing steams change from
10 to 1000. In both cases, MQTT requires much lower computer resources to run
RTCM data distributions than the use of Ntrip Caster. One Cloud virtual machine
can host tens of thousands of RTCM connections if MQTT protocol is used instead
of Ntrip caster. In general, MQTT at least is a promising alternative to Ntrip for
GNSS data transitions.
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5.2 Experiment II: Latency and Packet Loss Performance
in RTCM Data Exchanges with Ntrip and MQTT

This experiment scenario is to examine the latency and packet loss performance
when using Ntrip and MQTT with 4G wireless connections. We use the same
computer to send to and receive 1 Hz RTCM data from the Nectar cloud virtual
machine, so that we can compute the total trip latency. Two Nectar VMs are
involved to host Ntrip and MQTT protocols, as we wish to compare the perfor-
mance. With the 4G wireless connection to the network, the latency results for Ntrip
and MQTT are plotted in Fig. 7, comparing the latency readings obtained with
Ntrip caster and MQTT broker. The average latency parameters obtained from
MQTT and Ntrip tests are 113 and 103 ms, respectively. However, we do observe
large fluctuation in the latency from the minimum of *50 ms to several hundreds

Fig. 4 Diagram of the experiment setup for RTCM data distribution to compare between Ntrip
and MQTT protocols

Table 1 Summary of Ntrip and MQTT specifications

Ntrip MQTT

Protocol HTTP 1.1 Publish/subscribe

Middleware Str2str—NtripCaster and
NtripClient

Mosquitto
Broker and client

Programing
language

Python-based Ntrip client Paho MQTT python libraries

Underlying transport TCP/IP UDP

Quality of service
Setting

N/A QoS 0 (Pub/Sub)
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of milliseconds and several seconds in some cases. The packet losses (defined as the
latency >2 s) with Ntrip and MQTT are 30 and 21, respectively. Overall, MQTT
and Ntrip show similar performance in terms of latency and packet losses under the
4G wireless connections. It is noted that the latency results presented comprised of
4G uplink and downlink directions (i.e. round-trip), the actual latency values could
be about half, if the base station has a wired connection to the Internet.

We can further find out to what degree the MQTT protocols can meet the D2D
data exchange requirements in terms of transfer rate in Hz or milliseconds. Table 2
outlines the mean latency and reliability of data exchanges versus various transfer
latency thresholds. Results demonstrate that the mean latencies are 113 ms when

Fig. 5 CUP usage (%) comparison of Ntrip and MQTT for RTCM data transitions against the
number of incoming RTCM data streams

Fig. 6 CUP usage (%) comparison of Ntrip and MQTT for RTCM data transitions against the
number of outgoing RTCM data streams
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meeting the 1 Hz or 1 s latency requirement. The reliability of 99% is achieved for
D2D data exchange under the 4G connections in this experiment. For D2D data
exchange at the interval of 100 ms, the reliability still reaches 73%. This finding is
preliminary, showing the good potential of MQTT for D2D RTCM data exchanges.
Referring to the benchmark results by Scalagent [8], lower latency could be offered
by alternative MQTT server products.

5.3 Experiment III: Latency Performance of D2D Data
Exchanges with QoS Modes 1 and 2

In this experiment, we test the latency performance at the data transfer frequencies
of 5 and 10 Hz, with two QoS levels. Table 3 summarizes the latency data and the
number of messages that have delayed when the latency exceeds the data transfer
interval. The experimental results have also shown that the QoS 1 offers the low
latency and high reliability in the 5 and 10 Hz data transfer. The number of delayed
messages is defined as the number of the latencies outside the data interval (200 and
100 ms for 5 and 10 Hz, respectively). The results show the good potentials of
using MQTT to support V2 V and V2P safety applications. Figure 8 illustrates the

Fig. 7 Illustration of MQTT and Ntrip RTCM data delivery latency with 4G cellular internet
connections

Table 2 Latency and
reliability performance of
D2D data exchanges with
MQTT

Transfer rate
(Hz)

Mean latency
(ms)

Reliability
(%)

10 100 83.67 73.13

5 200 84.75 86.57

2 500 105.40 97.62

1 1000 113.47 99.00

0.5 2000 120.30 99.62

0.2 5000 129.45 99.90
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latency over the test period of 10 min at 10 Hz for the message size of 1000 Bytes.
It is noted that the QoS 2 option does not meet required latency performance at the
5 and 10 Hz data transfer.

6 Conclusions

The paper has reviewed the existing LBS concept, components and centralised
architecture. Most existing Location-based Service (LBS) deployments follow the
client-server architecture that enables interactive communication between server
and mobile user endpoints. There are more LBS applications that are truly
location-based but have not been paid much research and development attentions.
We have identified three time-critical professional LBS application scenarios that
require one-way communication from mobile devices to a LBS server (the appli-
cation) or a server to devices. First is location-based data streaming from static and
dynamic data sources, such as from the GNSS reference stations, smartphones and
IoT sensors. Second is location-based data distributions, such as RTCM correction
data and traffic message distributions to road users. Third is the device-to-device
location-based high-timeliness data exchanges, such as vehicle-to-vehicle (V2V),

Table 3 Summary of MQTT latency results in 5 and 10 Hz data transfer and two QoS modes

QoS
mode

Total
record

Size
(B)

Frequency
(Hz)

Latency (ms) No. of
delayed
messages

Reliability
(%)Maximum Mean

1 3000 500 5 187 55 0 100

2 3000 500 5 437 328 3000 0

1 6000 500 10 205 52 8 99.87

2 6000 500 10 500 267 5999 0.02

1 3000 1000 5 1623 59 9 99.7

2 3000 1000 5 593 306 3000 0

1 6000 1000 10 109 54 1 99.98

2 6000 1000 10 452 347 6000 0

Fig. 8 Illustration of MQTT latency at 10 Hz data transfer and QoS 1 mode with 4G connections
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vehicle to infrastructure (V2I) and vehicle to pedestrian (V2P) safety message
exchanges. The data sources are spatially widely distributed, and the data is big and
is changing fast. The numbers of users can be massive. To implement these new
applications, the LBS systems are required to support point-to-multi-point com-
munications and multipoint-to-multipoint connections and device-to-device (D2D)
communications. As a result, the LBS has been redefined and the existing archi-
tecture has been added with server-to-device and D2D data flow connections. The
publish/subscribe communication paradigm for unidirectional connections has been
introduced to support decentralised data service with low-latency and high scala-
bility. To prove the extended LBS concept for D2D data exchange, we introduce
the Message Queue Telemetry Transport (MQTT) server, which is a lightweight
publish-subscribe application protocol widely used in the IoT solutions.

Three types of experiments have been performed. The first is to demonstrate how
well the MQTT support GNSS RTCM real time data distributions, which are based
on user location updates. Results have shown that the MQTT overwhelmingly
outperforms the NTRIP Caster in delivering RTCM data in terms of CPU usage of
the network computer server. In other words, with the same hardware and network
bandwidth, the MQTT broker can support many time more connections than the
Ntrip Caster. MQTT is also tested for V2V data exchanges with cellular connec-
tions. Results show two mobile devices can exchange RTCM data at the reliability
of 99% with the latency of 1 s under 4G network connectivity. The results
demonstrate the benefit of the new LBS architecture for time and location critical
professional applications and benefits of publish/subscribe unidirectional commu-
nications to extended LBSs for massive number of applications. Further experi-
ments with MQTT have shown that the QoS 1 offers the required performance in
data transfer at the 5 and 10 Hz frequencies in terms of latency and reliability,
showing the potentials and feasibility of using MQTT to support V2X LBS
applications.
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Virtual Reference Station
(VRS) Coordinate’s Pattern of QianXun
Ground-Based Augmentation System

Xinyu Chen, Chenhao Ouyang and Junbo Shi

Abstract Since May 2016, QianXun Spatial Intelligence Inc. has launched its
Beidou ground-based augmentation system (QX-GBAS) which supports
high-precision GNSS positioning service within the national coverage. The user
first sends its approximate coordinates to QX-GBAS in the NMEA $GPGGA
format and subsequently receives 3D Cartesian coordinates of virtual reference
station (VRS) and corresponding GNSS code/phase observations encoded in the
format of RTCM. Unlike some operational province- and city-level GBASs whose
VRS coordinates received by the user equal to those NMEA $GPGGA coordinates
sent by the user, QX-GBAS does not always return VRS coordinate exactly equal to
the user-sent NMEA $GPGGA coordinates. This study then investigated the pattern
of QX-GBAS VRS coordinates in the RTCM message type 1005 and 1006,
respectively. Numerical results showed that (1) the QX-GBAS RTCM1006 coor-
dinates were equal to the user-sent NMEA $GPGGA coordinates within the range
of 0.9 m (0.03″); (2) the QX-GBAS RTCM1005 coordinates were different from
the user NMEA $GPGGA coordinates, but followed a 3′ � 3′ (latitude/longitude)
grid pattern. The outcome of this study can be beneficial for both QX-GBAS, or
other GBASs, server and users by providing more operational flexibilities and also,
protect the homeland security from possible threats.
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1 Introduction

Since May 2016, QianXun Spatial Intelligence Inc. has launched its Beidou
ground-based augmentation system (named QX-GBAS hereinafter) within the
national coverage. QianXun Spatial Intelligence Inc. takes charge of the Global
Navigation Satellite System (GNSS) reference station network construction across
the country and high-precision GNSS positioning service provision. On the one
hand, QX-GBAS has completed the construction of 1200 satellite navigation ref-
erence stations till 2016, becoming the largest ground-based augmentation system
in the world [1]. On the other hand, QX-GBAS provides authorized users with three
high-precision GNSS positioning services including Find m, Find cm and Find
mm. What’s more, QX-GBAS concurrently supports three satellite systems
including China’s BDS, US’s GPS and Russia’s GLONASS.

As for QX-GBAS high-precision GNSS positioning services, the essence is to
provide differential messages via Internet by using the principle of network RTD/
RTK positioning. The user first sends its approximate coordinates to QX-GBAS in
the National Marine Electronics Association (NMEA) $GPGGA format and sub-
sequently receives 3D Cartesian coordinates of virtual reference station (VRS) and
corresponding GNSS code/phase observations encoded in the format defined by
Radio Technical Commission for Maritime Services (RTCM) [2–4].

Unlike some operational province- and city-level GBASs whose VRS coordi-
nates received by the user equal to those NMEA $GPGGA coordinates sent by the
user [3, 5–9], QX-GBAS does not always return VRS coordinates exactly equal to
the user-sent NMEA $GPGGA coordinates [10, 11]. This study then investigated
the pattern of QX-GBAS VRS coordinates in the RTCM message type 1005 and
1006, respectively, by first making use of two groups of 1′ � 1′ (latitude/longitude)
grid data and further verified the pattern by using one group of 1° � 1° (latitude/
longitude) grid data.

Numerical results showed that (1) the QX-GBAS RTCM1006 coordinates were
equal to the user-sent NMEA $GPGGA coordinates within the range of 0.9 m
(0.03″); (2) the QX-GBAS RTCM1005 coordinates were different from the
user-sent NMEA $GPGGA coordinates, but followed a 3′ � 3′ (latitude/longitude)
grid pattern. Such virtual point and grid modes brought more flexibilities for both
QX-GBAS server and users. Moreover, through hiding the information related to
real reference stations the virtual grid mode can protect the homeland security from
possible threats.
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2 QX-GBAS High-Precision GNSS Positioning Service

2.1 Flowchart

The flowchart of QX-GBAS high-precision GNSS positioning service is presented
in Fig. 1, which contains the following five steps:

Step 1: The user receives code/phase observations and satellite ephemeris from
visible satellites, carries out code-based single point positioning to obtain
approximate coordinates.

Step 2: The user sends its approximate coordinates obtained in Step 1 to
QX-GBAS in the format of NMEA $GPGGA.

Step 3: After receiving the approximate coordinates in Step 2, QX-GBAS
generates 3D Cartesian coordinates of virtual reference station and
corresponding GNSS code/phase observations.

Step 4: QX-GBAS sends the virtual reference station coordinates and corre-
sponding GNSS code/phase observations in Step 3 to users as RTCM
message types 1005/1006 and 1074/1084/1124 (GPS/GLONASS/BDS),
respectively.

Step 5: Once getting the code/phase observations and satellite ephemeris in Step
1, VRS coordinates and VRS code/phase observations in Step 4, the user
can carry out differential positioning algorithm to obtain high-precision
user location.

2.2 RTCM Message Type

Up till 31st August 2017, QX-GBAS provides three mount points including
RTCM23 [12], RTCM30 [13] and RTCM32 [2] with specific information presented
in Table 1. The required information of using the RTCM32 mount points to con-
duct high-precision RTD/RTK positioning is shown in Table 2.

Fig. 1 Flowchart of QX-GBAS high-precision GNSS positioning service
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In the definition of RTCM V3.2, the message type of VRS coordinates is 1005/
1006, with structure depicted in Table 3. On the one hand, Message Type 1005
provides the earth-centered, earth-fixed (ECEF) coordinates of the antenna refer-
ence point (ARP) for a stationary reference station. On the other hand, Message
Type 1006 provides the same information as Message Type 1005, but additionally
provides the antenna height above a survey monument. DFXXX is the message
number of data field. The argument in parentheses is data type and data length. Data
type unit is bit, “unit” represents unsigned int; the ellipsis represents that the content
of this data field has nothing to do with this study [2, 14].

3 Experiment and Analysis

The user sends its approximate coordinates to QX-GBAS as NMEA $GPGGA and
subsequently receives virtual reference station coordinates returned from
QX-GBAS encoded in the format of RTCM. The coordinate message type is
RTCM1005/1006 transmitted via three ports (8001, 8002 and 8003) corresponding
to various reference coordinate systems. This study concerns the port 8003, i.e.
China Geodetic Coordinate System 2000 (CGCS2000). Three experiments are

Table 1 Mount points provided by QX-GBAS

Format
version

Mount point Message type (interval in unit of
second)

Satellite system

RTCM23 RTCM23_GPS 1(1), 31(1), 41(1), 3(10), 32(30) GPS

RTCM30 RTCM30_GG 1005(10), 1004-1012(1), 1033(10) GPS/GLONASS

RTCM32 RTCM32_GGB 1005(10), 1074-1084-1124(1) GPS/GLONASS/
BDS

Table 2 Required RTCM32 message types for high-precision RTD/RTK positioning

Satellite system Base station coordinates Base station observations

GPS 1005/1006 1074

GLONASS 1084

BDS 1124

Table 3 Structure of RTCM message type 1005/1006

Content Message
type

Reference
station ID

… ECEF-X … ECEF-Y … ECEF-Z Antenna
height
(1006)

DF#
(size)

002
(unit12)

003 (12
bit)

10
bit

025
(int38)

2
bit

026
(int38)

2
bit

027
(int38)

028
(unit16)
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designed to investigate the pattern of QX-GBAS VRS coordinates as shown in
Table 4.

Test #1.
The test zone is a grid whose bottom left corner is located at (30°32′00″, 114°12′
00″) and the top right corner at (30°32′50″, 114°12′50″). In the diagonal of the test
zone, choose and send coordinates of six points separated at an interval of 10″ in
latitude/longitude to QX-GBAS. The specific point distribution is depicted in
Fig. 2.
Test #2.
The test zone is a grid whose bottom left corner is located at (30°28′00″, 112°50′
00″) and the top right corner at (30°28′50″, 112°50′50″). In the diagonal of the test
zone, choose and send coordinates of six points separated at an interval of 10″ in
latitude/longitude to QX-GBAS. The specific point distribution is depicted in
Fig. 3.
Test #3.
The test zone is a grid whose bottom left corner is located at (30°00′00″, 114°00′
00″) and the top right corner at (31°00′00″, 115°00′00″). The test zone is divided
into 400 grid units at an interval of 3′ � 3′ (latitude/longitude), as can be seen in
Fig. 4 (left). Each grid unit is further divided into four areas at an interval of
1.5′ � 1.5′ (latitude/longitude) as shown in Fig. 4 (right). A random value within
the range of 1″ is added to the central point in both latitude and longitude, which

Table 4 Experiment description

Test # Grid range Sample interval # of samples

1 (30°32′00″, 114°12′00″)
!(30°32′50″, 114°12′50″)

10″ � 10″ 6

2 (30°28′00″, 112°50′00″)
!(30°28′50″, 112°50′50″)

10″ � 10″ 6

3 (30°00′00″, 114°00′00″)
!(31°00′00″, 115°00′00″)

(3′ + random_value < 1″)
�(3′ + random_value < 1″)

2041

Fig. 2 Simulated user
location distribution of Test
#1
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results in four independent points within each quarter marked as ABCD. In Test
#3, there are a total of 2041 points, 441 points on the grid and 1600 points within
the grid.
Test #1 As shown in Fig. 2, six simulated user locations represented as yellow

triangles were sent to QX-GBAS, and the corresponding VRS coordi-
nates as RTCM1006 were received. A coordinate transformation process
was carried out to obtain the VRS coordinates as BLH being consistent
with the user-sent NMEA $GPGGA coordinate form. The results listed
in Table 5 told that QX-GBAS RTCM1006 coordinates were equal to
the user-sent NMEA $GPGGA coordinates within the horizontal range
of 0.9 m (0.03″), whereas the height difference was within the range of
0.003 m.

Fig. 3 Simulated user
location distribution of Test
#2

Fig. 4 Simulated user location distribution of Test #3
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Test #2.
As shown in Fig. 3, six simulated user locations represented as yellow triangles
were sent to QX-GBAS, and the corresponding VRS coordinates as RTCM1005
were received. A coordinate transformation process was carried out to obtain the
VRS coordinates as BLH being consistent with the sent NMEA $GPGGA coor-
dinates. The results listed in Table 6 told that QX-GBAS RTCM1005 coordinates
were not equal to the user NMEA $GPGGA coordinates in neither horizontal nor
vertical directions.

On the one hand, the samples #1, 2, 3 corresponded to the same horizontal
coordinate (30°27′00.00″, 112°50′59.98″) whereas #4, 5, 6 to the other horizontal

Table 5 Coordinate analysis of QX-GBAS RTCM1006 (height unit: m)

Sample # 1 2 3 4 5 6

User-sent $GPGGA
coordinates (BLH)

(30°32′
00.00″
114°
12′
00.00″
30)

(30°32′
10.00″
114°
12′
10.00″
30)

(30°32′
20.00″
114°
12′
20.00″
30)

(30°32′
30.00″
114°
12′
30.00″
30)

(30°32′
40.00″
114°
12′
40.00″
30)

(30°32′
50.00″
114°
12′
50.00″
30)

QX-GBAS-returned
RTCM1006
coordinates (BLH)

(30°32′
00.00″
114°
11′
59.98″
30.002)

(30°32′
10.00″
114°
12′
9.98″
30.002)

(30°32′
20.00″
114°
12′
19.97″
30.002)

(30°32′
30.00″
114°
12′
29.98″
30.002)

(30°32′
40.00″
114.12′
39.98″
30.002)

(30°32′
50.00″
114°
12′
49.97″
30.002)

Coordinate differences
(DB, DL, DH)

0.00″
0.02″
−0.002

0.00″
0.02″
−0.002

0.00″
0.03″
−0.002

0.00″
0.02″
−0.002

0.00″
0.02″
−0.002

0.00″
0.03″
−0.002

Table 6 Coordinate analysis of QX-GBAS RTCM1005 (height unit: m)

Sample # 1 2 3 4 5 6

User-sent $GPGGA
coordinates (BLH)

(30°28′
00.00″
112°50′
00.00″
30)

(30°28′
10.00″
112°50′
10.00″
30)

(30°28′
20.00″
112°50′
20.00″
30)

(30°28′
30.00″
112°50′
30.00″
30)

(30°28′
40.00″
112°50′
40.00″
30)

(30°
28′
50.00″
112°
50′
50.00″
30)

QX-GBAS-returned
RTCM1005
coordinates (BLH)

(30°27′00.00″, 112°50′59.98″,
35.303)

(30°30′00.00″, 112°50′59.98″,
36.562)

Coordinate
differences (DB, DL,
DH)

1′
00.00″
−59.98″
−5.303

1′
10.00″
−49.98″
−5.303

1′
20.00″
−39.98″
−5.303

−1′
30.00″
−29.98″
−6.562

−1′
20.00″
−19.98″
−6.562

−1′
10.00″
−9.98″
−6.562
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coordinate (30°30′00.00″, 112°50′59.98″). On the other hand, the vertical differ-
ences were separated by *1.2 m. Note that the QX-GBAS-based user coordinates
should be further dealt with by the horizontal coordinate transformation and height
fitting process, respectively, to derive the local plane and height coordinates.
Therefore, the constant height discrepancies (−5.303 and −6.562 m) shown in
Table 6 were not further analyzed in this study.

Test #3.
Simulate 2041 points as user locations and send them as $GPGGA to QX-GBAS,
a total of 3466 returned RTCM coordinates were received among which 569 were
received as RTCM1006, 37 as RTCM1005, 1430 as both RTCM1005 and
RTCM1006.

Firstly, Fig. 5 (left) illustrated the point distribution of 1999 RTCM1006 coor-
dinates where the blue circle represented user-sent $GPGGA coordinates and the
red pentagrams represented returned RTCM1006 coordinates. Figure 5 (right) gave
an amplified area. It was quite clear that RTCM1006 coordinates were very close to
the user-sent NMEA $GPGGA coordinates, i.e. with differences no more than
0.9 m (0.03″). Similar to the analysis in Test #2, the vertical coordinate case was
not analyzed in this study.

Secondly, Fig. 6 presented the point distribution of 1467 RTCM1005 coordi-
nates where the blue circle represented user-sent $GPGGA coordinates and the red
pentagrams represented returned RTCM1005 coordinates. All 1467 points were
located on grid points by a resolution of 3′ � 3′ in the partition as divided in Fig. 4.
These 1467 simulated user locations could be further divided into two categories,
i.e. 356 on the grid and 1111 within the grid.

On the one hand, as shown in Fig. 7 (left), blue circles represented 356 user-sent
on-the-grid $GPGGA coordinates and the red pentagrams represented 356 returned
RTCM1005 coordinates. Amplify an arbitrary grid unit, as was shown in Fig. 7
(right). It was identified that RTCM1005 coordinates were very close to the
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Fig. 5 Point distribution of 1999 (left) and an zoom-in (right) on-the-grid $GPGGA and
RTCM1006 coordinates
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user-sent $GPGGA coordinates by no more than 0.9 m (0.03″) in the horizontal
direction.

On the other hand, as can be seen from Fig. 8 (left), the blue circle represented
1111 user-sent within-the-grid $GPGGA coordinates and the red pentagrams rep-
resented 1111 returned RTCM1005 coordinates. By a comparison between these
two types of coordinates, it could be found that all coordinate differences fell within
the range of 1′30″ in both latitude and longitude as shown in Fig. 8 (right). Taking
both 356 on-the-grid points shown in Fig. 7 and 1111 within-the-grid points in
Fig. 8 into consideration, all 1467 returned RTCM1005 coordinates were located at
the nearest grid point by a resolution of 3′ � 3′ as divided in Fig. 4.
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Fig. 7 Point distribution of 356 (left) and an zoom-in (right) on-the-grid $GPGGA and
RTCM1005 coordinates
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4 Conclusion

This paper first presents the flowchart of QX-GBAS based high-precision GNSS
positioning. The user first sends its approximate coordinates to QX-GBAS in the
NMEA $GPGGA format and subsequently receives 3D Cartesian coordinates of
virtual reference station and corresponding GNSS code/phase observations encoded
in the format of RTCM. This study investigated the pattern of QX-GBAS VRS
coordinates in the RTCM message type of 1005 and 1006, respectively, by first
making use of two groups of 1′ � 1′ (latitude/longitude) grid data and further
verified the pattern by using one group of 1° � 1° (latitude/longitude) grid data.

Some conclusions have been summarized based on three tests:

(1) The QX-GBAS RTCM1006 coordinates were equal to the user-sent NMEA
$GPGGA coordinates within the range of 0.9 m (0.03″);

(2) The QX-GBAS RTCM1005 coordinates were different from the user-sent
NMEA $GPGGA coordinates, but were located at the nearest grid point by a
resolution of 3′ � 3′ as divided in Fig. 4.

The outcome of this study can be beneficial for both QX-GBAS server and users.
First, the gird pattern applied for the virtual reference stations can keep coordinates
and GNSS observations of real reference stations confidential, and thus protect the
homeland security from possible threats. What’s more, the grid pattern could reduce
the high computational burden once more users concurrently connect to the server.
Second, whenever QX-GBAS broadcasts VRS coordinates in either 1005 (virtual
grid) or 1006 (virtual station) mode, there is no need of operational changes for the
user’s device.
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Fig. 8 Point distribution of 1111 (left) and an zoom-in (right) within-the-grid $GPGGA and
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A Novel Fingerprinting Method of WiFi
Indoor Positioning Based on Weibull
Signal Model

Zheng Li, Jingbin Liu, Zemin Wang and Ruizhi Chen

Abstract A number of indoor positioning systems based on WiFi fingerprinting
were reported thanks to advantages of this method, such as low cost and extensive
availability. The Bayesian fingerprinting method needs learn the radio map of
probability distribution of WiFi signal strengths over the space of interest through a
training phase. Traditionally, the histogram method was used for calculating
probability distribution, and it required an adequate number of WiFi samples, which
caused a long time taken in the training phase. This study first analyzes the temporal
variation of WiFi received signal strength indication (RSSI) at a specific location,
and proposes the Weibull signal model for representing the probability density of
temporal variation of WiFi RSSI observables. Then, in the positioning phase, the
Weibull-based probability density is utilized for Bayesian estimation to resolve the
positioning solution. This method is proposed to reduce the required number of
RSSI samples for learning probability distribution, and hence improve the effi-
ciency of fingerprinting database training. This method is implemented on Android
commodity smartphone, and is evaluated in office building environments.
Experiment results show that this method reduces the work loading of fingerprinting
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training due to less samples required, and the positioning accuracy is enhanced by
21–35% up to different building environments, compared to the histogram based
method even in which more samples are used.

Keywords WiFi � Indoor positioning � Smartphone positioning
Fingerprint matching � Received signal strength indication (RSSI)
Weibull signal model

1 Introduction

With the increasing demand for location-based services (LBS) especially Indoor
Positioning [1], and the rapid development of WiFi communication technology, the
WiFi based indoor positioning technology has become a research hotspot [2].
Outdoors people can use the current more mature GNSS and other technologies to
locate, but in a complex indoor environment, the positioning accuracy of these
technologies is not high enough to meet the needs of indoor positioning [3]. At
present, indoor positioning methods mainly include wireless networks, infrared,
Bluetooth, ultra-wideband, RFID and pedestrian trajectory estimation PDR, etc. [4].
Among them, the WiFi Based Indoor Positioning technology has strong
anti-jamming capability, fast communications, easy access to RSSI measurements
and other characteristics, as well as the widespread use of WiFi communication
module on smart phone makes wireless indoor location using WiFi into a low cost
and easy to implement technology [5, 6]. Therefore, in-depth study on the WiFi
based indoor positioning technology has very important scientific significance and
engineering value [4].

Domestic and Foreign Scholars have proposed many WiFi based indoor posi-
tioning approaches. Such as, Time Difference of Arrival (TDOA), Direction of
Arrival (DOA), Phase of Arrival (POA), Time of Arrival (TOA) and so on are
based on WiFi signals [7, 8]. However, these approaches require additional hard-
ware and cannot know the true coordinate information of the wireless access point
(AP), and there are problems such as poor scalability and long positioning time [9,
10]. In contrast to these approaches, WiFi Based Indoor Positioning Technologies
that using RSSI measurements of WiFi only rely on the most common smartphone
and wireless network resources available today, are easy to implement and
cost-effective. So now the WiFi based indoor positioning technologies is mostly
using RSSI measurements. The RSSI based indoor positioning algorithm is divided
into triangulation algorithm and fingerprinting algorithm [11]. The principle of
triangulation algorithm is to determine the coordinate information of at least three
APs first, and then use the signal propagation model to convert the RSSI mea-
surements received by the mobile terminal into the distance from the mobile ter-
minal to the APs. The distances from the mobile terminal to the APs can compute
the position of the mobile terminal [12]. However, this algorithm is seriously
obstructed by the indoor environment, but also extremely dependent on the signal
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propagation model which cannot be defined exactly, so the accuracy and stability
are limited and cannot be used widely.

Superior to triangulation algorithm, fingerprinting is characterized by identifying
the location of the signal features so that it has less interference with the indoor
environment and does not depend on the signal transmission model, does not need
to know the AP location [4], etc. Fingerprinting algorithm works in two phases: The
first phase is fingerprint training phase [13], which is mainly used to establish the
RSSI fingerprint database of the targeted area to be located in advance, but this
phase will cost a large amount of computing resources and human resources; The
second phase is matching positioning phase [13], the location of the mobile ter-
minal estimated by comparing the real-time RSSI measurements received by the
mobile terminal with the RSSI fingerprints in the fingerprint database. Therefore,
the positioning accuracy depends largely on the quality of the RSSI fingerprint
database [14]. It can be seen that the efficiency and quality of the fingerprint
database training are the key to the algorithm.

The algorithm in this paper optimizes these two phases respectively: During
fingerprint training phase, the algorithm in this paper proposes the Weibull signal
model to proximate the RSSI probability distribution. This model can fit the
probability density function very close to the true distribution of RSSI under a
limited sample size [15]. Moreover, it only needs to store the parameters of the
Weibull signal model when establishing the fingerprint database, and the collection
efficiency is also improved under the condition of ensuring the data quality of the
fingerprint database, which can greatly save computation and human resources.
During matching positioning phase, the algorithm in this paper is improved on
Bayesian theorem and Histogram Maximum Likelihood algorithm. According to
the RSSI measurements of each AP received by the smart phone in real time, the
distribution of each AP is modeled using the Weibull signal model to calculate the
probability of occurrence of the received RSSI measurements in real time. Then the
maximum likelihood estimation to estimate positioning results. The experiments on
smartphones show that the proposed algorithm outperforms the traditional Bayesian
position estimation algorithm in accuracy. Because the algorithm in this paper is not
integrated with PDR or other localization sources [16], only WiFi fingerprinting,
thus the positioning accuracy is not the best. Future fusion with other localization
sources such as PDR can obtain better positioning results [16, 17].

2 The Fingerprinting Method Based on RSSI

Location fingerprinting is mainly based on the database of target features to iden-
tify, the process of positioning can be divided into fingerprint training and matching
positioning [13, 18, 19].
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2.1 Fingerprint Training Phase

The first phase is offline fingerprint training phase, the main work is to set a number of
reference points in the targeted area, and use the smartphone to collect the received
signal characteristic parameter data (such as RSSI measurement, etc.) from multiple
APs at each reference point. And these parameters together with the position coor-
dinates of the point as a set of data stored in the database. This set of data is a location
fingerprint, which is also referred to as a location fingerprint point [3].

2.2 Matching Positioning Phase

The second phase is online matching positioning phase. Using the smartphone
received the same signal parameters stored at the positioning point, and then use the
corresponding matching algorithm to determine which fingerprint data in the fin-
gerprint database is the most similar. And then use the most similar set or groups of
fingerprint data corresponding to the correlation calculation, which can be used to
estimate the actual user location [3].

At present, there are two types of deterministic algorithms and probabilistic
algorithms [20]. The deterministic algorithm is relatively simple and the current
applications are more extensive, such as the Nearest Neighbor algorithm (NN),
K-Nearest Neighbor algorithm (KNN), weighted K-Nearest Neighbor algorithm
(WKNN) [21], etc. These algorithms use the Euclidean Metric definition in signal
space to understand the minimum distance mapping in RSSI signal space as the
minimum distance in physical location. When online positioning, the smartphone
receives a set of RSSI measurements and calculates the shortest distance from the
RSSI measurements of the same AP in the fingerprint database [22]. The Nearest
Neighbor algorithm (NN) outputs the position coordinates of the fingerprint point
with the shortest distance solution as a positioning result; K-Nearest Neighbor
algorithm (KNN) is finding the nearest neighbor fingerprint point of K (K > 2),
which is the position coordinates of the smallest K fingerprint points of the shortest
distance and obtains the positioning result; Weighted K-Nearest Neighbor algo-
rithm (WKNN) optimization based on K-Nearest Neighbor algorithm, which is to
find the nearest neighbor fingerprint point of K (K > 2) and multiply the coordi-
nates of each fingerprint point by a weighting coefficient obtains positioning result
[21, 22]. Since WiFi signals that are susceptible to interference indoors, the signal
space of the RSSI measurement of WiFi is not a one-to-one mapping relationship
with the physical location [23], therefore, the accuracy of the deterministic algo-
rithm is limited, while the probabilistic algorithm is better in positioning accuracy.
In general, the Bayesian position estimation algorithm is superior to the Weighted
K-Nearest Neighbor algorithm (WKNN) [23]. The algorithm proposed in this paper
is based on the Bayesian fingerprinting algorithm in probabilistic algorithm.
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3 Bayesian Position Estimation Based on Weibull Signal
Model

The algorithm proposed in this paper is based on the Bayesian Position Estimation
method in probabilistic algorithm and proposes some improvements to the existing
problems in the algorithm, which improves the algorithm’s efficiency and posi-
tioning accuracy. In this paper, we optimize the fingerprint training phase and
matching positioning phase of Bayesian probabilistic algorithm.

3.1 Fingerprint Database

In the conventional Bayesian fingerprinting algorithm’s fingerprint database, the
RSSI probability of all APs received at each fingerprint point are stored [24, 25]. In
the conventional Bayesian algorithm, the probability of a RSSI measurement Xn

between the reference point Ri and the AP Am can be expressed as:

P AmXnjRið Þ ¼ Yxn
Ni

ð3:1Þ

where Yxn is the number of occurrences that the RSSI measurement Xn appeared in
the training data set of the ith fingerprint point. Here Ni is the total number of
training samples collected at the ith fingerprint point. The entire fingerprint database
is expressed as:

D ¼ R1;R2; . . .;Rw½ � ð3:2Þ

where W is the total number of the fingerprint points in the target area. In addition,
in order to improve the computation process and weaken the RSSI measurements of
signal strength singularity, a bin-based solution is adopted. When the conventional
algorithm established the fingerprint database to 10 dB for a range of signal
strength measurements RSSI by 30–100 divided into 7 ranges, plus 0–30 dB for a
single range, a total of 8 ranges, each range can be regarded as a bin. In this way,
the probability distribution of each AP is recorded by bin as a unit of the fingerprint
database. When positioning, according to the received RSSI measurements to find
the corresponding bin acquisition probability of each received AP [15]. In the
conventional Bayesian algorithm, at the ith fingerprint point, the probability of the
RSSI measurements within the bin Bn for AP Am can be expressed as:

P AmBnjRið Þ ¼
Xj�En

j[En�1

Yxj
Ni

ð3:3Þ
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where En�1 and En are the left and right edges of bin Bn respectively. Yxj stands for
the number of occurrences that the value of the RSSI measurement appeared within
the range of (En�1, En]. All the RSSI measurements in the bin Bn are cumulated for
counting the probability.

3.2 Modelling Fingerprints with the Weibull Signal Model

In this paper, we introduce the Weibull Signal Model to proximate the RSSI
probability distribution of all APs received at each finger point. The Weibull
function is a traditional method for modelling the signal strength of radio propa-
gation [26]. The probability density function can be expressed as:

pdf x; k; k; hð Þ ¼ k
k

x� h
k

� �k�1

e�
x�h
kð Þk ð3:4Þ

While the cumulate distribution function can be expressed as:

F xð Þ ¼ 1� e�
x�h
kð Þk ð3:5Þ

where X is the variable of the function, K is the shape parameter, kis the scale
parameter, and h is the shift parameter [15].

The parameters of the Weibull Signal Model can be estimated with a limited
number of RSSI sample measurements. The Model parameters (k, K, h) can be
calculated with [27, 28]:

K ¼ STD
ln 2ð Þ ; 1:5�K� 2:5 ð3:6Þ

k ¼
2 � Kþ 0:15ð Þ STD\2

STD � K þ 0:15ð Þ2� STD� 3:5
3:5 � Kþ 0:15ð Þ STD[ 3:5

8<
: ð3:7Þ

h ¼ �O� k � C 1þ 1
k

� �
ð3:8Þ

�O ¼ 1
n

Xn
i¼0

Oi ð3:9Þ

STD =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼0

Oi � �Oð Þ2
s

ð3:10Þ
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where �O is the mean value of the RSSI measurements set Oi, STD the standard
deviation. C is the gamma function. The term K þ 0:15ð Þ is an approximation of the

expression 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 1þ 2

k

� �� C2 1þ 1
k

� �q
when 1:5�K� 2:5 [15].

Therefore, the distribution probability of each possible RSSI measurement in the
fingerprint database can be expressed as:

P xð Þ ¼ F xþ 0:5ð Þ � F x� 0:5ð Þ ð3:11Þ

Fingerprint database with the Weibull signal model, we can calculate the
probability of occurrence of any RSSI measurement. Considering the computational
efficiency, the RSSI measurements are still rounded to an integer. The probability
for each bin in the fingerprint database can be generated as:

P ¼
Zxþw

x

f xð Þdx ¼ F xþwð Þ � F xð Þ ð3:12Þ

where w is the width of the bin, x is the RSSI value at the left edge of bin. In theory,
the target area can be represented by a set of Weibull signal model that simulate the
distribution of RSSI measurements. Each Weibull signal model has three param-
eters representing the probability distribution of the RSSI measurements between an
AP Am and a smartphone at a fingerprint point Ri. The size of the target area can be
reduced in this case because it just requires storing three parameters for each vector
between an AP and a fingerprint point.

3.3 Fingerprinting Method with the Weibull Signal Model

Fingerprinting method with the Weibull Signal Model just requires storing three
parameters for each vector between an AP and a fingerprint point when creating the
fingerprint database, and the data amount can be greatly reduced in this method.

The matching positioning dynamically divides the bin based on the Weibull
signal model according to the RSSI measurement of each AP received in real time.
Therefore, this paper compares the following three algorithms: The conventional
Bayesian fingerprinting algorithm with static bin (Histogram); The fingerprinting
algorithm based on Weibull signal model with static bin (Weibull-bin); The fin-
gerprinting algorithm based on Weibull signal model with dynamic calculation
probability (Weibull-pdf).

The fingerprinting algorithm in this paper is the use of Bayesian theory and
Histogram Maximum Likelihood algorithm [29]. The principle is to use the con-
ditional probability model for location fingerprinting and Bayesian inference
mechanism to estimate the position of the smartphone [30], Also called Bayesian
probability algorithm, the basic principle can be expressed as:
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p xjyð Þ ¼ p yjxð Þp xð Þ
p yð Þ ¼ pðyjxÞp xð ÞP

x02X pðyjx0Þp x0ð Þ ð3:13Þ

where x is a fingerprint point in the fingerprint database, y is the RSSI measure-
ments of the AP received by the smartphone at the anchor point, p xjyð Þ is the
probability that the anchor point is the fingerprint point x when the RSSI mea-
surement is y, p yjxð Þ is the probability that the RSSI measurement is y at the
fingerprint point x, p xð Þ is the probability of a fingerprint point, usually does not
consider the difference between the fingerprint points, the default is the fingerprint
point equal probability, p yð Þ is the RSSI measurement occurs the full probability,
usually the default AP is mutually independent. From Eq. (3.13), we know that
when the value of p xjyð Þ is the maximum means that the probability of the fin-
gerprint point x occurring when the RSSI value received at the anchor point is y is
the maximum. That is the best match with the anchor point can be used as posi-
tioning results output. Therefore, the Bayesian probability algorithm is to find the
maximum p xjyð Þ, x is the positioning results at this time, the formula can be
expressed as:

x̂ ¼ argmax xp xjyð Þ ð3:14Þ

In order to obtain the maximum value of p xjyð Þ, we know that p xð Þ and p yð Þ are
the same at each finger point by the Bayesian theory formula. The maximum value
of p xjyð Þ can be transformed into solving maximum value of p yjxð Þ, the meaning of
which is the probability of the RSSI measurements of each AP received at the
fingerprint point x. Since each AP is independent, it just figuring out the probability
product maximum value of the RSSI measurements of each AP, the formula can be
expressed as:

x̂ ¼ argmax x

YnMAC

j¼1

p yjjx
� � !

ð3:15Þ

where x is a fingerprint point in the fingerprint database; yj is the RSSI measure-
ments of the jth AP received by the smartphone at the anchor point. Therefore, the
conditional probability product of all the APs at each fingerprint point is calculated.
The maximum probability is found according to the Histogram Maximum
Likelihood algorithm, and the corresponding fingerprint point is the positioning
result.

Different from the conventional fingerprinting method, the dynamic calculation
probability method takes into account the uncertainty of RSSI measurements and
may change within a certain range, is to +5 dB and −5 dB to the RSSI measure-
ments of the AP received in the positioning phase. And then we can dynamically
obtain the possible range of RSSI measurements and then calculate the probability,
which can more accurately obtain the probability of occurrence of an AP. The
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probability of RSSI measurements of all APs received at the anchor point can be
expressed as:

P xð Þ ¼
Zxþ 5

x�5

f xð Þdx ¼ F xþ 5ð Þ � F x� 5ð Þ ð3:16Þ

where x is the RSSI value of the AP Am received by the smartphone at the
fingerprint point Ri. The three parameters required by the Weibull signal model
have been stored in the fingerprint database to model the probability distribution of
the RSSI measurements between an AP Am and a smartphone at a fingerprint point
Ri and then calculates the probability value of the range in real time and dynami-
cally. This is the fingerprinting algorithm based on Weibull signal model with
dynamic calculation probability method proposed in this paper.

4 Experiments and Results

In this experiment, the average error and root-mean-square error (RMS) of the
position results of the three algorithms are compared respectively in different actual
scenarios.

4.1 Experimental Environment and Process

The experiment expressly selected two experiment field, has verified the wide
applicability of the proposed algorithm in various environment. The two experiment
are conducted respectively on the second floor and the fourth floor of the office
building of our laboratory, both of which are 53 m * 73 m in size. The sketch map
is shown in Fig. 1

Fig. 1 Second floor and forth floor plan
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The red part in the figure is the experimental area that we selected in the public
areas such as the lobby and the corridor on the second and fourth floors, 56 and 35
fingerprint points were respectively collected by grid map at the intervals of 2–3 m.
The scanning frequency of RSSI measurements of a set of WiFi signals was col-
lected by 2–3 s at each fingerprint point and 30 sets of sample data were collected
to establish the fingerprint database. Subsequently, we randomly selected 43 and 20
points in two experimental areas, measured and recorded the true coordinates of
these experimental points. At each experimental point collected 5 sets of RSSI
measurements with the same sampling frequency at different times. In this way,
there are 215 and 100 sets of data for testing in two experimental areas respectively
to compare the positioning accuracy of different algorithms (Tables 1 and 2).

4.2 Experimental Results and Analysis

We use three algorithms to calculate the positioning coordinates of all the experi-
mental points, and compared with the true coordinates recorded to calculate the
average error and root-mean-square error (RMS) of each algorithm. We also plotted
the error distribution graph of three algorithms and the probability Cumulative
Distribution Function (CDF) of the positioning error (Figs. 2 and 3).

It can be seen from the positioning error distribution graph and the cumulative
probability distribution of error graph that when the collected data of fingerprint
database of the conventional Histogram algorithm (red line) and the Weibull-bin
algorithm (blue line) are the same, the positioning mean error and RMS of
Weibull-bin algorithm has improved. In the same way, the positioning accuracy of
the Weibull-pdf algorithm (green line) also significantly better than the Weibull-bin
algorithm. As can be seen from the positioning error distribution graph, the green
line is obviously lower than the blue line and the red line, that is, the Weibull-pdf
algorithm has the best positioning result. By the cumulative probability distribution
of error graph analysis, the second and fourth floor of the Weibull-pdf algorithm
positioning results were 60 and 70% of the positioning error is less than 2 m, the

Table 1 The error contrast
of three algorithms on the
second floor

Histogram Weibull-bin Weibull-pdf

RMS 3.27 2.9 2.59

Mean error (m) 2.59 2.25 2.03

Max error (m) 11.15 11.15 9.12

Table 2 The error contrast
of the three algorithms on the
fourth floor

Histogram Weibull-bin Weibull-pdf

RMS 2.87 2.61 1.86

Mean error (m) 1.96 1.79 1.37

Max error (m) 10.15 10.15 4.32
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other two algorithms only about 50 and 60% of the positioning error is less than
2 m. When the cumulative probability of positioning errors is 95%, the positioning
errors of Weibull-pdf algorithm are 5.22 and 3.63 m respectively on the second and
fourth floors, while the other two algorithms of the positioning errors is only 5.81
and 5.45 m, 6.3 and 6.18 m, obviously the Weibull-pdf algorithm proposed in this
paper has the highest accuracy.

In general, the three algorithms in the experiment have some points with larger
error, while the third algorithm is obviously better than the first two algorithms. The
mean error of this new algorithm is 2.03 and 1.37 m respectively in the two actual
scenes on the second and fourth floors, and 90 and 98% of the positioning errors are
within 4 m. In addition, the RMS values of the proposed algorithm in this paper and
the conventional Histogram algorithm are respectively improved 20 and 30% in

Fig. 2 The positioning error and cumulative probability distribution of the three algorithms on the
second floor

Fig. 3 The positioning error and cumulative probability distribution of the three algorithms on the
fourth floor
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different scenarios. It shows that the new algorithm proposed in this paper not only
improve the positioning accuracy but also improve the collection and calculation
efficiency of the fingerprint database.

5 Conclusions

Nowadays, the application of WiFi in indoor positioning has been paid more and
more attention by researchers. The algorithm proposed in this paper is based on the
Bayesian Position Estimation method with RSSI measurements of WiFi, which
optimize the fingerprint training phase and matching positioning phase respectively.
During fingerprint training phase, the algorithm in this paper proposes the Weibull
signal model to proximate the RSSI probability distribution which can greatly save
computation and human resources. The contradiction between large sampling
statistics and fingerprint collection efficiency is solved well. During matching
positioning phase, the method of calculating the probability dynamically is more
flexible to obtain the positioning result. The algorithm proposed in this paper not
only improve the positioning accuracy but also improve the collection and calcu-
lation efficiency of the fingerprint database. Therefore, the new algorithm in this
paper has a good prospect of scientific research and application.
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Development and Assessment of GNSS
Online Differential Data Processing
System Based on HNCORS

Yaozong Zhou, Cuilin Kuang, Shaohua Dou and Ziping Liu

Abstract This article first introduced the architecture, data processing flow, data
processing strategies and data processing results of HNCORS GNSS online dif-
ferential data processing system, and then analyzed the precision, repeatability and
stability of the system by processing the GNSS data of datum stations and measured
stations. Finally, based on the simulation deformation monitoring experiment, the
feasibility of system application in deformation monitoring was discussed in this
article. The experimental results showed that the repeatability and stability of the
system is high, which can provide cm or mm level positioning services for Hunan
Province GNSS users. What’s more, the system has broad application prospects in
deformation monitoring.

Keywords HNCORS � Online differential data processing system
Positioning services accuracy � Deformation monitoring

1 Introduction

The GNSS online data processing system is the product of Internet and GNSS
high-precision data processing technology, and its appearance greatly simplifies the
way of high-precision positioning service, which makes high-precision positioning
service more convenient and flexible. According to the GNSS data processing
modes, the GNSS online data processing systems can be divided into two types,
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which are GNSS online PPP data processing system and GNSS online differential
data processing system [1, 2]. Compared with the GNSS online PPP data pro-
cessing system, the GNSS online differential data processing system relies on
CORS network, which can provide more accurate and reliable positioning services.
Nowadays, there are several mature GNSS online differential data processing
systems abroad, such as SCOUT and OPUS in the United States, AUSPOS in
Australia, ASG-EUPOS in Poland, and PositioNZ-PP in New Zealand. All these
systems can provide cm or mm-level positioning service to GNSS users [3–8].
Many domestic scholars also tried the development work of GNSS online differ-
ential data processing system. Back in 2007, Zhang et al. used Internet technology,
database technology and Bernese5.0 software to develop the internet-based auto-
matic GPS data processing system (Auto-Bernese) [9]. In 2011, for the complexity
of GPS high-precision data processing software, Han et al. developed the GPS
network data automatic processing system based on Bernese GPS (AUTO-BGPS)
[10]. In recent years, Ye, Hong and Huang also made relevant researches [11–14].

China is a large country of GNSS promotion and application, and there are many
CORS networks in China, such as the Crustal Movement Observation Network of
China (CMONOC) and city CORS networks, but the mature and open GNSS online
differential data processing system based on these networks cannot be found.
Therefore, based on Hunan CORS (HNCORS) GNSS data and Bernese5.2 software
[15], this study used Perl programming language and WEB programming language
to develop an open regional GNSS online differential data processing system for
GNSS users in Hunan Province. Then through rigorous data processing experi-
ments, the service performance of the system was tested and analysed from time
and space dimensions. Finally, the feasibility of the system application in defor-
mation monitoring was verified through simulation deformation monitoring
experiments.

2 System Architecture and Data Processing Flow

This system is deployed on DELL PowerEdge R930 server. The operating system
platform is Debian 8.8. The deployment work is mainly divided into three parts:
WEB front-end system setup, back-end high-precision GNSS data automatic pro-
cessing system setup and back-end front-end system docking. The WEB front-end
system mainly realizes the functions of GNSS user registration, login and man-
agement, also provides a platform for GNSS users to upload GNSS RINEX data
and download data processing results. Figure 1 is the schematic diagram of WEB
platform. The main function of the back-end system is to automatically process
GNSS data with high precision, also including the function of archiving data
results, updating antenna information and periodically clearing files. The data
processing flow of the system is shown in Fig. 2. The specific data processing
procedures are as follows:
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1. After the GNSS users submit the RINEX data to WEB front-end server through
WEB front-end system, the back-end system downloads the users RINEX data
from WEB front-end server according to the task lists, analyzes the data quality
of the users RINEX data by using anubis software, and generates the data
quality analysis report.

2. The back-end system calls the Bernese data processing engine (secondary
development of the Bernese 5.2 software), then the Bernese engine downloads

Fig. 1 Schematic diagram of
WEB platform
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the SP3, CLK and ERP files from IGS data center to prepare orbit and clock.
After that, the Bernese engine calculates the approximate coordinates of the user
stations by pseudo-range single-point positioning.

3. According to distance, network structure and reference stations data quality, the
Bernese engine selects 3 reference stations from reference station database based
on the approximate coordinates of user stations. The reference station database
of this online system is HNCORS datum station database, which includes more
than 110 evenly distributed stations, and the average distance between these
stations is about 50 km. Figure 3 is the site distribution of these stations.

4. According to the GNSS data of user and reference stations, the Bernese engine
calculates the user station ITRF2008 coordinates through data preprocessing,
float solution, ambiguity fixed solution and final network solution, then converts
the ITRF2008 coordinates into CGCS2000 coordinates.

5. The back-end system summarizes and archives the data quality analysis and data
processing results, uploads the summary results to the WEB front-end server,
and notifies the users that the processing task has been completed by email.
Afterwards, the GNSS users logs into WEB front-end system to download and
view detailed results.

Fig. 3 Site distribution of reference station database
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3 System Data Processing Strategies and Results

At present, the system can only process dual frequency data files. It is recom-
mended that the GNSS users submit standard RINEX2 or RINEX3 data files to the
system for processing. The system data processing strategies is shown in Table 1,
and the system will select the appropriate IGS data product type based on the
observation time of user station GNSS data.

The system results mainly include two modules, one is the data quality analysis
report and the other is the data processing result report. According to satellite space
time distribution, cycle slip, signal-to-noise ratio, multipath and other indicators, the
system generates the data quality analysis report by using the anubis software to
analyse user station GNSS data, and this report can fully reflect the quality of user
data. The data processing result report is relatively rich, including IGS data product
type, reference station selection information, user station CGCS2000 coordinates,
coordinate accuracy information and so on. Figure 4 is the diagram of reference
station selection.

4 System Positioning Service Performance Assessment

4.1 CORS Datum Station Data Testing

4.1.1 Hours Solution Results

The daily GNSS observation data of station CDHS (Changde) and CSKC
(Changsha) was selected from HNCORS datum station database, and the selected
observation period was day 291 of 2017. The gfzrnx software was used to split the

Table 1 GNSS data processing strategies

Processing parameters Processing parameter values

Satellite orbit, clock and earth
rotation parameters

IGS ultra-rapid/rapid/final

Nutation model IAU2000R06

Subdaily pole model IERS2010XY

Planetary ephemeris DE405

Elevation cutoff angle 10°

Sample rate of solutions 30 s

Phase center variations PCV.I14

Ionospheric delay Dual-frequency correction

Tropospheric delay GMF model correction

Ambiguity solution Quasi-ionosphere-free (QIF) ambiguity resolution
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2 station daily data, and the time length of segment results was 1, 2, 3… 24 h. Then
we submitted the 48 segment result files to the online system for solution, and got
the series of three-dimensional coordinates. Finally, the coordinate differences
between three-dimensional coordinates series and HNCORS reference values were
calculated, and the differences were converted to N, E and U direction. Figure 5
gives the bias of Hours solution results. The figure shows that the N, E and U
direction positioning biases of station CDHS and CSKC decrease obviously with
the increase of time length. When the time length is one hour, the positioning
deviations of station CDHS and CSKC reach mm level.

Fig. 4 Schematic diagram of
reference station selection
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4.1.2 Daily Solution Results

The daily GNSS data of station CDHS and CSKC was selected from HNCORS
database, and the data period was day 291 to 310 of 2017. Then we submitted the
selected data to the system for solution to obtain the coordinates time series of
station CDHS and CSKC. Finally, we compared the coordinates time series with
reference values, and the compared results are shown in Fig. 6. The IGS Rapid
(IGR) products are used after day 308 in Fig. 6. From Fig. 6, we can see that the N
and E direction positioning biases of daily solution can reach mm level, and the U
direction positioning deviation is slightly larger, reaching 1 cm. The single-day
time series of station CDHS and CSKC is stable, and has good repeatability.

4.1.3 Multi-station Solution Results

The daily GNSS data of 20 evenly distributed stations was selected from HNCORS
database. The selected observation periods are named period 1 (day 291 of 2017)
and period 2 (day 300 of 2017). The site distribution of the selected station can be
found in Fig. 7.The selected data were submitted to the system for solution, and the
differences between single day solution results and reference values were calcu-
lated. The calculated results of period 1 and 2 are shown in Fig. 8a, b. In Fig. 8, the
colour of the point indicates the U direction positioning deviation. The length of
the arrow represents N and E direction positioning bias. The three arrows in the
lower-left corner respectively indicate 6, 4 and 2 mm N and E directions posi-
tioning deviation. According to this, we can determine the specific value of N and E
direction positioning deviation. Figure 8 shows that the N and E direction
positioning biases of 20 selected stations are in mm level, and the U direction
positioning biases of several stations is slightly larger, up to 2 cm.
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Fig. 6 Daily positioning results of station CDHS and CSKC
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Fig. 7 Site distribution of experimental data

Fig. 8 Spatial distribution of the daily positioning result
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4.2 Measured Data Testing

4.2.1 Data Acquisition

On the rooftop of Grammar Building at Central South University, two sets GNSS
data acquisition equipment (GNSS receiver and antenna) were installed for GNSS
data collection. The two station names were set as CSUB and CSUR. The receiver
type is “Trimble NetR9”. The antenna types are “TRM55971.00 NONE” and
“TRM55971.00 DOME”, respectively. The data sample interval is 30 s. The ele-
vation cut-off angle is 0°. The data collection time is from October 21 to November
9 in 2017. Figure 9 shows the diagram of experimental field.

4.2.2 Hours Solution Results

We selected the GNSS data of CSUB and CSUR, and the selected observation date
was day 294 (October 21) of 2017. The daily GNSS data of station CSUB and
CSUR was split into segment files, and the time length was 1, 2, 3 … 24 h. To get
the series of hour solution coordinates, the 48 segment data files were submitted to
the online system for solution. The coordinate differences between hour solution
coordinates and reference values (average of 20-day solution coordinates) were
calculated, and the deviations were converted to N, E and U direction. Figure 10
gives the time series of N, E and U direction positioning bias. The reason for the

Fig. 9 Experimental field of
station CSUB and CSUR
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gradual convergence of the CSUR station time series in Fig. 10 is that the multipath
effect of the CSUR station is more serious. The results of Fig. 10 show that with the
increase of time length, the U direction positioning biases of station CSUB and
CSUR decrease obviously first, and then tend to be stable within 1 cm. Compared
with the U direction results, the N and E direction positioning bias are much
smaller, which are stable within 1 cm after the time length reaching 3 h.

4.2.3 Daily Solution Results

We selected 20 days GNSS data of station CSUB and CSUR, and its observation
period was from day 294 of 2017 to day 313 of 2017. To get the daily solution
coordinates, all selected daily data was processed by the system. Compared the
daily solution coordinates with reference values (average of 20-day solution
coordinates), we got the positioning biases, which were plotted in Fig. 11. The IGR
products were used after day 308 in Fig. 11. Figure 11 shows that the repeatability
of station CSUB and CSUR daily solution results is well, and the N, E and U
direction positioning deviations are within 6 mm.
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Fig. 11 Daily positioning result of station CSUB and CSUR
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Fig. 10 h solution results of station CSUB and CSUR
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5 Simulation Deformation Monitoring

5.1 Data Collection

On the rooftop of Grammar Building at Central South University, another set GNSS
data collection equipment (receiver + mobile base + antenna) was installed to
collect the GNSS data. The station name was set as CSUM. The receiver type is
“Trimble NetR9”. The antenna type is “TRM55971.00 NONE”. The data sample
interval is 30 s. The elevation cut-off angle is 0°. The data collection time is from
October 21 to November 9 in 2017. Figure 12 is the schematic diagram of
experimental field. The position of GNSS antenna was shifted according to Table 2.

Fig. 12 Experimental field of
station CSUM

Table 2 Antenna position of
station CSUM

Date Antenna
position (mm)

Date Antenna position
(mm)

N E U N E U

Oct 21 0 0 0 Oct 28 0 0 0

Oct 22 5 5 5 Oct 29 −10 10 10

Oct 23 10 10 10 Oct 30 −20 20 20

Oct 24 15 15 15 Oct 31 −10 10 10

Oct 25 10 10 10 Nov 01 0 0 0

Oct 26 5 5 5 Nov 02 0 0 0

Oct 27 0 0 0 Others 0 0 0
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5.2 Data Processing and Results Analysis

We selected 13 days GNSS data of station CSUM. The start and end observation
dates are October 21 (day 294 of 2017) and November 02 (day 306 of 2017) in
2017. The daily selected GNSS data was split into 24, 12, 6 and 3 h by using gfzrnx
software, and then we submitted all segment data files to the online system for
solution. We got the solution coordinates of all segment data files first. Then we
selected 7 days GNSS data of station CSUM, and the observation date is from
November 03 to November 09. we calculated the reference coordinate (average of
7-day solution coordinates) by submitting the 7 day GNSS data to the online
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Fig. 13 Simulation results of deformation monitoring
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system for processing. Finally, the biases between the solution coordinates and
reference coordinates were calculated, also the biases were converted to N, E and U
direction. The final calculated results were plotted in Fig. 13.

Figure 13 shows that the N and E direction positioning results of station CSUM
have been well when the time length is 3 h, which can well trace N and E direction
deformation signals. The U direction positioning results of CSUM station are
slightly worse, but it basically reflects the trend of deformation signals.

6 Conclusions

In this paper, the system architecture, data processing flow, data processing
strategies and data processing results of HNCORS GNSS online differential data
processing system were introduced firstly. Then through CORS datum station data
testing and measured data testing, the positioning accuracy, repeatability and reli-
ability of the system were analyzed in detail. Finally, based on simulation defor-
mation monitoring experiment, the feasibility of system application in deformation
monitoring was discussed. In the last, we got the following conclusions:

1. The CORS datum station solution results have good repeatability and high
precision. The N, E and U direction positioning deviations of station CDHS and
CSKC are all within 1 cm when the time length is one hour. The daily solution
positioning biases of all tested stations are within 1 cm in E and U directions,
and the U direction positioning deviations of all tested stations are less than
2.5 cm.

2. The measured data solution results also have good repeatability and high pre-
cision. The N and E direction positioning deviations are about 1.5 cm when the
session length is one hour, and the U direction positioning deviations are
slightly larger, about 5 cm. The N, E and U direction positioning deviations of
single day solution results are in mm level.

3. The N and E direction positioning results of the system have been well when the
time length is 3 h, which can well trace N and E direction deformation signals.
The U direction positioning results of the system are slightly worse, but it
basically reflects the trend of deformation signals.

Based on the above conclusions, authors believe that the system can provide cm
or mm level positioning services for Hunan Province GNSS users, and has broad
application prospect in deformation monitoring. Of course, there are some defi-
ciencies in the system. For example, the U direction positioning accuracy of the
system is relatively poor, which can be improved by refining the tropospheric delay
correction model.

Acknowledgements Foundation item: National Natural Science Foundation of China
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A Robust Turn Detection Algorithm
Based on Periodic Signal Identification

Yu Chen, Haiyong Luo, Fang Zhao, Wenhua Shao and Qu Wang

Abstract Turn detection can be widely used in location navigation, user behavior
identification, and scene awareness. Accurate real-time identification of pedestrian
turns contributes to improving the accuracy of positioning navigation accuracy and
scene awareness. Considering the problem of the insufficient accuracy and
robustness of the existing turn detection algorithm, this paper proposes a turn
detection algorithm based on periodic signal recognition, which effectively solves
the misjudgment caused by the periodic swing of user walking. The algorithm
collects the acceleration sensor and the gyro sensor data in real time and calculates
the angular velocity of the rotation in the vertical direction by multiplying the
vertical gravitational acceleration unit vector by the gyro sensor data. In this paper,
fast Fourier transform (FFT) is used to identify and eliminate periodic interfering
signals generated by user walking, only keeping the non-periodic signal generated
by user walking (such as turning). By integrating the vertical angular velocity data
in the sliding window to obtain the angle change value of the user walking within a
certain period of time, and the threshold value is compared to realize the accurate
identification of the turning behavior. In order to adapt to the user’s turn size and
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the turn speed, the algorithm also proposes a corner detection method based on
multi-sliding window. The experiment results show that the proposed algorithm has
higher accuracy and lower power consumption than other algorithms which based
on GPS and electronic compass. The algorithm can realize the accurate identifi-
cation of the turning behavior of the mobile phone in various positions of the user,
and has good robustness. The accuracy of turning recognition can reach 93% and
the average power consumption is about 60 mW.

Keywords Turn detection � Scene awareness � Signal recognition
Multi-sliding window � High accuracy � Low power consumption

1 Introduction

Turn detection can be widely applied for positioning and navigation, scene
awareness, user behavior recognition [1] and other areas. Accurately identify turns
often can optimize the local details, significantly improve the overall performance.
For example, in the process of constructing a map by the SLAM (Simultaneous
localization and mapping) algorithms, an accurate turning position is crucial [2].
When positioning, the turn detected could assist calibration using the map [3].
Besides, the step size can be estimated by measuring and counting the distance
between two turns detected and the number of steps. Robust and accurate algorithm
of turning detection has wide application prospect and research value in traffic
pattern recognition, indoor topology mining [4] and other fields. However, the
existing algorithms of turn detection cannot meet the demand.

With the application of GPS (Global Position System) [5], high judging accuracy
of turn detection could be easily achieved. But it has been proved ineffective in
indoor situations. The other usual way is detecting turning using lightweight sen-
sors which have acceptable precision and wild application scenes. But when people
put the phone in the pants pocket or take it in the hands of swinging, this cycle will
produce a significant influence on the angle, leading to the misjudgments.

In this paper, a turn detection algorithm based on periodic signal identification is
proposed. By calculating the vertical gravitational acceleration unit vector, the
angular velocity in the direction of the gravity could be obtained to achieve the turn
detection in various postures. In order to adapt to the user’s different turn size and
the turn speed, the algorithm also proposes a turn detection method based on
multiple sliding windows. In addition, the algorithm uses FFT (fast Fourier trans-
form) [6] to identify and remove human walking wobble that produces periodic
signals, remaining aperiodic turning signals. Thereby algorithm is able to improve
the accuracy and robustness and realize the accurate identification of turn when
putting the terminal in the pants pocket, in the hands swinging back and forth, and
in other complex dynamic scenes.
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The paper is organized as follows: In Sect. 2, the related research is introduced.
Section 3 describes the system framework. In Sect. 4, details are described.
Section 5 uses some experiment to verify the performance and reliability of the
algorithm. Finally, Sect. 6 is conclusions and future work.

2 Related Work

The existing turn detection algorithms mainly use GPS, electronic compass or
inertial sensors. The GPS-based algorithm [7] uses continuously acquired coordi-
nates to detect the turn by observing relative changes in position. This kind of
technology does not apply to indoor scenes, having the larger delay and higher
power consumption. The use of electronic compass [8, 9] has the advantage of low
power consumption, but susceptible to interference caused by ferromagnetic
material misjudgment in the indoor environment [10].

In [11], the acceleration sensor and gyroscope are used to determine whether or
not turn occurs by calculating the integral of the angular velocity of the device
z-axis in the flat end attitude. This way needs to maintain a fixed attitude to the
device so that practicality is subject to great restrictions. In order to realize the turn
detection of the device in various gestures, the angular velocity calibration value is
obtained from the accumulated data in [12]. Then the difference is calculated with
the collected angular velocity and calibration value, and compared with the
threshold to judge the turning. In [13, 14], the gyroscope and the acceleration sensor
are used to estimate the unit gravitational acceleration vector through the sliding
window. The angular velocity of turn is calculated by projecting original angular
velocity value to the direction of the unit gravitational acceleration vector, and the
turn detection is realized by computing the integration of it. This algorithm can
adapt to the various gestures of the device, but when the user walks with the device
in the pants pocket or in the hands of swing back and forth, such algorithms tend to
misjudge the angle change of cyclical swing movement into a turn. Machine
learning methods can also be used to determine the turn [15], such as the hidden
Markov model [16].

Different from the above algorithms, this paper uses FFT-based periodic signal
recognition technology, identifying and eliminating user periodic motion signals
and retaining aperiodic signals during the process of turning. So, the action of
turning could be identified accurately and robustly when the device in a variety of
complex postures.
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3 System Overview

In this section, the framework of the turn detection system is introduced. This
system can be deployed and used on smartphones. The whole system applies the
hierarchical architecture. The data is transported between adjacent layers during
processing. The system architecture is shown in Fig. 1.

The system encapsulates the captured data into a frame format for the parent
module processing through mobile phone’s own sensor. Referring to [17], the
gravitational acceleration calculation module uses an algorithm that dynamically
adjusts the value of gravitational acceleration by analyzing variance. The periodic
signal rejection removes the angular deflection caused by walking and preserves the
aperiodic signal (such as turn signal) to ensure that the calculated angle is the angle
of the turn. The fast and slow turn detection module will process the data and
transform the result to the upper layer. The judgment module will combine the
results of two modules and make a decision. It always accepts a quick turn and
judges whether the slow turn is caused by a quick turn. Eventually, the result will be
added up to the counter module.

Turn detection algorithm based on periodic signal identification is shown in
Fig. 2.

GyroscopeAccelerometer

Frame feature 
extraction

Gravity vector 
estimation

Periodic signal 
rejection

Sharp turn 
detection

Slow turn 
detection

Discrimination
Fig. 1 The architecture of
robust turn detection system
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4 Turn Detection

4.1 Gravitational Unit Vector Estimation Based on Sliding
Average

It’s necessary to determine the data used in algorithm refer to vertical gravity
direction of the local geographical coordinate system while turning as the user
carries the phone in the various gestures (flat, vertical, inclined). To this end, gyro
data collected in phone coordinate system (carrier coordinate system) should be
projected to the direction of gravity to calculate the user’s the rotation angular
velocity relative to the vertical direction.

The gravity is estimated by calculating the variance of the angular velocity
within a frame. If the variance is large, the current state of the phone is unstable and
the mean value of the acceleration will be used to approximate the acceleration of
gravity. While the variance is small means that the current state of the phone is
relatively stable, the acceleration of this frame will be used to approximate gravity
acceleration. The gravitational acceleration obtained in this way is more sensitive
and reliable.

Algorithm Detect Turns
Input: windowAccs , windowGyrs
Output: Judgment Result

1:  function DetectTurn( windowAccs , windowGyrs ) 
2:  for all frameAccs , frameGyrs ∈ windowAccs , windowGyrs do
3:   GetAngle( , )frame frameAngle Angle Accs Gyrs← +
4:    end for
5:     if thresholdAngle Angle<  then 
6: return True
7:     else
8:         return False
9:     end if

10: end function
11:
12: function GetAngle( Accs , Gyrs ) 
13:     Mean( )meanAcc Accs←
14:     var Variance( )ianceAcc Accs←
15: varGetGravity( , )meanGravity Acc Acc←
16:     for all Gyr Gyrs∈ do
17:         gravityGyr ← * * *x x y y z zGyr Gravity Gyr Gravity Gyr Gravity+ +
18:     end for
19: FFT( )freqData Gyrs←

20: Length( )freqlen Data←
21:     while / 2i len< do
22:         if i threshold>  then 
23:             [ ] 0freqData i ←

24: [ ] 0freqData len i− ←

25:         end if
26:     end while
27:     iFFT( )freqGyrs Data←

28:     *Sum( )result interval Gyrs←
29:     return result
30: end function

Fig. 2 Turn detection algorithm based on periodic signal identification
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After gaining the gravitational acceleration, the acceleration can be decomposed
into vertical and horizontal directions. Vertical component of the angular velocity
can be obtained by dividing the dot product of angular velocity and gravitational
acceleration by the modulus of gravitational acceleration, as shown in Eq. (1)

where g! is the gravitational acceleration obtained in the current frame, xi
�!

is the
angular velocity in the i-th sampling period of the current frame, and xi-vertical is the
vertical component.

xi-vertical ¼ xi
!� g!

g!�� �� ¼ xix � gx þxiy � gy þxiz � gzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2x þ g2y þ g2z

q ð1Þ

4.2 Turn Judgment

The system can get the angular velocity around the direction of gravity by calcu-
lating the gravity, that is, the angular velocity of the user’s rotation. Integrate this
angular velocity to obtain an angle of rotation within a frame. The cumulative
multi-frame angle value is the sum of the angles of rotation for a period of time. As
shown in Eq. (2), where hsum is the angle within a window (n frame), hframe is an
intra-frame angle and xi-vertical is the angular velocity around gravity in the i-th
sampling period of the current frame, T is a frame length.

hsum ¼
Xn
i¼1

hframe ¼
Xn
i¼1

ZT
0

xi-vertical dt ð2Þ

Algorithm set an angle threshold for turning. If the sum of the calculated angles
reaches or exceeds the threshold, it may be considered that a turn has occurred at
this time. But the turn is not an instantaneous action, may be over a period of time
the angle exceeds the threshold. At this time, a turn could be counted several times.
For this reason, the algorithm sets a flag that is initially set to a non-turn state. When
the system detects the angle and exceeds the set threshold, it is taken into the corner
and set to be marked as turning. Thereafter angle exceeds the threshold value will
not be considered to occur a bend until the angle is less than the threshold value.
After that, the flag will be reset and waits for a new bend to occur. In this way, the
system will get the exact number of turns. The threshold is obtained by taking
the mean of the minimum value of the angle of the turn and the maximum value of
the angle of the error.

In fact, the calculated angle may fluctuate near the threshold, leading to mis-
judgment of the turn. The algorithm sets a fixed interval time and it is considered
the end of the turn and reset the mark when the angle less than threshold reached
this length.
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4.3 Fast Turn and Slow Turn

Fast turn corresponds to the turn that finishes in a short period while the slow one
corresponds to the turn which costs longer or has not obvious range. The algorithm
applies multiple sliding windows to calculate the sum of the angles over consec-
utive time periods to detect the turns with different speed.

The algorithm builds a fixed sliding window. This window converses the angle
of several consecutive frames. The oldest frame of data in the window will be
removed before adding a new frame to the window. Meanwhile the window slides
and the data updates. Each time window slides, the sum of angles in window will be
calculated, used to judge occurrence of turn.

The system sets up several different windows, short window for detecting fast
turns, and long window for detecting slow turns. If you only keep a short window,
slow turn longer than the short window length will lead to the angle of the window
in the cumulative value does not meet the threshold, missing the judgment of
turning. Only keeping a long window will also cause the wrong result when several
turns occur because the long window will accumulate all the angles within the
window, so the system can only detect zero or one corner, resulting in missing
quickly turn.

As turns occurred in short window could be captured by the long window
redundantly, system will always count turns in short window. If the short window
doesn’t detect turn while the long window does, this turn will also be recorded.

4.4 Periodic Signal Identification Based on FFT

When the user places the device in the pocket or takes it in his hand, the device will
swing with the body periodically, resulting in a deviation from the calculated angle
and inaccurate results of the turn identification. The system preprocesses the data
before calculating the angle to resolve the problem.
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Take the sum angle of 0.1 s and draw the graph (as shown in Fig. 3). Observing
the picture, the change of angle caused by walking is a periodic signal, whose
frequency is about 1 Hz.

The target turn signal is a non-periodic signal. The algorithm uses the fast
Fourier transform to transform the signal into the frequency domain to eliminate the
wobble signal caused by walking and retain the aperiodic turn signal, see Eq. (3).
By plotting the walking swing frequency signal (shown in Fig. 4) and the turning
frequency signal (as shown in Fig. 5), it is confirmed that the periodic signal
generated from walking is indeed a component of about 1 Hz. b

k
is the angle in the

kth 0.1 s, representing frequency domain component of the nth point after the
discrete Fourier transform.

an ¼
XN�1

k¼0

bke
i2pN kn n ¼ 0; . . .;N � 1 ð3Þ

Comparing the frequency domain characteristics of the two signals, it is found
that setting a window function can filter the angle effect caused by the swing. The
algorithm multiplies the signal by the window function to preserve the aperiodic
signal and eliminating the wobble signal generating from walking, as shown in
Eqs. (4) and (5). wðnÞ is the rectangular window, an represents the frequency
domain component of the nth point after the discrete Fourier transform, and kn
represents the frequency domain component after the periodic signal is removed.

wðnÞ ¼ RMðnÞ ¼ 1; 1� n�M � 1
0; other

�
ð4Þ

kn ¼ an � wðnÞ ð5Þ

And then the frequency domain signal will be transformed back to the time
domain using the inverse Fourier transform, so as to remove the human walking
swing caused by the angle changes and get more accurate identification. The
simulation results of the angle that eliminates periodic signal in 0.1 s are shown in
Fig. 6.
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5 Experiment Results and Analysis

The experiments evaluated the performance of the entire system and verified the
accuracy of the algorithm. There were a number of representative scenes, including
indoor laboratories and outdoor roads, and a variety of commonly used transports,
such as bicycles, buses, and subways to ensure the universality of the experiments.
The devices used in the experiments are Huawei Mate 8 and Nextbit Robin. In
addition, the experiments compared the performance of the traditional turn detec-
tion algorithm proposed in [18] which could recognize indoor and outdoor scenes
and in this paper.

5.1 Evaluate Turn Detection Algorithm Performance When
Walking

The experiment shows the performance of the periodic signal elimination algorithm
by contrast. The location of the walking experiment is in the laboratory of the
Chinese Academy of Sciences. There are two walking routes, one is a straight
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corridor and the other is a square aisle, respectively, corresponding to the walking
postures of going straight and turning.

The purpose of the straight-line experiment is to show the performance of the
algorithm by comparing the magnitude of the angular offset caused by the swing.
We experimented with different walking speeds and always kept the phone in a
swinging state. In the normal walking speed (about 1.2 m/s), it takes about 90 s to
finish the whole process. And then walk with a slow walking speed (about 0.8 m/s),
it takes about 135 s to complete. And finally, it takes about 72 s in the faster speed
(about 1.5 m/s). In the experiment, we set the length of the short window to 3.84 s.
The window slides every 0.1 s and counts the angle values in the window at this
time.

Experiments compare the results of the algorithm proposed in this paper and the
one used in [18] of indoor and outdoor recognition which doesn’t eliminate the
periodic oscillation signal rotation detection algorithm experiment results. The
resulting image is shown in Fig. 7.

Observing the simulation results obtained in Fig. 7, we find that the data after
eliminating the error still have negative deviation. This deviation is generated from
the human body that produces a small twist, rather than the inherent deviation of the
sensor. In this experiment, the phone is placed in the right pocket. If placed in the
left one, there would be a positive deviation. The experimental data is shown in
Tables 1 and 2.

The experiment’s result shows that the wobble angle is smaller and the variance
is significantly reduced. The angular deflection gets more stable.

The test of the turning path also takes a different walking speed, similar to the
straight-line experiment. We have completed 10 trajectories of the walk, each one
includes four corners.

Experiment is simulated using the collected data, including both clockwise and
counterclockwise situations. The simulation results are shown in Figs. 8 and 9.

In the experiment, the test included 40 turn trajectories and 40 straight trajec-
tories. The state of walking was considered, including detours, walking slashes, and
so on. Tables 3 and 4 are the results.
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Table 1 Result of turn detection algorithm in [18] when walking on straight path

Walk speed Average angle (°) Max angle (°) Probability of sum
angle less than 20° (%)

Slow −10.60 −35.26 74.1

Normal −14.42 −34.33 73.7

Fast −18.08 −42.45 52.0

Table 2 Results of turn detection algorithm based on periodic signal identification when walking
on straight path

Walk speed Average angle (°) Max angle (°) Probability of sum
angle less than 20° (%)

Slow −10.19 −33.17 87.6

Normal −8.28 −33.51 91.3

Fast −5.31 −25.69 93.7
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The results show that the algorithm could reduce the angle deviation caused by
the wobble signal while preserving the turning characteristics, improving the
accuracy of the turn detection.

5.2 Evaluate Turn Detection Algorithm Performance
on Transports

The experiments are carried out on different transports such as bicycles, buses, and
subways, verifying the accuracy and robustness of the algorithm.

The procedure is as follows: Open the device’s turn detection application and
place it in the pocket or hold it. Record the detected turns and actual turns each
time. Finally, organize the data. The experimental data is shown in Tables 5 and 6.

The result shows that the accuracy of the recognition is acceptable and the
sliding window works in the turning recognition of various vehicles.

5.3 Algorithm Complexity Analysis

Step-by-step analysis of the overall complexity of the algorithm will be illustrated
in this part. The time complexity of estimating the gravity acceleration algorithm is

Table 3 Result of turn
detection algorithm in [18]
when walking on ring path

Walk
speed

Detection
number

Right
number

Accuracy (%)

Slow 80 73 91.3

Normal 80 72 90.0

Fast 80 71 88.8

Table 4 Results of turn
detection algorithm based on
periodic signal identification
when walking on ring path

Walk
speed

Detection
number

Right
number

Accuracy (%)

Slow 80 75 93.8

Normal 80 78 97.5

Fast 80 78 97.5

Table 5 Huawei Mate 8’s
experiment data of different
transports

Transport Detection
number

Correct
number

Accuracy (%)

Bicycle 32 31 96.9

Bus 12 12 100

Metro 12 12 100
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OðnÞ. The complexity of calculating the angular velocity and integrating the angle
is Oð1Þ. The time complexity of using the fast Fourier transform to filter the
periodic signal is Oðn logðnÞÞ. As a result, the time complexity of the whole system
is Oðn logðnÞÞ.

The system needs to be initialized before running. The first 5 s is used to
estimate the gravity. Then collect the original data, sampling cycle set to 10 ms.
Data of total 12.8 s is needed to eliminate periodic oscillations of human walking.
When the system is running, the data collected in 1.28 s will be encapsulated into a
frame. Then sum angle of 3 frames and 20 frames is calculated, judging the
occurrence of turning.

Record the running time after each sampling through debugging tool. The
average time required to run the algorithm is about 57.5 ms.

5.4 Power Consumption

Power monitor [19], which is an energy consumption tracking devices, was used to
detect the use of various resources when the application is turned on. In addition,
users can also install the PowerTutor on Android device to get an idea of the power
consumption. We recorded the power consumption of two devices in different
scenarios and calculated their mean values. The results are shown in Table 7.
Application’s power consumption is less than 60mW during the test according to
the data.

6 Conclusion

In this paper, a robust turn detection algorithm based on periodic signal rejection is
proposed because the existing algorithm will be influenced by the swing when
device put in the pocket or held in the hand. The algorithm could detect the turn of a

Table 6 Nextbit Robin’s
experiment data of different
transports

Transport Detection
number

Correct
number

Accuracy (%)

Bicycle 32 32 100

Bus 12 12 100

Metro 12 12 100

Table 7 Power consumption Device Power consumption (mW)

Nextbit Robin 57.6

Huawei Mate 8 59.2
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variety of transports and the fast turn of person. Fast Fourier transform is applied to
identify and eliminate wobble signals caused by walking and multiple sliding
windows are applied to adapt to user’s turn size and turn speed. Serval experiments
proved the feasibility of the algorithm and accuracy.

There are some details to continue to optimize later. At present, the algorithm
only applies to the fast turn when detecting the turn of person, unable to detect the
slow one. In this case, the turn signal is periodic and rather similar to the walking
signal. If using the current algorithm, the turn signal will be recognized as the swing
caused by walking. The algorithm still has space for improvement.
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The Indoor Localization Algorithm
for Combination of Signal Strength
and Anti-disturbance

Wanqing Liu, Juqing Zhang, Guanwen Huang, Ge Wang
and Zhen Zhang

Abstract Signal strength of indoor location is easily influenced by environment,
multipath refraction and human disturbance. Considering the characters that long
distance propagation of signals is more likely to be influenced by more reflection
and multipath effects than short distance propagation, an anti-interference indoor
localization algorithm is proposed in this paper. Firstly, the RSSI perturbation of
long distance is filtered by setting threshold. Then, based on the principle of tri-
lateration locating and selecting weight iteration (IGG), the coordinates are esti-
mated. Finally, a practical example of indoor localization is given. The comparison
test calculation is carried out by the positioning software developed independently
on the Android platform. The results show that the method presented in this paper
improves the location accuracy and has a certain anti-disturbance ability.
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1 Introduction

With the progress of society, a variety of intelligent systems have become the goal
and direction of people’s pursuit, such as smart home, intelligent buildings, intel-
ligent parking. Positioning technology is the basis of various intelligent systems. At
present, including GPS, GLONASS, BEIDOU and GALILEO, GNSS positioning
technology has been quite mature, and the application is also very common [1, 2].
However, due to the characteristics of the signal, GNSS is only suitable for outdoor
non occlusion areas [3]. Therefore, Because of the weak signal in the room, it is
difficult to use method of GNSS to locate, indoor positioning technology has
become the focus of research in recent years.

Since people began to study indoor positioning technology, there have been
many indoor positioning techniques and algorithms, such as pseudolite, infrared,
ultrasound, Bluetooth radio frequency identification, ultra wideband, ZigBee, Wifi
and so on [4]. According to the need to measure the distance between nodes in the
process of positioning, it can be divided into two categories: ranging method and
range-free method [5, 6]. Indoor positioning method based on RSSI is a kind of
ranging positioning method, it mainly records the signal strength value from the
anchor node. Use signal propagation model to obtain the distance between anchor
nodes and blind nodes. On this basis, the measurement edge positioning method is
used to calculate the location information of blind nodes [7, 8]. This method has
been widely used because of its simple positioning algorithm, low cost and high
accuracy. However, the indoor environment is relatively closed, the positioning
equipment is easily affected by temperature, humidity, pressure and so on, In
addition, signals are susceptible to furniture, room obstructions and personnel
walking during the propagation process, which makes the signal multiple reflections
and signal unstable, and influences point positioning accuracy. Scholars at home
and abroad have put forward many improved algorithms. For example, Shi gives a
spatial compensation model, in order to compensate the error caused by the anchor
node and the blind node which is not in the same plane [9]. The localization
algorithm of indoor mobile targets in RSSI wireless sensor networks is prone to
interference and fluctuation, in document 10, the method proposed in this paper is
to improve the accuracy of indoor positioning by iteratively iterating the measured
data [10]. And Shi established the phase transition matrix, he proposed an improved
RSSI multidimensional scaling indoor positioning algorithm [6]. In terms of
parameter determination of signal propagation model, Hu and Ni, they fit param-
eters by BP neural network method. On this basis, six point centroid positioning
algorithm is proposed to replace the algorithm of three point location, in order to
continue to improve the positioning accuracy [11]. Considering signal propagation
characteristics, and long range propagation is more likely to be affected by more
reflection and multipath effects than near distance propagation, firstly, the long
distance RSSI value is filtered by setting threshold to ensure the quality of distance
acquisition, on this basis, the algorithm in this paper is based on the principle of
three side positioning, disturbances such as obstacles and personnel walking are
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considered as outliers, it is expected to improve the positioning accuracy by using
IGG method with strong robust ability [12, 13].

2 RSSI Positioning Principle

2.1 Distance Calculation

There is a Bluetooth signal propagation model [9, 11]:

RSSI ¼ A� 10n � lgðdÞ ð1Þ

where RSSI is the signal strength, A is the signal strength at 1 m from Bluetooth n is
a signal attenuation factor, it refers to the attenuation rate of the signal in a particular
environment, its value is related to a particular environment, d is the geometric
distance between beacon point and Bluetooth point. In the ideal environment, the
attenuation of signal intensity follows the log normal distribution about distance
[14]. But in the actual environment, due to the influence of multipath effect, there is
a large deviation between the estimated distance from the measured value of the
measured signal and the real distance.

In order to determine A and signal attenuation factor n, this usually requires
signal acquisition in the experimental environment, then the least square principle is
used to solve the parameters. Suppose there are m observations:

RSSI1 ¼ A� 10n lgðd1Þ
RSSI2 ¼ A� 10n lgðd2Þ

..

.

RSSIm ¼ A� 10n lgðdmÞ

8>>><
>>>:

ð2Þ

The corresponding error equation is:

V ¼ Bx̂� l ð3Þ

where:

l ¼ RSSI1 RSSI2 � � � RSSIm½ �T ; x̂ ¼ A; n½ �T ;

V ¼ v1 v2 � � � vm½ �T ; B ¼
1 �10 lgðd1Þ
1 �10 lgðd2Þ
..
. ..

.

1 �10 lgðdmÞ

2
6664

3
7775

Parameters A and n can be obtained by the principle of least squares
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x̂ ¼ ðBTPBÞ�1BTPl ð4Þ

After determining the parameters of propagation model, the distance between
two nodes can be obtained by formula (1):

d ¼ 10
A�RSSI
10n ð5Þ

The differential method is used to deal with the above formula, and the use of
error propagation can be obtained as follows:

m2
d ¼

d lnð10Þ
10n

� �2

ðm2
A þð10n lg dÞ2m2

n þm2
RSSIÞ ð6Þ

md represents the distance calculation precision in the formula, mA, mn, mRSSI

represent the precision of parameters A, n, and signal intensity RSSI respectively.
It can be seen that, the accuracy of m2

d is proportional to the distance d between
two points, the longer the distance is, the lower the distance precision is obtained by
the signal intensity RSSI. In order to explain further, the signal acquisition of 30 s
was carried out every meter in an experimental environment, the signal intensity
value is obtained by filtering the data by Gauss filter. According to formula (2)–(4),
the strength and distance relation can be fitted.

As it can be seen from Fig. 1, when A and signal attenuation factors n are
determined, the signal intensity gradually slows with the increase of distance. When
the distance reaches a certain degree, RSSI will approximate to a certain fixed value,
therefore, in order to ensure the precision of distance calculation, a threshold can be
set to remove the distance beyond the threshold.
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2.2 Positioning Principle

xs; ysð Þ, it is assumed to be blind nodes, xi; yið Þ, i ¼ 1; 2; . . .;m, they are anchor
nodes around them, li is the plane distance between anchor nodes, xi; yið Þ, and blind
nodes. According to the principle of measurement edge positioning:

ðxs � x1Þ2 þðys � y1Þ2 � l21 ¼ 0
ðxs � x2Þ2 þðys � y2Þ2 � l22 ¼ 0

..

.

ðxs � xmÞ2 þðys � ymÞ2 � l2m ¼ 0

ð7Þ

In order to eliminate the two term, it is easy to solve the problem, then these
m� 1 equations are subtracted from the first, these formulas can be properly
arranged [15]:

ðx2 � x1Þxs þðy2 � y1Þys ¼ ½l21 � l22 � ðx21 þ y21Þþ ðx22 þ y22Þ�=2
ðx3 � x1Þxs þðy3 � y1Þys ¼ ½l21 � l23 � ðx21 þ y21Þþ ðx23 þ y23Þ�=2

� � � � � �
ðxm � x1Þxs þðym � y1Þys ¼ ½l21 � l2m � ðx21 þ y21Þþ ðx2m þ y2mÞ�=2

ð8Þ

Order G ¼

ðx2 � x1Þ ðy2 � y1Þ
ðx3 � x1Þ ðy3 � y1Þ

..

. ..
.

ðxm � x1Þ ðym � y1Þ

2
66664

3
77775 h ¼ 1

2

l21 � l22 � ðx21 þ y21Þþ ðx22 þ y22Þ
l21 � l23 � ðx21 þ y21Þþ ðx22 þ y22Þ

� � �
l21 � l2m � ðx21 þ y21Þþ ðx2m þ y2mÞ

2
6664

3
7775

Ẑ ¼ ½x̂s; ŷs�T

So the least square principle can be used to solve the problem

Ẑ ¼ ðGTPGÞ�1GTPh ð9Þ

P is a weighted matrix corresponding to the compound observation vector h.

3 Trilateration Location Method Based on Robust
Estimation

In indoor environment, the signal will be affected by people walking, furniture
blocking and so on, these make the signal produce multiple refraction, these affect
distance and positioning accuracy. considering the uncertainty of this disturbance,
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here we can regard it as an anomaly error, IGG method is used to calculate the
coordinate of positioning points, and the effect of signal disturbance on positioning
results is expected to be weaken.

Weight selection iteration is a commonly used and effective robust estimation
method, it is a method to resist and weaken the influence of outliers on positioning
accuracy by reducing the weight of the abnormal observations [12, 16–19]. In this
paper, the IGG robust estimation method is adopted, and the specific process is as
follows:

(1) The unknown parameters are solved by using the (9) formula, calculate
observation correction.

V ¼ GẐ � h ð10Þ

(2) Calculate equivalent weight matrix, �Pk ¼ diag �pk1
�

; �pk1. . .�p
k
m�1

�

pki ¼
pii ~vki

�� ��\1:5r
pii

~vkij jþC
1:5r� ~vki

�� ��
0 ~vki

�� ��� 2:5r

8><
>: \2:5r ð11Þ

In the formula [16–19], C is a small amount relative to ~vki
�� ��, ~vki is the corrected

number after standardized treatment, and ~vki ¼ vki
r

ffiffiffiffiffiffiffi
Qvivi

p , r ¼ med vij j=0:6745.

(3) Solving unknown parameter Ẑ
k
by iteration, until Ẑ

k � Ẑk�1
��� ���\e,

Ẑk ¼ ðGTP
k
GÞ�1GTP

k
h ð12Þ

4 Experimental Test and Result Analysis

In order to facilitate the experiment, we use java to write the positioning algorithm
on the Android platform, and install the software on the OnePlus 3T phone, the
interface is shown in Fig. 2. In order to verify the effectiveness of the localization
algorithm given in this paper, the test calculation was carried out, the details are as
follows (Fig. 3).

Select a building corridor as the experimental site, the scene is shown in Fig. 4.
Place 10 Bluetooth devices in the corridor, the numbers are 1–10 respectively, the
spatial distribution is shown in Fig. 5. S1, S2, S3 and S4 are the blind nodes to be
estimated, the corresponding point coordinates of 60 times are calculated by col-
lecting the Bluetooth signal data. In order to verify the effectiveness of the algo-
rithm, the experiment is carried out in the following two schemes.
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Scheme 1: Normal data acquisition, no human disturbance.
Scheme 2: In the process of data collection, people walk around and interfere with
the signal collection.

Before obtaining the coordinates of the unknown point, firstly, we need to
determine the parameters of the propagation model in this experimental environ-
ment. In this experiment, the 30 s signal acquisition scheme is carried out every one
meter. then the propagation parameters are obtained by using the least square esti-
mation, A = −54.04, n = 2.23. It can be seen from the diagram, when d > 20 m, the
curve slows down, the threshold value is 20, In the process of location calculation,

Fig. 2 Algorithm test
software interface
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the distance value exceeding the value is filtered firstly. On this basis, the least
square estimation and IGG two methods are used to solve the two schemes above,
the sequence diagram of the calculated positioning error is shown below. The
positioning error Ddi refers to the geometric distance between the true value coor-
dinates of the test points and the calculated coordinates (Figs. 6, 7, 8 and 9).

The statistical results of specific positioning error are shown in Table 1, the

mean value D�d ¼ 1
n

P60
n¼1 Ddi, r0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

P60
n¼1 Dd

2
i

q
, r1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

P60
n¼1 Ddi � D�dð Þ2

q

Fig. 3 Bluetooth device
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Fig. 4 Experimental scene

Fig. 5 Bluetooth distribution
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Analysis of the above figures and tables, we can get the following conclusions:

(1) Whether there is human disturbance or not, compared to the least square
estimation, the positioning accuracy and stability are obviously improved by
the IGG estimation method, its positioning precision can be basically controlled
within the range of 3 m, standard deviation in the positioning error is basically
controlled within 2 m.

(2) Use LS method to calculate, even without the impact of a human disturbance,
the positioning accuracy also has a large jump, the overall positioning accuracy
is low, the maximum positioning error of point S3 is nearly 20 m.
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(3) Before calculating coordinates by three side location method, the distance of
over 20 m is filtered out, so if the perturbation value is over 20 m, this dis-
turbance does not affect the location result, such as point S4, which leads to the
illusion that the maximum value of the location error is reduced by the LS
method.

(4) Despite the use of robust method estimation, it improves the positioning
accuracy, and the result has relative stability. But there are occasional jumps,
for example, the maximum value of S2 point error also reaches 14.92 m (the
maximum value of other points is basically below 10 m), which has a certain
relationship with the instability of the Bluetooth device itself.
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5 Conclusions

Indoor positioning method based on RSSI does not need other auxiliary facilities,
and its cost is low, and its algorithm is simple, these advantages make it a major
indoor positioning method. However, due to the complex indoor environment, the
value of RSSI is easily affected by temperature, humidity, multipath reflection,
furniture blocking and personnel walking, and so on, the positioning accuracy is
unstable. In this paper, these disturbances are considered as anomalies, On the basis
of trilateration location, in this paper, we use a commonly used a robust estimation
method—IGG algorithm, an indoor location method for anti- disturbance is pre-
sented. Experimental results prove something. An anti-disturbance indoor posi-
tioning algorithm based on RSSI is presented in this paper, whether or not there’s a
human disturbance, the positioning accuracy has been improved, and it has obvious
effect in disturbance resistance and stability. Because of the influence of the
Bluetooth device’s own accuracy and instability, synergetic positioning with other
sources is the next step of research.

Table 1 The result of different scheme for coordinates calculation

Point
number

Scheme category Method
category

Minimum
value

Maximum
value

Average
value

r0 r1

S1 ① LS 1.59 10.65 3.91 4.31 1.83

IGG 0.17 9.24 2.08 2.47 1.32

② LS 3.30 16.40 9.50 10.17 3.61

IGG 1.63 7.92 2.59 2.78 1.03

S2 ① LS 0.14 17.51 3.97 6.08 4.57

IGG 0.24 9.42 2.25 2.96 1.91

② LS 0.69 16.54 5.37 7.10 4.61

IGG 0.34 14.92 2.55 3.48 2.34

S3 ① LS 1.24 18.42 4.78 6.29 4.09

IGG 0.15 5.82 1.76 2.28 1.45

② LS 0.13 14.2 6.41 7.67 4.25

IGG 0.14 4.79 1.39 1.69 0.98

S4 ① LS 1.07 16.97 3.64 4.58 2.79

IGG 0.83 10.76 2.651 3.23 1.86

② LS 1.45 11.78 4.51 4.98 2.11

IGG 0.23 7.08 2.73 3.08 1.42

Unit meter
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A Bluetooth Localization Algorithm
Based on Map Path Calibration
and Time Series Filtering

Shaomeng Chen, Haiyong Luo, Qu Wang, Wenhua Shao
and Fang Zhao

Abstract With the gradual progress of the urbanization process of modern society
and the continuous improvement of residents’ living standard, people’s demand for
IPS (Indoor Positioning System) is more urgent than that of the past, higher
requirements for positioning accuracy, positioning robustness and positioning
energy consumption are put forward. Low-power Bluetooth technology has the
characteristics of low-cost, easy deployment and low power consumption, sup-
porting all mainstream smartphone operating systems, and attracting extensive
attention from academic and industry field. In this paper, aiming at the situation that
current Bluetooth low energy positioning accuracy has large fluctuation under the
circumstance of multipath propagation, external disturbance and other factors, and
has poor user experience, a Bluetooth localization algorithm based on map path
calibration and time series filtering is proposed (MCTF). This algorithm compre-
hensively utilizes a post-processing method based on the average sliding window,
time-series based spatial restraint post-processing method and path information
based location calibration method, effectively eliminating the large fluctuation of
positioning results caused by multipath propagation and other external wireless
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signal interference in complex indoor environment. By using map information,
based on the fact that position cannot be transient, utilizing feedback filtering,
positioning results can get path correction and direction correction respectively,
solving the problem that the positioning coordinates jump between adjacent narrow
aisles and jump back and forth on the same path during the positioning process.
Extensive experiments performed in shopping mall, building office, exhibition
center and other typical indoor environments demonstrate that the average posi-
tioning error of the proposed algorithm is within 1.5 m, which has good robustness
and ensures the smoothness, accuracy and stability of the positioning result.

Keywords Indoor positioning � Bluetooth location � Map path information
Time series filtering � BLE � Path correction � Direction correction

1 Introduction

In recent years, with the continuous development of science and technology and the
gradual improvement of people’s living standards, location-based service LBS
(Location Based Service) has become the focus of attention and research hot spot,
location-aware technology (that is, the positioning technology) as the key tech-
nology of LBS, has become the focus of attention from domestic and foreign large
commercial companies, research institutes and universities, as well as an important
part of national defense, economic construction and social life.

Nowadays, the Global Positioning System (GPS) [1], as a representative of the
outdoor positioning technologies, is becoming more and more perfect. As the most
mature wireless positioning technology, satellite positioning technology has suc-
cessfully implemented the popularization and application of commercialization, and
has remarkable ability on outdoor positioning. However, due to the high-rise
buildings in the city, satellite signal is blocked and difficult to penetrate the rein-
forced concrete building to capture the indoor people’s location information [2, 3],
so in the indoor environment, due to various environmental constraints, the tradi-
tional positioning technology is difficult to carry out in indoor positioning.

Existing indoor positioning technologies are mainly based on ZigBee [4], Wi-Fi
[5], Bluetooth [6], radio frequency identification (RFID) [7], UWB [8], ultrasonic
[9], visible light [10, 11] and laser technology [12], among them, technologies
which based on ZigBee, RFID, UWB, ultrasonic, and laser need to customize the
infrastructure, with the characteristics of high production cost and high system
deployment cost which limit the widespread use of the system. Wi-Fi based posi-
tioning technology is currently the most popular indoor positioning technology, it’s
usually based on fingerprint positioning method, according to different sample
points intensity and Wi-Fi routing node distribution density, it can provide 2–3 m
of positioning accuracy [13, 14], but the Wi-Fi signal in some typical indoor
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scenarios such as underground parking lot is not available, the mainstream intel-
ligent operating systems such as the iOS system, has not yet provided API
(Application Programming Interface) for scanning indoor Wi-Fi list information
[15].

With the continuous development of mobile intelligent terminal technology,
smartphone has mature production process and has been successfully popular in
people’s lives, the arrival of the mobile Internet era gradually changes the way of
people’s work, life and learning. Intelligent terminal itself has a very powerful
information processing capacity, at the same time, a variety of smart sensors built in
the terminal have the capability of capturing user’s acceleration, walking direction
information and environment geomagnetic, air pressure, temperature and humidity,
Wi-Fi, Bluetooth and other environmental information. By comprehensively uti-
lizing such kind of information, the mapping relationship between indoor user and
the physical space can be established, therefore, based on variety of users, envi-
ronmental information captured by intelligent terminal, using intelligent terminal
equipped with indoor positioning system to get real-time understanding of the
user’s indoor location is possible.

Compared with other indoor positioning technologies, the positioning technol-
ogy based on the Bluetooth signal strength has the characteristics of low cost, easy
to deploy and low power consumption. The Bluetooth standard works in the
2.4 GHz ISM band, it can avoid crosstalk with the other same frequency band
signals by using adaptive frequency modulation technology [16]. This technology
can be widely used in various scenes, including underground parking lot and
regions where other wireless signals are difficult to form an effective coverage.
Android, iOS, Windows phone and other mainstream smartphone operating sys-
tems provide an open Bluetooth interface, so this kind of technology can fit with
intelligent terminal to achieve accurate positioning.
The main contributions in this paper are that:

(1) In this paper, a Bluetooth localization algorithm based on map path calibration
and time series filtering is proposed. This algorithm comprehensively utilizes a
post-processing method based on the average sliding window, time-series based
spatial restraint post-processing method and path information based location
calibration method, effectively eliminating the large fluctuation of positioning
results caused by multipath propagation and other external wireless signal
interference in complex indoor environment.

(2) By using map information, based on the fact that position cannot be transient,
utilizing feedback filtering, positioning results can get path correction and
direction correction respectively, solving the problem that the positioning
coordinates jump between adjacent narrow aisles and jump back and forth on
the same path during the positioning process, effectively improving the user
experience, positioning accuracy and robustness. A large number of tests show
that the proposed algorithm can meet the demand of indoor location with the
positioning error within 1.5 m in indoor complex environment.
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2 Related Work

Radio frequency identification method is one of the methods first applied to indoor
positioning. However, RFID technology can only be applied to short-distance
identification communication, so this kind of technology is limited in the applica-
tion of indoor positioning. Indoor technologies based on ultra-wideband, ultrasonic
and laser signals usually use AOA, TOA, TDOA positioning methods [17], but
these positioning technologies require specific equipment, not fit with the intelligent
terminal, besides, these positioning methods are difficult to use in indoor posi-
tioning because of indoor multipath propagation, inaccurate reference clock under
short distance and other environmental interference. Wi-Fi positioning technology
as a mature wireless positioning technology, has been widely deployed in office
buildings, shopping malls, living quarters and other environments, mainly using a
fingerprint library to achieve indoor positioning [18], but Wi-Fi positioning tech-
nology has relatively low accuracy, the construction of fingerprints is a
time-consuming process, due to signal variability and indoor environment layout
changes, fingerprints need to be updated regularly which need to invest a lot of
manpower and resources.

The positioning methods used in low-power Bluetooth technology are mainly
based on the path loss model and the fingerprint-based approaches. Martin et al.
[19] based on the path loss model, can achieve 0.53 m positioning accuracy in the
indoor open space; Subedi et al. [20] proposed the WCL (Weighted Centroid
Localization) algorithm based on the path loss model, and obtained the positioning
accuracy of 1.58–2.45 m by using the weight factor associated with the distance
between the Bluetooth beacon and the unknown position. Both of the above
methods have been simulated in the open space, without taking into account the
attenuation of the signals under the multi-path interference and other interfering
factors in the complex indoor environment. Peng et al. [21] proposed the Iterative
Weighted KNN (IW-KNN) method based on fingerprint to estimate the similarity
of signal strength vector by using Euclidean distance and cosine similarity, and
obtain an average positioning error of 1.5–2.7 m. Ma et al. [22] proposed BLE
signal strength sorting algorithm based on the fingerprint, by using Kendall Tau
Correction Coefficient (KTCC), the relationship between position information and
multiple low power beacon signal strength ordering, achieving the positioning error
of 0.87 m. Similar to the characteristics of Wi-Fi fingerprints, fingerprint con-
struction is a time-consuming process, changes in environmental layout often lead
to fingerprint library needs to be rebuilt.

Different from the above-mentioned localization methods, this paper proposes a
Bluetooth localization algorithm based on map path calibration and time series
filtering. The algorithm comprehensively utilizes a post-processing method based
on the average sliding window, time-series based spatial restraint post-processing
method and path information based location calibration method, effectively elimi-
nating the large fluctuation of positioning results caused by multipath propagation
and other external wireless signal interference in complex indoor environment.
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By using map information, based on the fact that position cannot be transient,
utilizing feedback filtering, positioning results can get path correction and direction
correction respectively, solving the problem that the positioning coordinates jump
between adjacent narrow aisles and jump back and forth on the same path during
the positioning process, effectively improving the user experience, positioning
accuracy and robustness.

3 System Design

The Bluetooth localization algorithm based on map path information calibration
and time series filtering proposed in this paper is shown in Fig. 1. The positioning
algorithm consists of three modules: data acquisition and preprocessing module,
positioning coordinate calculation module and map information based location
correction module. The data acquisition and preprocessing module is responsible
for Bluetooth beacon data collection in the environment and signal intensity pre-
processing of multiple observations of same beacon in the fixed time window, the
positioning coordinate calculation module is responsible for completing the initial
positioning coordinate calculation and post-processing of positioning coordinates,
and the map information based location correction module is responsible for path
correction and direction correction of the positioning coordinates respectively.

Bluetooth Positioning 
Algorithm

Data acquisition and 
pretreatment

Positioning coordinates 
calculation

Location correction based on 
map information

Data acquisition

Data pretreatment

Initial positioning coordinates 
calculation

Post-processing method based on 
the average sliding window

Time-series based spatial 
restraint post-processing method

Path correction

Direction correction

Fig. 1 Positioning algorithm composition module diagram
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3.1 Bluetooth Beacon

The Bluetooth beacon specification parameters used in the experiment are shown in
Table 1. Bluetooth beacons can broadcast Bluetooth packets at a constant power
within a certain range at a fixed frequency, the message contains the Bluetooth
beacon’s UUID, Major, Minor, MAC address, signal strength and other informa-
tion, Bluetooth beacon follows the BLE 4.0 standard with very low power con-
sumption, in the case of a button battery, according to different transmitting power
and transmission frequency, working hours can reach six months to two years, in
the indoor complex environment, such kind Bluetooth beacons can form 25 to
100 m2 of effective coverage.

3.2 Intelligent Terminals

The intelligent terminal is used to receive the broadcast message of the Bluetooth
beacon, parsing the identifier and signal strength of the Bluetooth beacons, and
uploading to the cloud server. Then, the smart terminal obtains and presents the
real-time positioning result of the cloud server. The location map is obtained from
the cloud server based on identifier matching between the Bluetooth beacon
identifier collected in the environment and the beacon identification information on
the cloud server.

3.3 Cloud Server

The cloud server is used to communicate with the intelligent terminal, by receiving
the locating message information sent by the intelligent terminal, using the
Bluetooth location algorithm to calculate the location coordinates, and sending the
location result to the locating terminal. The cloud server also stores the location
map, the location map description file and the Beacon deployment file. The
location map is used to display the topological structure of the location area.

Table 1 Beacon parameter
information

Parameters Value

Core chip CC2541

Protocol standards BLE 4.0 standard

Button battery CR2477H

Transmitting power −23–4 dBm (configurable)

Launch cycle 100–2000 ms

System support Android4.3+/iOS7.0+

Transmission distance Free space < 80 m
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The location map description file is used to store the path information, the
unreachable area information and the item classification information in the location
map, the path information description is shown in Table 2. The Beacon deployment
file records the coordinates of each beacon in the physical space and the unique
identification of the beacon.

4 Bluetooth Localization Algorithm

Figure 2 shows the system architecture of Bluetooth positioning algorithm based on
map path information and time-series filtering, the system consists of four units,
which are the Bluetooth beacon data acquisition unit, the location algorithm unit,
the map information correction unit and the result display unit. The system oper-
ation is divided into two phases: the deployment phase and the positioning stage, in
the deployment phase, the Bluetooth beacon is deployed in the positioning scene in
advance to generate a Bluetooth beacon deployment file; In the positioning phase,
the system first reads the Bluetooth beacon deployment file and the location map
description information file, using the terminal Bluetooth scanning function to scan
the Bluetooth beacons’ broadcast messages in the environment space so as to
resolve the beacons’ correspondence identifier and the signal strength RSSI infor-
mation, by using the weighted centroid localization algorithm to obtain the user
real-time initial location coordinates, in order to reduce the position coordinate drift,
enhance the positioning accuracy and the user experience, the algorithm uses the
map path information to modify the location coordinates, the location coordinates
correction includes the path correction and the direction correction, the path cor-
rection is used to solve the problem of positioning coordinates jump between
adjacent narrow aisles, and the direction correction is used to solve the problem of
positioning coordinates jump back and forth on the same path during the posi-
tioning process.

4.1 Data Acquisition and Pretreatment

The Bluetooth beacon data acquisition unit is responsible for data acquisition. In the
experiment, the transmitting frequency of Bluetooth beacon is 10 Hz, for multiple
observations of the same Bluetooth beacon in the e time window, the average signal

Table 2 Path information
description

Path number Start point End point

1 (x = 1, y = 1) (x = 2, y = 2)

2 (x = 2, y = 2) (x = 3, y = 3)

3 (x = 3, y = 3) (x = 4, y = 4)

… … …
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strength of multiple observations is used as its RSSI value. A queue is used to store
the beacon data which consists of beacon identifier and RSSI value, and the queue
data is uploaded to the location algorithm unit after e time, then the storage queue is
emptied and the next data storage is performed. In the data acquisition process, the
uploading time interval e can be dynamically adjusted based on the real-time
location needs. The Bluetooth beacon data acquisition unit provides raw data for the
location algorithm, which is the data source of this system.

4.2 Initial Positioning Coordinates Calculation

The location algorithm unit obtains the data which is preprocessed by the terminal
hardware unit, and then performs initial positioning coordinate calculation by using
the weighted centroid algorithm. Formula (1) lists the weighted centroid algorithm,
for each Bluetooth beacon, using the received Bluetooth beacon signal strength as
the weight factor, in order to make the difference between different Bluetooth
beacon weights more obvious, the weight factor is set to 1=RSSI2.

Bluetooth data collection

terminal hardware unit

initial positioning coordinate calculation

location algorithm unit

map correction unit

result display unit

Bluetooth positioning terminal

location coordinates weighted average

static state calculate the average of weighted positioning coordinates

calibration path selection

positioning coordinates path correctionpositioning coordinates direction correction

adjacent positioning coordinates
are in the same path

Fig. 2 System architecture
diagram
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result ¼
Pn

i¼1
1

RSSI2i
� Coori

� �

Pn
i¼1

1
RSSI2i

ð1Þ

In the above formula, n represents the number of Bluetooth beacons collected in
e time, RSSIi represents the signal strength of each Bluetooth beacon, and Coori
represents the position coordinate of the Bluetooth beacon in the physical space.

4.3 Post-processing Method Based on the Average
Sliding Window

As shown in Fig. 3, for initial positioning coordinates, the algorithm first conducts
post-processing method based on the average sliding window by using two sliding
window of length q to store the position coordinates respectively, the window
length q can be adjusted dynamically according to the actual needs, using the initial
positioning coordinates window named initialWindow to store the initial posi-
tioning results, using the weighted positioning coordinates window named
weightedWindow to store the weighted positioning results. The weights can be set
to 0.1, 0.2, 0.2 and 0.5 in the initial positioning coordinate window with length 4.
The sliding window is used to save multiple positioning results which can effec-
tively record and use historical location information. By giving different weights to
multiple results, that is, giving greater weight to observations closer to the current
observation, giving less weight to observations that are father, utilizing the current
observation to a greater extent, and using the previous observations to suppress the
potential for larger fluctuation so that the positioning results will not be frequent
beating, and effectively avoid high positioning error risk caused by large deviation
between positioning result and the actual position.

Post-processing method based on the average sliding window

1: initialize a sliding window named initialWindow with length ρ, used to store the initial positioning results
2: initialize a sliding window named weightedWindow with length ρ, used to store the weighted positioning results
3: if initialWindow.size < ρ then
4:  use the average value of all the positioning coordinates as a weighted positioning result and put it into weightedWindow
5: else
6:  calculate the weighted positioning result using weighted averages as a weighted positioning result and put it into weightedWindow
7: end if

Fig. 3 Post-processing method based on the average sliding window
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4.4 Time-Series Based Spatial Restraint Post-processing
Method

Affected by multipath transmission and other interference factors, the Bluetooth
radio frequency signals will produce great volatility, often resulting in the phe-
nomenon that current positioning result relative to the previous positioning result
has a large jump, in order to reduce the Bluetooth RF (Radio Frequency) signal
large fluctuation which results in positioning results jumping, using the location
results of the spatial constraints of the time series to deal with the current posi-
tioning result, the processing flow is shown in Fig. 4. For the weighted positioning
results in weightedWindow, after each new positioning result is generated, the two
adjacent coordinates are compared, and the processing strategy of locating coor-
dinates is as follows: if two position coordinates distance d is greater than the
specified threshold h, the positioning coordinates are moved between two posi-
tioning results by one third, the current coordinate is used when the coordinate
distance d is less than h. Then the pedometer output is used to determine whether
the user is in a static state or motion state, if the user is in a static state, then data in
weightedWindow are averaged. By using this way, the offset phenomenon caused
by the difference of two weighted positioning coordinates is effectively prevented,
the result shows that the positioning results are smooth and excessive, and the user
experience is improved effectively, besides, when the user is in a stationary state,
the positioning accuracy can be improved effectively by using larger window to
average the location results.

4.5 Location Correction Based on Map Path Information

The map correction algorithm is one of the core units of the whole system which is
used to modify the locating results generated by the location algorithm unit.
Algorithm execution flow is shown in Fig. 5, the algorithm first generates the path
expression according to the starting point and the endpoint coordinates of each path.

Time-series based spatial restraint post-processing method

1: compare two latest positioning results named curPC and lastPC in weightedWindow
2: get the distance d between curPC and lastPC
3: use finalPC to represent the final coordinate
4: if d > θ then
5:   finalPC = lastPC + (curPC - lastPC) / 3
6: end if
7: if user is in stationary state then

8:   finalPC = mean of positioning results in weightedWindow
9: end if

Fig. 4 Time-series based
spatial restraint
post-processing method
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The distance between the weighted positioning coordinate and each path is cal-
culated, then the position coordinate is corrected to the path with nearest distance
and the corrected coordinate should not be located on the path’s extension line, as
shown in Fig. 6, the distances between positioning result and two paths P1, P2 are
S1 and S2 respectively, although the logical relationship between the distances is
S1 < S2, the corrected coordinate C2 is on the extension of path P2, the location
coordinate need to be fixed to the C1 position.

Location correction based on map path information

1: use the corrPC to represent the coordinate after map path information correction and directionList to store the user’s direction on one path
2: calculate the path expression i iy ax b= + according to the starting and ending points of each path

3: calculate the distance id between finalPC and each path in the current map

4: sort id in ascending order

5: corrPC = the anchor point in the first nearest path and the anchor point isn’t in the extension line of the path at the same time
6: calculate current direction ic and put it into directionList

7: for two adjacent positioning coordinates 1 2,p p

8: if 1 2,p p isn’t on the same path then

9:   if 1 2,p p isn’t on the same path for τ times then

10: change to another path
11: clear the directionList
12:   else
13: use last positioning result
14:   end if
15: end if
16: if 1 2,p p is on the same path then

17:   use 1 2,c c to represent two adjacent direction of 1 2,p p

18:   if 1 2,c c isn’t on the same direction for κ times then

19:   change to another direction
20: else
21:   use last positioning result
22: end if
23: end if

Fig. 5 Location correction based on map path information

Fig. 6 Path correction
diagram
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After the weighted positioning coordinate is calibrated to the corresponding
path, a direction queue is created for storing the forward or backward directions of
the adjacent two positioning results, if adjacent two positioning coordinates are
located on different paths, path correction for current positioning coordinate is
performed, if successive s times positioning coordinates are not on the same path,
then fix to the other path, and clear the directionList, otherwise use the last location
result; If the two positioning results are on the same path, perform direction cor-
rection to determine whether the two positioning results have the same direction, if
yes, return to the current positioning result, otherwise, the direction is corrected if
successive j times direction is different, if less than the j times, previous posi-
tioning result is used.

4.6 Location Map Path Information

Since the positioning coordinates output by the positioning algorithm unit are
corrected by the map information in the Bluetooth positioning system, the path
information needs to be added to the original map in advance. As shown in Fig. 7,
which is a plan view of the seventh floor of the Institute of Computing Technology,
Chinese Academy of Sciences, the initial floor plan only shows the layout, there is
no corresponding path information, without the amendment of the path information,
the positioning results will appear to jump, go through the wall and into the
unreachable area and so on. Adding path information on the basis of the original
map, which can be used both for map correction in positioning algorithms and for
indoor navigation as well.

Fig. 7 Location map diagram
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5 Experiment and Result Analysis

5.1 Experimental Conditions

The experimental environment is a work area of the seven-storied building of the
Institute of Computing Technology, Chinese Academy of Sciences. The environ-
ment layout is complex and has many adjacent narrow channels with intensive
personnel distribution which is a typical complex indoor scenario. The beacon
deployment diagram is shown in Fig. 8. All Bluetooth beacons’ transmission fre-
quency is set to 10 Hz, with deployment height of 1.2 m, evenly distributed in
13 m � 17 m office area, the distance between adjacent beacons is about 4 m.

The experiment uses the intelligent terminal named HUAWEI Mate8. The test
points are distributed as shown in Fig. 9, and 18 test points are evenly distributed in
the office environment. The test points are spaced at about 3 m.

5.2 Result Analysis

During each test, several test points are randomly selected, and no less than 20 error
samples are taken for each test point. The positioning error between the actual

Fig. 8 Beacon deployment diagram

Fig. 9 Sample points diagram
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positioning coordinates and the physical space coordinates is calculated and mul-
tiple sampling tests are repeated. The CDF (Cumulative Distribution Function)
curve of test results is shown in Fig. 10.

The experimental result shows that in the complex office environment, the
algorithm based on map path information and time-series filtering is 80th percentile
errors within 1.68 m, and the average positioning error is within 1.5 m, which has
good positioning accuracy and robustness.

5.3 Positioning Algorithm Comparison

In order to further verify the effectiveness of the proposed algorithm, we compared
with the latest several domestic and international Bluetooth positioning algorithms
from the positioning accuracy, the need to build fingerprints and the experimental
scenario three dimensions. The comparison result is shown in Table 3.

From Table 3, we can see that compared with the four newly proposed posi-
tioning algorithms, the Bluetooth Localization Algorithm (MCTF) based on map
path calibration and time series filtering has the advantages of no need to build
fingerprints and is suitable for the complex indoor environment. The error is within
1.5 m, which can provide equivalent positioning accuracy as the fingerprint posi-
tioning algorithms and meet the positioning needs of complex indoor space
environment.
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Table 3 Comparison of different positioning algorithms

Algorithm Accuracy (m) Fingerprint need Experimental scenario

MCTF <1.5 No Indoor office environment

IW-KNN 0 2.52 Yes Indoor office environment

WCL [20] 1.58–2.45 No Free space

ECKP [23] 1.58 Yes Indoor office environment

KTCC [22] 0.87 Yes Retail type space
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6 Conclusion

This paper proposes a Bluetooth localization algorithm based on map path cali-
bration and time series filtering (MCTF). This algorithm comprehensively utilizes a
post-processing method based on the average sliding window, time-series based
spatial restraint post-processing method and path information based location cali-
bration method, effectively eliminating the large fluctuation of positioning results
caused by multipath propagation and other external wireless signal interference in
complex indoor environment. By using map information, based on the fact that
position cannot be transient, by using feedback filtering, positioning results can get
path correction and direction correction respectively, solving the problem that the
positioning coordinates jump between adjacent narrow aisles and jump back and
forth on the same path during the positioning process. The average positioning error
of algorithm is within 1.5 m, having good robustness. The positioning result has the
characteristics of smoothness, accuracy and stability, and compared with the fin-
gerprint based positioning algorithms, it can provide a considerable positioning
precision.

It is found that different intelligent terminals have a small fluctuation due to
different sensitivity to Bluetooth broadcast message. The next step of our work is to
optimize the difference of signal reception between different intelligent terminals, to
further deal with the signal intensity of receiving beacon and to try to fuse with
other environmental information [24–28].
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Synthetization of Fingerprint
Recognition and Trilateration for Wi-Fi
Indoor Localization Through Linear
Kalman Filtering

Junxi Tian, Zebo Zhou, Jin Wu, Shuang Du, Changgan Xiang
and Changhong Kuang

Abstract In traditional indoor localization, fingerprint localization algorithm fully
considers the influences of multipath signals and static obstacles but degrades in
case of the changes of observation environment. Trilateration localization has the
better robustness to the signal variations but its performance degrades for achieving
a certain level of accuracy. In this paper, for the problems above, firstly, a weighted
fusion algorithm based on fingerprint recognition algorithm and trilateration algo-
rithm was proposed. Then, adaptive fusion is added to filter the error localization
point. Finally, linear Kalman filtering which based on the constant velocity state
model assumption is introduced to smooth Wi-Fi localization error. By using the
algorithms above, the experimental platform is set up to carry out the localization
test. The test result justify that our proposed algorithm has performed better and
achieved a better level of accuracy.
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1 Introduction

With the rapid increase of data service and multimedia service, the demand of
location-based service increases as well, especially in complex indoor environment.
Unfortunately, GNSS fails in indoor environments due to signal attenuations and
building blockages etc. [1, 2]. Along with the development of mobile Internet
technology, the localization accuracy has become one of the most demanded fea-
tures. For traditional indoor localization algorithm, the stability is not so satisfied to
be applied to the complex environments. For instance, weighted K-nearest neigh-
bour (WKNN) algorithm effectively weakens the influence of multipath propagate
and achieves relatively good accuracy [3, 4], but unfortunately, its performance
degrades in case of the change of observation environment. On the other hand, with
regard to the characteristics of the signal propagation model, trilateration
(TRI) method is usually inferior to fingerprint method but has the merit of robustness
to the RSSI variations. Therefore, taking complementarity of the both two methods
and their error characteristics into account, the combination of two localization
methods can be expected to obtain more accurate and reliable localization results [5].
In this paper, a synthetization of fingerprint recognition algorithm and trilateration
algorithm is proposed to improve the stability and accuracy of system [6]. According
to the experiment, the result from trilateration algorithm has great fluctuation which
leads to some error localization points. Therefore, the adaptive fusion is added to the
synthetization to filter the error point [7]. Finally, to ensure the accuracy and reli-
ability, the constant velocity state model assumption, different from the information
of signal, is introduced to smooth Wi-Fi positioning error [8–10].

The paper is organized as follows: an overview of traditional indoor localization
algorithm is presented in Sect. 2. In Sect. 3, a synthetization of fingerprint and
trilateration algorithm is proposed and further improved by the adaptive filtering
algorithm. The constant velocity state model is additionally established to smooth
the Wi-Fi positioning error through a linear Kalman filter (LKF) in Sect. 4. The
experiment is carried out to demonstrate the validity of our proposed algorithm
compared with the traditional indoor localization algorithm in Sect. 5. Conclusions
are drawn in last section.

2 Traditional Indoor Localization Algorithms

The most two popular indoor localization algorithms are weighted K-nearest
neighbour (WKNN) and trilateration (TRI). WKNN contains two stages: at the first
stage, the Wi-Fi offline localization fingerprint database is created. In the second
stage implements, the position matching where the real-time received signal
strength indication (RSSI) information is served in the localization algorithm. On
the other hand, the RSSI also can be applied to trilateration localization in the sense
of least squares (LS) principle. We will discuss that in Sect. 2.2.
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2.1 Overview of Fingerprint-Recognition Localization
Algorithm

Wi-Fi indoor localization based on the fingerprint recognition mainly involves two
stages: one is offline training stage to build a database and the other is online
matched positioning stage. The most important part for fingerprint localization is to
acquire fingerprint training database. Thus we created a training database and store
the measured RSSI values from all the access points (APs) along with their physical
locations in this database. The details of database about fingerprint as follows.

where ID indicates the number of sampled reference points in database. RSSI
information includes the RSSI values from APs with their corresponding SSID. To
ensure the accuracy and stability of the signal of referenced points, we measure the
wireless signal for 10 times with the sampling interval of 5 s. The horizontal
coordinate rF = [x, y]T denotes the ‘true’ location of each fingerprint reference point
and N is the number of all fingerprint point.

At online stage, the NN algorithm first calculates Euclidean distance between the
user received signal strength (RSS) and the referenced RSS in fingerprint database
with

dEi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM
j¼1

ðRSSj � rssijÞ2
vuut ð1Þ

where M is the number of APs. The received signal strength from APs are (RSS1 …
RSS2 … RSSm). rssij denotes the data from fingerprint database which contains the
value of ithfingerprint point receiving signal strength of the jthAP, di

E is the Euclidean
distance between jth AP and ith fingerprint point. Then the point with the minimum
distance in database is selected. Accordingly, its position is coarsely obtained.

Compared to the NN algorithm, KNN algorithm which does not select the
minimum Euclidean distance but selects K nearby fingerprint points to generate the
mean of physical coordinates included in fingerprint database. Essentially, it makes
improvements on NN via the average position.

Fig. 1 Fingerprint database
profile
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r̂KNN ¼ 1
K

XK
k¼1

rFk ð2Þ

where rk
F is the coordinate of nearby fingerprint point from fingerprint database

according to the Fig. 1, and its subscript k represents the index of neighbour fin-
gerprint point. K is the number of neighbourhood fingerprint points. r̂KNN is the
KNN solution. In Eq. (2), there is a basic presumption that the weighting scalars of
the KNN points are the same. However, in most applications, it is much better to
increase the weighting value of the nearer points among those K points. Then, the
weighting of each point can be calculated by

hk ¼
1
dEk

� �2

PK
k¼1

1
dEk

� �2 ð3Þ

in which hk is a weighting scalar. Thus we adjust the Eq. (2) as

r̂W ¼
XK
k¼1

hk � rFk ð4Þ

where r̂W ¼ ½x̂W; ŷW�T represents the WKNN estimate vector.

2.2 Trilateration Localization Algorithm

Differing from fingerprint positioning, alternatively, we can also give a distance
estimate by Keenan-Motley model according to (5) [11].

L ¼ L d0ð Þþ 10n lg
d
d0

� �
þ

XZ
z¼1

KzLz ð5Þ

where L(d0) is a reference RSS value with the distance d0 between user and AP. n is
the factor of path loss. Z (1 � z � Z) is the number of walls. Kz is the number of
walls that signal passes through and Lz is the attenuation factor. L is the observed
RSS value with the distance d between user and AP. The empirical model has been
widely used in indoor distance measuring. Therefore, according to the RSS, a set of
geometrical formulae are generated as follows.

dj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rAPj � r̂TR

� �2
r

þ ej ð6Þ

where dj (1 � j � M) is the distance between user and the AP point which is
obtained from Eq. (5); ej is the random error subjecting to the Gaussian white noise;
rAPj is the position vector of the jth AP; r̂TR is defined as follows
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r̂TR ¼ ½x̂TR; ŷTR�T ð7Þ

where r̂TR is the estimate vector of TRI; ej is the random error subjecting to the
Gaussian white noise. We solve the nonlinear problem and derive the LS estimate
by following equations

r̂TRi ¼ FTF
� ��1

FTb

F ¼
2ðrAPM � rAP1 Þ

..

.

2ðrAPM � rAPi Þ

2
664

3
775

b ¼
rAPM
� �2� rAP1

� �2 þ d2M � d21

..

.

rAPM
� �2� rAPM�1

� �2 þ d2M � d2M�1

2
664

3
775

ð8Þ

3 Adaptive Trilateration/Fingerprint Fusion Algorithm

For traditional localization indoors, the single localization algorithm e.g. WKNN
and trilateration is usually adopted. This will not achieve high accuracy since each
of them has drawbacks in the complex environment. For instance, WKNN will be
degraded in the time-variant environment where multipath strongly changes the
RSSI of users. On the contrary, the trilateration way is more suffered from the
multipath. Therefore, fusion of two different localization algorithm will potentially
benefit the localization accuracy and reliability. Here, the architecture of proposed
localization system is exhibited in the Fig. 2.

Fig. 2 The architecture of proposed indoor localization system
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3.1 Integrated Trilateration/Fingerprint Algorithm

In Sect. 2, two types of localization solutions are derived. However, these two
algorithms still have their own drawbacks due to jamming, multipath and the
variations of indoor environment. Thus neither of them is always effective for real
indoor applications. In this section, with the fingerprint point database information
and real-time RSS value, a new indoor localization algorithm is proposed by fusing
two indoor localization algorithms. Firstly, the difference value, ~rTRi and ~rWi
between ‘true’ value and two calculated value, is introduced. The variable
i (1 � i � N) is the index number of fingerprint point in database.

~rTRi ¼ r̂TRi � rFi
~rWi ¼ r̂Wi � rFi

ð9Þ

where rF is the ‘true’ vector for the ith fingerprint point in fingerprint database. r̂W is
the estimated vector by WKNN. r̂TR is the estimated vector calculated by TRI. ~rTR

and ~rW are the difference vector between ‘true’ vector and estimated vector cal-
culated by corresponding algorithm above. Then, the vector ~rTR ¼ ½x̂TR; ŷTR�T and
~rW ¼ ½x̂W; ŷW�T are used to acquire the weighting:

wTR ¼

PN

i¼1

diag r̂TR
ið Þð Þ�1

� �2

diag r̂TR
ið Þð Þ�1

� �2
þ diag r̂W

ið Þð Þ�1
� �2

N

wW ¼

PN

i¼1

diag r̂E
ið Þð Þ�1

� �2

diag r̂TR
ið Þð Þ�1

� �2
þ diag r̂W

ið Þð Þ�1
� �2

N

8>>>>>><
>>>>>>:

ð10Þ

where:

wTR ¼ wTR
x 0
0 wTR

y

	 


wW ¼ wW
x 0
0 wW

y

	 

8>><
>>:

ð11Þ

In Eq. (11), wTR is the weighting matrix of TRI, while wW is the weighting
matrix of WKNN. Then we can set it as the prior weight matrix for WKNN and TRI
fusion. Thereby the fused location solution calculated by weighting trilateration and
fingerprint (WTF) becomes:
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r̂S ¼ wW� � � r̂W þ wTR� � � r̂TR ð12Þ

where

r̂S ¼ ½x̂S; ŷS�T ð13Þ

3.2 Adaptive Fusion

The adaptive WKNN/TRI fusion algorithm (AWTF) is introduced for weakening
sharp errors caused by the change of the signal power or the environment. Firstly,
the fingerprint database information is used to calculating ~rA to filter the sharp
errors.

~rA ¼ rTR � rW ð14Þ

where ~rA ¼ ð~xA;~yAÞT indicates the difference value between the estimate value rTR

and rW.
Furthermore, ~rAi ¼ ð~xAi ;~yAi ÞT is defined as the result of AWTF algorithm at ith

fingerprint point. Finally, we can set the variance matrix ~D as follows.

~D ¼
PN

i¼1 diagð~rAi Þ �
PN

i¼1
diagð~rAi Þ
N

� �2

N
ð15Þ

where

~D ¼ Dx 0
0 Dy

	 

ð16Þ

Defining DV as

DV ¼ Dx

Dy

	 

ð17Þ

where Dx and Dy are the variance of ~rA. Therefore, the estimate of AWTF algorithm
as follows.

r̂A ¼ wW � r̂W þwTR � r̂TR; ~rA
�� ��\a DVk k

r̂A ¼ wW � r̂W þwTR � ~D�1 � r̂TR; ~rA
�� ��[ a DVk k

�
ð18Þ
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where r̂A ¼ ðx̂A; ŷAÞT is the estimate vector of AWTF and the parameter a is usually
chosen as 1–3.

4 Linear Kalman Filtering

To deal with the problems above and smooth the position error, it is essential to
introduce Linear Kalman filtering (LKF) based on dynamic model assumption which
could potentially benefits the continuity and accuracy of indoor localization [12, 13].

LKF is an effective algorithm for real-time data processing and deals with noise
in short time. The basic concepts of LKF are described by Eqs. (19) and (20):

Xkþ 1 ¼ Ukþ 1;kXk þWk ð19Þ

Zkþ 1 ¼ Hkþ 1Xkþ 1 þVkþ 1 ð20Þ

where the subscript k denotes the epoch index; X is the state vector. U is the state
transition matrix. Wk is the process noise of the kth epoch with Wk * N (0, Qk). Qk

denotes the variance of process noise which be set as a constant. H is the mea-
surement matrix. Zk+1 is the measurement vector, while Vk+1 is the measurement
error with Vk+1 * N (0, Rk). Rk is the variance of measurement noise which
obtained from the variance matrix of r̂A. In this paper, the user device equipped on a
pedestrian is assumed as constant-velocity motion behaviour. The state vector is
defined as Xk ¼ ½xk; yk; _xk; _yk�. Therefore, the state transition matrix as follows.

Ukþ 1;k ¼ I2 DtI2
02�2 I2

	 

ð21Þ

where I2 denotes the two dimensional identity matrix and t is the difference time;
Based on the Eq. (18), the position solution of AWTF algorithm can be obtained
and further used as the observation information:

H ¼ I2 02�2½ � ð22Þ

The initial covariance matrix P0 is set as:

Po ¼ I4 ð23Þ

Then the prediction step:

Xkþ 1;k ¼ Ukþ 1;kXk ð24Þ

Pkþ 1;k ¼ Ukþ 1;kPkU
T
kþ 1;k þQk ð25Þ

380 J. Tian et al.



Kalman gain:

Kk ¼ Pkþ 1;kHT
kþ 1R

�1
kþ 1 ð26Þ

The measurement update:

Xkþ 1 ¼ Xkþ 1;k þKk½Zkþ 1Hkþ 1Xkþ 1;k� ð27Þ

Pkþ 1 ¼ ½I � KkHkþ 1�Pkþ 1;k ð28Þ

5 Experiment and Analysis

The test field is located in the laboratory of the research building in University of
Electronic Science and Technology of China (UESTC) and the version of test
cellphone is Meizu 3S with Android system. All APs are around the corner of the
laboratory regarding the environment condition. The APs deployment detail is
depicted in Fig. 3. The antenna of cellphone faces to the up direction for a good
signal capture ability. Moreover, to avoid interferences, we closed other electronics
devices during the test. The true values of tested points are obtained by designing
a planned special trajectory plotted in Fig. 3. The coordinates are precisely

Fig. 3 The true motion trajectory
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measured with a tapeline. The grid cell size is set as 2 m � 2 m. During the test,
the RSS is collected in real time with the sampling rate of 2 s. The field test is
carried out to illustrate the performances of our proposed algorithm. To ensure the
reliability of the RSSI in database, the data is repeatedly sampled for seven times
per fingerprint point. The weighting matrix is wW ¼ diagð½0:55; 0:65�TÞ and
wTr ¼ diagð½0:45; 0:35�TÞ.

Four schemes, i.e. Weighted K-nearest neighbour (WKNN), trilateration (TRI),
weighted trilateration and fingerprint (WTF), adaptive weighted trilateration and
fingerprint (AWTF) are examined here for comparison purpose. The computed X
and Y component errors of all algorithms are shown in Figs. 4 and 5.

It can be seen from that TRI is inferior to WKNN in most of time, whereas
shows its merit on some points (see Figs. 4 and 5). The WTF generates the best

Fig. 4 X component errors of WKNN, TRI and WTF

Fig. 5 Y component errors of WKNN, TRI and WTF
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result by fusing these two algorithms (see Table 1). If the indoor environment
varies, the better result can be expected.

Then, we focus on testing the efficiency of AWTF. The computed results and
comparisons are presented in Tables 1 and Figs. 6, 7.

Table 1 The error of WKNN, TRI, WTF and AWTF

X component Y component

WKNN TRI WTF AWTF WKNN TRI WTF AWTF

Max 4.36 9.3 4.19 3.68 6.53 7.01 4.56 4.24

Min 0.21 0.11 0.08 0.01 0.12 0.13 0.15 0.11

Mean 1.53 1.81 1.36 1.32 1.71 2.47 1.61 1.61

Unit m

Fig. 6 The X component error of WTF and AWTF

Fig. 7 The Y component error of WTF and AWTF
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In Figs. 6 and 7 above, the sharp errors are successfully minimized. The overall
accuracy is be better (see Table 1). This proves the effectiveness of AWTF
algorithm.

Finally, to verify the contribution of dynamic model, we walked following the
designed route and the cellphone located once every two seconds. The constant
velocity is about 1 m/s and the whole walking path includes 13 collected points.
Seen from Table 2 and Figs. 8, 9, LKF effectively smoothes the positioning result
of AWTF. The results above three algorithms are very close. The LKF achieves the
best result compared with WTF and AWTF. Furthermore, for the aspect of stability,
LKF greatly smoothes the amplitude of noise thus generates a more reliable esti-
mate compared with other two algorithms (see Figs. 8 and 9).

Table 2 The error of WTF, AWTF and LKF

X component Y component

WTF AWTF LKF WTF AWTF LKF

Max 4.19 3.68 3.61 4.56 4.24 3.62

Min 0.18 0.11 0.04 0.15 0.11 0.02

Mean 1.36 1.32 1.31 1.61 1.61 1.20

Unit m

Fig. 8 The X component error of AWTF and LKF
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6 Concluding Remark

In summary, the fusion of weighted K-nearest neighbor (WKNN) and trilateration
(TRI) algorithm is proposed for indoor localization algorithm and is further
improved through a linear Kalman filter (LKF). Two main contributions are pro-
posed: (1) the positioning based on the adaptive fusion of trilateration and finger-
print localization algorithms. (2) The dynamic model is also established and
subsequently used in a LKF to smooth the noise and error peaks. LKF is used as
dynamic model for estimating the position, while the measurement value is given
by the result of Adaptive filtering and the synthetization of two algorithms above.
The result show that: the fusion of TRI and WKNN effectively improves the
accuracy compare with each one. By constructing the dynamic model and obser-
vation model through the LKF, the system can achieve more accurate and reliable
results.
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Positioning Performance Analysis
of Combined BDS/GPS-RTK Based
on iGMAS Products

Subo Wan, Qianxin Wang, Wenwen She and Mingbin Zhang

Abstract With the rapid development of the self-determination navigation system in
many countries, multi-bandmulti-mode GNSS integrated positioning has become the
current research hotspot, which can overcome the limitations that the navigation
based on single satellite system would be not continuous and reliable while GNSS
signal is sheltered seriously. According to the development status of GNSS navi-
gation positioning system in China in recent years, the paper intended to study on the
performance of combined BDS/GPS-RTK with the application of products of
iGMAS. The result of static experiment showed that the positioning accuracy of
single GPS was better than single BDS and combined BDS/GPS in open area,
combined BDS/GPS was better than single BDS and single GPS in enclosed area.
The result of dynamic vehicle experiment showed that combined BDS/GPS could
still provide continuous and stable positioning service although the positioning
reliability was greatly affected when the observation environment was bad. The result
of antennamovement experiment showed that the positioning accuracy of single GPS
and combined BDS/GPSwas almost the same in either vertical or horizontal direction
in open area and single GPS was better than combined BDS/GPS in enclosed area.

Keywords iGMAS � Combined BDS/GPS � RTK � Positioning performance

1 Introduction

iGMAS is the abbreviation of International GNSS Monitoring & Assessment
Service, whose basic functions are the acquisition, transmission, storage, analysis of
data and the release of information. Its main purpose is to provide users with secure
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and reliable service of GNSS. The website of iGMAS is http://124.205.50.178.
Users can download the products of orbit and clock correction with high precision
or other products freely from it.

Along with the development of autonomous satellite navigation systems, the
number of GPS satellites in orbit has been 32 by December 2017. The number of
China’s BDS satellites in orbit has reached 19 and there are 5 GEO satellites, 7
MEO satellites and 7 IGSO satellites among them. The GAILIEO navigation
system of European Union has 8 orbiting satellites in addition to the experimental
satellites. The number of GLONASS satellites in orbit has been 24 up to now after
the rescue plan which is aimed at the supplement of satellites. It can be seen that the
combination and cooperation of multi satellite navigation systems will be the trend
in the development of global navigation satellite system (GNSS).

At present, the research of combined BDS/GPS-RTK positioning is mainly
focused on two aspects. On one hand, the research on mathematical model, such as
literature [4, 6] studied on the observation equation which is combined by BDS and
GPS in RTK positioning, literature [9] aimed at improving the Kalman filter
algorithm of BDS/GPS integrated positioning system. On the other hand, the
analysis of position performance in combined BDS/GPS-RTK [7, 8]. Although
there is plenty of research on positioning algorithm, the experimental part mostly
concentrates on the analysis of static data instead of dynamic data. In addition, most
of the data and products are downloaded from IGS, there is no significance for us to
verify the precision and reliability of the products provided by iGMAS. Therefore,
the position performance of combined BDS/GPS-RTK will be analyzed in this
essay according to the products of iGMAS.

2 Mathematical Model

2.1 GNSS Positioning Observation Equation

RTK mathematical model is based on the observation equation of pseudo range and
carrier phase [2], as follows:

fqpi ðtÞ ¼ qpi ðtÞþ cdtiðtÞ � cdtpðtÞþ dqpi;tropðtÞþ dqpi;ionoðtÞþ eq ð1Þ

up
i ðtÞ ¼

f
c
qpi ðtÞþ f dtiðtÞ � f dtpðtÞþ f

c
dqpi;tropðtÞ �

f
c
dqpi;ionoðtÞ � Np

0 þ eq ð2Þ

The double difference observation equation of pseudorange and carrier phase can
be expressed as follows:
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DDpq
ij;qðtÞ ¼ rDqpqij ðtÞþrDqpqij;tropðtÞþrDqpqij;ionoðtÞþ epqij;q ð3Þ

DDpq
ij;uðtÞ ¼

f
c
rDqpqij ðtÞþ

f
c
rDqpqij;tropðtÞ �

f
c
rDqpqij;ionoðtÞ � rDNpq

ij þ epqij;u ð4Þ

where fqpi ðtÞ and up
i ðtÞ represent the pseudorange observation and carrier phase

observation, qpi ðtÞ is the geometric distance from satellite p to station i, dtiðtÞ is the
receiver clock error of station i, dtpðtÞ is the clock error of satellite p, dqpi;tropðtÞ and
dqpi;ionoðtÞ are the delay errors of troposphere and ionosphere, eq and eq denote the
residual errors of pseudorange and carrier phase, DDpq

ij;qðtÞ and DDpq
ij;uðtÞ represent

double difference observations of pseudorange and carrier phase, rD is the dif-
ference operator. Among them, delay errors of troposphere and ionosphere can be
well eliminated in short-baseline RTK.

The matrix form of observation equation in BDS/GPS combinations can be
expressed as:

AB 0 0
AG 0 0
AB BB 0
AG 0 BG

2
664

3
775

dX
rDNB

rDNG

2
4

3
5 ¼

rDlqB
rDlqG
rDluB
rDluG

2
664

3
775 ð5Þ

A ¼

X0�X1ðtÞ
q10ðtÞ

Y0�Y1ðtÞ
q10ðtÞ

Z0�Z1ðtÞ
q10ðtÞ

..

. ..
. ..

.

X0�XnðtÞ
qn0ðtÞ

Y0�YnðtÞ
qn0ðtÞ

Z0�ZnðtÞ
qn0ðtÞ

2
6664

3
7775 ð6Þ

B ¼
k 0 � � � 0
0 k � � � 0
..
. ..

. � � � ..
.

0 0 � � � k

2
664

3
775 ð7Þ

where dX is the correction of coordinate, rDN is the double difference ambiguity,
the subscript B represents BDS, the subscript G represents GPS, ðX0; Y0; Z0Þ is the
approximate coordinates of receiver, ðXnðtÞ; YnðtÞ; ZnðtÞÞ is the coordinates of
satellite, qn0ðtÞ is the geometric distance from satellite to station, k represents the
wavelength, t represents the epoch [5, 10].

2.2 Adaptive EKF Algorithm

The state equation and observation equation of Extended Kalman Filter (EKF) are
written as:
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Xk ¼ Uk;k�1Xk�1 þCk;k�1uk�1 þWk�1 ð8Þ

Zk ¼ h Xkð ÞþVk ð9Þ

The iterative algorithm of EKF can be shown as follows:

bXk;k�1 ¼ Uk;k�1 bXk�1 þCk;k�1uk�1 ð10Þ

Pk;k�1 ¼ UkPk�1U
T
k þQk�1 ð11Þ

bV k ¼ Zk � h bXk;k�1

� �
ð12Þ

PbVk
¼ HkPk;k�1HT

k þRk ð13Þ

Kk ¼ Pk;k�1HT
k PbVk

h i�1
ð14Þ

Xk ¼ bK k;k�1 þKk bV k ð15Þ

Pk ¼ I � KkHk½ �Pk;k�1 ð16Þ

where Xk is the state vector, Zk is the observation vector, Uk;k�1 is the state
transition matrix, Ck;k�1 is the dynamic noise transition matrix, uk�1 is the control
vector, hð�Þ is the nonlinear function, Wk�1 and Vk represent the dynamic noise and
observation noise separately, they conform to the normal distribution
pðwÞ� 0;Qk�1ð Þ and pðvÞ� ð0;RkÞ.

The state vector can be expressed as:

Xk ¼ xk yk zk _xk _yk _zk €xk €yk €zk rDN1 . . . rDNn½ � ð17Þ

The state transition matrix can be expressed as:

Uk;k�1 ¼
I3 dtI3 dt2

2 I3 0
0 I3 dtI3 0
0 0 I3 0
0 0 0 In

2
664

3
775 ð18Þ

where I3 is 3 � 3 identity matrix.
The coefficient matrix can be shown as follows:

Hk ¼
AqB 0 0
AqG 0 0
AuB BB 0
AuG 0 BG

2
664

3
775 ð19Þ
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AqB ¼ AuB ¼ AqG ¼ AuG ¼

X0�X1ðtÞ
q10ðtÞ

Y0�Y1ðtÞ
q10ðtÞ

Z0�Z1ðtÞ
q10ðtÞ

0 0 0 0 0 0

..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

.

X0�XnðtÞ
qn0ðtÞ

Y0�YnðtÞ
qn0ðtÞ

Z0�ZnðtÞ
qn0ðtÞ 0 0 0 0 0 0

2
66664

3
77775

ð20Þ

BB ¼ BG ¼
k 0 � � � 0
0 k � � � 0
..
. ..

. � � � ..
.

0 0 � � � k

2
664

3
775 ð21Þ

The Rk matrix of measurement equation uses the altitude angle model, that is
r2 ¼ r20= sin

2ðEÞ, the state equation Qk can be determined by IAE and RAE
algorithm.

3 Positioning Results and Accuracy Analysis of Combined
BDS/GPS-RTK

In order to test the performance of combined BDS/GPS-RTK, The static experi-
ment, dynamic vehicle experiment and antenna movement experiment have been
carried out. The data of reference station in these three experiments are from the
Continuously Operating Reference Station (CORS) of China Mining University
(CUMT). The model of CORS is ThumbT300 and the model of moving station is
Trimble R10. By the test, the positioning performance of receiver is reliable and
accurate. The products required for experiments are all from iGMAS, and the
accuracy of the products has been analyzed in detail in literature [1, 3] which will
not be referred to again in this paper.

3.1 Static Experiment

3.1.1 Data Collection

The experiment used observation of multi-GNSS from moving station on the roof
and balcony of School of Environment Science and Spatial Informatics, CUMT. As
Fig. 1a showed, the roof belonged to the open area where the observation condition
was good and the signal would not be interfered. The data of open area was
collected from 5:45 pm to 8.31 pm in January 16, 2016 and the data sampling rate
was 5 s, the elevation angle cutoff was set as 10°. Figure 1b was the balcony called
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enclosed area where the observation condition was bad and the signal would be
interfered to a certain extent. The data of enclosed area was collected from 1:22 pm
to 6:01 pm in January 17, 2016 and the data sampling rate was 5 s, the elevation
angle cutoff was set as 5°.

Figure 2a–b showed the projection of satellite orbit during data reception and
Fig. 3a–b showed the number of BDS and GPS satellites in open area and enclosed
area respectively.

3.1.2 Result Analysis

Figure 4 shows the result of open area. The GPS positioning result is selected as the
reference value of the precision statistics. Table 1 shows the statistical result of
precision. As we can see from Fig. 4 and Table 1:

(1) The RMS of GPS positioning in North, East and Up components are 0.35, 0.22
and 0.52 cm respectively, those of BDS positioning are 10.87, 5.28 and
13.82 cm, those of BDS/GPS positioning are 1.78, 1.84 and 4.58 cm.

(2) The positioning result of BDS is relatively worse than GPS in stability and
reliability. The possible reason lies in that the orbit error of GEO satellites in
BDS may affect the positioning or BDS data is of poor quality which might
contain too many cycle slips and gross errors.

(3) Positioning result of combined BDS/GPS is greatly affected due to the poor
stability of BDS positioning, therefore GPS-RTK is better than combined BDS/
GPS-RTK and much better than BDS-RTK.

Figure 5 shows the result of enclosed area. The combined BDS/GPS positioning
result is selected as the reference value of the precision statistics. Table 2 shows the
precision statistics. As we can see from Fig. 5 and Table 2:

(a) roof                              (b) balcony

Fig. 1 The field of experimental data acquisition
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(1) The RMS of GPS positioning in North, East and Up components are within
2.5 m. In BDS positioning, the North and East components are within 0.2 m,
the Up component is within 0.4 m. In combined BDS/GPS positioning, the
North and East components are within 0.1 m, the Up component is within
0.2 m.

(2) In enclosed area, the result of BDS-RTK is much better than that of GPS-RTK
and the combined BDS/GPS-RTK has the highest accuracy.

(3) The main reason that the positioning result of GPS-RTK is poor lies in the
fewer GPS satellites. From Fig. 3b, we can see that the number of GPS
satellites is about 5 in most cases and the phenomenon of signal lock-lose
occurs frequently. The number of BDS satellites is generally more than 7 and
there is few interruption of signal. The number of combined BDS/GPS is more
than 15 and the stability and reliability of positioning is greatly increased.

(a) open area (b) enclosed area

Fig. 2 The projection of satellite orbit

(a) open area                     (b) enclosed area

Fig. 3 The number of satellites
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Fig. 4 The result of open area

Table 1 The statistical result
of precision

Satellite system RMS (cm)

N E U

BDS 10.87 5.28 13.82

GPS 0.35 0.22 0.52

BDS/GPS 1.78 1.84 4.58

Fig. 5 The result of enclosed area
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3.2 Dynamic Vehicle Experiment

3.2.1 Data Collection

The data of dynamic vehicle experiment was collected in the campus of China
University of Mining and Technology. In Fig. 6, the yellow part was complete
enclosed area of signal, the green part was sectional enclosed area and the red part
was open area. The data was collected from 6:36 pm to 7:17 pm in January 19,
2016 and the data sampling rate was 5 s, the elevation angle cutoff was set as 5°.

3.2.2 Result Analysis

The result of dynamic experiment is shown in the Fig. 7. It’s difficult for us to select
the reference value for accuracy evaluation due to the frequent phenomenon of
signal lock-lose. Therefore, we just give a qualitative description for the reliability
and stability of single system positioning and combination positioning. As we can
see from Fig. 7:

(1) In complete enclosed area (a) and (b), single BDS and single GPS can’t provide
navigation and positioning services, but combined BDS/GPS can.

(2) In sectional enclosed area (c), the reliability and stability of single GPS is poor
from the view of dispersion degree although it can provide positioning.
Combined BDS/GPS is better than GPS, but the result is not very ideal in
reliability.

Table 2 The statistical result
of precision

Satellite system RMS (m)

N E U

BDS 0.12 0.18 0.31

GPS 1.10 2.43 2.20

BDS/GPS 0.08 0.06 0.18

Fig. 6 The field of
experimental data acquisition
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(3) In sectional enclosed area (d), single GPS and combined BDS/GPS can provide
stable positioning, but single BDS can’t.

(4) In open area, the results of single BDS, single GPS and combined BDS/GPS
are all good and stable.

3.3 Antenna Movement Experiment

3.3.1 Data Collection

This experiment in open area included two parts, vertical movement and horizontal
movement. Vertical movement was conducted on the roof of School of
Environment Science and Spatial Informatics, CUMT. The data was collected from
10:07 am to 2:00 pm in May 13, 2016. In Fig. 8, the height was adjusted from 1.5
to 1.7 m at 11.33 am. It ensured that there was only change in vertical direction.
Horizontal movement was conducted on the square which was in front of the
gymnasium. The data was collected from 16:28 pm to 19:35 pm in May 13, 2016.
In Fig. 9, the receiver was moved from 9 to 29 cm along the ruler at 18.10 pm.
There was only change in horizontal direction. The data sampling rate was 1 s and
the elevation angle cutoff was set as 5°.

3.3.2 Result Analysis

The vertical movement is 20 cm in theory. The processing results are shown in
Fig. 10 and Table 3. We can see that:

Fig. 7 The result of dynamic experiment
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(1) Single BDS, Single GPS and combined BDS/GPS all can monitor the defor-
mation accurately in a good observation environment, the position error is
within 0.5 cm.

(2) GPS-RTK is slightly better than BDS-RTK and combined BDS/GPS-RTK. The
result of combined BDS/GPS is similar to that of BDS for there may be some
problems in determining the weight of BDS and GPS.

The vertical movement experiment of enclosed area is simulated by removing
some satellites artificially. Figure 11 shows the reception of satellites. We can see
from it that the number of BDS satellites is generally 8–10, GPS satellites is
generally 7–9. Next, the following 10 satellites G03, G08, G09, G14, G16, G23,

(a) 1.5m (b) 1.7m

Fig. 8 Vertical movement

(a) 9cm (b) 29cm

Fig. 9 Horizontal movement
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C07, C08, C09, C10 are removed and not involved in calculation. The result can be
seen in Fig. 12 and Table 4:

(1) Single GPS is accurate and the position error is small although the GPS
satellites are few.

(2) The position errors of single BDS and combined BDS/GPS are large, about
6 cm. The reason lies in the irrational structure of BDS satellites that IGSO

Fig. 10 The result of vertical movement in open area

Table 3 The statistical result of precision

Satellite system Open area

Before adjustment (m) After adjustment (m) Change (m)

BDS 80.327 80.524 19.7

GPS 80.332 80.533 20.1

BDS/GPS 80.327 80.524 19.7

Fig. 11 The reception of satellites
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satellites are removed excessively and most of the remaining satellites are MEO
satellites.

The horizontal movement is 20 cm in theory. The processing result is shown in
Fig. 13 and Table 5. We can see that:

(1) Both single GPS and combined BDS/GPS can well measure the variation of
20 cm. However, the accuracy of single GPS is slightly higher than combined
BDS/GPS.

(2) The result of single BDS is not stable, so we don’t take it into account.

Fig. 12 The result of vertical movement in enclosed area

Table 4 The statistical result of precision

Satellite system Enclosed area

Before adjustment (m) After adjustment (m) Change (m)

BDS 80.234 80.375 14.1

GPS 80.336 80.538 20.2

BDS/GPS 80.364 80.512 14.8
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Figure 14 represents the situation of satellite reception. In order to simulate the
bad observation condition, we get rid of 7 satellites, including G01, G03, G08, G17,
C01, C02, C03. The remaining number of GPS satellites is 4–5, which of BDS
satellites is 5–6. From Fig. 15 and Table 6, we can see that:

(1) The result of single GPS is the best and there is no change in accuracy.
(2) Single BDS is still not stable and it is similar to the previous result. The result

of combined BDS/GPS is not ideal, the measurement error becomes large.

Fig. 13 The result of horizontal movement in open area

Table 5 The statistical result of precision

Satellite system Open area

Before adjustment (cm) After adjustment (cm) Change (cm)

GPS 0 −19.9 19.9

BDS/GPS 0.1 −20.1 20.2

Fig. 14 The reception of satellites
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4 Conclusion

In this paper, the positioning performance of combined BDS/GPS-RTK under the
different conditions was analyzed. In static experiment, it was shown that the
positioning accuracy of single GPS was better than single BDS and combined BDS/
GPS in open area, combined BDS/GPS was better than single BDS and single GPS
in enclosed area. In dynamic vehicle experiment, it was shown that combined BDS/
GPS could still provide continuous and stable positioning service, but the posi-
tioning reliability was greatly affected when the observation environment was bad.
In antenna movement experiment, the positioning accuracy of single GPS and
combined BDS/GPS was almost the same in either vertical or horizontal direction
in open area. And when it was in enclosed area, single GPS was better than
combined BDS/GPS.

The paper briefly analyzes the positioning performance of combined BDS/GPS
based on the iGMAS products, which can provide some useful reference for sub-
sequent scholars. With the limitation of experimental conditions, the conclusions
obtained in this paper need to be further test. Next step, we can consider the
influence of occlusion in different directions on positioning accuracy and how to
determine the weight of BDS and GPS according to the quality of measured data.
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Fig. 15 The result of horizontal movement in enclosed area

Table 6 The statistical result of precision

Satellite system Enclosed area

Before adjustment (cm) After adjustment (cm) Change (cm)

GPS 0 −19.9 19.9

BDS/GPS −0.5 −22.2 21.7
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Environment Recognition Based
on Temporal Filtering SVM

Yuze Wang, Peilin Liu, Xiaoguang Zhu, Xiaoxi Jin, Qiang Liu
and Jiuchao Qian

Abstract Since the signal quality of global navigation satellite system (GNSS) is
extremely vulnerable to the surrounding environment, the environment-aware
adaptive positioning algorithm has drawn wide attention. In order to select the
suitable positioning method in different types of environment, the receiver need to
recognize the type of surrounding environment in real-time. Targeting on the
vehicle positioning applications in the city, this paper divides the urban environ-
ment into six categories: canyon, downtown, suburb, viaduct-up, viaduct-down and
boulevard, and proposes a novel environment recognition algorithm based on the
navigation signal characteristics. Firstly, a five dimension signal feature vector is
proposed to describe the quality of navigation signal. The vector elements are signal
power attenuation mean, power attenuation standard deviation, signal blocking
coefficient, DOP value expansion ratio and power fluctuation coefficient. Then,
taking this vector as environmental attribute, this paper proposes an environment
recognition algorithm based on the temporal filtering support vector machine
(SVM). In the experiment, the raw navigation signal data are collected for more
than 100 thousand epochs in six types of urban environment, with no less than 10
thousand epochs for each type. In order to verify the validity of the proposed
recognition algorithm, the five cross validation method is used to train and test all
the collecting data. The testing results show that the recognition accuracy of the
algorithm are higher than 90% for all types of environment.

Keywords GNSS � Signal feature vector � Environment recognition
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1 Introduction

The quality of satellite navigation signal is very easy to be affected by the sur-
rounding environment, which leads to the decrease of the positioning performance
of GNSS receiver. The interference factors in the environment mainly include
multipath, signal occlusion and ambient thermal noise [1]. In order to improve the
robustness of positioning, researchers have proposed a large number of
anti-interference algorithms [2], such as multipath suppression algorithm [3], high
sensitivity capture tracing, filtering algorithm, multi-source fusion algorithm, etc.
However, most performance improvements of anti-interference algorithms are
based on specific application scenarios, which needs to consume more computa-
tional resources. Therefore, the positioning performance of the same receiver is
usually very different in different scenarios.

Considering that the inconsistencies of statistical characteristics between dif-
ferent interference source and disturbance intensity in different environment, it is
necessary to adopt adaptive algorithm strategy. For example, in the multi-source
positioning system, the error weight distribution of satellite measurements and other
sensor measurements directly affects the final positioning accuracy. Therefore, it is
necessary to design the weight coefficient to match different characteristic types, so
as to improve receiver’s environmental adaptability. In addition, the algorithm
based on the environment recognition can reduce the unnecessary consumption of
computing resources, thus saving energy efficiency. For example, MEDLL, the
classic multi-path suppression algorithm, needs to increase a large number of
correlators in the tracking loop to detect multipath signals [4]. Actual test results
show that MEDLL in urban canyon environments can be significant to suppress the
multipath signal, but not significant in the suburban environment. Therefore, the
receiver can choose to close the algorithm in suburban environment to save hard-
ware energy consumption. Although the environment recognition algorithm can
effectively promote receiver’s comprehensive performance in all kinds of scenes,
but first step of the method is that receiver how automatically identifies the type of
scene by its own perception characteristics. So we need to build the environment
recognition algorithm based on navigation signal characteristics.

At present, the environment recognition algorithm has been widely applied. This
algorithm is first applied to the visual field, which is mainly based on image feature
to identify each type. Tang and Breckon [5] used the color, texture and edge
features of the image to identify whether the motor vehicle is on the highway, in the
city, suburban. Bosch et al. [6] proposed a dimension reduction method to identify
whether the environment is forest, mountain range, highway, street, beach, etc.
Although the visual classification method can identify better, but most satellite
navigation terminals cannot perceive visual characteristics of the surrounding
environment. Therefore, it is necessary to develop a environment classification
algorithm based on satellite navigation signal characteristics. Hsu et al. [7] used
satellites visibility and pseudorange measurements to identify the receiver above or
below the highway. However, the algorithm can only identify two kinds of
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scenarios, and which needs to know the height of viaduct as a prior condition.
Drawil et al. [8] used the mean and variance characteristics of satellite signal
strength to identify environments, which were divided into three types: high,
medium and low precision in real time. Groves et al. [9] used the signal strength of
satellite and the intensity of WIFI signal to judge the environments, which were
divided into five categories: open space, suburb, urban, urban canyon and tunnel.
Lighari et al. [10] analyzed the intensity and variance of satellite signals in each
type of scenes, which were divided into open ground, forest shade, unilateral
occlusion and bilateral occlusion. Bancroft et al. [11] used the sensory information
and satellite signals to identify the user’s location, whether is indoor or outdoor, and
the type of motion.

Above all, although there are many kinds of environment recognition algorithms
based on navigation signals, the main disadvantages are significant, which include
two aspects. One is that some algorithms need to use other information more than
the navigation signals, and the second is that the types of recognition environments
are not comprehensive. Therefore, based on vehicle-mounted receiver, this paper
proposes a environment recognition algorithm based on navigation signal charac-
teristics for different environments, which are divided into urban canyons, urban,
suburban, above highway, below highway and shade.

2 Signal Feature Vector

To recognize each type of environment based on GNSS signal characteristics, an
important task is to build a reliable signal feature vector. Most of the previous
studies use signal power, the number of visible satellites and the GDOP value as
feature elements, but it is only suitable for distinguishing environment with fewer
categories. In order to recognize more environmental categories, the signal feature
space need to be expanded.

This paper proposes a five dimensional signal feature vector to characterize the
environmental interference. The vector parameters are signal power attenuation
mean and standard deviation, blockage coefficient, GDOP expansion ratio and
power fluctuation coefficient. The detailed calculation of each parameter are given
as follows.

• Mean l and standard deviation r of signal power

The satellite signal power is influenced by many factors such as atmospheric
attenuation, antenna gain and equipment noise. In order to calculate the power
attenuation only caused by surrounding environment, the standard signal power
with no attenuation need to be measured in the open sky environment. The signal
power attenuation of each satellite can be calculated by using standard power minus
measured power. Thus, the power attenuation of satellite k at time t can be cal-
culated as follows:
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AkðtÞ ¼ Pstd
k ðtÞ � PkðtÞ ð1Þ

where PkðtÞ is measured power of satellite k at time t. Pstd
k ðtÞ is the standard power.

Then, lðtÞ and rðtÞ can be calculated as follows:

lðtÞ ¼ 1
N

XN
k¼1

AkðtÞ ð2Þ

rðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
k¼1

AkðtÞ � lðtÞð Þ2
vuut ð3Þ

where N is the number of visible satellites.

• Blockage coefficient a

Blockage coefficient can be calculated as follows:

aðtÞ ¼ 1� NvisibleðtÞ
NallðtÞ ð4Þ

where Nvisible is the number of visible satellite, and Nall that can be calculated by
almanac is the number of all satellite in the sky.

• GDOP expansion ratio k

The GDOP value can be calculated as follows:

~G ¼

� cos hð1Þ sin að1Þ � cos hð1Þ cos að1Þ � sin hð1Þ 1

� cos hð2Þ sin að2Þ � cos hð2Þ cos að2Þ � sin hð2Þ 1

..

. ..
. ..

. ..
.

� cos hðNÞ sin aðNÞ � cos hðNÞ cos aðNÞ � sin hðNÞ 1

2
666664

3
777775

ð5Þ

~H ¼ ð~GT � ~GÞ�1 ð6Þ

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffi
trð~HÞ

q
ð7Þ

where hðkÞ and aðkÞ is the elevation and azimuth respectively. Then, the k can be
calculated:

kðtÞ ¼ GDOPðtÞ
GDOPstdðtÞ ð8Þ
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where GDOPðtÞ is the measured value of the receiver, and GDOPstdðtÞ is value in
the open sky environment.

• power fluctuation coefficient b

The signal power fluctuation coefficient is defined as the standard deviation of
the signal power attenuation in one second. It can be calculated as follows:

t0 ¼ t1 � fs ð9Þ

Dkðt1Þ ¼ 1
t1 � t0

Xt1
t¼t0

AkðtÞ ð10Þ

bkðt1Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
t1 � t0

Xt1
t¼t0

AkðtÞ � Dkðt1Þð Þ2
vuut ð11Þ

bðt1Þ ¼ 1
N

XN
k¼1

bkðt1Þ ð12Þ

where fs is the data recording frequency of receiver. N is the satellite number.
According to the above description, the five dimension signal feature vector can

be express as:

c ¼ l; r; a; k; b½ � ð13Þ

This vector will be used in environment recognition algorithm in the next part.

3 Data Collection

This section will illustrate the experimental equipment of data collection and
characteristics of each environmental type. First, the collection route and the sub-
jective description for each type of environment is given. Then, the statistical
distributions of signal feature vector is studied in different types of environment.

In order to obtain the raw data of GNSS signal, a commercial receiver is used to
log the message five times every second. The antenna of the receiver is mounted on
a van, and the motion state of the van is medium and low speed. Figure 1 shows the
experimental platform and the collecting route in Shanghai, China. More than 100
thousand seconds data have been collected and the collecting area is almost
250 km2. It can be seen that the collecting route covers most of the typical envi-
ronment in the city.
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This paper divides urban environment into six categories: urban canyon,
downtown, suburb, viaduct-up, viaduct-down and boulevard. The photos of each
type are shown in Fig. 2.

As shown in Fig. 2, the characteristics of the surrounding environment are
distinctly different in each type, and the description are as follows:

• Canyon: In this environment, there are a large number of skyscrapers on both
sides of the road which is taller than 100 m and widely use glass walls.
The GNSS signal will be easily blocked and multipath interference is serious.

• Downtown: In downtown environment, the height of most buildings are around
50 m, and the multipath interference will be lower.

Fig. 1 Signal collecting platform and route

Fig. 2 Live photo of each type environment
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• Suburb: In general, the buildings are no higher than 20 m in suburb. The
positioning accuracy of receiver is usually good.

• Viaduct-up: In such environment, the interference is very weak, so the signal
quality is good and hardly to be interfered.

• Viaduct-down: In viaduct-down environment, the signal is very easily to be
blocked, especially for the satellite with high elevation.

• Boulevard: Almost all satellite signals will be attenuated by trees under this
environment, and the short delay multipath is serious.

4 Environment Recognition Algorithm

Taking the feature vectors as the training data, this section proposes a temporal
filtering SVM algorithm to recognize the environmental type. The feature vectors
need to be standardized before training, and the equation is as follows.

c0 ¼ c� lðcÞ
rðcÞ ð14Þ

where c is the raw feature parameter. lðcÞ is the mean of c. rðcÞ is the standard
deviation. In the following section, c0 will be used to replace c in the recognition
algorithm.

4.1 SVM Classifier

The basic theory of support vector machine (SVM) is to find a partition hyperplane
in the sample space and separate the different categories of samples, which is based
on the training set D. The sample set is defined as follows.

D ¼ ðx1; y1Þ; . . .; ðxm; ymÞf g; yi 2 �1; þ 1f g ð15Þ

In the sample space, the division of the hyperplane can be described by the
following linear equation:

xTxþ b ¼ 0 ð16Þ

where x ¼ w1;w2; . . .;wdð Þ is the normal vector which determines the direction of
hyperplane. b is the displacement which determines the distance between origin and
hyperplane. Then, The distance between any point x and the hyperplane ðx; bÞ in
the sample space can be calculated as:
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r ¼ xTxþ bj j
xk k ð17Þ

If hyperplane ðx; bÞ could classify the training data correctly, the following
function can be get for ðxi; yiÞ 2 D.

xTxi þ b� þ 1; yi ¼ þ 1
xTxi þ b� � 1; yi ¼ �1

�
ð18Þ

Then

r ¼ 2
xk k ð19Þ

In order to maximum the space, we need to calculate;

min
x;b

1
2

xk k2 ð20Þ

s:t: yiðxTxi þ bÞ� þ 1; i ¼ 1; 2; . . .;m ð21Þ

Finally, the hyperplane coordinates can be calculated by solving the above
formula. Then, the hyperplane can be used to classify the categories of observation
data in real-time.

By training the signal feature vector obtained from the collecting data, the SVM
algorithm can be used to identify the environmental type. Figure 3 shows the
classification results of SVM algorithm for downtown environment in a short period
of time. The peak value represents the correct prediction, and the trough represents
the wrong prediction. It can be seen that the recognition result of SVM algorithm is
correct in most epochs. However, the recognition result will fluctuate frequently in
some period, because the signal feature parameters are affected by random noise.

Fig. 3 Recognition result of
SVM in downtown
environment
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4.2 Prediction Updating Based on Temporal Filtering

According to the previous analysis in Fig. 3, the random noises of measured feature
vector will cause the fluctuation of recognition result and decrease the recognition
accuracy. However, the users usually stay in the same type of environment for a
period of time in practical applications. Thus, the filtering algorithm can be con-
sidered to improve the environment recognition performance.

An important work of filtering algorithm is to design the filtering window
parameters. In this research, the type conversion of environment is determined by
the spatial coordinate of the receiver. Therefore, the moving mileage of the receiver
will be an important reference to design the length of filtering window. In addition,
it is necessary to consider the running time to ensure that the window length will
not increase infinitely in static cases. Thus, taking both moving mileage and the
running time into consideration, a SVM classification algorithm based on the
temporal filtering (SVM-FL) is proposed in this paper.

In this algorithm, the recognition result with maximum probability is chosen to
represent the environmental type for all epochs in one filtering window. The
detailed calculating procedures are as follows.

1. By training the signal feature vector, the basic SVM algorithm is used to get a
preliminary prediction ŝðtÞ at every epoch t.

ŝðtÞ ¼ SVM cðtÞð Þ ð22Þ

where cðtÞ is the signal feature vector.
2. The time TsðtÞ it takes the receiver to move s meters is calculated. The length of

filtering window k is chosen as the minimum between TsðtÞ and fixed value T0.

s ¼ f ðt0Þ ¼
Xt

ti¼t0

vi � ðti � ti�1Þ ð23Þ

TsðtÞ ¼ t � t0 ¼ t � f�1ðsÞ ð24Þ

k ¼ min TsðtÞ;T0ð Þ ð25Þ

where vi is the mean speed in the period of ti � ti�1.
3. The maximum probability of k preliminary predictions is selected as the final

recognition result sðtÞ, and it can be calculated as follows:

sðtÞ ¼ MAX ŝðt � kþ 1Þ; ŝðt � kþ 2Þ; . . .; ŝðtÞf gð Þ ð26Þ

Figure 4 shows the environment recognition results for the test example in
previous section by using the SVM-FL algorithm, and it can be seen that the
recognition accuracy has been significantly improved.
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5 Performance Test

5.1 Testing Method

In order to test the performance of proposed recognition algorithm, the five cross
validation method is used to train and recognize the data which collected in Sect. 3.
Firstly, the data set is randomly divided into 5 mutually exclusive subsets equally.
Four subsets are mixed as the training set, and the rest set is taken as the test set.
Every subset will be test once, so totally five training and tests need to be done.
Finally, the recognition performance of all collecting data can be obtained.

In this experiment, three methods are used to recognize the environmental types
for the collecting data set. The first method uses the traditional signal feature
vectors �h and SVM algorithm to recognize the environment. Its vector parameters
are signal power mean, signal power variance, DOP value and number of visible
satellite. The second method uses the SVM algorithm to recognize the environment
based on the signal feature vectors c that proposed in this paper. The third one uses
the SVM-FL algorithm to recognize the environment based on feature vectors c.

5.2 Recognition Result

Figure 5 shows the recognition performance of three methods in different types of
environment. The blue dotted line SVMð�hÞ is the performance of first method. The
yellow dashed line SVMðcÞ is the performance of second methods, and the red solid
line SVM�FLðcÞ represents the performance of third methods.

According to the figure, it can be seen that the traditional recognition algorithm
has a good performance in three types of environment which are suburb, viaduct-up
and viaduct-down. But its recognition accuracy is not good in other three envi-
ronmental types. When using the signal feature vector proposed in this paper, the
accuracy of recognition algorithms can be improved by 10–20%. The recognition
performance can be further improved by using SVM-FL algorithm, and the
recognition accuracy is higher than 90% for all types of environment.

Fig. 4 Recognition of
SVM-FL in urban
environment
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6 Conclusion

Based on the influence of environmental interference on GNSS signal character-
istics, this paper divides urban environment into six types which are canyon,
downtown, suburb, viaduct-up, viaduct-down and boulevard. Then an environment
recognition algorithm is proposed based on the GNSS signal feature vector. It
contains two main innovations:

• A feature vector is proposed for describing the influence of environmental
interference on GNSS signal, and the parameters contain the power attenuation
mean, power attenuation standard deviation, blockage coefficient, GDOP
expansion ratio and power fluctuation coefficient. The statistical distribution of
each parameter is analyzed in different types of environment.

• An environmental type recognition algorithm based on the feature vector is
proposed. The recognition accuracy are more than 90% for all types of
environment.

The research results in this paper provide a reliable guidance for designing
high-accuracy positioning algorithms under different environment, which is bene-
ficial to improve the comprehensive performance of receivers.
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Pseudorange Double Difference
Algorithm Based on Duty-Cycled
Carrier Phase Smoothing on Low-Power
Smart Devices

Qiang Liu, Rendong Ying, Yuze Wang, Jiuchao Qian and Peilin Liu

Abstract In recent years, due to the open access to raw GNSS measurements, it is
possible to study other PVT algorithms to improve the positioning accuracy on
smartphones. In this paper, we first give the analysis of the characteristics of the
smartphone observations and measurement error sources, then focus on the con-
tinuous cycle slip of carrier phase with duty cycle mode. Then, we propose an
improved Hatch filtering algorithm in order to use the carrier phase observations
which have continuous loss of cycles to reduce the measurement noise of pseu-
doranges. Finally, we give a comparison of several pseudorange positioning
algorithms, the model of pseudorange double difference algorithm and the
parameter selection principle of Kalman filter. Experiments based on a real
smartphone in the open sky environment and the post-processing of the collected
data is discussed in detail later. The results show that the proposed carrier
smoothing algorithm can effectively reduce the noise of pseudorange observations
and the positioning accuracy of the pseudorange double difference algorithm with
carrier smoothing technique is less than 5 m, which shows obvious improvement
compared with the positioning accuracy of the traditional positioning method on
smartphones.

Keywords Smartphone GNSS measurements � Duty cycle � Pseudorange double
difference � Carrier smoothing

1 Introduction

Since Nokia N95 first built a built-in GPS module on the mobile phone, GNSS has
become one of the standard parts of smartphones during the decade. Today,
however, the positioning accuracy of GNSS module on smartphone is still not very
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high, about 5–10 m [1]. On the one hand, the performance of GNSS hardware on
smartphone is generally poorer than the survey-grade receiver’s hardware due to
low cost and limited power consumption, these components have led to large errors
and noises in the smartphone GNSS observations. On the other hand, most of the
smartphone’s operating system provide developers application programming
interface (API) which only supports the output of the positioning results, it cannot
improve the GNSS positioning accuracy essentially just by filtering these infor-
mation. These two factors contribute to a simple positioning method and low
positioning accuracy on smartphones. But so far there has been a breakthrough in
May 2016, Google first announced the possibility to retrieve GNSS raw data from
smartphones equipped with Android Nougat or later [7], so it is possible for
researchers to study on other methods such as difference, carrier phase to achieve
high precision GNSS positioning with low-cost platform. K. M. Pesyna et al. were
the first group to explore the feasibility of high precision GNSS positioning on
smartphones, they analysed the smartphone-quality GNSS antenna [8] and duty
cycle mode of GNSS chipset [9], and came to the conclusion that centimetre
accurate positioning is possible based on smartphone’s hardware [5] and carrier
phase difference algorithm before 2016. However, their work was not based on real
smartphone GNSS measurements but used the external RF front-end and processing
software, so it is impractical. Since the open access to GNSS raw data, more and
more scholars are able to analyse the data which is recorded by a real phone, such as
Realini [10], Banville [2] and Garcia [3] and others, they analysed the raw obser-
vations with different approaches and obtained some preliminary conclusions, some
of them even obtained the positioning results by using carrier phase observations.
But their work also has limitations, they adopted Nexus 9 which is currently the
only one tablet supports to disable the duty cycle mode, that is, it can track the
carrier phase continuously. Duty cycle mode can greatly reduce the power con-
sumption on smartphone, and is very likely to be retained in the GNSS chipset of
future.

In this paper, we firstly analyse the characteristics of the raw observations with
duty cycle mode and the relationship between their error sources and hardware.
Then we propose an improved carrier smoothing algorithm and pseudorange double
difference (DD) model. Finally, the performance of the proposed algorithm is
verified by experiments and the conclusion and prospect are given.

2 Error Analysis of Smartphone Measurements

2.1 Performance Limits of Smartphone’s GNSS Module

The GNSS hardware on smartphones is shown in Fig. 1, which has no difference
with the hardware in common GNSS receiver, but the performance of smartphone’s
hardware is poorer than the latter’s. The smartphone’s antenna loses between 5 and
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15 dB in sensitivity as compared to the survey-grade antenna [8]. In addition, the
antenna’s ability of multipath suppression is poor by its linear polarization. The
internal clock of smartphone adopts the low quality TCXO which clock drift is
large, and exhibits significant low-frequency phase noise, making cycle-slip-free
carrier phase recovery more challenging [5]. In order to reduce power consumption,
GNSS chipset usually adopts duty cycle mode, namely in each signal processing
cycle just only a small part of the receiving signal will be processed, and the rest
time is idle, this mode can effectively reduce the power consumption of the chip,
and typical value is 13 mW [9], but it has also led to non-continuous GNSS carrier
phase tracking, thus this characteristic becomes an important obstacle to realize
high precision GNSS positioning on smartphones. Finally, due to the technology
for circuit designing, the power of thermal noise in smartphone is also larger than
that of the survey-grade receiver. These characteristics of hardware will be reflected
in the measurement errors of GNSS observations, and these errors will also have an
impact on the positioning results, so it is necessary to analyze in-depth in the post.

Although we can access to raw observations by Android APIs, but it does not
support directly give us those observations such as pseudorange which can be used
to calculate position, so we need to convert recorded data into RINEX files for
post-processing. In addition, the APIs also provide other information including the
accuracy of measurement, cycle slip flag and multipath indicator and so on [4], and
RINEX files don’t have these information, it is beneficial for designing algorithm.

2.2 Experimental Setup

Difference GNSS experiments take place in Fig. 2 (a). The position of the reference
station’s antenna (c) is prior known (see Table 1). First, the position of the two
rover stations in the figure (b) need to be calibrated. The reference station is
NovAtel’s PP6 receiver (upper right of Fig. 2), while the rover station is NovAtel’s
PP6D receiver, and the baseline length is about 400 m. We use the Waypoint
Inertial Explorer software to process the data, the calibration positions of A and B
are shown in Table 1, which is accurate to a centimeter level.

Fig. 1 GNSS hardware component in smartphone
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During the following smartphone experiments, reference station still uses PP6
receiver, while using Huawei P10 smartphone as rover station (lower left of Fig. 2),
its Android version is 7.0 and adopts Broadcom GNSS chipset internally with duty
cycle mode. The data of these two test stations are collected in real time and the
observations are processed in RINEX format.

2.3 Error Analysis of Pseudorange Observations

The pseudorange observation equation of reference and rover station is:

qkr ¼ rkr þ c dtr � dtk
� �þ Ikr þ Tk

r þ ekr ð1Þ

qku ¼ rku þ c dtu � dtk
� �þ Iku þ Tk

u þ eku ð2Þ

Fig. 2 Environment of data logging with smartphone

Table 1 Ground truth of reference and rover stations

ECEF X [m] ECEF Y [m] ECEF Z [m]

Reference Station −2,853,445.34 4,667,464.96 3,268,291.03

Rover Station A −2,853,315.49 4,667,286.38 3,268,615.41

Rover Station B −2,853,348.66 4,667,300.27 3,268,567.25
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In the above equations, the superscript k represents the satellite, the subscript r
and u represent the reference and rover station, q is pseudorange observation, r is the
real distance between satellite and receiver, c is the speed of light, dtr and dtu is clock
bias of two stations, dtk is clock bias of satellite k, I and T represent the propagation
delay of ionosphere and troposphere, and e is the sum of all the rest errors.

In this paper, the following strategy is used to analyze the error of pseudoranges.
First, by observing the pseudorange observation equations, we can see that the
equations consist of three parts: one is real distance; second one is the error
associated with the receiver, such as the clock errors, thermal noise and multipath
errors; third one is the errors unassociated with the receiver, such as the satellite
clock errors, ephemeris errors, ionosphere and tropospheric delay. Error analysis is
as follows:

Condition 1: because of the coordinates of reference and rover stations are known,
and the space position of satellites also can be known by ephemeris at a particular
period of time, so we can get the real distance r between stations and satellite k.

Condition 2: for the reference station, because the output observations have been
corrected, so the clock bias in RINEX file for each epoch is zero, and due to its high
quality antenna and hardware components, and the pseudoranges also have been
smoothed by carrier phase, so the errors associated with the receiver can be con-
sidered as zero.

Based on the above two conditions, we can get the errors unassociated with the
receiver of the reference station. Because it is a short baseline case in this exper-
iment, so the ionosphere and troposphere delay of two stations about satellite k is
almost equal, so this part can be regarded as common-mode errors.

For the rover station, the real distance and common-mode errors are known, so
the errors associated with the receiver can be obtained. These errors will be dis-
cussed in detail in the following. In Fig. 3 (a), the test results of the errors asso-
ciated with the smartphone in pseudorange observations of satellite G18 are given.

As we can see from figure (a), not only satellite G18 but also other satellites have
the same decline pattern, which is the result of smartphone’s clock drift. In order to
separate the smartphone’s clock errors from thermal noises, the following least
squares method are adopted:

y ¼ Cdtu þ eu ð3Þ

y ¼

q1u � r1u
� �� q1r � r1r

� �
q2u � r2u
� �� q2r � r2r

� �
..
.

qNu � rNu
� �� qNr � rNr

� �

2
6666664

3
7777775
N�1

C ¼

c

c

..

.

c

2
666664

3
777775
N�1

eu ¼

e1u

e2u

..

.

eNu

2
666664

3
777775
N�1

cdtu ¼ CTC
� ��1

CTy ð4Þ
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where y is known in the equation, and formula (4) gives an estimate of the clock
error in each epoch. It is important to note that eu is not a zero mean Gaussian noise
due to other errors such as multipath, but we also can use this method to give an
enough good estimation of clock error. Finally the clock error estimation is shown
in Fig. 3 (b), thus it can be seen that clock drift is �0:243� 10�6 s=s on average.

When the clock error is separated from the errors associated with the receiver,
the result shown in Fig. 4 is obtained. The result mainly consists of thermal noises
and multipath errors, and all other errors that are ignored during the whole analysis.
Among them, the standard deviation of satellite G18 is 5.02 m, satellite G21 is
6.36 m, satellite G10 is 4.84 m, and satellite G12 is 5.22 m. This error is also very
serious and needs to be eliminated.

Fig. 3 The smartphone’s own error and the clock drift estimate

Fig. 4 Thermal noises and
multipath errors

420 Q. Liu et al.



2.4 Error Analysis of Carrier Phase Observations

Similar to the analysis of the pseudoranges, the analysis method of carrier phase
observations is as follows:

Condition 1: because the positions of reference and rover stations are known, so
the theoretical number of total cycles from satellite k to station is also known. For
reference station, the change in the number of cycles introduced by the errors
associated with the receiver such as clock error is almost zero.

Condition 2: the RINEX file of the reference station gives the number of total
carrier cycles between the satellite and the station without integer ambiguity, so we
can obtain the change in the number of cycles introduced by common-mode errors
such as ionosphere and troposphere delay.

Based on above two conditions and the results of pseudorange error analysis, we
can estimate the effects in carrier phase measurements caused by clock error, but the
thermal noises and multipath effects on pseudorange and carrier phase observations
are different, so the impact of these errors on carrier cycles is unpredictable.
However, it is still available for us to estimate the carrier phase cycles.

c/u ¼ k�1ru þ f cdtu þ/cm ð5Þ

c/u is the estimated value of the complete carrier cycles between satellite and
smartphone, k and f is the carrier wavelength and frequency, ru is real distance

between satellite and smartphone, the bdtu is the clock error estimation which is
presented in the previous section, and /cm is common-mode errors. This estimation
does not include the impact of thermal noise, multipath effects, as well as the
estimation error of the clock error.

Accumulated delta range (ADR) observations from smartphone do not resolve
the integer ambiguity, and the initial value of the observations at the same moment
are also different among each satellite. Therefore, we need to subtract the initial
values of the respective observations, and then we can compare the trend of actual
observations and estimations. In Fig. 5 (a), the estimated total carrier cycles of four
satellites are given, and (b) shows the difference between the estimated value and
the observed value (both have removed initial value).

The explanation of above figure (b) is as follows: First, it is observed that all four
satellites have the common-mode error, this error is the estimated error of the clock
error mentioned before. Second, the difference between the actual measured value
and the estimated value of each satellite accumulates over time, about 2 cycle/s
change trend, that is to say, carrier phase observation of smartphone has continuous
loss of cycles. Since there is very little public information about GNSS chipset now,
this phenomenon cannot be explained from the bottom to up. The author argues that
the reason for this phenomenon lies in duty cycle mode of GNSS chipset, the APIs
return cycle slip flag of ADR_STATE_CYCLE_SLIP specified that there are cycle
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slips in the observations, but the specific effect of duty cycle on ADR observations
is not clear in academia until today. Following will give a reasonable explanation
for the phenomenon of continuous loss of cycles.

In the case of satellite G18, the doppler shift from 2135.661 to 1948.476 Hz
during this observation time, and the number of carrier cycles from Fig. 5 (a) is also
reduced. The diagram is as follows:

Consider the situation in Fig. 6 (a), at moment t0, the satellite is far from the
receiver and the doppler in vector direction is large, when at moment t1, the satellite
is close to the receiver and the doppler is small. Because the satellite gets close to
the receiver, so the total number of carrier cycles is reduced. In the continuous
tracking mode, the waveform is shown in the below of figure (b). Although the
doppler changes, the number of cycles reduced from t0 to t1 can still be recorded.
However in the duty cycle mode, the receiver only tracks the signal from t0 to td,
and it will use the number of reduced cycles during this period to estimate the entire
number of reduced cycles from t0 to t1.

Fig. 5 Estimation and measurement error of smartphone’s ADR

Fig. 6 The explanation for the continuous loss of cycles
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cD/ ¼ t1 � t0
td � t0

� D/dc ð6Þ

So the above estimation (observations in duty cycle mode) is greater than the
real value (observations in continuous mode), that is to say for the same observation
time, the cycle loss in duty cycle mode is larger than that in continuous mode, this is
consistent with the situation of satellite G18. Because this is the case for each
measurement period, the overall result is the continuous loss of cycles. Besides, it is
the same reason for the case that the satellite is away from the receiver.

3 Carrier Smoothing and Pseudorange DD Algorithm

According to the conclusions of the previous section, the carrier phase observations
of the smartphone within duty cycle mode have continuous loss of cycles, so the
carrier phase cannot be directly used for high precision positioning now. However,
it is still possible to use the carrier phase observations to smooth the pseudoranges,
which will be discussed in this section. After that, the model of pseudorange DD
and the selection principle of filter parameters will be introduced in this section.

3.1 Carrier Smoothing with Continuous Loss of Cycles

Unlike most survey-grade receivers, which output the smoothed pseudoranges by
carrier, but the pseudorange observations of the smartphone are calculated directly
by the signal transmission time, so the pseudoranges are not smoothed by carrier
phase. However, it is known from previous analysis that the thermal noise power of
smartphone is very large, if not eliminated, the noises will directly affect the
positioning performance. It can be seen from the analysis of carrier phase that the
carrier phase observations have continuous loss of cycles cannot be used directly in
the classical Hatch recursion filtering algorithm. Therefore, the method of using
carrier phase with continuous loss of cycles is discussed.

The formula of the classical Hatch recursive filter algorithm is as follows [6]:

qs;k ¼
1
M

qk þ
M � 1
M

qs;k�1 þ k /k � /k�1ð Þ� �
qs;1 ¼ q1

ð7Þ

qk and qs;k is the pseudoranges before smoothing and after smoothing of epoch
k, the /k is the ADR observations of epoch k, k is the carrier wavelength, M is the
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smoothing time constant. The main purpose of carrier phase smoothing is to reduce
the thermal noise of the pseudorange observations, which is the term e in Eq. (2),
because this term in the carrier observation is far less than the pseudorange. Using
the Hatch filter, after a period of iteration, the noise term is almost completely
eliminated, and the filtered result will be a very smooth curve.

Normally, if the carrier phase has cycle slip, the Hatch filter needs to be reset
when use it to smooth pseudoranges. But when just some individual cycle slips are
observed in the ADR observations, the Hatch filter still can be used directly,
because it will converge to the correct result over a period of time, the disadvantage
is that the smoothed pseudoranges will make the position results fly away when the
filter is in pull-in state. In that case, a small cycle slip has little effect on smoothing
results, while a huge cycle slip will has a significant impact. When the ADR
observations have continuous loss of cycles, assume that the difference of ADR
between two adjacent epochs is DN and we can know that this value can be thought
as a constant based on previous analysis. Therefore, after k iterations, this accu-
mulated error is as following:

eDN;k ¼
Xk
i¼1

M � 1
M

� �i

�k � DN ð8Þ

The sum in this equation is called the coefficient, and the relationship between it
and M and k is shown in the Fig. 7. Thus, this coefficient converges to a fixed
value, and the larger the M, the longer the convergence time, the final convergence
value is

Fig. 7 The relation between
error coefficient and M
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eDN;1 ¼ M � 1ð Þ � k � DN ð9Þ

When there are continuous loss of cycles in observations, even a very small
number of cycle slips can be amplified by parameter M. However, this feature can
also be used to modify the Hatch filter, so the author proposes Continuous Loss of
Cycles (CLoC) Hatch filter algorithm as follows:

(1) First, the default DN is zero, and use pseudorange observations minus the
smoothing result, and the smoothing error is obtained.

(2) Different from the smooth curve in Fig. 7, the smooth curve superposition of
the random noise in real conditions, so we need to average the smoothing error
values for each P epochs, and reduce the update rate of the data processing. The
selection of P is generally 1/3 to 1/2 of M.

(3) In each update cycle, the above average is summed over history, then will be
averaged. This step is used to further reduce the impact of noise.

(4) Make a difference to the historical average of each update cycle except the first
value, i.e., the last moment minus the previous moment, and then we take the
absolute value.

(5) When the absolute value is smaller than a certain threshold (usually 1), the
current historical average as convergence values will be substituted into Eq. (9)
to obtain DN, then use DN to compensate term /k � /k�1 in formula (7).

3.2 Pseudorange DD and Filter Design

The positioning algorithm by using pseudorange includes absolute positioning,
such as single point positioning and D-GNSS, or relative positioning, such as single
difference, double difference, etc. Compared with the former, the latter can reduce
the dependence on the transmission model, and can output the positioning results
continuously, and can build the motion model of the receiver with Kalman filter. In
addition, double difference even can eliminate the receiver clock error compared
with single difference, so it is widely used in the high precision relative positioning.

The double difference observation formula of pseudorange is as follows [11]:

qkjur ¼ qku � qkr
� �� q j

u � q j
r

� � ¼ rkjur þ ekjur ð10Þ

In the equation, the satellite j which has the highest elevation, is the reference
satellite. As we can see by the equation, the error and noise in double difference
observations are almost eliminated, only the real distance (in double difference
form) and term e are remained. In addition, the pseudoranges have been smoothed
by carrier phase, so the thermal noise power in the term ekjur is very small and mainly
is the multipath error.
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We can get M − 1 double difference observation equations from M satellites,
and the relationship between baseline vector and DD measurements can be
expressed as follows in the form of matrix:

q21ur
q31ur
..
.

qM1
ur

2
6664

3
7775 ¼

� 12r � 11r
� �T

� 13r � 11r
� �T

..

.

� 1Mr � 11r
� �T

2
66664

3
77775bur þ eur ð11Þ

In the above equation, satellite 1 is the reference satellite. bur is the baseline
vector, eur is residual error, 1kr is the normalized vector from reference station to
satellite k. We can use two methods to solve this equations. One is to find the least
squares solution for each epoch, the result is not smooth, but we can use this
method to observe the remaining errors. Another solution is Kalman filter. For static
situation, the state is bur, the measurements are pseudorange DD observations, the
state transition matrix is a three order identity matrix, and the observation matrix is
the design matrix in Eq. (11). We can use least squares to initialize, then its mean
value can be used as the initial state of the Kalman filter, and the process noise
covariance matrix Q and measure noise covariance matrix R and the initial pos-
teriori estimation mean square error matrix P can be set to the following values:

P ¼ diag d; d; dð Þ
Q ¼ diag 0:1; 0:1; 0:1ð Þ
R ¼ diag r2; r2; r2

� � ð12Þ

The diagonal element of P is mainly the initial error, which is introduced by
multipath and can be set to 2–3. The Q is not set to a zero matrix, because the error
in Eq. (11) is not zero mean, so there is a slight jitter between the states. The r2 in
R can be set as error variance in Fig. 4, such as 25–100.

4 Experimental Results

4.1 The Results of Carrier Smoothing Methods

In order to evaluate the performance of carrier smoothing, two results are given.
One is the differential value of pseudoranges in time, which can reflect the
smoothness of pseudoranges. Another one is the smooth error between the raw
pseudorange and the smoothed pseudorange, only need to remove the random noise
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from the raw pseudoranges, and should not introduce any other errors. In Fig. 8
(a) we compared three cases of pseudorange differential value, we can find that the
Hatch filter and CLoC Hatch filter compared with no smoothed pseudoranges,
greatly reduce the influence of noise. In addition, the two smoothing methods
overlap most of the time in figure (a), but figure (b) reflects the difference between
the two algorithms. Figure (b) shows that Hatch filter will eventually produce more
than 30 m smooth error, and we will not be able to positioning by using those
smoothed pseudoranges, and CLoC Hatch Filter begins to adjust after a period of
time and eventually corrected smooth error caused by continuous loss of cycles.

4.2 Positioning Methods Comparison and Multipath Effects

This section compares three methods: single point solution (SP) without carrier
smoothing, single point solution with carrier smoothing (S-SP), and carrier
smoothed pseudorange DD (S-PDD-KF) based on Kalman filter. Figure 9 shows
the 2D positioning results of the three methods, where the origin of coordinates is
the calibrated position of rover station B. By comparing SP and S-SP, the effect of
random noise on positioning solution is reduced effectively by the carrier
smoothing. The S-PDD-KF further reduces the influence of noise and the results are
smoother. In general, the positioning accuracy of the pseudorange DD is less than
5 m. Figure 10 shows the height error of the three methods, we zoom in figure
(a) to figure (b), which can show details. In order to observe the results of two
methods, it can be seen that error of the pseudorange DD is smaller than the other
two methods, and the error is also less than 5 m.

It can be seen from Eq. (10) that most errors have been eliminated when
adopting pseudorange DD. The remaining errors in the equation are mainly thermal

Fig. 8 The performance of CLoC Hatch filter
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noise and multipath error. The influence of thermal noise is greatly weakened when
the carrier phase is used to smooth the pseudorange. Therefore, this rest error is
mainly the influence of the multipath, because of multipath effect, resulting in
Fig. 9, positioning results of pseudorange DD still have a bias from the rover
reference, about 2–3 m. In Fig. 11, compared S-PDD-LS (using least squares to
instead of Kalman filter) and S-PDD-KF, the ENU errors of the former are not zero
mean Gaussian noises, but have bias errors which are changing over time. The
Kalman filter is used to further filter the noise in three directions, but it still cannot
eliminate the bias errors caused by multipath effect.

Fig. 9 The 2D positioning
accuracy of the three
algorithms

Fig. 10 The height accuracy
of the three algorithms
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5 Conclusion

In this paper, a method to analyze the measurement errors of smartphone is pre-
sented, and the characteristics of carrier phase observation in duty cycle mode are
analyzed, and the causes of continuous loss of cycles are explained. Then the author
proposed an improved Hatch Filter algorithm based on the carrier phase with
continuous loss of cycles. Finally, pseudorange DD algorithm based on Kalman
filter is used to positioning, and the positioning accuracy is improved effectively
compared with other pseudorange positioning algorithms. Based on the research of
this paper, the future work for realizing high precision with low cost device such as
smartphone still has two challenges. First, multipath mitigation algorithm on
smartphone should be studied. Second, we need to study the carrier phase recon-
struction algorithm, to realize the high precision positioning based on carrier phase
in duty cycle mode.
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Communication Tower Based
Experiment and Analysis of Differential
Augmentation for Auto-Steering
Guidance of Agricultural Machinery

Bingbing Hu, Caicong Wu, Jinjiang Li, Xiaolong Li and Xingtao Liu

Abstract UHF based single station RTK is widely used for auto-steering guidance
of agricultural machinery in China currently. Too many reference stations in a
region will cause serious interference of radio frequency. Moreover, the reliability
is very low, since most of the stations were built on the residential buildings.
Considering the above problems, we propose to construct the reference station on
the communication tower because of the advantages including distribution density,
infrastructure guarantee, high quality communication, and relative height compared
with ordinary building. We select three communication towers for experiment in
Beijing. The average baseline is 43.3 km. We place the GNSS antennas on the roof
of communication equipment room, and put the reference receivers (PD318) in the
room. An agri-CORS is constructed by using PowerNetwork software. We use 4G
of China Mobile to transfer observation data and ephemeris data in real time. We
put the antennas of UHF radio on the tower, which is nearly 50 m high. Results
show that the data integrity of three reference stations are better than 99%. The
signal-to-noise ratio of L1, L2, B1, B2, and B3 are greater than 46, 35, 44, 46, and
40% respectively. The multipath of all the bands are less than 0.50. The average
accuracy of baseline after adjustment is better than 0.001 m. Both average internal
accord accuracy of CORS and single station RTK are better than 0.01 m, and both
average external accord accuracy of CORS and single station RTK are better than
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0.025 m. Therefore, we get the basic conclusion that the selected communication
towers are suitable for construction of GNSS reference station and the CORS and
single station RTK meet the application requirement of auto-steering guidance of
agricultural machinery.

Keywords CORS � RTK � Communication tower � Differential augmentation
Auto-steering guidance � Agricultural machinery

1 Introduction

Auto-steering guidance of agricultural machinery, as the important precision agri-
culture technology nowadays, developed quickly in recent years all over the world
[1–3]. The technology can reduce labor costs, extend operating hours, and improve
operation quality and land utilization [4]. The technology requires GNSS differ-
ential signal of high accuracy, high reliability, and high concurrency, in order to
achieve path-to-path accuracy of ±2.5 cm [5]. It is a worthwhile exploration to
build low-cost, high precision, and reliable differential signal sources for agricul-
tural application in China.

At present, four kinds of differential augmentation technology can provide
centimeter level accuracy for agricultural machinery. These technologies include
real-time kinematic (RTK), Continuous Operational Reference System (CORS),
Satellite Based Augmentation Systems (SBAS), and precise point positioning
(PPP) [6–8]. Among them, single station RTK and CORS have higher positioning
accuracy and shorter convergence time, and depend on digital radio and mobile
communication networks. PPP’s optimum positioning accuracy is about 3.8 cm,
and has been used in precision agriculture in recent years [9]. However, PPP needs
long convergence time about 30 min. 2015 precision agricultural services dealer-
ship survey report [10] showed that 11.7% of respondents in the United States built
single station RTK, 25.7% of respondents purchased virtual reference services
(VRS), and 27.2% of respondents purchased OminSTAR XP or HP, StarFire 2.
According to the author’s survey, auto-steering guidance of agricultural machinery
in China almost make use of the fixed or mobile single station RTK.

To improve the reliability of differential augmentation, Trimble, John Deere, and
related agricultural companies provide more than two differential resources for
agricultural machinery. For example, Trimble RTX technology can maintain RTK
solutions in 20 min after losing RTK or VRS services [11, 12]. RTX uses single
station RTK or CORS as the main differential source, and utilizes satellite-based
PPP as the backup signal source. The two kinds of differential augmentation signal
can switch between each other instantaneously without any delay.

Auto-steering guidance of agricultural machinery in China developed quickly in
recent years [4, 13]. The suppliers generally construct single station RTK and
broadcast differential data through UHF radio. However, too many UHF radios
cause heavily problems, such as high redundancy, low reliability, and frequency
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interference. In addition, coverage uncertainty of UHF radio exists due to irregular
terrain and other environmental impact. In Shihezi, the stations even built by the
same company encounters frequency interference. When rover switches from one
station to another without network adjustment, auto-steering guidance system
would change navigation line [14], resulting in disorder of farm operations. CORS
covers a much larger area compared with single station RTK and it can maintain a
consistent reference for coordinative operation and repetitive work. It is meaningful
to make use of both CORS and single station RTK. In practice, most of the
agricultural GNSS receivers are compatible with CORS and UHF radio based RTK.

During the past several decades, three mobile communication operators in
China, i.e., China Mobile, China Unicom, and China Telecom, have built a total of
about 1.5 million communication towers, accounting for 65% of the world [15]. In
2014, Chinese government created state owned company, China Tower, to manage
all the communication towers. The towers have the obvious advantages of large
density, reliable infrastructure, and good communication access, which ordinary
residential houses do not have. Therefore, the authors infer that the communication
towers might be suitable for construction of agricultural GNSS reference stations.
However, we also need to consider about the disadvantages of the tower, such as
swaying, signal blockage, multipath, and frequency interference. Can the com-
munication towers meet the requirements of GNSS station construction? We think
it is necessary to do some further researches and explorations. Therefore, this paper
proposes to make use of the communication tower and its infrastructure to construct
a CORS for experiments, in order to explore the new differential augmentation
mode for agricultural application.

2 Material and Method

In this section, we introduce the construction process of CORS and validating
method of the network and single station RTK.

2.1 Reference Station Construction

Three communication towers were selected for CORS construction from three
suburban districts of Beijing, i.e., Shunyi, Pinggu, and Tongzhou. The station’s
name are NDSY, NDPG, and NDTZ. The average baseline is about 40 km, con-
sidering the effective radio transmission radius usually not more than 20 km. To
avoid the shake of the tower, we decided to place the GNSS receiver antenna on the
roof of the communication equipment room, and to fix the UHF antenna on the top
of the tower, which cable is less than 30 m.
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We choose PD318 as the reference receiver, which can track BeiDou B1, B2,
B3, GPS L1, L2, L5, and GLONASS L1, L2. The receiver supports CMR, CMR+,
RTCM2.1, RTCM2.2, RTCM2.3, RTCM3.1, RTCM3.2, and related differential
formats. The rover uses S9 receiver, which can track the same band of reference
receiver. Each reference receiver uses China Mobile SIM card to transmit original
observation data to the data center in real time with the transmission frequency of
1 Hz. Meanwhile, we use HX-U202 UHF digital radio to broadcast differential
data. The frequencies of UHF radio of NDSY, NDPG, and NDTZ are set up as
441.125, 440.125, and 442.125 MHz.

We rent a server for CORS from Alibaba Cloud (Aliyun), which uses Intel
Xeon CPU E5-2630@2.30 GHz, memory 8G, and Windows Server 2008 R2
Standard 64-bit operating system. PowerNetwork software developed by Wuhan
University is used for data processing and VRS service.

2.2 Evaluation Method

Three reference stations synchronously recorded 4-day observation data with a
sampling interval of one second. We use DataQC software to evaluate data
integrity, signal-to-noise ratio, and multipath effect [16] of the observation data. The
data integrity reflects the availability of the data in the range and is an important
indicator of data quality. The signal-to-noise ratio is the ratio of the carrier signal
strength received by the GNSS receiver to the observed noise strength. The greater
the signal-to-noise ratio, the weaker the observed noise intensity and the better the
quality of the received carrier observations. The multipath effect is a delay phe-
nomenon of the composite signal generated by the transmitting satellite, the
receiver antenna, and the relative spatial relationship between objects in the vicinity
of the antenna with respect to the direct receiver antenna signal. Suppose GPS L1
and L2 signal propagation path is the same, while assuming BDS B1, B2 and B3
signal propagation path is exactly the same, and then calculate the signal corre-
sponding MP1, MP2, and MP3 multipath effect. The smaller the multipath effect
value is, the stronger the anti-multipath effect capability is.

We arranged experiments to validate both internal and external accord accuracy
of CORS and single station RTK. Five cites were selected for validations, and four
of them lie in the coverage of CORS network. 5# is very near to the NDPG station.
On September 15, 2017, to validate the availability, we connected two
vehicle-mounted RTK receivers to the CORS and single reference stations
respectively. We also placed the rover at five cites to validate the performance of
CORS and single station RTK with the duration of 8 h.
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3 Results and Discussion

In this section, we give the main results and discuss the cause or phenomenon.

3.1 Data Quality Evaluation

The evaluation results of data integrity are shown in Table 1. We can find that the
data integrity of all three reference stations are more than 98%, which means that all
the receivers have very good data integrity.

From the above table, we can find current total of 31 GPS operational satellites
are all visible, and total of 13 BDS MEO satellites are visible, which indicate that
the reference stations have a good observation vision and the roofs of equipment
room of communication tower are suitable for placing GNSS antenna. The result is
quite important for the further research of this paper.

The evaluation results of signal-to-noise ratio are shown in Table 2. We can find
that the signal-to-noise ratios of GPS L1 and L2 of all the reference stations are
greater than 46 and 35% respectively, and the signal-to-noise ratios of BDS B1, B2,
and B3 are greater than 44, 46, and 40% respectively. Therefore, we can conclude
that all the three reference stations meet the construction requirements of reference
station.

The evaluation results of multipath are shown in Table 3. The multipath index of
NDPG station is relatively large, but it is less than 0.50, which indicate that the
multipath effects of all the reference stations meet the construction requirements.
The multipath effect error of the GPS L1 is always less than that of L2, whereas
BDS B2 is always smaller than that of B1 and B3.

3.2 CORS Network Adjustment

The results of network adjustment as shown in Table 4. We can find that the
internal accord accuracy of each reference station is better than 0.0003 m.

Based on the above experiments, we construct the agri-CORS with three ref-
erence stations, as shown in Fig. 1. The average baseline is 43.3 km.

In further, NDPG and NDSY have very good transmission reliability. During
24 h, they only missed 5 epochs and 6 epochs respectively. While NDTZ missed
848 epochs, its availability is still over 99%. Therefore, to some extent, we think
that 4G wireless network is suitable for observation data transmission. However, we
also need to improve the transmission reliability by using backup transmission
method, since auto-steering guidance of agricultural machinery need extremely
high reliability.
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3.3 Validating of Positioning Accuracy

As Fig. 2 shows, the average internal accord accuracy of CORS achieve 0.01
horizontal accuracy and 0.006 m vertical accuracy. The worst horizontal and ver-
tical internal accord accuracy are 0.01 and 0.018 m. The average external accord

Table 2 Evaluation results
of signal-to-noise ratio of
three reference stations in
Beijing

GNSS system Band NDPG NDSY NDTZ

GPS L1 46.22 46.32 46.08

L2 36.63 36.67 36.65

BDS B1 44.51 44.80 44.76

B2 46.76 47.52 47.70

B3 42.91 42.54 43.41

Table 3 Evaluation of multipath analysis of three reference stations in Beijing

NDPG NDSY NDTZ

GPS BDS GPS BDS GPS BDS

MP1RMS average value (m) 0.3582 0.3096 0.2547 0.2488 0.2866 0.2432

MP2RMS average value (m) 0.4966 0.2162 0.3808 0.1658 0.3947 0.1576

MP3RMS average value (m) / 0.2427 / 0.2207 / 0.1908

Table 4 Internal accord
accuracy of reference station
after network adjustment

Station X (m) Y (m) Z (m)

NDPG 0.0003 0.0003 0.0003

NDSY 0.0002 0.0003 0.0002

NDTZ 0.0002 0.0003 0.0002

Fig. 1 Agri-CORS network
with three reference stations
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accuracy of CORS achieve 0.024 m horizontal accuracy and 0.025 m vertical
accuracy. The worst horizontal and vertical external accord accuracy are 0.032 and
0.047 m respectively. The results show that the agri-CORS can meet the require-
ments of auto-steering guidance of agricultural machinery.

As Fig. 3 shows, the average internal accord accuracy of single station RTK
achieve 0.004 m horizontal accuracy and 0.005 m vertical accuracy. The worst
horizontal and vertical internal accord accuracy is 0.005 and 0.007 m respectively.
The average external accord accuracy of single station RTK achieve 0.011 m
horizontal accuracy and 0.012 m vertical accuracy. The worst horizontal and ver-
tical external accord accuracy achieve 0.011 and 0.02 m respectively. The results
show that the single station can also meet the requirements of auto-steering guid-
ance of agricultural machinery.
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3.4 Availability Evaluation

The ratio of fixed solution, float solution, and differential solution of static posi-
tioning are shown in Fig. 4. The proportions of fixed solutions of CORS and single
stations reach 95.1 and 96.1% respectively. The experiments show that it is
impossible to achieve a 100% complete fixed solution whether by CORS or by
single station RTK. Therefore, it is necessary to make use of the above two dif-
ferential resources to improve the success rate of positioning. In theory, the fixed
solution can be increased to 99.8%, while fixed solution or float solution can be
increased to 99.99% by using both CORS and single reference station RTK.

The spatial availability of CORS was tested both inside and outside the network.
The main reason for the non-fixed solution is that there are shelterbelt along the test
road and the vehicle encountered serious satellite occlusion. However, the fixed
solution can be obtained in different regions, so the spatial availability of CORS
satisfies the system design.

4 Conclusions

We placed GNSS antennas on the roof of equipment room of communication tower,
and find that the data integrity, multipath effect, and signal-to-noise ratio meet the
construction requirement of reference stations. The data integrity is higher than
99%. The signal-to-noise ratios of GPS and BDS are all greater than 44%.
Therefore, we get the basic conclusion that the selected communication towers are
suitable for the construction of GNSS reference station. In further, we validate the

95.1%

4.2% 0.8%

96.1%

2.9% 1.0%

Fixed Float Diff

CORSSingle

Fig. 4 Availability of CORS
and single reference station
RTK
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positioning accuracy of CORS and single station RTK. Both average internal
accord accuracy of CORS and single station RTK are better than 0.01 m, and both
average external accord accuracy of CORS and single station RTK are better than
0.025 m. Therefore, we infer that the CORS and single station RTK meet the
application requirement of auto-steering guidance of agricultural machinery.

With the above conclusion, we plan to move all single stations build on the
residential houses to the communication towers in Shihezi, to explore new con-
struction mode of CORS or single station RTK for agricultural application.
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Low-Cost Receiver Robust-RTD
Algorithm Based on the Constraints
of Velocity

Jian Zhang, Guorong Yu, Shuguo Pan, Guoliang Liu and Fei Shen

Abstract The improvement of low-cost receiver performance and the development
of Multi-GNSS will make high-precision dynamic positioning, which is for the
general public, become the main growth point of GNSS applications gradually.
However, under the complex road conditions of the city, there are apparent facts
that seriously affect the continuity and reliability of GNSS positioning, like satellite
occlusion, the multi-path effects and so on, and restrict the rapid development of
GNSS mass navigation. In this paper, based on the static and dynamic data of dual
system (GPS + BDS) acquired by ublox M8T module and ordinary ceramic patch
antenna, an algorithm of phase smoothed pseudorange is used to improve the
accuracy of pseudorange observations, the speed and direction of the receiver are
constrained by doppler observations. The joint pseudorange and velocity
pseudo-observations are used to establish the robust kalman filter for real-time
dynamic positioning. The experimental results show that the proposed algorithm
can guarantee the fast and reliable positioning of the low-cost receiver, under the
open environment, the sub-meter level positioning accuracy can be basically
achieved, and the reliable positioning within 2 m can be guaranteed effectively; in
the complex environment, the positioning accuracy within 5 m can also be basically
guaranteed.

Keywords Low-cost � Robust kalman � RTD � Velocity determination

J. Zhang � G. Yu (&)
School of Transportation, Southeast University, Nanjing 210096, China
e-mail: 476310930@qq.com

S. Pan (&)
School of Instrument Science and Engineering, Southeast University,
Nanjing 210096, China
e-mail: psg@seu.edu.cn

G. Liu
Nanjing Compass Navigation Technology Co., Ltd, Nanjing 210096, China

F. Shen
JiangSu BDS Application Industry Institute, Nanjing 210032, China

© Springer Nature Singapore Pte Ltd. 2018
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2018
Proceedings, Lecture Notes in Electrical Engineering 497,
https://doi.org/10.1007/978-981-13-0005-9_35

443

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0005-9_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0005-9_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0005-9_35&amp;domain=pdf


1 Instruction

At present, the level of urbanization has reached 60% in our country. With the
economic development and the expansion of urban scale, mass navigation has
become the main growth point of GNSS application. For the traditional surveying
and mapping industry, the survey-grade receivers were expensive and bulky, these
defects greatly restricted the development of GNSS application in most civilian
areas. Therefore, the low-cost and small GNSS navigation devices have become the
key to the development of mass navigation.

Zuo et al. [1] proposed a combined BDS/GPS RTK (Real-time kinematic)
algorithm to obtain centimeter level positioning using a low-cost single-frequency
helix antenna. Mongredien et al. [2] achieved centimeter level positioning accuracy
using ublox NEO-M8P receivers. The above research greatly satisfied the demands
of many industries, like unmanned aerial vehicles (UAV), precision agriculture and
so on. However, in complex environment of the city, because the satellite occlusion
is serious, there are few satellites and the visible satellites are not continuous in
serial time, which lead lack of carrier phase observations and the occurrence of
cycle-slip, centimeter RTK positioning is difficult. In fact, for many civilian areas,
users may not need centimeter level or millimeter level positioning accuracy, such
as LBS (Location Based Service), but instead focus on the continuity, reliability and
environmental adaptability of GNSS positioning. Peng et al. [3] established kalman
filter based on pseudorange and doppler observations using ubolx LEA-6T module
and ordinary navigation antenna, it improve the continuity of positioning under
urban road conditions, however, this method still has some shortcomings in the
reliability of positioning.

From the practical value, taking into account problems of the carrier phase
observations in the complex environment, this paper uses RTD (Real Time
Differential) positioning mode to ensure the continuity of positioning. However, in
view of the impacts of the pseudorange observation noise and multi-path effects,
this paper uses the phase smoothed pseudorange algorithm [4–8] to improve the
accuracy of pseudorange observations under the condition of keeping carrier phase
observation quality. And the use of robust M-LS filter [9] eliminates the impact of
gross errors on the filtering solution, it ensures the reliability of positioning. In fact,
the robust filtering algorithm obtains the optimal estimation by adjusting gain
matrix, it overcomes the influence of the observed model error and the dynamic
model error [10].

In this paper, the formula of velocity determination first is deduced using doppler
observations, and the obtained velocity, which is used as pseudo-observations,
combined with pseudorange observations establish the robust kalman filter to
constrain positioning solution. Then, the proposed algorithm is verified by the
collected data, the positioning performance of the algorithm is analyzed by the
statistical analysis of horizontal positioning. A summary and future research is
finally given.
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2 RTD Algorithm

2.1 Velocity Determination Based on Doppler Observations

Doppler shift observations represent the magnitude of the doppler effect caused by
the relative motion of the satellite and GPS receiver antennas, that is, the instan-
taneous observations of the change rate of carrier phase observations [11].

GPS pseudorange observation equation is as follows:

Psm ¼ qsm þ dtm � dts þ Ism þ Ts
m þ e ð2:1Þ

The superscript s denotes satellites; and the subscript m denotes receivers; P is
pseudorange observation; q represents true geometric distance between satellite
antenna phase center and receiver antenna phase center (m); dtm , dts are the satellite
and receiver clock errors (m), respectively; I is the ionosphere delay (m); T is the
slant troposphere delay (m); e is the unmodeled error.

From the convenience of discussion, the troposphere delay and ionosphere delay
are combined into D. The distance of satellite and receiver q in Eq. (2.1) is lin-
earized, and the above equation get the total differential:

d~Ps
m ¼ Xm�Xs

qsm
Ym�Ys

qsm
Zm�Zs

qsm

h i dXm � dXs

dYm � dYs

dZm � dZs

2
4

3
5þ ddtm � ddts þ dDs

m ð2:2Þ

where ðXs; Ys; ZsÞ is satellite coordinate in ECEF frame; ðXm; Ym; ZmÞ is receivers
antenna coordinate.

Divide both sides of Eq. (2.2) by time and take zero limit:

_Ps
m ¼ Xm�Xs

qsm
Ym�Ys

qsm
Zm�Zs

qsm

h i _Xm � _Xs

_Ym � _Ys

_Zm � _Zs

2
4

3
5þ _dtm � _dts þ _Ds

m þ _e ð2:3Þ

where _P is pseudorange rate (m/sec); ð _Xm; _Ym; _ZmÞ is receivers velocity; ð _Xs; _Ys; _ZsÞ
is satellite velocity; _dtm , _dts are receiver and satellite clock drift, respectively; _D is
the change rate of the atmosphere delay; _e is the unmodeled error.

The above only deduce velocity determination equation of pseudorange rate,
pseudorange rate and doppler has the following relationship:

_P ¼ �kD ð2:4Þ

In Eq. (2.3), the receivers coordinate can be obtained by single point positioning.
Assuming that the receivers coordinate error are 10 m, the effect on velocity
accuracy is about 2 mm [12]; the satellite coordinate can be calculated by the
numerical differencing method based on position series of the satellite [13]. The
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satellite clock drift can be obtained by the change of the satellite clock error over a
period of time. The effect of the change rate of atmosphere delay is ignored in this
paper.

The above velocity deduction is mainly used to obtain the receiver’s velocity,
and it provides pseudo-observations for pseudorange differential positioning to
constrain the position solution.

2.2 RTD Algorithm Based on the Constraints of Velocity

The pseudorange differential equation of j satellite can be expressed as follows:

DrPi;j
m:n ¼ Drqi;jm;n þDrTi;j

m;n þDrIi;jm;n þ e ð2:5Þ

where rD denote double difference operator; the superscript i and j denote the
reference satellite and non-reference satellite, respectively; and the subscript m and
n denote the base-station and rover-station, respectively; P is smoothed pseudor-
ange observation (m); q represents true geometric distance between satellite antenna
phase center and receiver antenna phase center (m); I is the ionosphere delay (m); T
is the slant troposphere delay (m); e is the unmodeled error.

Single epoch GPS + BDS observation equation can be expressed as follows:

V ¼ BX � L ð2:6Þ

where:

V ¼ VPj
i;G

� � � VPk
i;C V _X V _Y V _Z

h iT
ð2:7Þ

X ¼ DX DY DZ D _X D _Y D _Z
� �T ð2:8Þ

B ¼

l ji;G mj
i;G n j

i;G 0 0 0

..

. ..
. ..

.
0 0 0

lki;C mk
i;C nki;C 0 0 0

0 0 0 1

0 0 0 1

0 0 0 1

2
666666666664

3
777777777775

ð2:9Þ

L ¼ LPj
i;G

� � � LPk
i;C

L _X L _Y L _Z

h iT
ð2:10Þ

446 J. Zhang et al.



where G denotes GPS system; C denotes BDS system; l, m, n represent the first
order Taylor series expansion; X denotes the estimated parameter vector; L denotes
the observation vector.

In above model, the paper uses velocity pseudo-observations to constrain the
estimated parameters, the equations of velocity pseudo-observation are as follows:

~_X ¼ _X ð2:11Þ

where _X is the estimated parameters; ~_X is a priori velocity pseudo-observations. The
value can be obtained by Sect. 2.1. The above equation also applies to Y, Z
directions.

3 Experiment and Analysis

The experiment uses the ordinary ceramic patch antenna, the module is ublox M8T,
the sample interval of the data is 1 s, the elevation cut-off angle is 12°. RTK data is
obtained synchronously by ZHD H32 survey-grade receiver, as reference value of
the coordinate. The relationship between the antenna of the ublox M8T and the
ZHD H32 receiver is shown in Fig. 1. The GPS + BDS data (static and pedestrian
dynamic in open environment, pedestrian dynamic in complex environment and
vehicle dynamic in the urban road) were analyzed from 4 different time periods in
October 2017.

Fig. 1 The relationship
between the antenna of the
ublox M8T and the ZHD H32
receiver
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3.1 Static Test on Open Environment

Figure 2 shows the horizontal positioning performance and SNR under the static
condition of the open environment. The reference value of static coordinate takes
RTK fixed solution of ZHD H32 receiver. It can be seen from Fig. 2 (right) that the
SNR of satellites is better than 30 in an open environment, and the signal quality is
better, which also guarantees the horizontal positioning performance. Table 1
presents the statistical analysis of the horizontal positioning performance in open
environment.

As Table 1 is shown, RMS of the horizontal positioning is 0.69 m and the rate of
the points which are better than 1 m is 95.4%. And it is seen from Fig. 2, the whole
points are better than 2 m in open environment.

3.2 Dynamics Test on Open Environment

The test was conducted on the roof of Southeast University ZhongXin Building.
And Fig. 3 shows the track of dynamic test on open environment. In Fig. 3, the
white points are fixed resolution of RTK which were regarded as reference value,
and the red points are test results of the self-made program. Figures 4 shows the
horizontal positioning performance and SNR under the dynamic condition of the
open environment. The number of points in Fig. 4 (left) is not equal to the number
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Fig. 2 The horizontal (N, E) position scatter (left) and SNR (right) of static test on open
environment

Table 1 The statistics
analysis of static test on open
environment

Content Precision (m)

RMS � 0.5 (%) � 1 (%) � 3 (%) � 3

N 0.66 30.5 96.5 100 0

E 0.21 99.0 100 100 0

Horizont 0.69 25.1 95.4 100 0
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of epochs in Fig. 4 (right). It results from the loss of lock when the receiver pass
through a house in the measured environment (Fig. 3). Table 2 presents the sta-
tistical analysis of the horizontal positioning performance according to Fig. 4 (left).

It can be seen from Fig. 4 (right) that under dynamic conditions, the signal
quality received by the low-cost receiver is inferior to the static condition, which is
also confirmed by the horizontal positioning performance (Fig. 4 (left)). However,
as can be seen from Table 2, under dynamic conditions, the rate of the points which
are better than 0.5 m is superior to the static condition, which may be related to the
length of the collected data. As Table 2 is shown, under dynamic conditions, RMS
of horizontal positioning is 0.77 m. And it is seen from Fig. 4 (left), the whole
points are better than 2 m in open environment.

Fig. 3 The track of dynamical test on open environment
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Fig. 4 The horizontal (N, E) position scatter (left) and SNR (right) of dynamical test on open
environment

Table 2 The statistics
analysis of dynamical test on
open environment

Content Precision (m)

RMS � 0.5 (%) � 1 (%) � 3 (%) � 3

N 0.53 58.0 94.4 100 0

E 0.55 61.5 92.3 100 0

Horizont 0.77 37.7 76.9 100 0
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3.3 Dynamics Test on Complex Environment

The test was conducted on playground of Southeast University on October 18,
2017. The playground is surrounded by lush trees and tall buildings, the observation
environment is terrible. And Fig. 5 shows the track of dynamic test on the complex
environment. In Fig. 5, the white points are fixed resolution of RTK which were
regarded as the reference value, and the red points are test results of self-made
program. Figure 6 shows the horizontal positioning performance and SNR of
dynamic test on complex environment.

Because of the loss of lock, the number of points in Fig. 6 (left) is not equal to
the number of epochs in Fig. 6 (right). Compared with Fig. 4 (right), signal quality

Fig. 5 The track of dynamic test on complex environment
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Fig. 6 The horizontal (N, E) position scatter (left) and SNR (right) of dynamic test on complex
environment
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of low-cost receiver is worse on complex environment. Table 3 shown the statistics
analysis of horizontal positioning performance on complex environment. As it is
shown, RMS of horizontal positioning is 1.48 m. However, the rate of the points
which are better than 1 m is 33.6%, and the whole points are better than 3 m.

3.4 Dynamic Car-Borne Test

Figure 7 shows the track of dynamic car-borne test on urban road on October 23,
2017, the red points are test results of self-made program, the blue points are
reference values of the coordinate. The reference values are obtained by the
post-resolution of integrated GNSS/INS BDS terminal dynamic detection system of
Nanjing Institute of Measurement and Testing Technology, the plane precision of
post-resolution is better than 1 cm.

As can be seen from SNR of dynamic car-borne test shown in Fig. 8 (left), signal
quality of low-cost receiver is poor on most epochs, combining with the number
change of satellites in Fig. 8 (right), when traveling to city canyon and other com-
plex environment, the road is lined with lush trees and tall buildings, resulting in
serious blockage of satellite signals and obvious multipath effects. Especially around
the 1900th epoch, when traveling to the campus of Southeast University, there are
tall trees on both sides of the road, as can be shown from the sky plot in Fig. 9 (left),
the satellite structure is terrible, resulting in the plane positioning performance of
some epochs have a large offset. Combined with the horizontal positioning

Table 3 The statistics
analysis of dynamic test on
complex environment

Content Precision (m)

RMS � 0.5 (%) � 1 (%) � 3 (%) � 3

N 1.39 15.4 44.3 100 0

E 0.52 65.1 92.0 100 0

Horizont 1.48 8.1 33.6 100 0

Fig. 7 The track of dynamic car-borne test
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performance of dynamic car-borne test on urban road shown in Fig. 9 (right), in
some epoch,which is serious occlusion and poor satellite structure, the offset of E
direction are more than 10 m. However, it can be found from most epochs, the
reliable positioning within 5 m can be guaranteed on dynamic car-borne test.

Table 4 shows the statistics analysis of dynamic car-borne test. As it is shown,
RMS of horizontal positioning is 2.63 m, resulted from poor environment. But the
rate of points which are better than 5 m is 93.0%, satisfied the needs of many
civilian areas.
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Fig. 8 SNR (left) and the number change of satellites (right) of dynamical car-borne test
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Fig. 9 The sky plot (left) and the horizontal (N, E) position scatter (right) of dynamical car-borne
test

Table 4 The statistics analysis of dynamic car-borne test

Content Precision (m)

RMS � 0.5 (%) � 1 (%) � 3 (%) � 5 (%) >5 (%)

N 1.43 37.9 63.6 95.4 99.0 1. 0

E 2.21 36.4 62.2 86.5 94.8 5.2

Horizont 2.63 14.7 37.5 81.4 93.0 7.0
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4 Conclusions and Future Research

In this paper, RTD positioning algorithm for low-cost receiver is studied carefully.
The position solution is constrained by velocity pseudo-observation, and the effects
of gross error was eliminated by robust kalman filter, the continuity and reliability
of GNSS positioning have been effectively guaranteed, it has a good engineering
value. Experiments also verify the positioning performance of the algorithm in
different situations, basically meet the needs of location based service. But it can be
seen from above experiments, GNSS positioning performance is still poor in
extremely harsh environments. So, the author plan to get better positioning per-
formance by using low-cost INS (Inertial Navigation System) devices, which is
used to assist GNSS.

Acknowledgements We appreciate anonymous reviewers for their valuable comments and
improvements to this manuscript. Thanks also go to the National Natural Science Foundation of
China (No: 41574026, 41774027), Primary Research & Development Plan of Jiangsu province
(Grant Number BE2016176), National Key Technologies R&D Program (Grant Number
2016YFB0502101) and Six Talent Peaks Project in Jiangsu Province (Grant Number
2015-WLW-002).

References

1. Zuo X, Chen Y, Shi X et al (2017) Centimeter level precise positioning with a low-cost GNSS
antenna. In: China satellite navigation conference (CSNC) 2017 proceedings, vol III

2. Mongredien C, Doyen JP, Strom M, Ammann D (2016) Centimeter-level positioning for
UAVs and other mass-market applications. In: Proceedings of the ION GNSS 2016, Institute
of navigation, Portland, Oregon, September 12–16, pp 1441–1454

3. Zhou P, Liu H, Qian C (2015) Research and implementation of real-time GPS dynamic
position with single frequency observations. Bull Surv 5:13–16

4. Peng XY, Guo JM, Xue SQ (2011) Accuracy analysis on GPS single frequency
phase-smoothed pseudorange and it’s point positioning. Sci Surv Mapp 36(5):39–41

5. Tang W, Liu Z (2005) Precision evaluating and applications of GPS code pseudorange
smoothing algorithm based on carrier observables. Wtusm Bull Sci Technol 30(3):37–39

6. Zhong LN, Liu JY, Rong-Bing LI et al (2014) Adaptive robust filtering algorithm for
tightly-coupled integrated navigation system based on carrier phase smoothing pseudorange.
J Chin Inert Technol 22(2):205–210

7. Park B, Sohn K, Kee C (2008) Optimal hatch filter with an adaptive smoothing window
width. J Navig 61(3):435–454

8. Hwang PA, Mcgraw GA, Bader JR (2001) Enhanced differential GNSS carrier-smoothed
code processing using dual frequency measurements. US 6198430 B1

9. Yang Y (2006) Adaptive navigation and kinematic positioning. Surveying and Mapping
Press, Beijing

10. Gui Q, Xu A, Han S (2009) A stepped robust and adaptive filtering and its applications in
GPS kinematic navigation. Geomat Inf Sci Wuhan Univ 34(6):719–723

Low-Cost Receiver Robust-RTD Algorithm Based on the … 453



11. Sun H (2004) DGPS/INS intergrated position and attitude determination and its application in
MMS. Wuhan University

12. Wang T (2012) Preliminary accuracy analysis on velocity determination using compass
doppler measurements. J Geomat 37(2):16–19

13. Li X, Wu M, Zhang K et al (2012) Navigation satellites velocity and acceleration
computation: methods and accuracy analysis. Acta Geod Cartogr Sin 41(6):816–824

454 J. Zhang et al.



The Research on Single Satellite
Positioning System of Aircraft Based
on Communication Signals of Beijing
Inmarsat Ground Earth Station

Yuanliang Liu and Hongxia Kang

Abstract The traditional satellite navigation and positioning technology uses a
number of satellites to locate, for example, GPS and BDS use four satellites to
locate. However, in some special cases, when GPS or BDS positioning device is
invalid, it becomes very urgent to realize the positioning. In order to solve this
problem, a single satellite positioning method and system based on the commu-
nication signals of the International Maritime Satellite (Inmarsat) Ground Earth
Station (GES) is proposed in this paper. The standard rectangular space coordinate
system is established with the center of the geocentric as the starting point, the flight
path model of the aircraft is constructed, and all the possible flight paths of the
aircraft are found by using the method of iterative analysis. Method to find out all
the possible trajectories of the aircraft and visualize them by using the relevant data
such as the Burst Timing Offset (BTO) provided by the GES to simulate, and
determine the possible location of aircraft. Finally, the cubic spline interpolation is
used to estimate the velocity components of the aircraft, combined with the Burst
Frequency Offset (BFO) data formula to estimate the BFO value of each route, and
compared with the standard BFO value to calculate the probability of each possible
flight route, simulate the possible flight path. Taking the Beijing GES and the
Asia-Pacific Satellite as an example, this paper analyzes. The research results of this
paper will help to shorten the positioning time of the aircraft crash, find the aircraft
as soon as possible.
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1 Introduction

The traditional satellite navigation and positioning technology uses a number of
satellites to locate, for example, GPS and BeiDou Navigation Satellite System
(BDS) use four satellites to locate. The Real-time kinematic (RTK) and other
technologies can be used to achieve more accurate positioning [1]. However, in
some special cases, when GPS or BDS positioning device is invalid or out of work,
it becomes very urgent to realize the positioning. For example, in Malaysia Airlines
MH370 lost contact event, the aircraft did not provide GPS location information,
only returned to seven handshake information of the aircraft and the International
Maritime Satellite (Inmarsat). The traditional four-satellites positioning technology
can not meet the requirements of the flight safety positioning. To solve this prob-
lem, this paper proposes a single satellites positioning method and system based on
Inmarsat Ground Earth Station (GES) communication signals, and takes Inmarsat
Beijing GES and the Asia-Pacific satellite as an example.

2 System Structure

The single satellite positioning system based on Beijing GES communication sig-
nals is mainly composed of six parts: the decoding of communication information
of Beijing GES, the construction of flight path model, the probability of aircraft
flight path selection, the flight path of aircraft and the output of aircraft positioning
results. System function shown in Fig. 1.

Single satellite positioning system

Communication information decoding

Construction of flight path model

Probability screening of aircraft flight path

Aircraft flight path display

Aircraft positioning results output

Fig. 1 Functional
composition of aircraft single
satellite positioning system
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3 System Workflow

Input various initial conditions, calculate the circle center and radius of the relevant
circle, calculate the coordinate value of aircraft on the relevant circle, perform cubic
spline difference fitting on the coordinate value of the aircraft, calculate the BFO
value of the intermediate path of the aircraft, and screen the intermediate path by
using the probability screening method, analyze and calculate the aircraft flight path
and display, calculate the location longitude and latitude and positioning deviation
of key nodes, then output these data. System workflow shown in Fig. 2.

Start

Data input

For i=1:n

Calculate the relevant 
circle and display

For i=1:n

Calculate the coordinates 
of the aircraft on the 

relevant circle

Cubic spline difference 
fitting to aircraft coordinate 

values

Calculate the BFO value of 
the aircraft intermediate 

path

For i=1:2n

Greater than the set 
value?

Record the BFO 
value

Probabilistic
screening of 

intermediate paths

Flight path display

Positioning results 
output

End

Y

N

Fig. 2 Workflow of aircraft single satellite positioning system
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4 Communication Information Decoding

In order to capture the interactive communication information between the aircraft
and Beijing GES, the Wireshark network capture tool which is widely used is
selected as a foundation, and the characteristics of the Wireshark protocol such as
expansibility, open architecture and convenient and flexible script of Lua scripting
language design function, design protocol of communication package for private
protocol, realize the decoding analysis of Beijing GES communication signal,
improve analysis efficiency and reduce human error of data packet analysis [2].

Through the real-time analysis of Beijing GES communication information, we
can get the Burst Timing Offset (BTO), Burst Frequency Offset (BFO), system
delay compensation, system frequency compensation, airborne terminal IMSI
number and GPS positioning device location and other information.

5 Flight Trajectory Model Construction [3–5]

The flight trajectory model construction includes the following steps: using BTO to
determine the arc of aircraft; using the iterative method to build the flight trajectory
model; simulating calculation; displaying the trajectory. Method steps shown in
Fig. 3.

5.1 Use BTO to Determine the Arc of Aircraft

BTO consists of two parts, one is the system transmission delay, that is, the signal
from GES to the satellite and then to the aircraft round trip time; the second is the
system processing delay (bias), that is, system processing time. Therefore, the
signal propagation distance can be expressed as follows:

C
onstruction of  flight 

path m
odel

Determine the arc of the aircraft

Construction of  flight path model

Simulation calculation

Track visualization display

Fig. 3 Model construction of
flight trajectory
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Lc ¼ BTO� bias
2

c ð1Þ

where c is the speed of light.
Thus the distance from the satellite to aircraft can be expressed as:

LS�A ¼ Lt � LS�G ð2Þ

where LS−G is the distance from the satellite to GES.
As shown in Fig. 4, with the geocentric as the origin, a standard space cartesian

coordinate system is established. Suppose the location of aircraft is (x, y, z) and the
location of satellite is (a, b, c). From Eq. (2) we can see the following distance
relationship:

x� að Þ2 þ y� bð Þ2 þ z� cð Þ2¼ BTO � bias
2

c� LS�G

� �2

ð3Þ

In addition, aircraft flies in the air at a height of h from the ground, so the
spherical coordinate equation is:

x2 þ y2 þ z2 ¼ Rþ hð Þ2 ð4Þ

where R is the average radius of the earth, h is the height of aircraft from the
ground, and the simultaneous Eqs. (3) and (4) can get the trajectory arc equation of
aircraft.

Fig. 4 Schematic diagram of the trajectory arc based on BTO
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5.2 Using Iterative Method to Build Aircraft Trajectory
Model

Assuming GES receives the ping signal of aircraft for n times and the corre-
sponding time point as tn, selects a previous time point of receiving the first ping
signal as the initial position point of aircraft. Because the signal propagation speed
is very fast, propagation time is very short, and the moving speed of the aircraft is
slower than that of the signal. Therefore, the moving distance of aircraft during the
signal propagation is negligible, and the speed of aircraft is constant.

From the time point t0 to the time point t1, aircraft is on the first arc of the trace,
which is obtained from the arc equation:

x� a1ð Þ2 þ y� b1ð Þ2 þ z� c1ð Þ2 ¼ BTO1 � bias
2

c� LðS�GÞ1

� �2

ð5Þ

where (x, y, z) is the possible position that aircraft may be located on the arc of the
first trace, (a1, b1, c1) is the position of the satellite at time t1, L(S−G)1 is the distance
of satellite and GES at time t1. According to the spherical coordinate equation can
be obtained:

x2 þ y2 þ z2 ¼ Rþ hð Þ2 ð6Þ

Finally, according to the distance that aircraft moves from time point t0 to time
point t1, it can be obtained that:

cos h1 ¼ x0xþ y0yþ z0z

ðRþ hÞ2 ð7Þ

S1 ¼ Rþ hð Þh1 ð8Þ

S1 ¼ v t1 � t0ð Þ ð9Þ

where (x0, y0, z0) is the position of aircraft at the time point t0, S1 is the distance that
aircraft moves from the time point t0 to the time point t1, and h1 is the central angle
corresponding to S1.

The simultaneous Eqs. (4)–(8) can obtain two coordinates (x1, y1, z1) and (x2, y2,
z2) that aircraft may be located on the first trajectory arc, then (x1, y1, z1)and (x2, y2,
z2), respectively, as the initial point, it is also possible to obtain four points (x3, y3,
z3), (x4, y4, z4), (x5, y5, z5), (x6, y6, z6). And so on, 2n points on the nth trajectory
arc can be obtained.

That is, from the time point ti to ti+1, taking a certain point of the i-th trajectory
arc as an initial point, it may be denoted as (xa, ya, za), to the i + 1 trajectory arc,
there is the following equation:
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x� aiþ 1ð Þ2 þ y� biþ 1ð Þ2 þ z� ciþ 1ð Þ2 ¼ BTOiþ 1 � bias
2

c� LðS�GÞiþ 1

� �2

ð10Þ

x2 þ y2 þ z2 ¼ Rþ hð Þ2 ð11Þ

cos hiþ 1 ¼ xaxþ yayþ zaz

ðRþ hÞ2 ð12Þ

Siþ 1 ¼ Rþ hð Þhiþ 1 ð13Þ

Siþ 1 ¼ v tiþ 1 � tið Þ ð14Þ

where (x, y, z) is the point at which the aircraft may be located on the (i + 1)
trajectory arc, (ai+1, bi+1, ci+1) is the position of the satellite at time point ti+1,
L(S−G) i+1 is the distance between the satellite and GES at time point ti+1, Si+1 is the
distance that the aircraft moves from the time point ti to the time point ti+1, and hi+1
is the corresponding central angle of Si+1.

5.3 Simulation Calculation

Extract 1 group of data packets that the aircraft communicates with Beijing GES
and extract 12 location information points from the data packet for analysis. Design
related iterative algorithm flow according to Eqs. (10)–(14), develop software by
using Matlab.

5.4 Track Visualization

Using Matlab GUI and Google Earth to visualize the above process, the trajectory
visualization diagram is obtained. The trajectory visualization display method is as
follows:

(1) Method of Realizing the Trajectory Arc

By setting coordinates of Beijing GES, coordinates of initial time point of aircraft,
BTO, space coordinates of satellite, times of information exchange between aircraft
and satellite and time difference as receiving parameters, calculate the expression of
the trajectory arc by using Eqs. (1)–(4), connect Matlab with Google Earth and
finally draw the arc of the trajectory.
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(2) Method of Visualization of Aircraft Trajectory

First, set the coordinates of Beijing GES, the coordinates of the initial time point of
aircraft, BTO, bias, satellite coordinates, the initial speed of aircraft and the number
of exchange of information between the aircraft and the satellite, and the time
difference as the receiving parameters. Calculate the coordinates of each possible
point using Eqs. (5)–(14). The process from the initial point to the first arc needs to
be calculated separately, using Eqs. (5)–(9), and then iteratively using the iterative
method, using Eqs. (10)–(14). Through the Matlab xlswrite function, the output of
the aircraft coordinates stored in the Excel file. Then through the Matlab importdata
function, input the previously calculated aircraft coordinates, the establishment of
the path lookup table, so that you can get the coordinates of the corresponding point
directly according to the route. Finally, the Cartesian coordinates are converted to
the geodetic coordinates, and the trajectory map is drawn on the Google Earth.

(3) Calculation Results

Through simulation calculation, the possible trajectory arc of aircraft is obtained,
and the Google Earth software is used to display the predicted arc trajectory, as
shown in Fig. 5.

Fig. 5 Aircraft prediction arc trajectory
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6 Probability Screening of Flight Path [6]

6.1 Probability Screening Model

First of all, we use the x as the parameter, find the cubic spline interpolation of z
with respect to x, and the cubic spline interpolation of y with respect to x. Then find
the derivative of z about x and the derivative of y about x. Furthermore, the number
of tangential directions can be obtained. Then normalized, and multiplied by the
velocity scalar size, thereby calculating the velocity component estimates in the
x, y, z directions.

Because BFO calculation equation is:

BFO ¼ DFup þDFdown þDFcomp þDFbias þDFAS ð15Þ

Among them, DFbias and DFAS are fixed values, obtained from the GES
Decoding.

So first calculate DFup:

DFup ¼ FL � DV � Satellite� Aircraftð Þ
c�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Satellite2 � Aircraft2

p ð16Þ

where c is the speed of light, DV is the aircraft speed component, Satellite is the
satellite position, and Aircraft is the aircraft position.

DFdown ¼ F � DV � Aircraft0 � Satelliteð Þ
c�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Satellite2 � Aircraft20

p ð17Þ

where c is the speed of light, DV is the satellite speed component, Satellite is the
satellite position, and Aircraft0 is the initial position of the aircraft.

DFcomp ¼ FL � Aircraft0 � Aircraftð Þ
c�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Aircraft20 � Aircraft2

p ð18Þ

where c is the speed of light, DV is the satellite speed component, Aircraft0 is the
initial position of the aircraft, and Aircraft is the aircraft position.

By calculating the difference between the BFO predicted value and the standard
value of each node in each route, absolute values are taken and summed to find the
maximum value. You can calculate the probability of each route.

Pi ¼ 1� di
maxðdiÞ ði ¼ 1; 2; 3; . . .; 2nÞ ð19Þ
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Wherein, di is the sum of the absolute value of the difference between the BFO
predicted value and the standard value for each node of each route, maxðdiÞ is the
maximum value of the route of 2n, n is the number of selected nodes.

6.2 Calculation Results and Diagrams

After selecting 12 key nodes in the flight path, the BFO estimates of each route are
obtained through simulation and compared with the standard BFO values. The
probability of each intermediate route may be calculated according to formula (19),
displayed with different colors, the color from dark to light represents the proba-
bility from low to high, the calculation results are displayed in Google Earth, as
shown in Fig. 6.

7 Flight Trajectory Display

According to the probability calculation results of each path, the path with the
highest probability is selected to form the prediction of the final flight positioning
trajectory of the aircraft. The white lines and key points are the location and key
points of the GPS positioning device of the airborne terminal. The red lines and key
points are the paths and key points of the system positioning in this paper, as shown
in Fig. 7.

Fig. 6 Probability calculation results of intermediate path
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8 Aircraft Positioning Results Output

12 key positions are selected on the predicted track to predict the latitude and
longitude of the position, and then compared with the longitude and latitude of the
positioning position of the airborne terminal GPS positioning device to obtain the
positioning error of the single satellite positioning result, as shown in Table 1.

As can be seen from Table 1, the single satellite positioning system based on
Beijing GES communication signals can be used to locate aircraft in an emergency
situation. the positioning accuracy is about 100 km, and meet the development and
usage requirements, provides a new kind of technical means for aviation safety.

Fig. 7 Prediction path and GPS location path
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Assessment of the Contribution
of QZSS Combined GPS/BeiDou
Positioning in Asia-Pacific Areas

Yize Zhang, Nobuaki Kubo, Junping Chen, Hu Wang
and Jiexian Wang

Abstract Three QZSS satellites are launched in 2017, which implies that a four
satellites regional system is to be established in 2018. There is no doubt that QZSS
will play a more important role in the future global GNSS constellations. So it is
quite necessary to investigate the importance of current QZSS constellation in
positioning. In this paper, the number of visible satellite and PDOP (Position
Dilution of Precision) value improvement by combining QZSS with the existing
GPS and BeiDou system is analyzed among Asia-Pacific areas. 9 IGS stations are
selected to evaluate the performance of SPP (Single Point Positioning) and PPP
(Precise Point Positioning) using GPS, BeiDou and GPS + QZSS, BeiDou + QZSS
system. Analysis results show that QZSS improves SPP performance for both GPS
and BeiDou at different level. Especially when the satellite number is reduced, such
as in urban areas or when the elevation cutoff is high, the positioning error will
reduce after adding QZSS satellite and the availability of other GNSS systems will
also improves. For kinematic PPP users, QZSS could also reduce the convergence
period. Meanwhile, the dual frequency and single frequency RTK (Real Time
Kinematic) positioning performance is compared after adding QZSS satellite into
GPS and BeiDou. Kinematic car test in urban environment shows that when
combining QZSS satellite with GPS and BeiDou, the rate of instantaneous ambi-
guity resolution will increase for both single and dual-frequency users.
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1 Introduction

QZSS satellite system, known as Quazi-Zenith Satellite System, is a regional
satellite navigation system developed by Japan. This first QZSS satellite, also
named as Michibiki, was launched by JAXA (Japan Aerospace Exploration
Agency) in September, 2010. From February, 2017 [1]. JAXA discontinues the
operation of QZS-1 and the control of QZSSS is transferred to the Japan Cabinet
Office [2]. After that, QZSS satellite speed up its launch plan. The 2nd to 4th QZSS
satellites were launched from June to October in 2017 [3, 4]. So far, QZSS has
preliminary finished its first step of QZSS system including 4 satellites. According
to Japan Cabinet Office, QZSS system will start official service from 2018 and a
system consists of seven satellites is planned as the second step of QZSS, which
will be finished by 2024 [5].

Starts from the launch of first QZSS satellite, many researches have been done
from QZSS signal transmission to POD (Precise Orbit Determination) and posi-
tioning. The satellite attitude and orbit determination was analysis by Hauschild and
Montenbruck [6–8]. QZSS also releases the official satellite information and control
mode in 2017, which would be great help for QZSS orbit determination [9]. The
SISRE(Signal in Space Range Error) was analyzed by Montenbruck [10], which
indicates that it can reach below 0.6 m and is comparable with GPS. Quan et al.
assessed the signal quality of QZSS together with other GNSS systems using
real-data [11] and Odolinski et al. analyzed the performance of long baseline and
single frequency QZSS aided RTK [12, 13]. The QZSS ISB is also estimated with
other GNSS systems [14].

However, almost all these researches only focus on QZS-01. With the available
of other satellites of QZSS, it is necessary to investigate the contribution of QZSS
constellation under multi-system.

Due to the constellation character of QZSS, the service area of QZSS is limited
within Asia-Pacific region. In this paper, we mainly focus on its contribution in
Asia-Pacific area.

2 QZSS System

Till the end of November, 2017, the satellites number of QZSS in orbit is 4. Among
which QZS-3(PRN J07) is the GEO satellite above the longitude of 127°E, the other
three satellites are QZO (Quazi-Zenith Satellite Orbit) satellites [5]. Different from
the IGSO satellite of BeiDou, trajectory of QZO satellite is an asymmetric eight to
keep the satellite stay longer in Japan.
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Table 1 summarizes the basic information of current QZSS constellation.
According to QZSS ICD and the official information [9, 15], the coordinate

system that QZSS adopts is JGS (Japan satellite navigation Geodetic System),
which is similar with ITRS. The newest JGS2010 is established by more than 40
stations of SLR, GPS and QZSS [16]. JGS uses the Geodetic Reference System
1980 (GRS80) ellipsoid, while WGS84 uses the WGS84 ellipsoid. The difference
between these two ellipsoids is only the flattening parameter, which can be
neglected in most situations. QZSST is the time system applied in QZSS. Its
definition is the same as GPST. QZSST is maintained by JAXA, its difference with
UTC(NICT) maintained by NICT (National Institute of Information and
Communications Technology) is less than 50 ns [15].

According to the pamphlet provided by QZSS [17], the SIS (Signal In Space) of
QZSS broadcast ephemeris is under 2.6 m (95%); the URE (User Range Error) of
ionosphere is below 7 m (95%); the time difference with UTC is 40 ns (95%) or
less; the satellite service availability for QZO is 0.95 or more and 0.80 or more for
GEO; the constellation service availability is 0.99 or more. Besides basic PNT
(Positioning, Navigation, Timing) service, QZSS also provides code-based aug-
mentation service of SLAS (Sub-meter Level Augmentation System) and DC
Report (Satellite Report for Disaster and Crisis Management) on L1S band, together
with PPP-RTK like precise service of CLAS (Centimeter Level Augmentation
System) on L6 band.

Currently, the IGS ACs (Analysis Center) that provide QZSS precise orbit and
clock include GFZ, CODE, WHU, TUM, et al. From the end of September of 2017,
QZS-2 is included in POD processing [18]. Montenbruck assessed the SIS of
broadcast ephemeris by comparing with POD result and concluded that the SIS of
QZS-1 is less than 0.6 m. Richard assess the clock stability of QZS-1 and QZS-2 in
2017 and results show that the 100 s Allan Deviation is better than 3� 10�13 and
the long stability of QZS-1 and QZS-2 reaches the same level of GPS Block IIF
satellite.

With the available of more QZSS satellites, users may enjoy a better positioning
performance.

Table 1 Information of QZSS constellation

Sat_Name QZS-1 QZS-2 QSZ-3 QZS-4

SCN J001 J002 J003 J004

PRN J01 J02 J07 J03

BLOCK IQ IIQ IIG IIQ

Sat_Type GSO GSO GEO GEO

Longitude 130–140°E 130–140°E 126.9–127.1°E 130–140°E

Launch date 2010.09.11 2017.06.01 2017.08.19 2017.10.09
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3 Data Description

The number of QZSS satellite is still too few to provide a stand-alone positioning
service. To assess the contribution of QZSS, we combine QZSS with GPS and
BeiDou in Asia-Pacific areas. The comparison of positioning results is used for the
assessment.

Although J02 (QZS-2) started signal transmission from the end June in 2017,
many IGS station haven’t upgrade their receivers firmware and can’t track the
signal of J02 or J03. After carefully distinguish, 9 of IGS stations distributed in
Asia-Pacific areas are selected, which shows in Fig. 1. All these stations can track
signals of J01, J02 and GPS. BeiDou signals can also be tracked except stations of
TWTF and JOG2. 10 days of data from Nov. 6th to 15th in 2017 are chose for the
assessment in this paper.

4 Contribution of QZSS

4.1 Contribution of QZSS in DOP Value

Before the assessment of positioning performance, it is necessary to evaluate the
contribution of QZSS in satellite number and DOP value.
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40° S 

30° S 

20° S 

10° S 

  0°

10° N 

20° N 

30° N 

40° N 

ALIC

CUUT

KAT1

NRMD

SIN1

JOG2

TWTF

DARW

KOUC

Fig. 1 Tested IGS stations
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Figure 2 explains the visible satellite number change after combining QZSS with
GPS and BeiDou at the epoch of November 15th 23:00(UTC) in 2017. The satellite
elevation cutoff is 10° and the left two subplots compare the satellite number for
GPS and GPS + QZSS, while the right two subplots compare that for BeiDou and
BeiDou + QZSS. The corresponding Fig. 3 illustrates the improvement of PDOP
for GPS and BeiDou after combining with QZSS.

As can be seen from Figs. 2 and 3, QZSS satellites shows a better improvement
in Southeast Asia and West Pacific, where the mean improved satellite number can
reach up to 3. With the help of QZSS, this area is the hottest GNSS area in the
world and shows a best PDOP value. At the same time, for the current regional
satellite system of BeiDou, QZSS would help to enlarge its service area.

4.2 Contribution of QZSS in SPP

From analysis in the section above, we can find the improvement of QZSS in Asia
Pacific areas in satellite number and DOP value, which means that it would be great
help in user positioning, theoretically. In this part, we will analysis the SPP per-
formance after adding QZSS to GPS and BeiDou.

Based on the data introduced in 1.3, we perform GPS and BeiDou based
SPP. After that one and two QZSS satellites are added into the solution

Fig. 2 Satellite number comparison for difference GNSS system (2017/11/15 23:00:00)
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successively. Due to the high elevation of QZSS, we set the elevation cutoff every
5° from 10° to 25°.

Take BeiDou as example, Fig. 4 compares the SPP error in NEU(North, East,
Up) direction of BeiDou alone and BeiDou + QZSS combined SPP at station
KAT1 on November, 6th, 2017. The elevation cutoff in the left subplots is 10° and
the right one is 25°. Tables 2 and 3 summarize the GPS and BeiDou SPP perfor-
mance after combining with 0 to 2 QZSS satellites.

From Fig. 4 and Tables 2, 3, one can clearly see that the positioning perfor-
mance will improve for both GPS and BeiDou at the elevation cutoff from 10° to
25°. The more QZSS satellites, the better positioning RMS. And we can find that
with the increase of elevation cutoff, the positioning accuracy decreases in general.
However, when combined with QZSS, this trend of decreasing seems to be not so
dramatically, which shows the advantage of high elevation for QZSS.

Besides, compared with GPS, this elevation depended decreasing of precision is
more slight for BeiDou. This may due to the reason that most BeiDou GEO and
IGSO satellites are at a high elevation in this areas.

From Fig. 2 we know that the service area of BeiDou and QZSS is limited due to
the limit of satellite number, which influence the service availability. We assume
that the service is unavailable when PDOP value is less than 6 [15]. Table 4 is a
statistical result of time percentage when PDOP is less than 6 for different system at
different elevation cutoff. From the table we can see that the availability of GPS is
better than BeiDou even in Asia-Pacific areas. However, when adds QZSS, the

Fig. 3 PDOP comparison for difference GNSS system (2017/11/15 23:00:00)
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Fig. 4 SPP Performance for BDS after Adding QZSS at An Elevation Cutoff of 10° (left) and 25°
(right) at Station KAT1

Table 2 GPS and
GPS + QZSS SPP Result

Elevation (°) 10 10 15 20 25

G N(m) 0.94 1.03 1.35 1.64

E(m) 0.00 1.05 1.18 1.44

U(m) 2.49 2.90 4.20 5.56

G + J01 N(m) 0.92 0.99 1.24 1.57

E(m) 0.98 1.02 1.14 1.40

U(m) 2.42 2.75 3.77 5.16

G + J01 + J02 N(m) 0.90 0.96 1.14 1.51

E(m) 0.96 1.01 1.10 1.33

U(m) 2.36 2.65 3.45 4.70

Table 3 BeiDou and
BeiDou + QZSS SPP Result

Elevation (°) 10 10 15 20 25

C N(m) 1.43 1.50 1.55 1.89

E(m) 2.38 2.50 2.54 2.60

U(m) 4.44 4.77 4.98 6.05

C + J01 N(m) 1.27 1.32 1.40 1.51

E(m) 2.06 2.16 2.30 2.44

U(m) 3.92 4.14 4.45 5.04

C + J01 + J02 N(m) 1.18 1.21 1.27 1.36

E(m) 1.94 2.03 2.19 2.37

U(m) 3.56 3.77 4.07 2.55
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availability will greatly improve. For GPS, the availability would also improve at
the situation of high elevation cutoff. This proves that QZSS would benefit the
continuity and availability of other GNSS systems.

4.3 Contribution of QZSS in PPP

From September of 2017, some IGS ACs starts to provide precise orbit and of
QZS-2. In this part we try to assess the contribution of current two QZSS satellite in
PPP.

Again, we choose GPS and BeiDou as the base system, respectively.
A kinematic PPP solution is carried here. To make full of the satellite observations,
the satellite elevation cutoff is set as 10°. The precise multi-GNSS satellite orbit and
clock are provided by GFZ. The estimated kinematic PPP positions are compared
with true coordinates provided by IGS.

Figure 5 shows the 24 h kinematic PPP error in North, East and Up direction at
station KAT1 on Nov. 6th, 2017. The RMS is calculated after convergence of half
an hour. From the result we can see that the RMS of GPS will improve from (1, 2,
6 cm) to (1, 2, 5 cm) after adding QZSS satellite. As for BeiDou, the value is from
(2, 2, 8 cm) to (1, 2, 5 cm). The better improvement of BeiDou is due to the better
performance of convergence period after adding QZSS satellite. In general, more
QZSS seems not much improvement on GPS, but really do a good help for BeiDou.

To have a more reliable conclusion, we compute the convergence performance
for all stations every day during the first one hour of PPP. For GPS, the result is
defined as convergence when 3D positioning error is less than 0.2 m; for BeiDou,
the value is 0.4 m. Percentage the convergence stations are calculated every 5 min.
Figure 6 shows the statistical result, from which we can see that for BeiDou, the
convergence speed improves after combining QZSS satellite. However, the current
PPP performance of BeiDou is still not better than GPS, one reason is that the orbit
and clock accuracy of BeiDou not as good as GPS, other may due to that the change
of DOP value is much slower than GPS.

Table 4 Percentage of time when PDOP < 6 at different elevation cutoff

System Elevation (°) 0 QZSS (%) 1 QZSS (%) 2 QZSS (%)

GPS+ 10 99.8 99.8 99.8

15 99.3 99.6 99.7

20 95.3 96.4 97.9

25 85.2 88.9 92.8

BeiDou+ 10 75.4 87.2 95.8

15 71.8 84.4 92.7

20 68.8 78.9 85.3

25 65.0 73.6 77.7
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4.4 Contribution of QZSS in RTK

Thanks to the same frequency of QZSS with GPS, an additional QZSS satellite is
almost equivalent with a high elevation GPS satellite for Asia-Pacific users during
the process of RTK. However, in urban environments, blocking by the high
buildings and serious multipath effect, it is not easy to fix the ambiguity even for
short baselines. In this part, we attempt to investigate the contribution of QZSS in
RTK.

The experiment is carried out using a Trimble Net_R9 geodetic receiver in the
rooftop of a car. One hour of kinematic multi-GNSS system data was collected on
July 19th, 2017.The trajectory of the kinematic RTK test is showed in Fig. 7.

An instantaneous AR(Ambiguity Resolution) is applied in processing for both
single and dual frequency data. For dual frequency data, the fixing rate of QZSS
combined GPS and GPS alone AR is compared. For single frequency data, the
fixing rate of QZSS combined GPS + BeiDou and GPS + BeiDou AR is compared.
Corresponding results are showed in Fig. 8, from which we can see that the fixing
rate will improve from 62.9 to 77.0% for QZSS aided GPS dual frequency AR and
from 60.0 to 68.8% for QZSS aided GPS + BeiDOu single frequency AR.
Compare with the map in Fig. 7, we can clearly see that when the receiver is
between high buildings or under high-way, the AR fixed rate would dramatically

Fig. 7 Trajectory of Kinematic RTK Test
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decrease, this is due to the frequently satellite signal break off. The result indicates
that the AR fixing rate of RTK would improves when high elevation QZSS satellite
are introduced, especially in urban environments.

5 Conclusions

In this paper, we introduce the status and development of QZSS. The contribution
of QZSS in Asia-Pacific areas is analyzed in DOP, SPP, PPP and RTK. Results
show that:

(1) QZSS improves the visible satellite number and DOP value in Asia-Pacific
areas. At the meanwhile, it can help to enlarge the service region of BeiDou.

(2) When QZSS is combined with GPS or BeiDou, the SPP accuracy would
improve at different level, especially for the situation of high elevation cutoff.
QZSS could also speed up the convergence period in PPP.

(3) The instantaneous AR fixing rate can improve with the help of QZSS in RTK.

With the development of QZSS and the ongoing official service of QZSS, it
would be more and more important as part of GNSS.
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The Service Improvement of BDS
Positioning Based on Advanced
Equivalent Satellite Clock Calculation

Yangfei Hou, Junping Chen, Bin Wang and Jiexian Wang

Abstract Positioning precision of navigation satellite system can be measured by
two indicators: the dilution of precision (DOP) and the user equivalent range error
(UERE). As the DOP values are only related to the spatial distribution of navigation
satellites, the reduction of UERE is the main approach to improve the positioning
precision. Equivalent satellite clock (ESC) has been used by Beidou satellite system
(BDS) to reduce the UERE and to improve the user’s positioning accuracy. In this
contribution, both the pseudo-range and carrier-phase measurements of BDS are
used to compute the ESC respectively, and the corresponding navigation posi-
tioning performance are also compared. It is shown that the UERE improvement
based on phase observables is 50.1%, while 32.1% based on pseudo-range
observables. Kinematic positioning experiments of 4 MEGX stations are performed
respectively under the standard PNT service and wide area differential service
(WADS). It is shown that horizontal, vertical and three-dimensional positioning
results of WADS are better than that of the standard PNT service.
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1 Introduction

Users’ positioning precision is mainly related to the precision of navigation signals
and the spatial distribution of navigation satellites, which can be described as
Poserror ¼ UERE � DOP. The DOP is the indicator of navigation satellites distri-
bution, and the UERE is related to the users’ range errors and users’ equipment
errors [1–3]. Beidou satellite system (BDS) is designed to provide two kinds of
navigation service, including the standard navigation service (to all users) and the
wide area differential service (only to authorized users). For authorized users,
navigation positioning precision can be improved by using the equivalent satellite
clock (ESC) parameter to reduce the UERE. Currently, the model used to calculate
the ESC values is based on pseudo-range observables [4, 5]. In this contribution, the
advanced algorithm based on phase observables is proposed and experiments to
calculate more precise ESC values are performed in order to improve the UERE.

2 Equivalent Satellite Clock Computation Model

2.1 Equivalent Satellite Clock

As the radial orbit error of BDS satellites present small projection differences in
China area, it is difficult to fully separate the radial orbit errors with satellite clock
errors. Therefore, it is better to merge them, called the equivalent satellite clock.
Ionosphere-free observables for one station and one satellite can be expressed as:

Pi ¼ qðxsatÞþ c � ðdtrec � dtsatÞþ ðbifb � btgdÞþm � ZTDþ e ð1Þ

Pi is the range observables, q is the geometric range between the satellite and
receiver, dtrec, dtsat are respectively the receiver and satellite clock offset, bifb, btgd

are respectively the receiver and satellite code hardware delays, m and ZTD are the
troposphere mapping function and corresponding zenith troposphere delays, e
represents many kinds of errors including multipath effects. The equivalent satellite
clock can be expressed as:

ESC ¼ dclk þ dorb ð2Þ

dclk is the satellite clock error, while dorb is the projection error of satellite orbit.
By taking all the other corrections out of the observation equation, the previous
equation can be rewritten as:
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p j
i ¼ drec;i � d j

ESC þ e ji ð3Þ

p j
i is the observation residuals between satellite j and station i, drec;j is the

receiver clock error, d j
ESC is the equivalent satellite clock. Through aforementioned

equations, we can construct the following equation, which can be solved using the
least squares adjustment:
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Due to lack of the time reference, the constructed normal equation is rank defect,
which means the normal equation is singular. Therefore, we should firstly define
one station clock as the reference, then iteratively estimate all the other clock errors
using the least square adjustment, finally we can obtain a set of equivalent satellite
clock.

2.2 Variation of the ESC

In Eq. (4), the ESC values are estimated only using pseudo-range observables,
which are heavily affected by measurement noise. To improve the estimation
precision of the ESC, a two-step smoothing method can be applied to suppress the
pseudo-range measurement noise. The first step is to calculate the variation of the
epoch-wise ESC values using phase-differenced observables, and the second step is
to smooth the pseudo-range observables using the variation of epoch-wise ESC
values [6]. The ionosphere-free phase measurement equation is as follows:

L ¼ qðxsatÞþ c � ðdtrec � dtsatÞþ ðbifb � btgdÞþNþm � ZTDþ e ð5Þ

e is the error of phase observable, bifb, btgd are receiver and satellite hardware
delays respectively; other parameters have the same meaning as the Eq. (1) except
for the phase ambiguity parameter N. The phase ambiguity can’t be fixed in real
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time, which hinder the ESC calculation when using phase observables, however the
epoch-wise variation of the ESC can be obtained simply:

DLðti�1; tiÞ ¼ Dqðxsati�1 ; xsati Þþ c � ðDdtrec � DdtsatÞþDm � ZTDþDe ð6Þ

From Eq. (6), It can be seen that the phase ambiguity problem donot exist any
more, and hardware delays are canceled, and the troposphere errors are only related
to the mapping function differences. Until now, the high-precision phase observ-
ables can be processed using similar least squaresadjustment as pseudo-range
observables, and the epoch-wise ESC values can be acquired.

2.3 Smoothing

Estimation of the epoch-wise ESC variation in Sect. 2.2 can be used to smooth the
estimated ESC absolute values in Sect. 2.1. With the absolute ESC values calcu-
lated by pseudo-range observables, we can form a new set of measurement equa-
tions as:

X̂i � Xl;i ¼ Vl;i ð7Þ

On the other hand, the estimation of the epoch-wise ESC variation can be
represented as:

ðX̂i � X̂i�1Þ � ðXu;i � Xu;i�1Þ ¼ VDu;i ð8Þ

Through Eqs. (7) and (8), we can get the normal equation as:

ETPlEX̂ ¼ ETPlEXl ð9Þ

CT � Pu � C � X̂ ¼ CT � Pu � Dxu ð10Þ

C is the corresponding coefficients matrix:

C ¼

�1 1 0 � � � 0 0
0 �1 1 � � � 0 0
� � � � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � � � �
0 0 0 � � � �1 1

0
BBBB@

1
CCCCA

n�n

ð11Þ

Pl and Pu are weight matrix for pseudo-range and phase observables respec-
tively. Through aforementioned smoothing procedure, we can acquire a set of
better-quality ESC values by using both pseudo-range and phase observables.
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2.4 Improved Equivalent Satellite Clock Estimation
Algorithm

Although the two-step algorithm is quite effective in ESC estimation, the absolute
ESC values derived in above sections can still be improved. When there are no
cycle slips in the carrier phase, the integer ambiguity keeps unique. With this
property in mind, we can directly calculate the ESC using phase observables, and it
is much more convenient than the above two-step procedure. The improved ESC
estimation algorithm based on phase observables can be described using the fol-
lowing steps. It is assumed that the reference epoch of ESC is ti.

1. Using long-time phase observables, we can fix the phase ambiguity N j
i in the

period of ½ti � Dt; tiÞ;
2. At epoch ti, firstly, we perform carrier phase cycle-slip detection. Then we

perform polynominal fitting of the phase measurements ~ui in the period of
½ti � Dt; tiÞ [7]:

~ui ¼ a0 þ a1ðti � t0Þþ a2ðti � t0Þ2 þ � � � þ anðti � t0Þn
ði ¼ 1; 2; . . .;m; m[ nþ 1Þ ð12Þ

Through fitting, coefficients a0; a1; . . .; an, and corresponding root mean squares

error r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ViVi½ �
m�ðnþ 1Þ

q
can be obtained, where Vi are the fitting residuals. With the

coefficients estimation, we can extrapolate the phase measurements in the following
epoch, and make a comparison between the extrapolated value and real measure-
ment. If the difference is less than 3r, the total period can be regard as continuous
without any cycle slips. In experience, three order polynominals should be used.

3. If there is no cycle slip in the period ½ti � Dt; tiÞ, the carrier phase ambiguity can
be estimated, and then the measurement equations can be simplified as
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Using Eq. (13), all the ESC can be estimated directly.
4. Excluding the first measurement in aforementioned period, we add the next

carrier phase measurement into the measurement value series, and reprocess
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using the above steps. When the difference between extrapolated value and real
measurement is larger than 3r, the ESC estimation procedure should be stopped
till the next carrier phase ambiguity solved.

3 User Equivalent Range Error

The UERE are the errors related to the satellite orbits errors, satellite clock errors,
atmosphere model errors, receiver clock errors, and so on. It includes the navigation
signal range errors (URE) and the users’ equipment errors (UEE) [8].

The UERE can be expressed as:

UERE j ¼ �Pj � q j � d j
sat � d j

model ð14Þ

�P is the range observation, q is the geometric range between receiver and
satellite, dmodel includes troposphere, ionosphere, relativity, earth displacement and
receiver clock correction. By subtracting the ESC, we can get a new variable: the
user difference range error (UDRE) [9]:

UDRE j ¼ �Pj � q j � d j
sat � ESC � d j

model ð15Þ

4 Experiments

The experiment period is from 23/10/2017 to 25/10/2017. In the experiment period,
ESCs are calculated using the two-step algorithm and the improved estimation
algorithm. Three types of the UERE/UDRE corrections are compared with each
other. Mode 1 is pseudo-range corrections based on two-step algorithm, mode 2 is
pseudo-range corrections based on improved ESC estimation algorithm, and mode
3 is phase corrections based on improved ESC estimation algorithm.

4.1 User Ranging Error Statistics

4.1.1 Statistical Results of the UERE, UDRE

In Fig. 1, we present the RMS of UERE and UDRE of C14 (MEO) satellite for 3
kinds of ESC correction on 24/10.
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In the above figures, the red dots represent the UERE of the BDS standard
service users, the blue dots represent the UDRE of the BDS authorized service
users. From those figures, we can find that the values of UDRE are less than
corresponding UERE corrections, which imply the effective use of ESC corrections.
Meanwhile, the UDRE of mode 3 is much smoother than that of mode 1 and mode
2, which indicates that the ESC estimation calculated by improved ESC estimation
algorithm is much more stable than the two-step algorithm; the differences between
UERE and UDRE are similar in mode 1 and mode 2, which indicates that the ESC
estimated by improved algorithm may be not compatible with pseudo-range
observables.

Fig. 1 UERE and UDRE of three kinds of ESC correction for C14 satellite

Table 1 RMS statistics of all UDRE satellites in 3 days (unit: m)

PRN October 23 UDRE
(RMS)

October 24 UDRE
(RMS)

October 25 UDRE
(RMS)

1 2 3 1 2 3 1 2 3

1 0.334 0.307 0.215 0.419 0.407 0.172 0.374 0.393 0.154

2 0.338 0.354 0.236 0.442 0.472 0.256 0.406 0.380 0.158

3 0.375 0.387 0.232 0.420 0.472 0.180 0.343 0.361 0.212

4 0.473 0.455 0.215 0.785 0.472 0.287 0.346 0.359 0.264

5 0.431 0.382 0.288 0.436 0.482 0.294 0.529 0.520 0.294

6 0.447 0.391 0.319 0.479 0.511 0.256 0.922 0.857 0.368

7 0.631 0.608 0.381 0.455 0.505 0.293 0.587 0.653 0.264

8 0.447 0.440 0.331 0.501 0.436 0.371 0.521 0.473 0.235

9 0.415 0.383 0.315 0.559 0.614 0.356 0.487 0.414 0.158

10 0.373 0.432 0.240 0.581 0.577 0.399 0.362 0.350 0.141

11 0.322 0.281 0.208 0.712 0.727 0.575 0.649 0.697 0.367

12 0.461 0.478 0.258 0.495 0.469 0.301 0.584 0.575 0.265

13 0.525 0.519 0.295 0.528 0.554 0.293 0.529 0.574 0.264

14 0.497 0.494 0.370 0.660 0.658 0.378 0.514 0.546 0.328
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4.1.2 RMS of the UDRE

The RMS of UDRE is shown in Table 1 and Fig. 2 for three days and three modes.
From Table 1 and Fig. 2, we can find that mode 3 is superior to mode 1 and 2

with much smaller RMS of UDRE. The RMS of UDRE for mode 1 and mode 2 are
similar, which indicates that phase observables are superior to pseudo-range
observables in UDRE calculation.

4.1.3 Comparison

To quantify the precision improved in mode 3, we present the proportion reduction
for mode 1 and mode 3 in Fig. 3:

Form Fig. 3, we can find that the average of proportion reduction is 32.1% for
mode 1, and 50.1% for mode 3, which verifies the high-precision property of the
improved ESC estimation.

4.2 Positioning Results Statistics

In order to study the effect of ESC on the positioning results, four MEGX stations
DUND, DAE2, GMSD and JFNG were selected. And the results of dual-frequency
positioning under standard service and enhanced service are compared.

Fig. 2 RMS of UDRE for three kinds of mode for all BDS satellites
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4.2.1 Positioning Results of Standard Service and Enhanced Service

Taking the positioning results of GMSD station on October 24 as an example,
statistics are made on the kinematic positioning results of the users under the
standard and enhanced service, respectively. The results are as shown in Fig. 4.

The left two pictures in Fig. 4 are the positioning results of pseudo-range and
carrier phase measurements under the standard service of GMSD station respec-
tively. The two pictures on the right are the positioning results of pseudo-range and
carrier phase measurements under enhanced service of GMSD station. In Fig. 4,
RMS of north, east and up positioning error shows that after the ESC correction,
enhanced positioning results are significantly better than that of standard posi-
tioning results.

4.2.2 Positioning to Enhance the Proportion of Statistical Results

Horizontal, vertical and three-dimension positioning results of four MEGX stations
are obtained. And the proportion improvement of enhanced navigation relative to
the standard navigation is shown in Table 2.

As can be seen from Table 2, the horizontal, vertical and three-dimension
positioning results of the four MEGX stations have been improved after the ESC
correction adding to the measurements. This proves that the ESC can be used to
improve the positioning accuracy of users required better navigation services. It is

Fig. 3 Proportion reduction of satellite user range error for Mode 1, Mode 3
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noted that the average improvement percentage of the positioning result is smaller
than the proportion reduction of the user’s ranging error. This is because the BDS
reference station is selected to calculate the user ranging error, and the quality of the
observations of the MEGX stations used in the positioning is relatively poor, and
the DOP of satellites for MEGX station is not too good.

Fig. 4 Positioning results of GMSD under standard service and enhanced service respectively

Table 2 Proportion improvement of enhanced navigation relative to the standard navigation

Station Pseudo-range enhancement
navigation boost ratio (%)

Carrier phase enhancement
navigation boost ratio

Horizontal Vertical 3D Horizontal Vertical 3D

DUND 10.54 3.32 5.83 12.79 7.86 10.62

DAE2 13.43 7.98 6.13 4.58 23.0 18.46

GMSD 9.75 12.62 11.79 31.68 11.46 19.01

JFNG 8.45 8.80 8.84 23.53 22.72 21.09
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5 Conclusion

The broadcast equivalent satellite clock corrections are very useful to improve
navigational positioning precision in the BDS. In this study, we present the
old-fashion two-step pseudo-range-based algorithm to calculate the ESC correc-
tions, and propose a new advanced phase-based algorithm to improve the calcu-
lation of ESC corrections. Through 3 days experiment Beidou observables, the
results show that the RMS of the UDRE corrections gets significant reduction, with
reduction ratio reaching to 50.1%; The results of dynamic positioning of four
MEGX observatories under basic service and enhanced service are calculated, it is
shown that horizontal, vertical and three-dimensional positioning results of WADS
are better than that of the standard PNT service.

Acknowledgements This work is support by the NSFC (No. 11673050) and the 863
(No. 2014AA123102) projects.
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Rapid Ambiguity Resolution Algorithm
for Multi-constellation Between
Reference Stations Based on Ambiguity
Tight Constraint

Ruicheng Zhang, Chengfa Gao, Shuguo Pan, Zhiyue Yan
and Qing Zhao

Abstract The development of multi-GNSS remarkably increased the number of
available satellites, but how to solve the multi-dimensional ambiguity parameters
quickly and accurately in network RTK technology is still an issue full of perplexity
and significance. To ensure the virtual station have more available satellites under
the occlusion environment, a fast ambiguity resolution method for base station
based on ambiguity tight constraint was proposed in this paper. Firstly, the optimal
subset of ambiguity is selected by partial ambiguity resolution (PAR) strategy, and
then impose strong constraints on the ambiguities of these satellites. Finally, update
the filter equation and assist in fixing the ambiguity of other satellites. The real
measured baseline data which contain GPS, BDS and GLONASS from
Tianjin CORS and Curtin University was used in the experiments, and the results
illustrated that this method could significantly shorten the initialization time of
ambiguity between base stations, accelerate the convergence speed of newly-arisen
satellites, and increase the number of available satellites of RTK virtual observa-
tions (especially low-elevation angle satellites), that providing a reliable guarantee
for high-precision positioning in the occlusion environment, such as the roads in
cities.
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1 Instruction

With the continuous development of autonomous vehicle and digitized cities, all
walks of life have put forward higher requirements for the continuity, real-time and
precision positioning. What’s more, combined with the completed GPS,
GLONASS and rapidly idealizing BDS and Galileo, the number of orbiting
satellites in the global satellite navigation system has also rose up considerably,
which laying the foundation for high-precision positioning. At the same time,
network RTK technology attracts much attention in positioning applications owing
to its uniform and high precision positioning results over a large space [1, 2],
among which, how to fix the ambiguity quickly and accurately has always been the
research hotspot and the kernel contents of GNSS data processing.

For the sake of improving the reliability, success rate and initial time of ambi-
guity resolution in different length, some scholars took advantages of tri-frequency
that can be composed of a series of long-wavelength, low-noise levels and reduced
ionospheric effects observations [3]. However, the currently used CORS system and
RTK equipment are generally dual-frequency receivers, this method has not been
put into practical application.

In addition, in order to further reduce the search space of ambiguities for
improving the search efficiency, many scholars have proposed the ambiguity res-
olution method that only fix partial ambiguities that are easy to fix. Yang and Wang
et al. took the variance of ambiguity as the first choice principle, gave priority to fix
ambiguities with small variance [4, 5]. Li et al. proposed a partial ambiguity res-
olution method of increasing the cut-off angle of the satellite to satisfy the fixed
success rate and the Ratio threshold [6]. What’s more, there are some researchers
declared a partial ambiguity fixed scheme, by selecting the optimal subset to
ameliorate the ambiguity fixed efficiency [7].

But most of the existing methods tend to fix the ambiguities that are easy to fix,
in particular, the partial ambiguity resolution abandon some of the available
satellites and fail to make full use of all the satellite observations. For network RTK
(NRTK) data processing centres, how to increase the number of fixed satellites as
much as possible and use them to generate virtual observations is the premise to
promote usability and reliability in occlusion areas. Based on this reason, this paper
presented a method of rapid ambiguity resolution for GPS/BDS/GLONASS (G/C/
R) triple-system base station based on the tight constraint of ambiguity. Firstly, the
PAR strategy was used to select optimal ambiguity subset, in which the ambiguities
are considered as accurately fixed. Then, the fixed consequence of these ambiguities
were used to update the filter equation as “pseudo” observations, and this process
was called “ambiguity tight constraint”. Finally, the ambiguities of all the satellites
are solved by Lambda. What’s more, the real measured baseline data of
Tianjin CORS was used to validate this method.
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2 Optimal Subset Selection Scheme

When the tight constraint algorithm is used, incorrect strong constraints will have
an irreversible effect on the ambiguities. Therefore, how to make sure the cor-
rectness of these ambiguities, that will be used to constraint other ambiguities,
become the most essential part of this algorithm. In this paper, the optimal subset of
ambiguities is selected by the idea of PAR, and the ambiguities corresponding to
the selected optimal subsets are considered to be exact and fixed, preparing for the
ambiguity constraint in the next step. Specific algorithm is as follows:

(1) According to the deviation of wide-lane ambiguity float solution, elevation
angle and the number of continuous filtering (threshold values of 0.25 cycle/
30°/20 times), the ambiguities are simply divided into two parts, easy to fix and
hard to fix. The corresponding variance-covariance matrix can be written as:

Q ¼ QN̂s
QN̂sN̂b

QN̂bN̂s
QN̂b

� �
ð1Þ

(2) Sorting the diagonal elements of QN̂s
ascending, then a new sequence of

satellite ambiguities is obtained: N ¼ N1;N2; . . .;NsjQn1\Qn2\ � � �\Qns

� �
,

where Qni represents the ambiguity variance of ith un-reference satellite.
(3) Lambda search is applied to the initial subset of ambiguities, and the ambiguity

subset would be considered as successfully selected, while the ambiguity
bootstrapping rounding success rate P (hereinafter referred to as ambiguity
fixed success rate) is higher than 99.9% and the ratio value exceed 4.0.

(4) If the ambiguity search results do not satisfy the conditions in step (3), remove
the satellites with the largest variance in the ambiguity subset and repeat the
steps in (3) after obtaining a new subset of ambiguities until all the conditions
in (3) are satisfied, then the selected subset can be contemplated as the optimal
subset. If the number of remained satellites less than 10, the selection process
will be terminated too, and the “tight constraint” would not be applied to
current epoch.

3 Ambiguity Tight Constraint Algorithm

During the process of fixing the ambiguities between network RTK base stations,
the ambiguities of newly-arisen satellites are very arduous to fix on account of their
large atmospheric error (especially the tropospheric delay), and the ratio value of
the overall ambiguity resolution will be affect when they are added to the filter
equation. In this paper, a strong constraint is imposed on the ambiguities belong to
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the optimal subset that are selected by the partial ambiguity resolution strategy in
Sect. 1, then utilizing the correlation between ambiguities (a relative zenith tro-
pospheric delay is estimated), assist low-altitude satellites and other hard-to-fix
satellites to be fixed. The specific algorithm is as follows.

3.1 Construct “Pseudo” Observations

Construct “pseudo” observations for the ambiguities in the optimal subset,
including the value and precision of the observations.

The value of the “pseudo” observation is the base ambiguity that are fixed,
acquiring from the previous epoch lambda search. In view of the strong constraint
of ambiguity will be imposed on the optimal subset, the accuracy of the “pseudo”
observations was set at 0.001 cycle, which is considered to be fixed correctly.
“Pseudo” observation L and its degree of accuracy R are as follows:

L ¼

N1
fixed

..

.

Ni
fixed

..

.

NH
fixed

2
66666664

3
77777775
; R ¼

d2c
. .
.

d2c|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
S

2
6666664

3
7777775

ð2Þ

where Ni
fixed represents the double-difference ambiguity integer solution of the ith

satellite in the optimal subset, and H represents the size of the optimal subset.
dc ¼ 0:001 cycle.

3.2 Update the Filter Equations

Adding the “pseudo” observations to the Kalman filter (KF) equations and update
them, then the Lambda algorithm will be used to search all ambiguities. The
wide-lane observation and ionospheric-free model are utilized to fix the ambiguities
in this paper, specific algorithm can consult the reference literature [8].

It can be seen from the above introduction that the “pseudo” observation con-
structed in this section is the state estimation value of the filter equations, combined
with the “pseudo” observations in (1), matrix B and V can be written as:
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B ¼
1

. .
.

1|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
H

0 � � � 0
..
. . .

. ..
.

0 � � � 0|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
m�Hþ 1

2
6664

3
7775
H�m

; V ¼

N1
float �N1

fixed

..

.

Ni
float �Ni

fixed

..

.

NH
float �NH

fixed

2
66666664

3
77777775

ð3Þ

where H denotes the size of the optimal subset, and m presents the number of all
satellites participating in the KF equations; Ni

float represents the double difference
float ambiguity of the ith satellite in the optimal subset.

Then, substitute the observation noise, design matrix, observation residuals
matrix mentioned above in the KF equations and update the equations.

4 Experiment and Analysis

The triangle network contributed with BD, DHP and DWG stations in
Tianjin CORS is selected for experimental verification, calculating effect of
ambiguity resolution of three baselines. The distribution of base stations and the
length of baselines are shown in Fig. 1. In addition, two stations of Curtin, CUTB
and CUTB, are selected to form a short baseline, which is used to verify the
positioning accuracy promoted by newly-arisen satellites in the occlusion envi-
ronment, the distribution and baseline length of the base stations are shown in
Fig. 1 too. What’s more, the details of two sets of data are shown in Table 1.

Fig. 1 The base station distribution of Tianjin CORS and curtin
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4.1 The Function of Tight Constraint on Ambiguity
Resolution

Figures 2 and 3 show the ADOP and Ratio values of the three baselines
(DWG-DHP, DWG-BD and BD-DHP respectively) before and after the use of the
ambiguity tight constraint algorithm. The ADOP values can be utilized for
assessing the success rate of ambiguity resolution. It is generally accepted that the
ambiguity fix success rate exceed 99.9% if ADOP value is less than 0.12 cycles [9].
Moreover, it should be noted that the number of fixed satellites in all three baselines
during the entire observation period exceeded 21, and the maximum number
reached 26. Due to space limitations, this article will not detail the states of fixed
satellites.

As illustrated in Fig. 2, the ADOP values of the three baselines are markedly
reduced with the tight constraint strategy, and the ambiguity fixed success rate of
99.9% can be accomplished within only 1–2 epochs, and the two bumps in the
figure are due to the initialization or reinitialization. After partial magnification, it
could be found that the ADOP value that after using the tight constraint strategy can
reach the threshold quite faster, and correspondingly, the initialization time is
shorter.

As seen from Fig. 3, the Ratio value had been significantly ameliorated with the
use of the ambiguity constraint, and Ratio could recover to a threshold of 2.0 over
several epochs even in the presence of newly-arisen satellites. However, the tra-
ditional method requires hundreds of epochs to reach the threshold. What’s more,
the statistics show that the percentage of epochs where Ratio exceeded the threshold
under the constrained strategy is more than 80%, which is obviously better than the
traditional filtering method. The mutation case of Ratio was caused by the change
of the number of satellites. It can be seen from the results that the tight constrained
strategies, due to the strong constraints imposed on the ambiguities in the optimal
subset, expedites the ambiguity resolution of newly-arisen satellites and makes
better use of the information of all satellites, especially the low elevation satellites.

Table 1 The detailed information of observations

Time Receivers Interval
(s)

Ele
threshold
(°)

Remark

Tianjin
CORS

2016:267
03:00–07:00

TRIMBLE
BD970

1 10 The filter interval if
5 s

Curtin 2017:113
01:00–02:00

TRIMBLE
NETR9

1 10 The existential time of
new rising satellite is
less than 1 h
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4.2 The Effect of Newly-Arisen Satellite on Positioning
Accuracy

In this paper, some satellites on specific azimuth were removed to simulate the RTK
positioning in the occluded environment. In the comparative experiment,
newly-arisen satellite R21 was added to verify the improvement of the positioning
accuracy of low-elevation satellites in the occluded environment. The sky plot of
two experiments are shown in Fig. 4.

Calculating the PDOP values (Position Dilution of Precision) of two sets of data,
it was found that the satellite structure has been outstandingly enhance after adding
the newly-arisen satellite R21. At the same time, the space distribution of the
satellites in the east-west direction was more reasonable (since most of the satellites
were on the left side and the R21 satellite was on the right side). The comparison of
PDOP is shown in Fig. 5.

Further analysis indicated that after the addition of newly-arisen satellite R21,
the positioning accuracy in E direction and U direction was greatly improved, and
the accuracy in N direction remains unchanged (but the accuracy is better than E
direction), which was also consistent with the satellite spatial distribution analysis
results above. It can also be seen from Fig. 6 that there are two mutations in RTK
positioning results (marked by the red dashed box), which may be due to the overall
poor satellite geometry distribution. The analysis of the mutation results evidenced
that the outlier after adding newly-arisen satellite R21 was distinctly smaller than
the outlier without adding newly-arisen satellite, and the outlier time range was also
less than the former, which certified the addition of new-arisen satellite has a certain
degree of resistance to the outliers, thereby increasing the reliability of positioning.

The RTK positioning results of two groups were evaluated. The statistical results
are shown in Table 2.

Fig. 4 The sky plot of two experiments
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Fig. 5 The PDOP and number of satellites of two experiments
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It can be observed from the above table that the positioning accuracy after
adding satellite R21 has been appreciably improved both in plane and vertical
direction, and in N/E/U directions, has a rise of 68, 65 and 47% respectively.

5 Conclusion

Aiming at the difficulty of ambiguity resolution when newly-arisen satellites
appears during the process of network RTK baselines, a fast ambiguity resolution
algorithm based on constraint ambiguity is proposed derived from the traditional
ambiguity resolution model method. The method sets floating deviation, continuous
locking times and elevation threshold as preconditions, and determines the optimal
subsets selection order by the variance of state estimator. Then the ratio and the
ambiguity fixed success rate are selected as the optimal subset selection conditions,
then strong constraints are imposed on the ambiguities among the selected optimal
subsets to speed up the fixed rate of newly-arisen satellites. The experimental
results show that the ratio and success rate of the ambiguity are noticeably
improved after using the tight constraint strategy, and the initialization time is
correspondingly shortened. Furthermore, in the case of newly-arisen satellites,
using the tight constraint strategy can make the Ratio value recover to above the
threshold in several epochs, and compared with the traditional PAR method, the
new algorithm can heighten the availability of satellites to RTK users. At the same
time, the experiments verify that the newly-arisen satellites in the occlusion area can
improve the RTK positioning accuracy by 65 and 47%, respectively in the plane
and elevation directions, which also confirms that the proposed method of tight
constraint ambiguity makes a significant contribution to the positioning accuracy
under complex environment.
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Table 2 The statistical results of two experiments

Experiment Content

N direction
(m)

E direction
(m)

Plane
(m)

Elevation
(m)

1st
experiments

MEAN −0.0001 0.0033 0.0033 −0.0026

RMSE 0.0143 0.0197 0.0243 0.0189

2nd
experiments

MEAN −0.0014 0.0018 0.0023 −0.0035

RMSE 0.0045 0.0068 0.0082 0.0100
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Using IGS RTS Products for Real-Time
Subnanosecond Level Time Transfer

Guojun Li, Yuting Lin, Fengfeng Shi, Jialin Liu,
Yuting Yang and Junwen Shi

Abstract Time transfer by precise point positioning has the defect of long latency
resulting from IGR products. GPS common-view can be updated once every
16 min, but with a precision of about 3–5 ns. A real-time precise point positioning
time transfer algorithm using IGS RTS (Real-time Service) products was proposed.
It was proved to be practical through the time transfer experiments among 4 time
laboratories in Western Europe. The time transfer results show that the accuracy of
the new algorithm can be reach to 0.30 ns for RMS and 0.25 ns for STD.
Moreover, the stability of the time transfer results is up to 2E−15 at 1 day
averaging.

Keywords IGS RTS � Time transfer � Real-time precise point positioning
Subnanosecond

1 Introduction

Presently, the time transfer methods for time laboratories participating in TAI
(International Atom Time) consist of GPS AV (GPS All-in-view) [1],
GLONASS AV (GLONASS All-in-view) [2], GPS PPP (GPS Precise Point
Positioning) [3], TWSTFT (Two-way Satellite Time and Frequency Transfer) and
et al. As an important time transfer method, GPS PPP accounts for 48% time links
with increasing proportion in recent years [4]. It’s widely used in worldwide time
laboratories.

GPS PPP has great advantages in high-precision time and frequency transfer
over a long distance. It can provide a frequency stability of 1E−15 to 1E−16 over
an averaging period of 1 day, moreover, as type B uncertainty is less than 0.3 ns
[5, 6]. However, GPS PPP requires precise ephemeris products. The ephemeris
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products used in BIPM for GPS PPP time transfer is the IGR (IGS Rapid), whose
latency is 17–41 h [7]. The IGU is a real-time precise ephemeris product for
real-time cm-level positioning. The accuracy of satellite clocks is about 0.15 ns for
the IGU observed half, and is 3 ns for the IGU predicted half. Thus, the IGU is
unusable for real-time subnanosecond level time transfer.

There are many researches on GPS PPP, which mainly focus on post-processing
time transfer [8, 9]. Many time laboratories can hardly monitor the real-time time
and frequency signals. The methods for nanosecond and subnanosecond level time
transfer are far from practical applications. In this paper, firstly, we briefly intro-
duced the organization of IGS RTS and the usages of IGS RTS products. Secondly,
the accuracy and availability of IGC01 were analyzed. Thirdly, the experiment,
GPS PPP time transfer with IGC01 among four time laboratories in Western
Europe, proved that it was feasible to realize subnanosecond level time transfer with
IGS RTS products.

2 The IGS RTS Products

2.1 The Organization of the IGS RTS

Since its inception in 1994, IGS has produced high-quality GNSS data products
from a cooperative global infrastructure. The IGS products enable access to the
definitive global reference frame for scientific, educational, infrastructure, and
people’s livelihood. With the growing developments of GNSS application, IGS
users have expressed a desire for real-time products. In 2001, the IGS Real-Time
Working Group (RTWG) was established [10]. During the IGS 2002 Workshop,
held under the theme “Towards Real-Time”, a framework for development of a
real-time service (RTS) was defined [11]. In 2007, the IGS Real-time Pilot Project
started to be constructed, and the RTWG declared that the pilot project had reached
the initial operating capability.

The IGS RTS is overseen by the RTWG. Parts of importation organizations are
as follow [12]:

(1) Analysis centers, including BKG, CNES, DLR, GFZ, ESA/ESOC, GMV,
Geo++, NRCan, TUW and WUHAN, has responsibility for the generation of
precise ephemeris products with observations provided by global GNSS
tracking networks. In addition, NRCan, ESA/ESOC, and BKG are in charge of
supervision, coordination and operation.

(2) Combination centers, including ESA/ESOC, BKG and NRCan, produce the
official combination products by realigning, detection and elimination of out-
liners and averaging.

(3) The products distribution centers, including two primary products distribution
centers and a number of secondary centers, use Networked Transport of RTCM
via Internet Protocol (NTRIP) for streaming GNSS and differential correction
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data over the Internet. Users must complete the online subscriber registration.
After authentication, users will be in contact with login and be access to the
RTS streams.

The official products currently include IGS01/IGC01, IGS02 and IGS03 [12]
(Table 1). IGS01/IGC01 is a single-epoch GPS combination solution. The solution
epochs in this product are completely independent of each other. IGS02 is a Kalman
filter combination product with precise ephemeris products estimated by individual
analysis centers. IGS03 is similar to IGS02, except that IGS03 contains the GPS
and GLONASS corrections which are offered as an experimental product.

2.2 Real-Time Satellite Precise Ephemeris and Clocks

(1) Real-time precise satellite ephemeris

RTS products are the corrections refer to broadcast navigation data. The orbit
corrections are defined in radial, along-track and cross-track in satellite body-fixed
coordinate system. If the orbit correction vector is dOr dOa dOc½ �T at epoch t0,

and the velocity vector is d _Or d _Oa d _Oc

� �T. Three steps are required to compute
the real-time satellite position at current epoch. Firstly, compute the real-time
correction in satellite body-fixed coordinate system at current epoch t [13].

dr
da
dc

2
4

3
5 ¼

dOr

dOa

dOc

2
4

3
5þ

d _Or

d _Oa

d _Oc

2
4

3
5ðt � t0Þ ð1Þ

where dr, da, and dc are the radial, along-track and cross-track corrections. The orbit
corrections must be transfer to geocentric corrections. Secondly, compute the
transformation matrix:

R ¼ _r
_rj j � r� _r

r� _rj j
_r
_rj j

r� _r
r� _rj j

h iT
ð2Þ

where r is the satellite broadcast position vector and _r is the satellite broadcast
velocity vector. Thirdly, apply the real-time corrections to the broadcast
coordinates.

Table 1 The information of
IGS RTS products

RTS products Ref point RTCM messages

IGS01 APC 1059 (5), 1060 (5)

IGC01 CoM 1059 (5), 1060 (5)

IGS02 APC 1057 (60), 1058 (10), 1059 (10)

IGS03 APC 1057 (60), 1058 (10), 1059 (10)
1063 (60), 1064 (10), 1065 (10)
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Xs

Ys
Zs

2
4

3
5 ¼

Xbrdc

Ybrdc
Zbrdc

2
4

3
5� R

dr
da
dc

2
4

3
5 ð3Þ

where Xs, Ys, Zs are the satellite coordinate in the ECEF coordinate system. Xbrdc,
Ybrdc, Zbrdc are the satellite position computed from broadcast ephemerides.

The RTS products refer to the satellite CoM (Center of Mass) or APC (Antenna
Phase Center). There is no need to apply APC correction if the products refer to the
APC, such as IGS01, IGS02and IGS03. However, the APC correction must be
applied if the products refer to the CoM.

(2) Real-time precise satellite clocks

If the polynomial coefficients in RTS products are C0, C1 and C2 at epoch t0. The
precise satellite clock correction at current epoch t can be calculated as follows:

dC ¼ C0 þC1ðt � t0ÞþC2ðt � t2Þ2 ð4Þ

Apply the corrections to the broadcast clock:

dtsat ¼ dtsatbrdc þ
dC
clight

ð5Þ

where dtsatbrdc is the broadcast clock corrected with relativistic effect at current epoch
t. clight is the speed of light in vacuum.

2.3 The Accuracy and Availability of the IGS RTS Products

To monitor the accuracy of the RTS products, the daily comparison reports between
the real-time products of each analysis center and the IGR are provided by EAS/
ESOC. The precision of precise point positioning with the RTS products is mon-
itored. Appending on the statistical results in recent years [14], the satellite orbit
accuracy is about 5 cm, as same as IGU. While the satellite clock accuracy is about
0.3 ns, which is much better than the accuracy of the IGU predicted half.

For the convenient to analysis, we take IGC01 as an example to analyze its
accuracy and availability owing that its reference is same with the IGR’s. The
software BNC [15] recommended by the official was used to store the IGC01
streams from WUHAN (http://gnsslab.ntrip.cn) in RINEX at intervals of 30 s. The
totaled data span is 16 day, from 2017-09-10 to 2017-09-25.

It’s remarkable that the real-time satellite clocks of individual analysis center are
possible in different time scale. The difference of the time references must be taken
into consideration when analyze the accuracy of the satellite clocks. In this paper
we take the average value of all the satellite clocks in each epoch as the time
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reference. In addition, the clock correction resulting from the orbit radial correction
is applied. Figure 1 shows the RMS of the satellite orbit and clock difference of the
IGC01 against the IGR. Table 2 presents the statistic of the IGC01 products.

As shown in Fig. 1 and Table 2, The RMS of the satellite orbits in IGC01 is
33 mm for the radial component, which is 1–2 times better than 32 mm for the
along-track component and 26 mm for the cross-track component. The STD and the
RMS of the satellite 3D-orbit is 20 and 44 mm. The STD and the RMS of
the satellite 3D-orbit are respectively 20 and 44 mm. The STD and the RMS of the
satellite clocks are respectively 0.12 and 0.30 ns. However, the accuracy of a small
number of the satellite clocks is slightly low, such as G06 and G29, the RMS is up
to 0.75 ns. This may be related to the data span or the performance of the satellite
clocks.

The availability of the real-time products directly determines the reliability of the
time transfer method. The availability is 99.99% for the broadcast ephemeris, 99%
for the IGS final, 95% for the IGU and the IGR. Figure 2 shows the distribution of
data interruptions in IGC01. Figure 3 shows the average availability of each
satellites.
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Fig. 1 The RMS of IGC01 ephemeris and clock
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Table 2 The statistic of IGC01 ephemeris and clock

IGC01 Statistic type Max/PRN Min/PRN Avg.

Orbit (mm) STD 27.6/G19 13.6/G02 19.9

RMS 53.1/G19 31.3/G02 43.5

Clock (ns) STD 0.31/G06 0.08/G27 0.12

RMS 0.75/G06 0.14/G18 0.31

Fig. 2 The distribution of data interruptions in IGC01

Fig. 3 The availability of IGC01
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As shown in Figs. 2 and 3, the availability of the IGC01 for most of the satellites
is up to 98%. Except for G04, the average availability of the other satellites is about
93.8%, which is slightly lower than the availability of about 95% obtained from the
long term statistics.

3 GPS PPP Time Transfer Based on the RTS Products

3.1 GPS PPP Time Transfer

The traditional ionosphere-free model of GPS PPP time transfer is as follows [14]:

P3 ¼ qþ cdtr � cdts þ T þ brP3 � bsP3 þ eP3 ð6Þ

U3 ¼ qþ cdtr � cdts þ T þ brU3
� bsU3

þ k3N3 þ eU3 ð7Þ

where P3 and U3 are respectively the ionosphere-free combinations of the pseu-
dorange measurements and the carrier phase measurements. q is the topocentric
distance between satellite and receiver. c is the speed of light in vacuum. dtr and dts

are the satellite and receiver clock errors. T is the slant tropospheric delay. brP3 and
bsP3 are the satellite and receiver code hardware delays. brU3

and brU3
are the

frequency-dependent carrier phase hardware delays for satellite and receiver. k3 is
the narrow-lane wavelength. N3 is the narrow-lane ambiguity. eP3 and eU3 are
unmodeled errors.

A reparameterized version of Eqs. (6) and (7) which eliminates liner depen-
dencies can be written as:

P3 ¼ qþ cdtrP3
� cdtsP3

þ eP3 ð8Þ

U3 ¼ qþ cdtrP3
� cdtsP3

þ T þ k3N
0
3 þ eU3 ð9Þ

where dtrP3
¼ dtr þ brP3

=c, dtsP3
¼ dts þ bsP3

=c,

N
0
3 ¼ ð�brP3

þ bsP3
þ brU3

� bsU3
Þ=k3 þN3.

The receiver clock can be calculated with Eqs. (8) and (9) by Kalman filtering.
The time reference of the receiver clock is depending on the IGS products used. For
example, the time reference of the GPS PPP time transfer results in BIPM is IGRT,
while it changes to be IGST if the IGS Final products are used.
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3.2 The Time Reference of the RTS Products

Compared with the IGS Final products, the RTS products have the advantages of
low latency of about 30 s [16] and high sampling rates (Table 1). The GPS com-
bined products in IGS01/IGS01 are updated once every 5 s. However, owing to the
time reference difference of the RTS products produced from individual analysis
centers, the time reference for the combined products will be discontinuous due to
the absence of the analysis centers’ RTS products, the outliners or the network
interruption. The GPS PPP time transfer results will occur a jump resulting from the
discontinuity of the time reference, which can be avoided when the IGS
post-processed products are used. Figure 4 shows the GPS PPP time transfer results
using the RTS products between PTBB and IENG from 2017-09-17 to 2017-09-19.

As shown in Fig. 4, there often occurs clock jumps when carrying out time
transfer at PTBB and IENG, which is the same at each epochs. When looking at the
difference between the two stations, these jumps cancel. Therefore, the time transfer
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results at a single station by GPS PPP will be damaged resulting from the dis-
continuity of the RTS products. Fortunately, this effect could be canceled for the
time link [17].

3.3 The Experiments

To further analyze and confirm the practicability of the RTS products for sub-
nanosecond level real-time time transfer, we carried out a simulated real-time time
transfer experiment between PTBB and BRUX, IENG or OPMT. The observation
data which has a total of 16 days from 2017-09-10 to 2017-09-25 is downloaded.
The GPS PPP time transfer algorithm is implemented on the modified version of
RTKLIB-2.4.3b29 [18]. The precise ephemeris and clocks products are the IGR and
the IGC01. The IGC01 is obtained by the same way as Sect. 1.2.2. There are three
reasons why the IGS Final products are not used. Firstly, the latency of the IGS
Final products is too long, about 12–18 days. Secondly, there hardly exists any
differences of the time transfer results no matter which one is used, IGR or IGS
Final [9]. Thirdly, it’s more comparable when using the IGR for time transfer so as
to be in accordance with BIPM. Figure 5 shows the converged time transfer results
(150 min later) between PTBB and BRUX, IENG or OPMT. The black curve
denotes the IGR, and has been shifted by 0.5 ns. The green curve denotes the PPP
(IGC01). The red curve denotes the PPP(IGR), and has been shift by −0.5 ns.

In Fig. 5, we observed that the IGR is better than the PPP(IGR) and the PPP
(IGC01). The PPP(IGC01) is almost the same as the PPP(IGR). The clocks at IENG
occur a jump about 2 ns. There is no time transfer results in DOY253, DOY254 or
DOY260 due to the absences of the observation data at OPMT.

Next, we calculate the accuracies of the PPP time transfer results using different
IGS products. Here we take the IGR station clocks as the reference owing to that the
accuracy is up to 0.075 ns [7]. Figure 6 shows the clock difference between the PPP
(IGC01) or the PPP(IGR) and the IGR. Table 3 summarizes the statistic of dif-
ference for the three time links.

As shown in Fig. 6 and Table 3, the time transfer accuracies for the three links
are almost the same. The accuracy for the link PTBB-BRUX is the same with that
for the link PTBB-OPMT, which is 0.15 ns for the RMS, and 0.12 ns for the STD.
The accuracies for the link PTBB-IENG are 0.30 ns for the RMS and 0.24 ns for
the STD, they are slightly lower than that for the other two links. This may be
related to the jump occurred within DOY261–DOY264.

The time transfer stability is also crucial. Apart from the link PTBB-OPMT for
the incompleteness of the observation data or the IGR station clocks, we only
calculate the stabilities of the links PTBB-BRUX and PTBB-IENG. The overlap-
ping Allan variance is as follows [18]:
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r2yðsÞ ¼
1

2ðN � 2mÞs2
XN�2m

i¼1

ðxiþ 2m � 2xiþm þ xiÞ2 ð10Þ

where xi is the clocks. N is the number of the clocks. s ¼ ms0, s0 is sampling
interval of 5 min. Figures 7 and 8 respectively shows the time transfer stabilities of
the two links using different IGS products.

As shown in Figs. 7 and 8, the time transfer stability of the IGR is much better
than the PPP(IGR), which is almost the same with the PP(IGC01). The stabilities of
the PPP(IGC01) for the links PTBB-BRUX and PTBB-IENG are up to 2.0E−15
and 7.5E−15, which not only contain the stabilities of the reference time, but also
the stabilities resulting from the time transfer methods, the length of the links and
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Table 3 The statistic of difference between the time transfer solutions obtained with PPP(IGC01)
or PPP(IGR) with respect to IGR (Unit: ns)

Link IGS products Min Max Avg. RMS STD

PTBB-BRUX IGR −0.38 0.22 −0.07 0.12 0.09

IGC01 −0.38 0.22 −0.08 0.14 0.11

PTBB-IENG IGR −0.76 0.38 −0.17 0.28 0.22

IGC01 −0.88 0.33 −0.21 0.32 0.25

PTBB-OPMT IGR −0.36 0.19 −0.04 0.12 0.11

IGC01 −0.42 0.20 −0.09 0.16 0.13
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the environments. With the growing of the averaging time, the stability for the link
PTBB-BRUX becomes stable, while the stability for the link PTBB-IENG is still
decreasing. Combined with Figs. 5 and 6, we can conclude that the low stability for
the link PTBB-IENG mainly results from the fluctuation of the reference time at
IENG.

4 Conclusion

(1) The accuracy and availability of the RTS products are analyzed. The RMS of
the satellite orbit in IGC01 is 33 mm for the radial component, 32 mm for the
along-track component and 26 mm for the cross-track component. The STD
and the RMS of the satellite 3D-orbit is 20 and 44 mm. The STD and the RMS
of the satellite 3D-orbit are respectively 20 and 44 mm. The average avail-
ability is about 93.8%.

(2) Focus on the long latency of the GPS PPP time transfer and the low accuracy of
the GPS CV time transfer, a real-time subnanosecond level time transfer
algorithm using the RTS products was proposed. The time transfer experiment
among four time laboratories in Western Europe shows that our algorithm is
feasible. The time transfer results show that the accuracy of our algorithm can
be reach to 0.30 ns for RMS and 0.25 ns for STD. Moreover, the stability of the
time transfer results is up to 2E−15 at 1 day averaging.

(3) The robustness of the real-time time transfer using the RTS products heavily
relies on the availability of the RTS products. Interruption of observation data,
precise ephemeris missing or network interruption may lead to the failure of
time transfer. How to judge and weigh the real-time requirement and how to
improve the robustness of the algorithm will be researched next.
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Time Transfer Analysis of GPS-
and BDS-Precise Point Positioning
Based on iGMAS Products

Yulong Ge, Xuhai Yang, Weijin Qin, Hang Su, Meifang Wu,
Yuanxi Wang and Shengli Wang

Abstract International time transfer experiment based on GPS- and BDS-precise
point positioning (PPP) technique is carried out using final (ISC) and rapid
(ISR) precise satellite clock products provided by iGMAS (international GNSS
continuous Monitoring and Assessment System). As a comparison, the same pro-
cessing is conducted by using COD products provided by the Center for Orbit
Determination in Europe (CODE). Experimental data come from observation of
seven stations from Multi-GNSS-Experiment (MGEX) and two stations including
PT11 (PTB) and BRUX (ROB) from time keeping laboratory in 70 days from 5
August to 15 October 2017. With PTB as the center node, the solutions of 8
time-links are formed. In order to verify the type A uncertainty (uA) of time transfer
based on GPS- and BDS-PPP by using iGMAS products, this paper compares the
differences between GPS- and BDS-PPP results and GPS PPP results using IGR
products. The experimental results demonstrate that uA of time transfer based on
GPS- and BDS-PPP using iGMAS products are roughly equal to CODE products.
For the results of time-links based on GPS- and BDS-PPP, the STD of one-day arc
solutions can reach better than 0.1 and 0.8 ns for all of processing, while 0.1 and
1 ns were achieved for ten-day arc solutions, respectively. Since uA of GPS- and
BDS-PPP time transfer using iGMAS products was up to sub nanosecond, there-
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fore, the experiments can provide a reference for BIPM to use BDS PPP based on
iGMAS products for International UTC/TAI comparison. Moreover, this also
illustrates iGMAS products is reliable.

Keywords Precise point positioning � Time transfer � iGMAS
GPS � BDS

1 Introduction

Currently, thanks to precise orbit and clock products [5] provided by the
International GNSS Service (IGS), precise point positioning technique has been
used to compute time and frequency links by using GPS pseudorange and
carrier-phase observations in the time community [3, 14]. At BIPM, the technique
has been operationally used to compute time links for International Atomic
Time TAI since September 2009 and now concerns over 50% of the more than 70
laboratories contributing to TAI and UTC [12, 13]. Compared to GNSS code-only
techniques, PPP provides much better short-term stability due to the low noise of
phase measurements. Present typical uncertainty of PPP frequency comparisons is
about 1 � 10−15 at 1 d averaging and about 1 � 10−16 at 30 d averaging, corre-
sponding to the use of ‘type A’ uncertainty of 0.3 ns for PPP links in the BIPM
Circular T [14].

With the development of multi-constellation GNSS, multi GNSS-based PPP
time transfer has become a hot research topic. Many scholars have used BDS
Common-View (CV) to compute time and frequency links based on BDS satellites.
And corresponding ‘type A’ uncertainty could reach ns level. [9, 19]. P. Defraigne
and G. Petit presented the Version 2E of Common GPS GLONASS Time Transfer
Standard (CGGTTS), i.e. Common GNSS Generic Time Transfer Standard, the
extended version includes all the constellations presently available, i.e. GPS,
GLONASS, BDS, Galileo, and QZSS [4]. The standard BDS CV has been
investigated by some scholars as well, and the results indicated that the uncertainty
of BDS CV can achieve ns magnitude [10]. But the disadvantage of the CV model
is obvious, for example, it only applies to shorter distance time-links comparison.
For long distance time-links, relay stations should be selected for user in the middle
of time-links, otherwise it cannot be guaranteed that those time-links can observe
the same satellite [17]. Guang et al. used BDS carrier phase (BDS CP) method for
time transfer by using Broadcast ephemeris. The results demonstrate that the
uncertainty of BDS CP is better than BDS CV [8]. Zhang et al. indicated that the
performance of time transfer based on BDS PPP and GPS PPP showed similar
characteristics [16]. But above studies are not for the international UTC and TAI
comparison, and the amount of data tested is also very small. In this contribution,
based on precise products provided by iGMAS (international GNSS continuous
Monitoring and Assessment System), with PT11 provided by PTB as the center
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node, the solutions of 8 time-links are presented using GPS- and BDS-PPP tech-
nique. The dataset is obtained from 5 August to 15 October 2017.

The remaining paper is organized as follows: PPP time transfer methods are
firstly presented in Sect. 2. Experiment and data processing strategies are then
described in Sect. 3. In Sect. 4, the solutions of GPS- and BDS-PPP time transfer
are conducted. And the solutions of GPS- and BDS-PPP time transfer using dif-
ferent precise products (ISC, ISR, and COD) are compared. In Sect. 5, we end with
the conclusions.

2 CP Time Transfer Model

The CP time transfer algorithm uses PPP model. Dual-frequency pseudorange and
carrier phase observations of Ionosphere-free positioning model are applied to
mitigate the effect of first-order ionosphere. It can be expressed as follows [6, 20]:

PIF ¼ f 21 � P1 � f 22 � P2

f 21 � f 22
¼ qþ cdt � cdts þ dtrop þ e PIFð Þ ð1Þ

UIF ¼ f 21 � U1 � f 22 � U2

f 21 � f 22
¼ qþ cdt � cdts þ dtrop þ kIFNIF þ e UIFð Þ ð2Þ

where, PIF and UIF refer to ionosphere-free pseudoragne and carrier-phase obser-
vations, respectively. dt and dts are the receiver and satellite clock offsets in ref-
erence to system time, respectively. c is the speed of light in vacuum. fi is the signal
frequency, and subscript i is the frequency number. kIF is the wavelength of carrier
phase, NIF is the float ambiguity. e UIFð Þ and e PIFð Þ include ionospheric-free
measurement noise and other measurement errors. Detrop denotes tropospheric
delay in meters and can be written as:

dtrop ¼ mfh � ZHDþmfnh � ZWD ð3Þ

where ZHD and ZWD denote the zenith hydrostatic and non-hydrostatic/wet delays,
respectively, mfh and mfnh are the hydrostatic and non-hydrostatic mapping func-
tions [1]. A priori ZHD is calculated through the empirical models (Saastamoinen)
based on the provided meteorological information for GPT model [11] at a given
location. The ZWD is estimated as an unknown parameter in the adjustment
together with other parameters, such as the clock. The least squares are employed
for GPS- and BDS-PPP processing.
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3 Experimental Data and Processing Strategy

3.1 Dataset

Figure 1 displays the geographical distribution of 9 GNSS tracking stations, which
includes 7 globally-distributed stations of the Multi-GNSS-Experiment (MGEX)
network and PT11 (PTB) and BRUX (ROB) from time keeping laboratory, used in
this study and also their supported GPS + BDS constellations, which can be tracked
by all stations. Note that all GNSS tracking stations are equipped with atomic
clocks. The summaries of all stations are listed in Table 1 in detail. The PT11 are
regarded as the center node, and 8 time-links were designed in this work.
Observations of a 70 days period from 5 August to 15 October 2017 are processed
as well. Final (ISC), rapid (ISR) precise orbit and clock products at intervals of 15
and 5 min, respectively, which are provided by iGMAS are employed. In order to
verify the feasibility of GPS- and BDS-PPP time transfer toward International UTC
and TAI comparison by using iGMAS precise products, the solutions of GPS PPP
using IGR products provided by IGS [7] are regarded as external reference
according to the strategies of BIPM [13]. Moreover, using the same processing
strategies, the solutions of GPS- and BDS-PPP time transfer using precise orbit and
clock products at intervals of 5 min and 30 s provided by the Centre for Orbit
Determination in Europe (CODE) are presented for verifying the reliability of

Fig. 1 Geographical distribution of GNSS tracking stations and their supported navigation
satellite constellations
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iGMAS products. In order to meet requirements of data processing in this work, an
improved Bernese 5.2 software is used to deal with it. And Table 2 summarizes the
detailed processing strategy for GPS- and BDS-PPP.

3.2 The Methods of Uncertainty Assessment

Currently, type A uncertainty (uA), which is the statistical uncertainty, of 0.3 ns are
published for PPP links in the BIPM Circular T without the calibration. In order to
evaluate type A uncertainty of GPS- and BDS-PPP time transfer using iGMAS
precise products, the solutions of GPS PPP using IGR precise products are regarded
as external reference values. The Standard deviation (STD) of the difference
between the results using iGMAS products and IGR products are regarded as its
evaluation criteria [12]. Type A uncertainty is by definition obtained by statistical
methods, so the standard deviation of the clock differences is a valid technique to
estimate the type A uncertainty of BDS PPP and GPS PPP.

4 Results and Analysis

In this section, the uncertainty of GPS- and BDS-PPP time transfer toward inter-
national UTC and TAI comparison using iGMAS precise products are presented.
Moreover, in order to verify the reliability of iGMAS products, the solutions using
iGMAS products and CODE products are compared.

Table 1 Station involved in the time transfer

Station Receiver Antenna Clock The distance from PT11
(km)

PT11 SEPT
POLARX4TR

LEIAR25.R4 LEIT H-MASER

GMSD TRIMBLE
NETR9

TRM59800.00 Cesium 8401.46

BOR1 TRIMBLE
NETR9

TRM59800.00 H-MASER 450.78

BRUX SEPT
POLARX4TR

JAVRINGANT_DM Cesium 454.88

CEBR SEPT POLARX4 SEPCHOKE_MC H-MASER 1730.11

DLF1 TRIMBLE
NETR9

LEIAR25.R3 Cesium 417.24

REDU SEPT POLARX4 SEPCHOKE_MC Cesium 451.08

VILL SEPT POLARX4 SEPCHOKE_MC Cesium 1710.73

WTZR LEICA GR25 LEIAR25.R3 H-MASER 389.84
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We tested two different parts.

1. The results of 8 time-links were obtained from GPS PPP technique by using
ISR, ISC and COD precise products, respectively. The clock difference between
GPS PPP using three different products and GPS PPP using IGR products are
presented.

2. The BDS PPP technique is applied to 8 time-links by using ISR, ISC and COD
precise products, respectively. The clock difference between BDS PPP using
three different products and GPS PPP using IGR products are displayed.

The clock differences series using GPS PPP technique on BRUX-PT11 and
DLF1-PT11 time-links from part 1 are displayed in Fig. 2. The results illustrate that
the clock differences between GPS PPP by using ISR, ISC, and COD products and
GPS PPP by using IGR products are almost a straight line. Other time-links show
same characteristics, we won’t display in detail. Hence, we can conclude that the
comparable uncertainty of GPS PPP time transfer based on IGR products can be
achieved by using iGMAS precise products. The statistics of ten-day arc solutions
(a–c) and one-day arc solutions (d–f) using GPS PPP technique on 8 time-links

Table 2 Summary of GPS- and BDS-PPP processing strategies

Items Descriptions

First order ionospheric delay Ionosphere-free combination

Estimator Least squares (LSQ) estimator in batch mode

Tropospheric delay ZHD: corrected with global pressure and temperature
(GPT) model using the formulas of Saastamoinen;
ZWD: estimated as a continuous piece-wise linear
function (2 h parameter spacing), GMF mapping
function

Satellite antenna PCO and PCV
(phase center variations)

IGS ANTEX (GPS)

Observables Undifferenced ionosphere-free combined observables
from smoothed code and phase observations

Sampling rage 300 s

Signal selection GPS: L1/L2; BDS: B1/B2

Observation weighting Cos(e)2 [2]

Elevation cut off 10°

Relativistic effect Corrected

Sagnac effect Corrected

Solid earth tides IERS2010 [15]

Ocean loading IERS2010 [15]

Polar tides IERS2010 [15]

Phase wind-up effect Corrected [18]

Receiver clock errors Estimated as parameters

Station coordinates Estimated as static

Phase ambiguities Estimated, constant for each continuous arc; float value
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from part one is shown in Fig. 3. As shown in Fig. 3, the STD of ten-day arc
solutions based on ISR and ISC precise products can reach 0.1 ns. Hence, we can
further conclude the reliability of GPS PPP time transfer based on iGMAS products.
For the results of GPS PPP using CODE products, the performance is relatively
better because it is one of IGS’s analytical centres and adopts 30 s precise clock
products. From another perspective, compared with the STD of ten-days arc
solutions, the STD of one-day arc solutions shows better performance. Hence, the

Fig. 2 The clock differences series using GPS PPP technique on BRUX-PT11 and DLF1-PT11
time-links from part 1
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day-boundary jumps are also a problem to be solved, for that it would influence the
uncertainty of time transfer.

To verify the feasibility of BDS PPP based on iGMAS products toward inter-
national UTC and TAI comparison at the current stage. Figure 4 presents the clock
differences series using BDS PPP technique on BRUX-PT11 and DLF1-PT11
time-links from part 2. The results demonstrate that the clock differences between
BDS PPP by using ISR, ISC, and COD products and GPS PPP by using IGR

Fig. 3 The statistics of ten-day arc solutions (a–c) and one-day arc solutions (d–f) using GPS PPP
technique on 8 time-links form part one
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products have less fluctuation and better stability. Other time-links show same
characteristics, thus we won’t display in detail. Hence, we obtain that the perfor-
mance of BDS PPP by using iGMAS precise products is better. Therefore, it also
provides a good reference for international UTC and TAI comparison based on
BDS PPP. The statistics of ten-days arc solutions (a–c) and one-day arc solutions
(d–f) using BDS PPP technique on 8 time-links form part 2 is shown in Fig. 5. As
shown in Fig. 5, the STD of ten-days arc solutions using ISR and ISC precise

Fig. 4 The clock differences series using BDS PPP technique on BRUX-PT11 and DLF1-PT11
time-links from part 2
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products can reach better than 1 ns. Hence, we can further conclude the feasibility
of BDS PPP time transfer based on iGMAS products. For the results of BDS PPP
using CODE products, the comparable uncertainty can be reached by using iGMAS
products. Compared with Fig. 5a–c, the day-boundary jumps are also a problem to
be solved on BDS PPP time transfer from Fig. 5d–f.

Fig. 5 The statistics of ten-days arc solutions (a–c) and one-day arc solutions (d–f) using
BDS PPP technique on 8 time-links from part 2
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5 Summary

In this contribution, based on final (ISC) and rapid (ISR) precise products provided
by iGMAS, GPS- and BDS-PPP techniques are employed for time transfer. In order
to verify the feasibility of GPS- and BDS-PPP time transfer toward
International UTC and TAI comparison by using iGMAS precise products and the
reliability of iGMAS products. With PT11 provided by PTB as the center node, the
solutions of 8 time-links are presented using 70 days observations. The solutions of
GPS PPP using IGR products are regarded as external reference values. Compared
with GPS PPP using IGR products, the results show that STD of GPS PPP using
ISR and ISC products can reach 0.1 ns and can remain on the same magnitude for a
long time. The STD of BDS PPP can be better than 1 ns. Therefore, it can provide a
good reference for international UTC and TAI comparison based on
BDS PPP. Moreover, the comparable uncertainty of BDS PPP using iGMAS and
CODE products are presented. Hence, we can further conclude the reliability of
iGMAS products.
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Simulation and Experiment
of Multi-section Coil for C Field Used
in Passive Hydrogen Maser

Zhibing Pan, Yonghui Xie, Tao Shuai, Pengfei Chen, Yuxian Pei,
Chao Shen, Xiaoyan Pan, Yang Zhao and Chuanfu Lin

Abstract Passive hydrogen maser (PHM) has the advantages of high frequency
stability and low frequency drift. It has been widely used in the navigation system
and frequency calibration. Atomic transition signal amplitude of PHM directly
determines the system signal to noise ratio, and thus affect system performance,
which makes it one of the most important parameters of PHM. Straight solenoid is
widely used in PHM to produce the C field for atomic transition. Due to restriction
of structural of the physical package, there is improvement potential for homo-
geneity of magnetic field. This paper discusses the feasibility of multi-section coil
for the C field of PHM. Simulation and optimization of the parameters of the
multi-section coil is carried out, including length, number of sections, turns, spacing
and diameter. Design of multi-section coil with better homogeneity of the C field
can be given by the simulation software. Inhomogeneity of about 2% of the C field
is realized comparing to about 10% of the straight solenoid. According to the
simulation results, several multi-section coils are manufactured. Application and
test of these multi-section coils in physical package of hydrogen maser are carried
out. Experimental results show that atomic transition signal gain can be increased
by about 10%, which is beneficial to the performance of PHM.

Keywords Passive hydrogen maser � C field � Multi-section coil
Homogeneous magnetic field
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1 Introduction

Passive hydrogen maser (PHM) relies on hyperfine transition signal of hydrogen
atoms of ground state for time keeping. It has advantages of high frequency stability
and low frequency drift [1], and has been widely used in navigation system and
frequency calibration. Performance improving is an important direction of PHM
development. Amplitude of atomic transition signal of PHM directly determines
system Signal to Noise Ratio (SNR), and thus affects output performance, and it is
one of the most important parameters of PHM.

Hydrogen atoms (0–0) transition (F = 1, mF = 0 to F = 0, mF = 0) in PHM is
stimulated by microwave field in the resonant cavity, and effected by axial static
magnetic field (C field). The coupling between the axial magnetic induction of the
microwave field and the C field has directly effect on the hydrogen atom (0–0)
transition. If the C field in the storage bulb area is not homogeneous, some of the
hydrogen atoms will experience a deviating magnetic field, and take transition with
deviating frequency. This would reduce amplitude of the (0–0) transition signal,
and the SNR and gain of spectral line would deteriorate [2]. Therefore, homo-
geneity of C field is an important factor for quality of transition.

Through calculation and computer simulation, we have designed a multi-section
coil with better magnetic field homogeneity. It can be used for C field instead of
conventional straight solenoid. Experimental results on PHM show it can effec-
tively enhance amplitude of the hydrogen atom (0–0) transition signal, and improve
system performance of PHM.

2 Calculation and Simulation of Homogeneity
of Straight Solenoid

Equation (1) can be used to describe magnetic induction in the axis of straight
solenoid [3]:

B =
l0nI
2

l1

ðl21 þR2Þ1=2
þ l2

ðl22 þR2Þ1=2
" #

ð1Þ

l0 is vacuum permeability, n is turn per unit length, I is current through the
straight solenoid, R is radius of the straight solenoid, and l1, l2 is distance from the
point to two endpoints of straight solenoid.

If length of straight solenoid is much longer than its radius (l � R), magnetic
induction is about B � l0nI in its central region. In other words, magnetic field is
almost homogeneous in central region of the straight solenoid. However, Magnetic
induction can be reduced to B � l0nI=2 near each endpoint of straight solenoid,

532 Z. Pan et al.



only half of the central region. Actually end surface of the storage bulb are close to
the end surface of the C field in practical application of PHM. Homogeneity of C
field in the area of the storage bulb is inevitably limited.

According to actual size of the straight solenoid, we can simulate static magnetic
field generated by straight solenoids in the area of the storage bulb by using
electromagnetic field simulation software. Simulation model and results are shown
separately in Fig. 1.

As in Fig. 1, the maximum of magnetic field strength in the area of storage bulb
is 6.75E−2 A/m, and the minimum is 6.00E−2 A/m. Inhomogeneity is about
11.11%. This shows that homogeneity of the magnetic field strength of the straight
solenoid has great potential of improvement.

3 Calculation and Simulation of Homogeneity
of Multi-section Coil

Helmholtz Coil has two identical coils which are coaxially placed. The distance
between two centers of Helmholtz coil is equal to radius of the coils. If the two coils
have currents with same amplitude and same direction, homogeneous magnetic
field could be established in its central area [4].

If the distance between two centers of Helmholtz coil is d, the radius is R, setting
the middle point of the line connecting centres of the two coils as coordinate origin,
magnetic induction at the central axis is [5]:

B(x) =
l0IR

2

2 R2 þ d
2þ xð Þ2

h i3
2
þ l0IR

2

2 R2 þ d
2 � xð Þ2

h i3
2

ð2Þ

Fig. 1 Simulation model and simulation results of straight solenoid in the area of storage bulb
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When d = R, magnetic induction in the region between the centres of the two
coils is homogeneous [6].

Two-section Helmholtz coil can produces a homogeneous magnetic field in its
central region. However, the axial length of the storage bulb is about 100 mm. If a
two-section Helmholtz coil is used to generate C field containing storage bulb,
radius of coils is about 100 mm, which result in unacceptable volume for PHM.
Multi-section coil is an assembly of multiple coils coaxially with same current.
Parameters of multi-section coil include radius, total length, length of each section,
number of sections, spacing between sections, turns per unit length and so on.
Considering all above parameters and adjusting them correspondingly, we can
design a multi-section coil with high homogeneity of C field throughout the storage
bulb area.

We have carried out computer simulation of seven-section coil. The model is
shown in Fig. 2. Structures including the holder of C field, storage bulb and
magnetic shielding system are taken into account. Input current of seven-section
coil is 0.02 mA. After multiple adjustment and simulation, a set of optimal coil
parameters are obtained, and the simulation result is also shown in Fig. 2.

The simulation results show that the maximum of magnetic field strength in area
of storage bulb is 4.66E−2 A/m and the minimum value is 4.59E−2 A/m.
Inhomogeneity between the two values is 1.51%. Comparing to the straight sole-
noid, magnetic field homogeneity has been greatly improved.

Homogeneity of the magnetic field strength generated by the seven-section coil
and the straight solenoid in the storage bulb area are shown in the following Fig. 3.

In addition to the seven-section coil, we have also carried out calculation and
simulation of three-section coil and five-section coil. Simulation model and results

Fig. 2 Simulation model and simulation results of seven-section coil in the area of storage bulb
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are shown separately in Figs. 4 and 5. Results show that with increase of number of
sections it would be easier to achieve better magnetic field homogeneity in the
region of storage bulb.

The magnetic field homogeneity of various types of coil in the storage bulb area
is shown in Table 1.

4 Experiment and Application of Multi-section Coil

According to the design parameters of the seven-section coil given by simulation
software, an actual C-field coil is manufactured and applied to PHM. In the cases of
keeping the other experimental parameters to be same, signal amplitude of
hydrogen atom (0–0) transition is measured. Measurement of the straight solenoid
is also carried out to make comparison.

During the experiment, magnetic shielding system was degaussed. Microwave
input power of resonator is −90 dBm. Microwave resonant frequency of cavity is
1420.405751 MHz ± 5 kHz. Hydrogen atom (0–0) transition signal gain is
2.49 dB when straight solenoid coil is used as c field, and hydrogen atom (0–0)

Fig. 3 Comparison of magnetic field homogeneity between seven-section coil and straight
solenoid in storage bulb region
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transition signal gain is 2.81 dB when seven-section coil is used as c field. The test
results given by vector network analyzer are obtained. An improvement of 0.32 dB
or 12.8% is achieved with seven-section coil. Their comparison is shown in Fig. 6.

Fig. 4 Simulation model and simulation results of five-section coil in the area of storage bulb

Fig. 5 Simulation model and simulation results of three-section coil in the area of storage bulb
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Table 1 The homogeneity of magnetic field of various types of coil in the storage bulb area

Type of C
field

The difference between the
maximum and minimum
values in the storage bulb
area

The maximum
values in the
storage bulb
area

The difference between the
maximum and minimum
values in the storage bulb
area/the maximum values in
the storage bulb area (%)

Straight
solenoid

7.50E−03 6.75E−02 11.1

Three-section
coil

4.00E−03 5.90E−02 6.78

Five-section
coil

1.00E−03 5.06E−02 1.98

Seven-section
coil

0.70E−03 4.66E−02 1.51

Fig. 6 Comparison of signal gain of hydrogen atom (0–0) transition of straight solenoid and
seven-section coil
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5 Conclusion

Homogeneity of C field is an important factor of spectral quality of hydrogen (0–0)
transitions. Calculation and software simulation results show that Inhomogeneity of
the C field generated by straight solenoid is about 10%. However, less than 2% of
inhomogeneity of the C field can be realized by seven-section coil. Experimental
application shows that the gain of the hydrogen atom (0–0) transition signal can be
increased by about 10% with application of seven-section coil.

Application of multi-section coil is benefit to performance of PHM without
increasing its volume and weight. We will carry out closed-loop testing with
electronics package to evaluate its advantage on system performance such as
short-term and long-term frequency stability and frequency drift. At the same time,
we will optimize the parameters such as the number of sections and spacing
between sections to explore parameters with better magnetic field homogeneity.
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Periodicity Systematic Error Analysis
of GPS in Nonlinear Variations
of Station Coordinates

Yanbo Fu, Fuping Sun, Xinhui Zhu, Kai Xiao, Hailiang Dai
and Longlong Zhang

Abstract Analysing the mechanism of nonlinear variations in GPS stations
coordinates time series is an effective way to improve the coordinates accuracy of
GPS stations. The constellation design characteristic of GPS may cause the periodic
variations of GPS stations coordinates and affect the precision of GPS stations
coordinates. In order to analyze the systematic error of the GPS, the spectrum
analysis was applied to detect the periodic terms of the GPS and VLBI vertical
coordinates time series in the selected 6 amalgamated stations, the amplitude and
initial phase of periodic terms were extracted. The annual terms were commonly
found in the coordinates time series of GPS and VLBI, the annual terms’ changing
trend of GPS and VLBI were basically same, and the systematic error was com-
monly found between GPS and VLBI. Meanwhile, it was also found that the
systematic error of the semi-annual terms exist between the two technologies in
some amalgamated stations, which may be related to the systematic error of GPS
itself and the false periodic terms caused by the data’s quality problems.

Keywords Amalgamated station � GPS � VLBI � Periodic system error

1 Introduction

In order to establish and maintain the global millimeter—level terrestrial reference
frame, eliminating the nonlinear variation in the coordinates time series of GPS
stations is one of the important means. GPS (Global Positioning System), VLBI
(very long baseline interferometry), SLR (Satellite Laser Ranging).

GPS (Global Positioning System), VLBI (very long baseline interferometry),
SLR (Satellite Laser Ranging) and other spatial geodetic techniques are used to
model and analyze the various periodic terms which are universally found in the
coordinates time series of crustal surface stations.
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Due to the different climate and geophysical tectonic environment of each GPS
station in the world, there are differences in the periods and causes of all kinds of
periodic terms.

According to existing studies, there is a strong correlation between seasonal
temperature changes and the GPS annual changes of coordinates time series [1].

Seasonal temperature changes can explain 11.2% of the vertical amplitude [2],
Surface quality correction can explain 40% of the vertical nonlinear changes [3],
Environmental loading correction can weaken 70% of the nonlinear changes in the
vertical and eastern of most of the GPS stations in China [4], High order iono-
spheric change is one of the factors of the annual and semi-annual terms of the GPS
stations [5]. The above three factors are the main geophysical factors that lead to the
nonlinear variation of the coordinates time series of the GPS stations. literature [6]
and literature [16] point out that besides geophysical factors, the annual effect of the
GPS itself may also be a factor that leads to the annual variations in the coordinates
time series of the GPS stations, literature [7] considers that the GPS periodic
systematic errors can be separated by the amalgamated stations, literature [8] and
literature [9] preliminarily validate that the GPS annual systematic errors exist in the
annual terms of GPS vertical coordinates time series.

In this paper, the periodic systematic errors in the vertical coordinates time series
of GPS stations are analyzed by using the amalgamated stations of GPS and VLBI
through the contrast experiment.

2 The Adopted Data and Analysis Methods

2.1 The Adopted Data

The data used in this article is the GPS and VLBI coordinates residual time series
come from ITRF2008 (The International Terrestrial Reference Frame) website, the
time span of the selected GPS data and VLBI data is from 2000 to 2009, and the
data sampling interval is 7 days. In order to make the separated GPS systematic
error more accurate, 6 amalgamated stations with good data quality are selected, as
shown in Table 1.

Table 1 Information of collocated stations

Names of
amalgamated stations

Coordinates of
amalgamated stations

Names of GPS
stations

Names of VLBI
stations

Noto 14.99°E 36.87°N NOTO 7547

Urumqi 87.60°E 43.81°N URUM 7330

Algonquin 78.07°W 45.96°N ALGO 7282

WETTZELL 12.88°E 49.14°N WTZR 7224

Matera 16.70°E 40.65°N MATE 7243

Medicina 4.52°E 11.65°N MEDI 7230
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2.2 Data Analysis Method

On the basis of eliminating the long-term trend term in the time series, the three
spline interpolation method is used to interpolate the discontinuous points in the
original data, then GPS and VLBI coordinates residual time series are analyzed by
the method of spectrum analysis, and screen out the obvious periodic terms in each
time series by setting the threshold, as shown in Tables 2 and 3.

As we can see from Tables 2 and 3, there are various periodic terms in the
coordinates time series of GPS and VLBI stations, the annual and semi-annual
terms are universally exist in the time series of each station. Therefore, we can
compare the annual and semi-annual terms of GPS and VLBI time series in the
same amalgamated station to verify whether there is periodic systematic errors in
GPS. In order to extract the amplitude and initial phase of the periodic terms in the
time series, the harmonic analysis is used to fit time series:

Xt ¼
XN
i¼1

A cosðxitþuiÞ ð1Þ

Expand the formula with coefficient:

Xt ¼
Xk
i¼1

ai cos 2pfitþ bi sin 2pfitð Þ ð2Þ

Table 2 The periodic terms
of the vertical residual time
series of GPS stations

Names of GPS stations Periodic terms (spectrum energy
from large to small)/d

NOTO 364 150 270 675

URUM 350 601 168 210

ALGO 362 774 185 1162

WTZR 352 169 538 915

MATE 352 169 570 1460

MEDI 361 521 173 521

Table 3 The periodic terms
of the vertical residual time
series of VLBI stations

Names of VLBI stations Periodic terms (spectrum
energy from large to small)/d

7547 355 177 568 86

7330 385 177 577 105

7282 710 368 191 903

7224 370 560 189 764

7243 779 364 181 571

7230 348 185 726 562
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The amplitude and phase of each periodic term are extracted by using the least
square fitting method:

Ai ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
N

XN
t¼1

Xt cos 2pfit

 !2

þ 2
N

XN
t¼1

Xt sin 2pfit

 !2
vuut ð3Þ

ui ¼ arctan �
PN

t¼1 Xt sin 2pfitPN
t¼1 Xt cos 2pfit

 !
ð4Þ

3 Analysis of Calculation Results

The annual and semi-annual terms in each amalgamated station are separated by
using the above methods, the annual and semi-annual terms of GPS and VLBI
coordinates time series of each amalgamated station are shown in Figs. 1, 2, 3, 4, 5
and 6 (The accuracy is �0:2mm).

It can be seen from Figs. 1, 2, 3, 4, 5, 6 and Table 4, ① the maximal difference
of annual and semi-annual terms’ initial phase between GPS and VLBI in a same
amalgamated station is 40° (The semi-annual term of the Matera amalgamated
station), the minimal difference is 0.39° (The semi-annual term of Noto

Fig. 1 The contrast between the periodic terms of the Noto collocated station
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Fig. 2 The contrast between the periodic terms of the Urumqi collocated station

Fig. 3 The contrast between the periodic terms of the Algonquin collocated station
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Fig. 4 The contrast between the periodic terms of the WETTZELL collocated station

Fig. 5 The contrast between the periodic terms of the Matera collocated station
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amalgamated station), the difference of initial phase is universally small, it is shown
that the monitoring of the annual and semi-annual changing laws of the surface
deformation by the GPS and VLBI in the same amalgamated station is basically
consistent, it is further proved that the GPS and VLBI have good spatiotemporal
consistency in the coordinates of amalgamated stations, which is discussed in lit-
erature [10]. ② The amplitudes of annual terms of GPS coordinates time series are
all larger than the amplitude of VLBI. Except the WETTZELL amalgamated sta-
tion, the amplitudes of semi-annual terms of GPS are all smaller than the amplitudes
of VLBI. The maximal difference of amplitudes of annual terms between GPS and
VLBI is 2.33 mm (Noto station), the minimal difference of amplitude is 0.73 mm
(Medicina station), the maximal difference of amplitudes of semi-annual terms
between GPS and VLBI is 3.01 mm (Urumqi station), the minimal difference of
amplitude is 0.12 mm (WETTZELL station). ③ The difference of annual ampli-
tudes of amalgamated stations with similar latitudes is small, the region that Urumqi
station is located may be due to the severe local geological structure changes, so the
amplitude is obviously lager than the stations located in near latitudes.

Compared with VLBI, systematic errors of annual and semi-annual terms
obviously present. Because the geological conditions and meteorological conditions
of GPS and VLBI stations in a amalgamated station are basically the same, VLBI
measures the propagation delay of two signals from extragalactic radio sources
between two receiving antennas to accurately determines the of the signal from the
extragalactic radio source between two receiving antennas using radio telescope
propagation delay to accurately determine the relative position between the ground

Fig. 6 The contrast between the periodic terms of the Medicina collocated station
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points [11], So the observation object and the observation equipment do not have
the possibility to cause the annual systematic errors, therefore, there are two aspects
of the reasons of the annual systematic errors:① The systematic error exists in GPS
itself, ② There is a quality problem of the observed data used. And GPS has now
been found three kinds of annual effects[12, 5]: (1) The annual effect caused by the
solar radiation perturbation to the satellite sails, (2) The annual effect of the con-
figuration between stations and constellation, the same station is 4 min earlier every
day to return to the same geometric configuration between the station and the GPS
constellation the day before, (3) There is uncertainty in the phase center of the GPS
receiver antenna, which is closely linked to the strong seasonal nonlinear changes,
such as annual and semi-annual variations. For the quality of the data used, the
quality of VLBI global stations data is uneven, because of the limit of equipment
and observation condition and the low data sampling rate, the amplitudes of peri-
odic terms are seriously effected.

For the systematic errors between the semi-annual amplitudes of GPS and VLBI,
we infer the reasons are from two aspects: ① the semi-annual effect caused by the
design characteristics of GPS, ② the false periodic effect caused by the quality of
observation data of GPS and VLBI.

4 Conclusions

In the comparison of the periodic terms of the coordinates time series of the two
technical stations of GPS and VLBI at the same amalgamated station, it is found
that the trends of the annual and semi-annual terms of GPS and VLBI are basically
the same, at the same time, there are systematic deviations in the amplitude. We
infer the reasons are from two aspects: ① the annual systematic errors caused by
the solar radiation perturbation, annual configuration effect between the stations and
the GPS constellation, and the semi-annual errors caused by the design character-
istics of GPS, ② the false periodic terms caused by the quality of observation data
of GPS and VLBI. The semi-annual systematic errors of GPS need to be further
studied to determine the source of errors in the GPS.
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An Accurate and Efficient Detecting
and Correcting Algorithm for Abnormal
Clock Data

Fan Yang and Ran Zhang

Abstract Because of various factors, there are many abnormal situations in the
atomic clock measurement data from time-keeping system, such as data lost, error
data, phase jump. The abnormal data can not reflect the real status of atomic clock,
it is necessary to correct the abnormal data caused by short-term external distur-
bances. In this paper, based on analyzing for frequently used algorithm objectively
and combining multi-methods, an accurate and efficient detecting and correcting
algorithm is put forward. At last, the algorithm is validated using the clock mea-
surement data, the result shows that the algorithm can accurately locate the
abnormal data, analyze abnormal type, the correction effect is satisfactory.

Keywords Time-keeping system � Abnormal clock data � Detecting algorithm
Correcting algorithm

1 Introduction

Reliable atomic clock comparison data is the prerequisite and basis for clock per-
formance analysis and time-keeping. In time-keeping system, due to many external
factors, such as system power down, clock lockout, circuit thermal noise and device
aging, a series of abnormalities inevitably exist in the atomic clock comparison
data, common abnormal situations are data lost, error data, phase jump [1, 2].
Abnormal atomic clock comparison data does not truly reflect the atomic clock
performance, which can not be applied to time scale calculation. Only by removing
the effects of abnormal data, can we obtain accurate and meaningful analysis
results. Therefore, it is of great significance to carry out the research on the
abnormal detection and correction algorithms for atomic clock data.

The detecting method of abnormal atomic clock comparison data is mainly
includes threshold method, 3r criteria, wavelet analysis, median method and mean
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comparison method of adjacent data window. The experience threshold value of
threshold method can only reflect the long-term data distribution in the past, cannot
adapt to short-term data changes [3]. The 3r criteria is suitable for data sequences
that conform to normal distribution, it can effectively detect the individual abnormal
data in the data sequence, however, it cannot detect the phase jump of the clock.
Wavelet analysis has the characteristics of multi-resolution analysis, and the ability
to characterize the local characteristics of the signal in the time-frequency domain
[4], but it is too complex to realize. The median method is proposed by Riley, it is a
simple and effective data detecting method for the large data sequence, which can
effectively improve the computational efficiency, and often used to detect abnormal
data [5–7]. Phase jump is a special abnormal situation, which is the appearance of
the atomic clock phase from one value to another, resulting in the discontinuity of
phase data. Most algorithms detect phase jump by comparing the mean of two
adjacent windows that are moved on relevant data, while others use cumulative
summation curves or other similar methods [8].

Based on the above analysis, this paper selects the improved median method to
detect abnormal atomic clock comparison data. This algorithm can not only detect
the location of abnormal data, but also can judge the abnormal type and select the
appropriate correction algorithm. The improved median method is validated using
the clock measurement data of time-keeping system in 203 institute, and works
well. The sampling interval is 1 h. When the abnormal situation lasted less than 5 h,
the abnormality was analyzed and corrected. However, when the continuous
abnormal situation lasted more than 5 h, indicating that the state of atomic clock
was abnormal, and the clock was unable to participate in time-keeping work, so
only alarm for the abnormal but not correct.

2 Detecting and Correcting Algorithm for Abnormal
Clock Data

2.1 Detecting Algorithm and Application for Abnormal
Data

2.1.1 The Median Detection Method

The expression of the median detection method is as follows:

MAD ¼ Median
yi � m
0:6745

� �
ð1Þ

In the formula, m represents the medium of the sequence yi; i ¼ 1; 2; . . .Nf g,
when the observation jyij[ ðmþ n�MADÞ (n is a positive integer, the value of n
is different for different atomic clocks), it is considered to be abnormal data, and set
to zero.
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As can be seen from the above formula, the median method has a good
robustness, since it is not sensitive to the size of the gross errors. It should be noted
that the median detection method is generally used for frequency data, because the
gross error of the phase data is corresponding to the peak of frequency data, and the
peak is easy to be detected.

2.1.2 Application of Improved Median Detection Method in Detecting
for Abnormal Data

In atomic clock comparison data, the common abnormal situations include data
loss, error data, phase jump. The traditional median detection method sets the
abnormal data to zero, but the atomic clock comparison data is large and complex,
simply setting to zero will generate new abnormal data. In order to analyze the
abnormal situations according to the actual situation, the median detection method
is improved. The improved algorithm can locate the abnormal data accurately and
determine which kind of abnormal situations it belongs to, so as to select the
appropriate correction algorithm.

The atomic clock comparison data is phase data, which is needed to convert to
frequency data. The abnormal frequency data that detected by the algorithm in 2.1.1
is marked by “false”. The abnormal data detecting algorithm is shown in Fig. 1.
According to the correspondence between frequency data and phase data, the
abnormal type of phase data can be judged by the number of “false”, and the
abnormal type detecting algorithm is shown in Fig. 2.

2.2 Correcting Algorithm for Abnormal Data

2.2.1 Linear Interpolation

The formula of linear interpolation is as follows:

yi ¼ ypre � xnext � xi
xnext � xpre

þ ynext � xi � xpre
xnext � xpre

ð2Þ

In the formula, ypre, ynext respectively represents the normal point before and
after the abnormal point, xi, xpre, xnext respectively represents the position of the
abnormal point and the two normal points before and after the abnormal point.

Through analysis and verification, corresponding to Fig. 2, when n = {1, 2},
with the condition of “The phase corresponding to flg[i] is abnormal and then
returns to normal”, the linear interpolation method has a good correcting effect.
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2.2.2 Phase Compensation Method

Assuming that ðxi; yiÞ is the starting point of phase jump, ðxi�1; yi�1Þ and
ðxi�2; yi�2Þ respectively represent two adjacent normal points before jump point,
then:

const ¼ yi�1 � yi�2 þ lim�jxi�1 � xi�2j
yi;new ¼ yi þ const

�
ð3Þ

In the above formula, “lim” is the frequency threshold between two adjacent
phase data obtained by the median method. yi;new is the value of the phase jump
point after phase compensation.

Through analysis and verification, corresponding to Fig. 2, when there is a short
jump phase, that is, 1 � n < 5, with the conditions of m < 5, this method can
effectively compensate phase jump value.

...

...

Fig. 1 Abnormal data detecting algorithm
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2.2.3 Least Squares Method

The idea of least square algorithm is: for a given set of data
ðxi; yiÞði ¼ 0; 1; . . .; mÞ, it is required to find a function y ¼ S�ðxÞ in the function
set u ¼ fu1; u2; . . .; ung to minimize the quadratic sum of the errors, as [9]
proposed.

Fig. 2 Abnormal type detecting algorithm
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dk k22¼
Xm
i¼0

d2i ¼
Xm
i¼0

S�ðxiÞ � yi½ �2 ¼ min
SðxÞ2u

Xm
i¼1

SðxiÞ � yi½ �2 ð4Þ

SðxÞ ¼ a0u0ðxÞ þ a1u1ðxÞþ � � � þ anunðxÞ ðn\mÞ ð5Þ

The least square algorithm processes as follows:

(1) Consider dk k22 as weighted quadratic sum;

dk k22¼
Xm
i¼0

xðxiÞ SðxiÞ � f ðxiÞ½ �2 ð6Þ

(2) In order to find a function y ¼ S�ðxÞ to minimize dk k22, the problem is trans-
formed into finding the minimum of multivariate function;

Iða0; a1; . . .; anÞ ¼
Pm
i¼0

xðxiÞ
Pn
j¼0

ajujðxiÞ � f ðxiÞ
" #2

@I
@ak

¼ Pm
i¼0

2xðxiÞ
Pn
j¼0

ajujðxiÞ � f ðxiÞ
" #

ukðxiÞ ¼ 0 ðk ¼ 0; 1; . . .; nÞ

9>>>>=
>>>>;

ð7Þ

(3) According to Eq. (7) can obtain the only solution

ak ¼ a�k ðk ¼ 0; 1; . . .; nÞ ð8Þ

(4) Thus, the least squares solution of the function f ðxÞ is:

S�ðxÞ ¼ a�0u0ðxÞþ a�1u1ðxÞþ � � � þ a�nunðxÞ ð9Þ

In practical applications, the least square fitting times is determined by the type
of atomic clock, e.g. cesium clocks usually choose least squares linear fitting,
meanwhile, hydrogen clocks generally use least squares quadratic fitting. The least
squares fit sample uses 48 consecutive normal data before the abnormal data.

Through analysis and verification, the abnormal data can be well corrected by
the least squares fitting in the following two kinds of abnormal situations: (1) the
phase jump after the abnormal data, corresponding to Fig. 2, that is, under the
condition of n = 2, n = 3 and 3 < n < 5, “The phase corresponding to flg[i] is
(continuous) a bad point and then phase jump”; (2) there exists abnormal point in
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the 48 consecutive after abnormal data, corresponding to Fig. 2, that is, under the
conditions of 3 < n < 5, “The phase corresponding to flg[i] is continuous bad
points and then returns to normal, but there exists abnormal point in the 48 con-
secutive after flg[i]”.

2.2.4 Least Squares Combination Model

When the number of continuous abnormal data increases, only choosing the normal
data points prior to the abnormal data to do the least squares results in a gradual
increase in the deviation between the predicted and actual measurements. This is
due to the limitations of the model itself, which takes into account only the trend of
data sequence changes before the abnormal data and neglects the trend of data
changes after the abnormal data. In view of this situation, this paper presents a least
squares combination model, the algorithm process is as follows:

(1) Assuming that n is the number of continuous abnormal data, k pairs of normal
data points before abnormal data are ðx1; y1Þ; ðx2; y2Þ; . . . ðxk; ykÞf g, k pairs of
normal data points after abnormal data are ðxkþ nþ 1; ykþ nþ 1Þ;f
ðxkþ nþ 2; ykþ nþ 2Þ; . . . ðx2kþ n; y2kþ nÞg, and both data points are known;

(2) Using the least squares fitting to model the forward k pairs of data, and using
the model to forecast n pairs of abnormal data and backward k pairs of normal
data;

(3) To solve the residual between the predicted values and the measured values of
backward k pairs of data points;

(4) Using the least squares fitting to model the residuals of the backward k pairs of
data, and using the model to predict residuals Dy of n pairs of abnormal data;

(5) The final correcting values of n pairs of abnormal data are y ¼ yþDy.

In practical application, the cesium clock uses the least squares linear fitting to
model the 48 pairs of data before and after the abnormal data, the hydrogen clock
uses the least squares quadratic fitting to model the 48 pairs of data before and after
the abnormal data. Through analysis and validation, when the phase does not jump
after the continuous abnormal values, corresponding to Fig. 2, that is, under the
condition of 3 < n < 5, “The phase corresponding to flg[i] is a continuous bad
point, then returns to normal, and the 48 pairs of data after flg[i] are normal”, the
least-squares combination model has a good correction effect.

3 Result Analysis of Algorithm Examples

The paper selects a piece of representative data to verify algorithm, due to external
factors, from 11:00 on October 31, 2017 to at 11:00 on November 4, 2017, there is
an abnormality in the measured clock value between the clock 2 and the main clock
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collected by the laboratory clock measurement system. The original phase and the
abnormal situation are shown in Fig. 3, and the original frequency is shown in
Fig. 4.

According to the detecting algorithm in 2.1 and the correcting algorithm in 2.2,
the location of the abnormal situation and the corresponding correcting algorithm
are as follows:

(1) MJD = 58,058.125: there is an abnormal data in the original data, which can be
corrected by linear interpolation;

Fig. 3 Original phase of UTC(BIRM)-clock 2

Fig. 4 Original frequency of UTC(BIRM)-clock 2
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(2) MJD = 58,058.3333–58,058.4583: there is a short-term phase jump in the
original data, which can be corrected by the phase compensation method;

(3) MJD = 58,059.375–58,059.4583: there are three continuous abnormal points,
and exists abnormal data in the 48 sets of data after abnormal point, which can
be corrected by the least square fitting method using forward 48 pairs of data
(the 48 pairs of data have been corrected as available data);

(4) MJD = 58,061.8333和MJD = 58,061.0125: the measurement system fails to
collect clock data at these two moments, and the frequency anomalies of these
two moments can be detected by using the median detection method, which can
be corrected by linear interpolation.

The correcting effect is shown in Fig. 5, where the red curve represents the
original phase and the blue curve represents the corrected phase. The stability
before and after the correction is shown in Fig. 6, due to the limited amount of data,
only calculated to 16 h of stability. As can be seen from the figure, compared with
the original data, the stability of the corrected data has been significantly improved,
the correction effect is fine.

Fig. 5 Correction effect
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4 Conclusion

This paper focuses on the detection and correction of common abnormal situations
in time-keeping system clock measurement data. It introduces an improved median
gross error detection method, which can accurately locate the abnormal data,
analyze abnormal type and choose different correcting algorithm for different
abnormal type: (1) For individual (less than 2) abnormal values, choose linear
interpolation method to correct; (2) For short-term phase jump (jump time less than
5 h), choose phase compensation method to correct; (3) If the phase jump occurs
after the abnormal value, choose the least square fitting method to correct the
abnormal value; (4) If the 48 pairs of data after the abnormal value did not jump,
and there are no other anomalies, then choose the least squares combination model
to correct; (5) For long-term (more than 5 h) abnormal situations, indicating
abnormal clock state, giving alarm information. It is validated using the clock
measurement data of time-keeping system in 203 institute, the results show that the
atomic clock comparison abnormal data detecting and correcting algorithm pro-
posed in this paper is accurate and effective, the corrected data can objectively
reflect the atomic clock performance, and participate in time-keeping work.

Fig. 6 Stability comparison before and after correction
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Processing Method of Clock Break
in VLBI Data Analysis

Han Lei, Lu Cao, Ke Xu and Chong Wang

Abstract Each observation station in the VLBI has an independent hydrogen
clock. In particular, on rare occasions the phase lock synthesizer loss phase lock on
the signal from the hydrogen maser cavity resulting in a discontinuity in the clock
time obtained from the maser, this phenomenon is referred to as a “clock break”.
Clock breaks can be several hundred nanoseconds. In the VLBI data analysis and
analysis to consider the special operation of the clock breaks. In the least squares
solution method, it is necessary to reduce the influence of the clock break on the
residuals of the observed data and the accuracy of the solution. The method of
positioning the clock break is used to reduce the influence of the clock break by
means of piecewise linearization. In the Kalman filter method, the stochastic model
can not contain such a rapid clock time variation, but also the method of locating
the clock break and then including the clock break in the state transition noise of the
Kalman filter. Thus improve the accuracy of VLBI data solution.

Keywords VLBI � Clock break � Piecewise linear � Least squares method
Kalman filter

1 Introduction

Very Long Baseline Interferometry (VLBI) use to accurately record time-tagged
signals from extragalactic radio sources. The two radio telescopes are in pair and
the two received signals are cross-correlated to obtain the difference (delay)
between the two signals arriving at the antenna and the rate of change (delay rate) of
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the interferometric phase delay (delay rate). Radio telescopes receiver reference
frequency, calibration signal and time-tag information are derived from the accurate
clocks at the radio telescopes. Almost all of these clocks are hydrogen maser
frequency standards [1]. When observing many different radio sources, a obser-
vation of a radio source can last 100–400 s and the entire observation lasts for 24–
48 h. The obtained delay and delay rate can be used to determine the relative
position of the radio telescopes and the coordinates of the radio sources [2, 3].

VLBI determines the relative position of radio telescopes with a precision of
better than 1 part in 109. Measurements with a precision of 2 � 10−9 have been
obtained, the general accuracy of measurement results have reached 4 � 10−9.
However, to achieve these accuracies, the effect of clock errors from different radio
telescopes and signal delays caused by propagation medium must be taken into
account to enable data analysis that attains the accuracy requirements. Because any
signal received by a station from a radio source needs to be time stamped by the
local clock time, the difference of the time of the independent radio telescope clock
will directly affect the measurement of the delay, especially the discontinuity of the
clock signal, The accuracy of VLBI data analysis also has a greater impact. Because
any signal received by a station from radio sources needs to be time-tag by the local
clock time, the difference of the time of the independent radio telescope clocks will
directly affect the measurement of the delay. In particular, the discontinuity of the
clock signal also has a greater impact on the accuracy of the VLBI data analysis
results.

2 VLBI System Principle

2.1 VLBI Geometric Principle

VLBI technology is based on two stations to form a baseline, through the radio
signal received from radio sources recording, transmission and correlation pro-
cessing to obtain the delay and delay rate measurements that reflect the geometric
relationship between the tracking target and the position of the two stations.

Due to the different distances between the two antennas and the observation
radio source, the time when the same wavefront of the radio signal reaches the two
antennas will also be different, and there will be a delay sg [4, 5]. As shown in
Fig. 1, the basic concept of VLBI is that the two antennas make up the interfer-

ometer with a baseline vector B
*

between them. The plane wave front propagating

along the unit vector k
*

of the radio source arrives at the two antennas pointing to
this radio source. From the geometric relationship analysis of Fig. 1, the inner

product of B
*

and k
*

is divided by the speed of light c as the time delay sg, and the
formula is expressed as follows:
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sg ¼ �
B
* � k*

� �
c

ð2:1Þ

The derivation of formula (2.1) is from purely geometric relation, so called sg
geometric delay. In the actual VLBI observations sg can not be measured directly.
Because the actual observations are subject to other factors, such as clock errors,
equipment delays, delays in the propagation medium, etc. If set s as the actual delay
observation, then:

Fig. 1 Basic concept of very long baseline interferometry
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s ¼ sg þ sclk þ sinst þ strop þ siono þ � � � ð2:2Þ

The geometric delay sg can only be obtained by deducting the rest of the
measured value. From formula (2.2) we can see that the influence of clock
parameters such as clock errors on the actual delay, so clock parameters would
affect the result of the final VLBI data analysis [6].

2.2 VLBI Data Calculation Principle

The principle of estimating the parameters is to establish the corresponding
observation error equation by using the delay obtained from the actual observation
and the theoretical calculation delay, and the error equation is solved by the least
square method or linear filter principle to obtain the required parameters [7]. VLBI
basic observation equation is below

Ot ¼ C X; tð ÞþVt ð2:3Þ

In the formula, Ot is the delay obtained at time t; X represents the vector of
observations related to the parameters; C X; tð Þ is the mathematical model in which
parameter X affect the observation Ot, also known as the theoretical value of the
observation. Vt is the observed noise residual vector. Assuming that the priori value
of X is X0 and the correction value is x, the linearized observation equation is:

Ot ¼ C X0; tð Þþ @C X; tð Þ
X

jX0
� xþVt ð2:4Þ

The above equation was linearized observation equation:

yt ¼ AtxþVt ð2:5Þ

where yt ¼ Ot � C X0; tð Þ is the difference between the observed value and the
theoretical value at time t. At is the partial derivative matrix, which is related to the
change of the parameter value with respect to the observed value. All observation
equations are expressed in matrix:

Y ¼ AxþV ð2:6Þ

Suppose the observation weight matrix is P, then the least squares theory can
find the correction values of the parameters is:

x ¼ ðATPAÞ�1PATY ð2:7Þ
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Using Kalman filtering technique to solve the VLBI parameter, linearization
observation equation is:

yt ¼ Atxt þVt ð2:8Þ

Kalman filter estimation is based on the observation epoch time sequence, First,
the state at time t is used to predict the state at time t + 1, then the observation at
time t + 1 is added to modify the predicted value to obtain the state estimate at time
t + 1.

Prediction:

xttþ 1 ¼ Stxtt ð2:9Þ

Ct
tþ 1 ¼ StCt

tS
T
t þWt ð2:10Þ

Modification:

xtþ 1
tþ 1 ¼ xttþ 1 þKtþ 1 ytþ 1 � Atþ 1xttþ 1

� � ð2:11Þ

Ctþ 1
tþ 1 ¼ Ct

tþ 1 �Ktþ 1Atþ 1Ct
tþ 1 ð2:12Þ

The above t represents the moment corresponding to the last data used to esti-
mate, Ct

t is the covariance matrix, Ktþ 1 is the Kalman gain.
Equations (2.9)–(2.12) are the complete process of Kalman filter. When the

calculation at time t + 1 is completed, the calculation process will be repeated until
all the observations are processed [8].

3 Clock Break Positioning

In particular, on rare occasions the phase lock synthesizer loss phase lock on the
signal from the hydrogen maser cavity resulting in a discontinuity in the clock time
obtained from the maser, this phenomenon is referred to as a “clock break”. Clock
breaks can be several hundred nanoseconds. In many cases, such information is
available from the logs of the operations at each of the telescopes. However, often
these events are sufficiently small that they are not noticed during the experiment in
which case clock breaks must be detected using the VLBI data themselves. In the
VLBI data analysis we should consider to do a special treatment for clock break to
reduce the impact of clock break on the accuracy of the solution.

We take the example of “09NOV24XA_N004” provided by International VLBI
Service (IVS) as an example for the following discussion. We can see from Table 1
that the position of the BADARY site perturbed by clock break is estimated to
52 mm. According to our calculation of normal data without clock break, the
standard deviation of the horizontal coordinate correction of stations is between 4
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and 10 mm, while the standard deviation of the vertical coordinate correction is
between 10 and 20 mm. The vertical correction at BADARY site is significantly
larger. Here we recognize that this data is different from the other data, and we
further hypothesize that this is due to the clock break in the five stations included in
this data. Below we will further verify this hypothesis.

3.1 Piecewise Linearization

The method of piecewise linearization is used to solve the parameter in the process
of solving the VLBI data by the least square method.

In Fig. 2, the vertical axis represents the parameter correction value, and the
horizontal axis represents the epoch time. x1 is the parameter correction value at
time t1; x2 is the parameter correction value at time t2; and DL is the correction
value at time t of observation epoch. The piecewise linearization means that the
observed residuals at observation epoch t are represented by the correction values at
estimated moments t1 and t2, and the parameter correction values at the specified
moment t1 and t2 to be estimated is obtained. Figure 2 shows the following
relationship:

DL ¼ x1 þ t � t1
t2 � t1

ðx2 � x1Þ ð3:1Þ

Table 1 Effects of a clock
break on estimates of site
coordinates

Site DN ðmmÞ DE ðmm) Dh ðmmÞ
WETTZELL 7 −9 0

RICHMOND −1 7 14

WESTFORD −2 −3 10

HRAS 085 0 −6 16

BADARY −4 −8 52
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Fig. 2 Basic concept of
piece-wise linear
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Partial derivation of x1 and x2 respectively leads to:

@DL
@x1

¼ 1� t � t1
t2 � t1

ð3:2Þ

@DL
@x2

¼ t � t1
t2 � t1

ð3:3Þ

Set observation time Epoch observation equation is:

yt ¼ AtDLþVt ð3:4Þ

From (3.2) and (3.3) can be obtained the observation equation which is
expressed with x1 and x2 is:

yt ¼ At 1� t � t1
t2 � t1

� �
x1 þAt

t � t1
t2 � t1

� �
x2 þVt1 ð3:5Þ

The new observation equation established in (3.5) can continue to solve the data
according to the least square method described above. We generally use piecewise
linearization over a period of one hour. It can be seen from Fig. 2 that if there is a
clock break at the station’s hydrogen clock at time t0, this period can not be well
represented by linearization. In order to use the method of piecewise linearization,
we must consider effective methods to deal with the clock break, thus reducing or
eliminating the impact of clock break.

3.2 Clock Break Positioning and Processing

We use the least square method to initially solve the clock parameters, and get the
solve residuals of local clock parameters. Solution steps are as follows:

(1) Calculate the partial derivative matrix of the clock parameters (including clock
error, clock speed and clock acceleration).

(2) Solve the clock parameters using the least squares method introduced in
Sect. 2.2.

(3) Calculate the solution residuals of each station’s solution clock parameters.
Calculate the residual calculated as follows:

residauls ¼ y� Ax ð3:6Þ

Figure 3 is the clock parameters solution residuals obtained from the five sta-
tions. We note that the residuals for the baseline corresponding to the
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“WETTZELL” station and the “BADARY” station numbered “4” are very large.
And the “BADARY” station clock parameter solution residuals shown in Fig. 4,
the residual values in a short time quickly become from positive to negative,
indicating the “BADARY” station hydrogen clock at that epoch appeared clock
break.

We will zoom in Fig. 4 positioning clock break epoch time, record the clock
station and epoch time. The information is written to the solution operation file.
Introduced above is to manually locate the clock break. We designed a simple
algorithm to automatically search for clock break by solving residual data at each
station. The following pseudo-code algorithm:

Fig. 3 Residuals for station
WETTZELL

Fig. 4 Residuals for station
BADARY
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for i = 1:ob_num % Observations for a single station

total = 0+residual(i) % Find the sum of a single station solving residuals

end
resdiff = residual(2:end)-residual(1:end-1)
resstd = standard deviation (resdiff)
num = find(| resdiff | > resstd*10)

Calculate the standard deviation of the variation of residuals between each
observation. Taking this ten times of the standard deviation as the threshold, if the
variation of the solution residual between two observations is greater than this
threshold, we assume that a clock break has occurred between the two observations.
Once again, when performing piecewise linearization, the epoch time of the clock
break is set as a segment time point, the data before the clock break occurs is put
into a segment for linearization, and the data after the clock break is placed in
another segment for linearization. The final piecewise linearization will eliminate
the effect of clock break.

Figure 5 shows the solution residual before the clock break correction. Figure 6
shows the solution residual after clock break correction. It is obvious from the
comparisons of the two figures that the distribution of residuals in Fig. 6 is more
concentrated, and the residual values have also been significantly improved. In
order to quantify the comparison, we calculated the standard deviation of the
residuals, and the standard deviation decreased from 2.32 in Fig. 5 to 0.69 in Fig. 6.
Therefore, we found the clock break through the above methods, and locate and
correct, to a certain extent, improve the use of least squares method to calculate the
accuracy of the data.

Fig. 5 Residuals of total
observation before clock
break correction
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4 Clock Break in Kalman Filter

In the Kalman filter method, the stochastic model we use can not completely
represent the clock variation of the hydrogen clock of a station. In particular, there
is a clock break in the station hydrogen clock, which can reach hundreds of
nanoseconds. since the stochastic models do not account for such rapid changes in
the clock time,these changes are explicitly accounted for in the kalman filter
equations by increasing the elements ofWt which are affected by the clock break, to
reflect the uncertainty of the new value of the clock time. Compared with the
variance of the clock variation between two successful observations, the variance of
the elements corresponding to the clock parameters increases by a large amount
during the epoch of clock break because of the discontinuity caused by clock break.
The algorithm assumes that we know the epoch time before the Kalman filter
processing the data. For clock break greater than a few nanoseconds, pre-loaded
delay residuals may be used; for smaller clock break, variations in the estimated
clock or changes in atmospheric zenith delay may be used to include clock break.

The smoothing effect of the Kalman filter as it tried to filter through the dis-
continuity, there is a rapid fluctuation of the atmospheric zenith delay estimates
around the time of the clock break. Because of the atmospheric delay white noise
excitation power spectral density (PSD) is usually much larger than the clock white
noise corresponding PSD. Filters therefore tend to attribute rapid changes to
atmospheric delays [9]. Biases between the estimates of the clocks and the atmo-
spheric delays, with and without the clock break epoch in the solution, arise
because the Kalman filter distributes the anomalous behavior to all of parameters
being estimated.

The clock break algorithm nominally only needs the epoch time of clock break,
and suppose the clock break is smaller than the prior variance of the clock model.

Fig. 6 Residuals of total
observation after clock break
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We usually set the a priori variance of the clock model to be ð10 nsÞ2 and the clock
offset can be estimated with a variance of \ 0:1 nsð Þ2, the estimation of the clock
break of 100 ns will be less than 0.01 ns due to the restriction of its constraint.
Before data filtering, it is also possible to incorporate very large clock break into the
theoretical model, allowing any deviation to be reduced to negligible values.

5 Discussion and Conclusion

This article briefly introduces the principle of VLBI technology and VLBI data
solution. The effect of clock break on data resolution is discussed. The residual data
is calculated by using the clock parameter to manually or automatically locate the
clock break. The piecewise linearization method is used to eliminate the impact of
clock break on the data solution. A simple comparison of the results before and
after the clock break correction verifies the validity of the clock break correction
method. Finally, the clock break correction of Kalman filtering and related prob-
lems are briefly discussed. In the future, we will conduct a more in-depth study on
the specific technical methods of Kalman filter clock break correction.
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An Improved Abnormity Detection
Method for Atomic Clock Frequency
Based on Chi-Squared Statistics

Huijie Song, Shaowu Dong, Meng Jiang, Yongnan Rao, Haibo Yuan
and Hong Zhang

Abstract An improved chi-squared test method used to detect frequency abnor-
mity of atomic clock is presented. This method is independent of choice of refer-
ence value, which is applicable to the measure of data in pairs. The method may
speed up the process of analysis and detection for frequency abnormity. The result
shows that compared with the classical chi-squared test method, the detection
performance of frequency abnormity of atomic clock are improved and the calcu-
lation procedure is simplificated.

Keywords Atomic clock � Frequency abnormity � Chi-square statistics
Detection probability

1 Introduction

Atomic clock frequency abnormities detection is of importance in time-keeping. In
order to maintain the continuity of phase and frequency of time scale, it is necessary
to detect and calculate atomic clock phase and frequency abnormities. Atomic clock
real-time physical signal, especially the phase and frequency abnormities of the
master clock signal need to be monitored.

In global navigation satellite system, the accuracy and stability of on-board
clocks can affect the precision of ranging, and then affect the positioning precision
[1]. Space clocks are subject to several abnormities that can be caused by
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environment or internal clock malfunction. These abnormities must be detected and
communicated to the user as soon as possible. The detection of atomic clock
abnormities is therefore a critical problem. This algorithm must be fast and it must
have a high probability of detection (PD) and a low probability of false alarm
(PFA) [2].

Frequency abnormities are common in atomic clocks, including frequency jump
and frequency drift jump. Therefore, several detection algorithms are used to detect
frequency abnormities [2–16]. The literature [2, 3] introduce the Kalman filtering
algorithm for the frequency abnormities detection of atomic clocks. Literature [4–
10] discuss the frequency abnormities detection algorithms of atomic clocks based
on frequency spectrum density and dynamic Allan variance. In the paper [11–17],
the frequency abnormities detection algorithms of atomic clocks are studied
according to mathematical model and statistical method.

In this paper, the detection algorithm of frequency abnormity of atomic clock
based on pair-difference chi-squared test is developed, the pair-difference
chi-squared statistics is used to test whether or not two data sets are equivalent
with their associated uncertainties [18].

2 Chi-Squared Tests for Atomic Clock Frequency
Abnormity

The classical chi-squared statistics starts with the inverse-variance weighted mean
as the locator of central tendency used as the frequency reference value. For
N participating atomic clocks, with the ith atomic clock reporting frequency value yi
and standard uncertainty ui, this weighted mean is yw ¼ PN

i¼1 yi
�
u2i

� ��
PN

i¼1 1
�
u2i

� �
. For variances away from this weighted mean, the classical

chi-squared statistic, expressed as a reduced chi-squared with N � 1ð Þ degrees of
freedom, is

v2c ¼ N � 1ð Þ�1
XN
i¼1

yi � ywð Þ2=u2i ð1Þ

If all N frequencies of atomic clocks are drawn from N independent Gaussian
distributions, with the same unknown mean, and with standard deviations equal to
the reported standard uncertainties, then the number yc ¼ v2c computed for the
frequency comparison data, yi; uif g, is expected to be a sample from a positive
random variable y distributed as an exact reduced chi-squared with N � 1 degrees
of freedom, with a probability density function(PDF) that is proportional to
y N�3ð Þ=2 exp � 1

2 ðN � 1Þy� �
[18].

For the ith and jth atomic clocks in a laboratory, the correlation coefficient of
frequency comparison data are rij, the standard uncertainties are ui and uj, and that
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the components of the covariance matrix covij ¼ rijuiuj, for i ¼ 1; . . .;N
and j ¼ 1; . . .;N. The general least squares fit as a frequency reference would be
[19]

�yg ¼
XN
i¼1

yi
XN
j¼1

cov�1� �
ij

 !,XN
i¼1

XN
j¼1

cov�1� �
ij ð2Þ

Note that if the covariance matrix is diagonal, then so is its inverse, and Eq. (2)
simplifies to give the usual inverse variance weighted mean discussed above.

It is the best fit in the general least squares sense, which is to say that it has the
smallest ‘general chi-squared’. This general chi-squared statistic, expressed as a
reduced chi-squared with ðN � 1Þ degrees of freedom, is

v2g ¼ N � 1ð Þ�1
XN
i¼1

XN
j¼1

yi � �yg
� �

cov�1� �
ij yj � �yg
� � ð3Þ

Equation (3) is expected to draw from a chi-squared distribution with ðN � 1Þ
degrees of freedom when all N results are drawn from a multivariate Gaussian
distribution where each of the N variates has the same mean and where the
covariance matrix is derived from the uncertainty budgets for the N measurements.

3 Pair-Difference Chi-Squared

It is possible to define a more robust variant of a reduced chi-squared that can treat
inter-laboratory covariances simply and in their proper metrological context: one
that requires the selection of neither a reference value nor a reference value algo-
rithm. In N frequencies comparison, the pair-difference reduced chi-squared for
frequency j is [19]

v2jPD ¼ N � 1ð Þ�1
XN

i¼1;i6¼j

yi � yj
� �2.

u yi � yj
� �� �2

¼ N � 1ð Þ�1
XN

i¼1;i6¼j

yi � yj
� �2.

u2i þ u2j � 2rijuiuj
� � ð4Þ

This pair-difference chi-squared has the enormous advantage of detection the
frequency abnormities with the other N � 1ð Þ frequencies, relative to the stated
uncertainties, without invoking any particular choice of a reference value. It is the
exact form of chi-squared that is required to supported value.
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4 Frequency Abnormity Chi-Squared Test

The frequency abnormities test statistic are selected as (1), (3) and (4) respectively.
The test statistic can be represented as kN .Where the test statistic follow v2 dis-
tribution of N � 1 freedom. That is,kN � v2N�1 kð Þ, N represents the dimension of
frequency. The criterion of frequency abnormities is written as

If kN [ TD, there is a frequency abnormities,
If kN � TD, there is no frequency abnormities.

Where TD represents the threshold, it determines the detection performance of
frequency abnormities. When the probability of false alarm is a, according to the
Neyman-pearson theorem, the threshold TD is solved by the equation

PFA ¼ P kk [ TD;H0½ � ¼ a ð5Þ

Which make the probability of leakage minimum and can be expressed as

PFA ¼
Z1
TD

v2N�1 kð Þdk¼ 1�
ZTD
0

v2N�1 kð Þdk ð6Þ

The detection probability is given by PD ¼ P kN�1 [ TD;H1½ � and is written as

PD ¼
Z1
TD

v2N�1 k; lð Þdk¼ 1�
ZTD
0

v2N�1 k; lð Þdk ð7Þ

where v2N�1 k; lð Þ is the probability density function of non-center chi-squared
distribution, its mean is l.

5 The Results Analysis

In order to verify the detection performance of pair-difference chi-squared statistics
algorithm, the classical chi-squared statistics algorithm is used to compare the
detection performance. The data is derived from the measurement data of atomic
clocks of UTC(NTSC) system. The sampling interval is 3600 s. The sampling
period is from January 1, 2016 to February 11, 2016 (MJD: 57388–57429), the total
length is 42 days. The differences between cesium atomic clock Cs2959 and other
atomic clocks are used to calculate. The frequency data is calculated by phase data
of atomic clocks. It is assumed that the atomic clocks are not related to each other.
According to formula (1) and formula (4), the classical chi-squared statistics and
pair-difference statistics are calculated respectively. In order to verify the
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effectiveness of the proposed algorithm, the different frequency jumps are added to
atomic clock Cs2959. Figures 1 and 2 indicate the normal frequency and the fre-
quency of the jump respectively. In two algorithms, the chi-squared statistic and the
detection probability are calculated based on different frequency jump sizes
respectively. The results are shown in Fig. 3, Tables 1 and 2. The probability of
false alarm is 0.05, the degree of freedom is 9, the threshold is 16.92.

Form Table 1, it can be seen that the statistic based on pair-difference
chi-squared test is greater than classical chi-squared test when the frequency jumps
are less than 8 � 10−13. When the frequency jumps are greater than 8 � 10−13, the
results of the two test algorithms are almost same. Form Fig. 3 and Table 2, the
detection probability of pair-difference chi-squared algorithm is higher than that of
classical test algorithm. When the jump is smaller than 7 � 10−13, the detection
probability is improved obviously. The reason is that the statistic of pair-difference
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algorithm is based directly on frequency differences of measurement data and the
corresponding uncertainties, which can reflect the abnormal frequency of atomic
clock. For the classical algorithm, the average frequency of atomic clocks need to
be calculated, the uncertainties of atomic clocks need to be estimated, the differ-
ences between the frequencies and the average frequency also need to be calculated.
So, the procedure is increased and the error is brought in, which lead to bad
detection performance in classical method.

0 2 4 6 8 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Frequency jump/10-13

P
ro

ba
bi

lit
y 

of
 D

et
ec

tio
n

 

 

Classical chi-squared
Pair-difference chi-squared

Fig. 3 The detection probability trend of different frequency jumps of two algorithms

Table 1 The chi-squared statistic of different frequency jumps of two algorithms

Frequency jump 1 � 10−13 2 � 10−13 3 � 10−13 4 � 10−13 5 � 10−13

Classical 0.67 1.61 3.80 7.42 11.92

Pair-diff 2.67 4.96 8.01 11.82 16.41

Frequency jump 6 � 10−13 7 � 10−13 8 � 10−13 9 � 10−13 1 � 10−12

Classical 17.89 25.09 33.55 43.26 54.22

Pair-diff 21.76 27.88 34.76 42.41 54.50

Table 2 The detection probability of different frequency jumps of two algorithms

Frequency jump 1 � 10−13 2 � 10−13 3 � 10−13 4 � 10−13 5 � 10−13

Classical 0.07 0.11 0.21 0.41 0.66

Pair-diff 0.16 0.28 0.46 0.65 0.82

Frequency jump 6 � 10−13 7 � 10−13 8 � 10−13 9 � 10−13 1 � 10−12

Classical 0.86 0.96 0.99 0.99 0.99

Pair-diff 0.93 0.98 0.99 0.99 0.99
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6 Conclusions

Compared with the classical test algorithm, the amount of calculation of
pair-difference test algorithm is reduced. Because the average frequency of atomic
clocks involved is calculated, and the frequency uncertainties are estimated, so the
amount of calculation of classical method is large. For pair-difference test algo-
rithm, the measurement uncertainties of the clock differences are only need to be
calculated, the amount of calculation is small.

The detection performance is improved by using the proposed algorithm. When
the frequency jump is smaller, the detection probability of the pair-difference
algorithm is improved obviously and the abnormal frequency is detected easily.
When the frequency jump is smaller than 3 � 10−13, the detection probability is 1
times higher than that of the classical test algorithm. The detection probability
increased by 20% when the frequency jump is 4 � 10−13 and 5 � 10−13. When the
frequency jump is larger, which is bigger than 6 � 10−13, the detection probability
of the two algorithms is getting same. Compared with the classical test algorithm,
the pair-difference test algorithm can effectively detect the small frequency jump.
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Research on Robust Timing Receiver
with Joint Verification of Location
and Clock Offset

Dan Shen, Hang Gong, Zengjun Liu, Xiangwei Zhu and Feixue Wang

Abstract GNSS timing receiver is widely used in various fields. Unfortunately, it
has weak capability of anti-jamming and anti-spoofing, so an integrated processing
technique based on joint verification of location and clock offset is proposed. The
algorithm is verified by simulation with timing receiver data. Simulation results
show that 95% probability of the spherical error of location result can be used as the
threshold of the location to detect strong intentional or unintentional jamming
signal efficiently. When the location check is passed, the clock offset checking is
used to monitor the receiver clock offset anomaly, with processing error less than
0.2 ns. The joint verification of location and clock offset method can greatly
improve the robust performance of timing receivers.

Keywords Timing receiver � Location assistance � Clock offset assistance
Robust timing

1 Introduction

Due to wide coverage and high precision of GNSS, the GNSS timing receiver is
widely used in the national infrastructures that require high-precision time refer-
ence, such as electricity, communication and transportation. GNSS signals are
vulnerable to jamming and spoofing attacks during transmission, which would
affect timing accuracy. While the timing receiver almost has no anti-jamming and
anti-spoofing capability at present. Literature [1] proposed two ideas of interference
monitoring of timing receiver, one is multi satellite clock difference aided method,
the other is communication network assistance method. Literature [2] proposed a
robust timing method of multi-layered multi-receiver architecture, and this method
only present the anomaly monitoring flow and the verification summary; when
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anomaly was detected, how to handle the anomaly and obtain time were not given;
and the clock offset monitoring was considered as a secondary aid. These anomaly
monitoring approaches of multi-level structure proposed above are too complicated
to be applied in timing receiver.

2 Principle of Timing Receiver

GNSS timing receiver is comprised of five parts: antenna, RF front-end, baseband
digital signal processing, and navigation signal solution and time generation.
Wherein the antenna receives each frequency signal; the RF module carries out
frequency down conversion and analog-to-digital conversion of the navigation
signal; the baseband part finishes signal acquisition and tracking; the navigation
signal resolving part uses pseudorange and carrier phase measurement to calculate
location, clock offset.

The working mode of time generation module is determined by the result of
abnormal clock offset monitoring. If in time keeping mode, it means that clock
offset produced by information processing unit is invalid, the receiver’s time would
be maintained by crystal oscillator. When working in timing mode, it indicates that
the clock offset can be used, and the disciplining module controls crystal oscillator
to drive the generation of time-frequency signal and time information [2]. The
system block diagram is shown in Fig. 1.

3 Principle of Timing Anomaly Monitoring

By analyzing the characteristics of timing receiver, this paper presents a robust
timing approach with joint verification of location and clock offset. For most
jamming and spoofing attacks, which would directly lead to large position devia-
tion, can be monitored by the known precise location. When location monitoring
passed, it does not mean that the receiver’s clock offset is credible. Literature [3]

Digital signal 
processing

Navigation signal 
solution

RF processing 

Signal
SpoofingCheating

Antenna
DiscipliningLocal crystal 

oscillator
Time output

Clock offset

Time generation

Fig. 1 System block diagram of satellite timing receiver
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proposed a cheating and interference method that can affect the receiver’s clock
offset without affecting the position. When receiver is influenced by external
interference, power supply abnormality, receiver equipment failure, etc., it may lead
to phase outlier and phase jump anomalies. These two anomalies of receiver clock
offset are very common [4], and that are what this paper mainly deals with in clock
offset monitoring. Figure 2 shows the workflow of stable timing method for joint
verification of location and clock offset.

3.1 Location Monitoring Principle

When GNSS signals are received by the receiver, the optimal combination of four
satellite signals is selected to calculate the receiver’s position. If

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxu � x0Þ2 þðyu � y0Þ2 þðzu � z0Þ2

q
�R0 ð1Þ

Which means the distance error between the receiver’s position (xu, yu, zu) and
the exact position (x0, y0, z0) is within the threshold range R0, that is to say, the
signal is reliable under the location monitoring.

The choice of threshold R0 is crucial. On the foundation of probability and
statistics approach in [5], this paper sets the position threshold to be a spherical
error of 95% probability of position error of a large amount of received data in a
good environment under actual conditions.

Using navigation signal to solve the position 
error and clock offset

Judge whether the position error exceeds 
the threshold

Judge whether the clock offset exceeds 
the threshold

Use this 
clock offset

Handle the exception and update 
the clock offset value

NO

YES

NO

YES

Time keeping modeThe timing mode

Achieve robust timing

Fig. 2 Workflow of robust
timing receiver
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3.2 Clock Offset Monitoring Principle

3.2.1 Clock Offset Prediction Model

Abnormal monitoring of receiver clock offset needs to establish a more accurate
model of clock offset. According to [6], receiver clock offset can be modeled by
using a generalized quadratic polynomial model if frequency source (atomic clock,
crystal oscillator, etc.) satisfies the frequency offset is less than 1 � 10−6. Since the
current receiver uses oven-controlled crystal oscillators, whose accuracy can reach
10−9 level, short-term stability is less than 10−11, the receiver clock offset model can
be described as:

xðtÞ ¼ a0 þ a1ðt � t0Þþ a2ðt � t0Þ2 þ exðtÞ ð2Þ

Which a0 represents clock offset of the receiver at time t0; a1 represents fre-
quency offset; a2 represents frequency drift; exðtÞ is the random deviations.
Equation (2) can be expressed in matrix form

X ¼ Haþ e ð3Þ

Which X is n-dimensional observation vector, a is 3-dimensional unknown
vector of parameters; e is n-dimensional error vector; H is n � 3-dimensional
matrix.

H ¼
hT1
hT2
..
.

hTn

2
6664

3
7775 ¼

1 t1 � t0 ðt1 � t0Þ2
1 t2 � t0 ðt2 � t0Þ2
..
. ..

. ..
.

1 tn � t0 ðtn � t0Þ2

2
6664

3
7775 ð4Þ

Then, we can get the least squares solution

â ¼ HTH
� ��1

HTX ð5Þ

At present, the main methods of clock offset anomaly monitoring include:
high-precision frequency or phase compared measurement, dynamic Allan variance
and sliding window based least squares fitting algorithm, which are mainly used for
satellite clock offset. However, they are hardly to meet the real-time requirements.
Literature [7] proposed a recursive forgetting factor least squares (RFFLS) algo-
rithm for real-time monitoring of clock anomaly, which can make full use history
information of clock offset and enhance the impact of current data, and whose clock
offset forecasting accuracy and time-consuming are better. So this algorithm is
applied to anomaly monitoring of receiver clock offset in this paper, its flow is
described as follows:
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(1) Initialization. Use m data (m� 3) to calculate the fitting parameters âm and Tm.

âm ¼ HTWH
� ��1HTWX

Tm ¼ HTWH
� ��1

(
ð6Þ

Which W represents the forgetting factor matrix, it can strengthen the contribution
of new data and weaken the influence of old data. W ¼ diagðkn�1; kn�2; . . .; k0Þ,
0\k� 1, Tm is the weight vector for iterative updating.

(2) Iteration updating. According to Eq. (7), calculate and store âk and Tk at the
moment tk iteratively.

Tk ¼ 1
k Tk�1 � Tk�1hkhTk Tk�1

kþ hTk Tk�1hk

� �
âk ¼ âk�1 þTkhk x̂RFFLS�tk�1 � hTk âk�1

� �
(

ð7Þ

wherein, x̂RFFLS�tk�1 represents clock offset processed by RFFLS algorithm at the
moment tk�1, which is determined by the algorithm decision criterion.
k ¼ mþ 1;mþ 2; . . .; n.

(3) Calculate the predicted value of clock offset at the moment tk:

x̂tk ¼ hTk âk ð8Þ

3.2.2 Principle of Abnormal Clock Offset Monitoring Algorithm

The real-time anomaly detecting algorithm of clock offset can achieve the aim of
real-time detection of abnormal data, excluding and updating, by using the
single-step predictive value of each input data to monitor clock offset.

The basic processes of real-time anomaly monitoring algorithm for clock offset
are as follows:

(1) Establish receiver clock offset model, and use recursive forgetting factor least
squares algorithm to predict receiver’s clock offset.

(2) Calculate the difference between the predicted and the solved, then compare the
monitoring threshold to judge whether an exception occurs or not. If real-time
solution of clock offset is xtk , when jx̂tk � xtk j � T , then xtk is an anomalous
value and the processing unit would give an alarm; if not, the clock offset is
considered without exception.

The selection of monitoring threshold T is very crucial as well. In this paper, we
set the threshold T to be 95% confidence of all the results of single-step prediction
error, which means that 95% of the single-step prediction error is less than T.
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(3) For the removal and updating of anomalies, as in [7], when the difference is
greater than T, the anomaly is removed and replaced by the predicted, then use
this predicted to predict the next value. This judgment criterion is too simple
that it is suitable for phase outlier, but not for phase jump, the effect is shown in
Fig. 3.
Therefore, make the following improvements to step (3):

(a) If jx̂RFFLS�tk�1 � xtk�1 j\T&&jx̂tk � xtk j\T , then x̂RFFLS�tk¼xtk . It means the
clock offset is normal at this moment.

(b) If jx̂RFFLS�tk�1 � xtk�1 j\T&&jx̂tk � xtk j � T , then x̂RFFLS�tk¼x̂tk . It means the
clock offset just encounter abnormal values.

(c) If jx̂RFFLS�tk�1 � xtk�1 j � T&&jx̂tk � xtk j\T , then x̂RFFLS�tk¼xtk . It means the
clock offset return to normal at this time.

(d) If jx̂RFFLS�tk�1 � xtk�1 j � T&&jx̂tk � xtk j � T , then x̂RFFLS�tk¼xtk , this indicates
that the clock offset is in the state of phase jump at this moment.

4 Simulation and Analysis

4.1 Location Monitoring Simulation Analysis

For the monitoring of location, the BDS timing receiver is adopted for experiments,
it is fixed upon the open roof, and no high-power interference signal around. The
position result of 800 data is shown in Fig. 4. The position threshold is adopted by
95% probability of spherical error, so R0 ¼ 10:3m, the position accuracy is

Fig. 3 Tracking performance
of RFFLS algorithm for phase
jump under simple criterion
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basically the same as that of BDS system, so 95% probability of spherical error
threshold is credible.

In general, the location solution of receiver under interference of jammer is
jammer’s position [1–3]. For strong intentional or unintentional signal jamming and
deception, the position solution results deviate far from the exact position, exceeds
10 m range. Therefore, it is reasonable to use the 95% spherical error threshold of
location. This method can effectively detect the position solution exceeds threshold
caused by strong interference and spoofing signals, and thus the receiver enters time
keeping mode to achieve a steady timing.

4.2 Clock Offset Monitoring Simulation Analysis

In order to verify the performance of clock offset detection algorithm adopted in this
paper, the normal clock data is collected by BDS timing receiver is analyzed.
Figures 5 and 6 show the tracking features and modeling accuracy of RFFLS
algorithm for receiver clock offset, the RFFLS algorithm predicts the next moment
each time based on the original data, it can be seen:

(1) The RFFLS algorithm can reasonably model receiver clock offset, and the
predicted value curve basically coincides with the real value curve.

(2) The single-step prediction accuracy of RFFLS algorithm is basically within
0.2 ns, and the standard deviation of single-step prediction error is 0.0632 ns.

Fig. 4 Positioning accuracy
diagram
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The clock monitoring threshold T takes 0.15 ns in this paper. For the iterative
updating of the algorithm, the algorithm would adopt the clock offset processed by
RFFLS to predict the next moment. The following will analyze and verify the
abnormalities of two common clock offsets. The abnormality is characterized by
superimposing abnormal data on normal clock offset [4].

Fig. 5 Tracking performance
of RFFLS algorithm

Fig. 6 Single-step prediction
error graph of RFFLS
algorithm for clock offset
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4.2.1 Phase Outlier

For phase outlier, the normal clock offset is the receiver clock offset mentioned
earlier, and then add 5 ns, 20 ns, 38 ns, 56 ns, 15 ns, to the 378th, 858th, 1462th,
2780th, 3500th points, simulates clock offset that contains phase outlier. As shown
in the red line in Fig. 7.

It can be seen from Fig. 7 that the algorithm processed curve almost matches the
normal clock curve and does not keep up with the trend of outliers. Figure 8 is
drawn from the results of x̂tk � xtk , we can see that the algorithm can efficiently
monitor phase outlier. Moreover, there is almost no large error value above the
positive threshold value +T, which also shows that the predicted value quickly
returns to normal value at the next moment of the abnormal.

4.2.2 Phase Jump Abnormalities

Based on the normal receiver clock offset data mentioned earlier, a phase jump of
5 ns is added at 2500th point and following points. For phase jump, the algorithm
must be able to detect the change and the processed result must keep up with the
trend of phase jump.

As it can be seen from Fig. 9, the RFFLS algorithm can effectively monitoring
performance for phase jump and quickly follows the trend of phase jump. Figure 10
is drawn from the results of x̂tk � xtk , we can see that, RFFLS algorithm can also
monitor phase jump well. Above the positive threshold +T, existing individual
values exceed the threshold is due to the fact that original data varies greatly during
this period and the algorithm has to keep up with stepwise trend at the moment.

Fig. 7 The tracking
performance of the RFFLS
algorithm eliminating phase
outlier anomalies
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From Figs. 9 and 10, we would know that the algorithm can be more ideal for
monitoring phase jump abnormalities of receiver clock offset.

For phase outlier and phase jump, the algorithm can detect abnormal values
effectively in real time and eliminate anomalies, quickly returning to the normal
trend of data, thus providing valid clock offset data to disciplining the
oven-controlled crystal oscillators to ensure the receiver timing stably.

Fig. 8 The difference
between RFFLS predicted and
the original with phase outlier
anomalies

Fig. 9 The tracking
performance of the RFFLS
algorithm eliminating phase
jump anomalies
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5 Conclusion

Since timing receiver almost does not have the ability of anti-jamming and
anti-spoofing, this paper presents a robust timing approach with joint verification of
location and clock offset. Simulation results show that 95% of receiver’s location
results are reliable as location thresholds, and strong intentional or unintentional
interference spoofing signals can be detected in location domain that timing
receivers are in time keeping mode. When location checking is passed, the recursive
forgetting factor least squares algorithm can effectively detect phase outlier and
phase jump in clock offset domain checking. The updated clock offset can rea-
sonably disciplining the crystal oscillator for robust timing, and the processing error
of RFFLS is less than 0.2 ns. Compared with those complex multi-level structures
approaches, this method can greatly improve robust timing performance of timing
receivers.
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The Long-Term Performance Analysis
and Comparison of BDS on-Board
Atomic Clock Based on Precise Clock
Products of IGS Analysis Centers

Huijie Xue, Tianhe Xu, Qingsong Ai and Shengchao Wang

Abstract As an important load of BDS, the performance of satellite-borne atomic
clock directly affects the service level of navigation system. Based on the
requirements of navigation system on atomic clocks in orbit, the performance of
BDS spaceborne atomic clocks has been studied in recent years. Precise clock
products of two IGS analysis centers wum and gbm with sampling interval of 300 s
from 2014 to 2017 were adopted. The BDS spaceborne atomic clocks were eval-
uated and analyzed from accuracy, drift rate and stability respectively. The results
indicate that, overall, MEO satellite clock performance is the best, followed by
IGSO satellite clock, the worst is GEO satellite clock;the accuracy, the daily drift
rate and the 10,000 s stability fluctuate at 7 � 10−12–4 � 10−11, −3 � 10−13–
3 � 10−13, 3 � 10−14–1.5 � 10−13 respectively. In terms of drift rate and the
10,000 s stability, the results of performance analysis of GEO satellite clock using
two different precise clock products have great differences, while those of IGSO
and MEO satellite clocks have little difference.
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Keywords BDS � Satellite atomic clock � Accuracy � Drift � Stability
wum � gbm

1 Introduction

Beidou Navigation System (BDS) is currently under construction. Studying the
performance analysis of BDS satellite atomic clock is of great significance to improve
the service performance of the system and the next generation system construction
and maintenance. Based on the data of satellite clocks, Huang et al analyzed the
variation law of phase, frequency, frequency drift and short-term stability of BDS
satellite-borne atomic clocks [1]. Wang et al conducted a long-term performance
analysis of BDS satellite-borne atomic clocks [2]. Li et al conducted a performance
analysis of the BDS satellite atomic clock based on the dynamic Allen variance [3].
At present, the performance analysis of BDS spaceborne atomic clock is still limited
and the research on the performance analysis of BDS satellite atomic clock mainly
focuses on using one analysis center precise clock products. The data length is
generally about one year, and a long-term analysis should be conducted. At present,
there is little research on the analysis of long-term performance analysis of BDS
spaceborne atomic clocks and comparative analysis of using different precise clock
products. Based on this motivation, we use the precise clock bias products (Product
names are: wum******.clk and gbm *****.clk) with the sampling interval of 300 s
from 2014.01.01 to 2017.06.27, which are released by Wuhan University and the
German Geoscience Research Center, respectively, for BDS satellite clock perfor-
mance analysis. Based on the variation of frequency stability, frequency-daily drift
rate and frequency accuracy, the long-term performance of BDS satellite atomic
clock is comprehensively evaluated. In addition, the differences of BDS satellite
clock long-term performance analysis between the precise clock products of IGS
analysis centers wum and gbm are compared, and some useful conclusions are drawn.

2 Algorithm Principle

2.1 Data Preprocessing Method

Gross errors often occur during the satellite clock bias data acquisition. In this
paper, the data preprocessing is performed by a median method (MAD) with good
robustness and timeliness. Median MAD can be expressed as [4]:

MAD ¼ Median yi � mj j=0:6745f g ð2:1Þ

where m is the median of the time series, that is, m = Median fyig; When the | yi |
[ ðmþ n�MADÞ (n is valued as 5 in this article), it is considered an outlier.
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In this paper, the clock bias sequence is obtained from the precise clock file per
day. When there are some missing data in the whole day, interpolation is conducted
to get the missing items. The processed complete clock bias sequence is carried out
by the first difference and divided by the sampling interval to transform into fre-
quency data. The MAD is used to detect the gross error, after eliminating these
outlier points, linear interpolation is used to fill up [5].

2.2 Frequency Accuracy Calculation Method

The frequency accuracy characterizes the correspondence between the measured
frequency or the calculated frequency and the defined value of the frequency, and
the formula is:

A ¼ fx � f0
f0

ð2:2Þ

where A is the frequency accuracy, f0 is the nominal frequency of the measurement
scale, and fx is the actual frequency measurement or calculated value. In satellite
clock performance evaluation, we can not get the difference between the nominal
frequency and the actual frequency of the satellite clock. The frequency accuracy is
usually calculated by the method of time difference comparison. The formula is [6]:

A ¼ �Dt
T

¼ x̂ t2ð Þ � x̂ t1ð Þ
t2 � t1

����
���� ¼

x̂ tþ sð Þ � x̂ tð Þ
s

����
���� ð2:3Þ

where Dt is the time difference of the adjacent interval observations; T is the length
of the observation period, and x̂ is the clock bias data. According to the above
formula, we can get multiple values of the frequency accuracy, in this paper, the
average of the absolute value is used as the accuracy index of the final results.

2.3 Frequency Drift Rate Calculation Method

Atomic frequency standard in operation, due to the aging of internal components, as
well as environmental factors and load energy changes, its output frequency often
monotonically increase or decrease with the running time. In general, the rate of the
frequency values monotonically change with time is called the frequency drift rate.
It can be expressed as [7]:

D ¼
PN

i¼1 ðyi � yÞðti � tÞ
PN

i¼1 ðti � tÞ2 ð2:4Þ
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y ¼ 1
N

XN

i¼1

yi t ¼ 1
N

XN

i¼1

ti ð2:5Þ

where D is the frequency drift rate, y is the mean value of the relative frequency
value yi, ti is the measurement time, and N is the number of samples.

2.4 Frequency Stability Calculation Method

The time service stability of atomic clock is a key factor to determine the perfor-
mance level of the user’s real-time position [8, 9]. Hadamard variance is a
three-sample variance, because it can effectively counteract the impact of linear
frequency drift on satellite stability estimates, it is suitable for the long-term sta-
bility analysis of the orbital rubidium atomic clock. In this paper, the standard
Hadamard variance is used and the formula for the frequency data is [10]:

Hr2y sð Þ ¼ 1
6 M � 2ð Þ

XM�2

i¼1

yiþ 2 � 2yiþ 1 þ yi
� �2 ð2:6Þ

where s is the smoothing time,M is the number of samples, and yi is the mean value
of relative frequency deviation in the corresponding period of time.

3 BDS Satellite Clock Performance Analysis

The long-term changes in the stability of 10,000 s and daily drift rates of Beidou
satellite of two clock bias products are shown in Figs. 1 and 2. The blue line
corresponds to the wum clock bias product, and the red corresponds to the gbm
clock bias product. Daily clock bias data is used to calculate the 1000 s stability
(smoothing time is 900 s), the 10,000 s stability (smoothing time is 9900 s), daily
drift rate, and accuracy, as shown in Figs. 3 and 4. One month average is used for
the calculation of the stability of day, as shown in Figs. 5 and 6. The statistical
results of performance analysis are shown in Table 1.

3.1 The 10,000 s Stability Long-Term Changes

It can be seen from Fig. 1 that:

(1) In general, the 10,000 s stability of 14 satellite atomic clocks maintains
between 4 � 10−14 and 4 � 10−13. Except for the C02, C06 and C08, which
have large fluctuations, others are relatively stable.
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Fig. 1 BDS spaceborne atomic clock 10,000 s stability long-term changes
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(2) In early 2014, the 10,000 s stability of C02 kept at 2.5 � 10−13 and gradually
decreased to about 5 � 10−14 from the late stage of 2014 and remained stable
thereafter. The 10,000 s stability of C06 gradually increases from 1 � 10−13 to
about 2.5 � 10−13, and then there is a big jump in 2017, the 10,000 s stability
downs to about 5 � 10−14. The 10,000 s stability of C08 has a clear periodicity
and shows two peaks, the cycle is about three years, the first peak keeps at
about 1 � 10−13, the second peak retains at about 2 � 10−13, the minimum
value maintains at about 5 � 10−14.

(3) The 10,000 s stability of C01, C03, C04 and C05 calculated by using the gbm
clock bias product in 2014 is significantly higher than those by using the wum
clock bias product in 2014. Moreover, the 10,000 s stability of this 4 satellites
calculated by using the former product has obvious periodicity in 2014, and
then tends to be stable. For other satellites (except C02), the 10,000 s stability
calculated by using two clock bias products has better consistency.
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Fig. 2 Long-term changes in daily drift rate of BDS spaceborne atomic clock
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3.2 The Daily Drift Rate Long-Term Changes

It can be seen from Fig. 2 that:

(1) As a whole, the daily drift rate of 14 satellites basically maintains between
−3 � 10−13 and 3 � 10−13.

(2) The daily drift rate of C06, C07 and C09 has obvious periodicity, the period of
C06 is about 100 days, the period of C07 and C09 is about 200 days. In 2014,
the daily drift rate of C02 kept at about 5 � 10−13 and was very unstable. And
then a jump occurred, the daily drift rate significantly reduces and becomes
stable, maintaining at about 3 � 10−13. The daily drift rate of MEO satellites
(except C13) is more stable than other satellites. The daily drift rate of C08
appears multiple jumps, overall it is gradually rise, but its absolute value has
little change. The fluctuation range of the daily drift rate of C06 became bigger
and bigger before 2017.

(3) The daily drift rate of C03 calculated with wum clock bias product basically
maintains at about 1 � 10−13, while the daily drift rate of C03 satellite cal-
culated with gbm clock bias product maintained at about 1 � 10−13 in early
2014, then gradually reduced to −1 � 10−13 in late 2014. For C04 atomic clock,
the daily drift rate calculated with wum clock bias product tends to be stable,
however, the daily drift rate calculated with gbm clock bias product rises after a
jump in the middle, and the absolute value of the daily drift rate does not
obviously increase.

(4) The daily drift rate of C05 has raised, indicating that the satellite clock is aging
with time. The rise of daily drift rate of C05 calculated with gbm clock bias
product is more obvious than that of C05 calculated with wum clock bias
product.

3.3 Accuracy Long-Term Changes

It can be seen from Figs. 3 and 4 that:

(1) Overall, the accuracy of 14 satellites basically maintain between 1 � 10−11 and
4 � 10−11. For C02, C04, C06, C13 and C14, the accuracy has a relatively large
fluctuation. The accuracy of other satellites is relatively stable.

(2) The accuracy of C05 appears several large jumps. After two jumps occurred
around November 2015, the accuracy became significantly larger. The accuracy
of C14 increased roughly linearly between December 2014 and April 2016, and
then a jump occurred in April 2016, the accuracy dropped to about 1 � 10−11.
In October 2016, the accuracy of C14 increased again roughly linearly.

(3) The accuracy of C01, C05, C06 and C09 has a gradual increasing trend, the
aging is obvious. Overall the accuracy of C03, C07 and C11 shows a gradual
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decline and then a gradual upward trend. The accuracy of C08 and C12 shows
obvious periodicity, and the period of accuracy of C12 is about 20 months.

(4) The accuracy of each satellite calculated by wum and gbm clock bias products
has good consistency.

3.4 Day Stability Long-Term Changes

It can be seen from Figs. 5 and 6 that:

(1) As a whole, the day stability of 14 satellites basically kept between 3 � 10−14

and 4 � 10−13. The day stability of C02, C04 and C06 is poor. The fluctuation
of day stability of C02 and C04 is more frequent than that of other satellites.

(2) The day stability of C06 satellite shows a gradual upward and then gradual
decline trend.

(3) The fluctuation of day stability of C03 calculated with gbm clock bias product
is stronger than the fluctuation of day stability of C03 calculated with wum
clock bias product.

(4) The day stability of each satellite calculated by wum clock bias products shows
multiple fluctuations. However, the day stability of each satellite calculated by
gbm clock bias product shows more stable.

4 Conclusions

(1) Among the three types of satellite atomic clocks, the IGSO satellite clock is the
most accurate, followed by the MEO satellite clocks,the accuracy of GEO
satellite clock is the worst. As far as the short-term stability is concerned, the
MEO satellite clock and the GEO satellite clock are not much different and both
are superior to the IGSO satellite clock. For 10,000 s stability, the worst is the
IGSO satellite clock, followed by the GEO satellite and the MEO satellite clock
is the best. As far as the overall performance is concerned, the C06 atomic
clock is the worst. For day stability and daily drift rate, the performance of
GEO satellite clock is relatively poor, followed by the IGSO satellite clock, the
best is the MEO satellite clock, while in MEO satellite clock, the performance
of the C13 satellite is obviously worse than other satellites clocks.

(2) For 1000 s stability and accuracy, the results of each satellite calculated with
two kinds of clock bias products have good consistency and the differences are
very small. For the GEO satellite clock, daily drift rate and 10,000 s stability of
each satellite calculated with two kinds of clock bias products have relatively
large differences. The differences of daily drift rate are all above 4 � 10−14, The
differences of 10,000 s stability are greater than 6 � 10−15. For the IGSO and
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MEO satellite clocks, daily drift rate and 10,000 s stability of each satellite
calculated with two kinds of clock bias products have small differences. The
differences of daily drift rate (except C06, C13) are less than 1 � 10−14. The
differences of 10,000 s stability maintain within 2.4 � 10−15.Using two clock
bias products to calculate the day stability, the difference of C08 clock is the
largest, reaching 5.5 � 10−14, and other satellites’ differences are between 1 �
10−14 and 3 � 10−14. On the whole, day stability of the three kinds of satellite
clocks calculated with two kinds of clock bias products have big differences.

(3) The reason of the above differences may be related to factors such as orbit type,
station selection, data processing strategy of analysis center, quality of clock
bias products and the length of the smooth time. More BDS satellite clock
products of IGS analysis centers as well as iGMAS analysis centers should be
included into the performance analysis in the further work.
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A Method on Laser Power
Stabilization in Optical Detection
Cesium Atomic Clock

Ziyu Chen, Chang Liu, Shuhui Wang and Yanhui Wang

Abstract Laser detection avoid the limitation on cesium clocks’ lifespan due to
electron multipliers. However, the laser inevitably induces light shift. By measuring
the frequency shifts under various light powers, we study the light shift. The
dependence of the light shift on the light power is 2 � 10−12/mW. The Allan
deviation of the output power of the laser diode is 4.5 � 10−3 at 105 s under free
running. The temperature coefficient of the clock is 1 � 10−12/°C. For a
high-performance cesium clock, the light shift is one of the main restricts to
accuracy and long-term stability. In order to improve the clock’s long-term fre-
quency stability, accuracy and temperature coefficient, we propose a method for
laser power stabilization. This method uses a liquid crystal variable retarder to tune
the polarization of the light, in order to feedback control the light power with
respect to the photoelectric detector. We theoretically analyze the method, and find
that the drift of light power mainly results from the temperature drift of electronic
elements. The temperature drift is below 1 � 10−5/°C, manifesting the theoretical
feasibility. We build an experimental system and measure the light power for
20 days. The stability of light power is 6 � 10−5 at 10 s, and 3 � 10−6 at 105 s.
Moreover, the temperature coefficient reduces to 2 � 10−13/°C from 1 � 10−12/°C.
Therefore, the method effectively improves the performance of the clock. Besides, it
can be easily applied to other experiments that requires laser power stabilization.
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1 Introduction

Since the second was defined based on the transition frequency between the two
hyperfine levels of the ground state of the 133Cs atom in 1967, International Atomic
Time has been widely used as a time scale. It is kept by over 400 atomic clocks, the
majority of which are Cs clocks, because Cs clocks have outstanding accuracy and
long-term stability. Nowadays, Cs clocks have been applied widely in many fields
including time-keeping, communication, electric power, and navigation.

Cs clocks use Ramsey’s separated-field method that can effectively narrow the
linewidth of the microwave spectral line and improve the short-term stability. On
the other hand, Cs clocks use atomic beam that can eliminate the collisions between
atoms, hence improving the long-term stability. There are two main types of the Cs
clocks, the magnetic-state-selection clocks and the optical pumping clocks. The
conventional Cs clocks use the magnetic-state-selection scheme, where magnets
select the atomic states and election multiplier counts the number of the atoms. The
advantages of the conventional Cs clocks are the simplicity of the Cs tubes, high
reliability and high environmental suitability. Moreover, the velocity distribution of
the selected atoms is narrow which also narrows the linewidths of the microwave
spectral lines. The disadvantage is the low utilization of the atomic beam, which
limits the signal to noise ratio. Besides, the technical barrier of the electron mul-
tipliers hinders the researches of the commercially available conventional Cs
clocks. On the other hand, optical pumping scheme uses lasers for the state
selection and detection, which largely enhance the utilization of the atomic beam.
The utilization ratio even reaches 100% in the double-laser scheme. Since the
optically pumped Cs clocks were proposed in 1970s, many researches have been
made. The optically pumped Cs frequency standard was reported in USA in 2001
[1]. It has a short-term stability of 1.2 � 10−12 s−1/2, and the Allan deviation
reaches 3.8 � 10−15 at averaging time of a day, which is the best performance of
small Cs clocks. For the consideration of space-borne clocks, many researches
focuses on the optically pumped Cs clocks with single laser. One of the best results
of this type of Clocks is reported by Lecomte et al. from Switzerland [2]. They
acquire a short-term stability of 1.14 � 10−12 and 1.5 � 10−12 s−1/2 respectively,
by using the D1 and D2 lines of Cs for the optical pumping and detection. The
performances are close to those of the laboratory Cs frequency standards. However,
the complicated, low-reliability and costly laser system limits the performance of
the clocks. And the light shift is inevitable in this scheme and has become one of
the main barriers for the long-term stability of the clocks. As a result, there are no
commercial products of the optically pumped Cs clocks at present.

Recently, there have been many researches on small Cs clocks in China. Based
on the comparisons of conventional Cs clocks and optically pumped Cs clocks, we
proposed a new scheme [3], which uses both the magnetic state selection and the
optical detection. This method avoids the limitation on the cesium clocks’ lifespans
due to the electron multipliers. Meanwhile, it maintains the advantages of the
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conventional Cs clocks, i.e. narrow microwave spectral lines and low complexity,
although the light shift still exists in this scheme.

Light shift is a phenomenon that the atomic energy levels are shifted by light
interaction. According to quantum theory, the light shift is proportional to the
intensity of the light field. In our method, the light shift mainly stems from the
fluorescence, the scattered light from the detection, and the stray light from the
environment. The stray light from the environment can be eliminated by a careful
design of light blocking. As a result, the dependence of light shift on the detection
light power represents the light shift’s influence on the clock’s performance. The
current coefficient of light shift with respect to the detection light power is
2 � 10−12/mW. For high performance clocks, the light shift has become one of the
main limitations on the accuracy and the long-term stability. Moreover, the laser
diode is quite sensitive to the environmental temperature. In order to improve the
accuracy and long-term frequency stability the clock, we need effective control of
the light shift. One of the most effective ways is to control the light power. Based on
the variable-phase property of liquid crystal retarders [4], we propose a method that
can stabilize the light power. The method uses a liquid crystal retarder for con-
trolling the laser polarization, and feedback controls the light power according to
the signal obtained by a photodiode. With this method, the laser power and light
shift can be well regulated.

2 Laser Power Stabilization Scheme Based on Liquid
Crystal Variable Retarder

Liquid crystal variable retarder uses a liquid crystal cell to function as a variable
wave plate. Due to the birefringence of the liquid crystal material, the light
polarization can be modulated by the voltage applied to the cell. When placed
between a pair of polarizers with perpendicular Optic axes, the output light power
can be varied continuously.

The experimental setup of the optical system is shown in Fig. 1, where P and
LCVR represent the polarizers and the liquid crystal variable retarder mentioned
above, respectively. The LCVR used in the experiment is LCC1111-B from
Thorlabs. It has a broad operating wavelength from 650 to 1050 nm. The laser
diode (LASER), with a central wavelength of 852 nm and a linewidth of 2 MHz, is
a distributed-feedback laser diode from Eagleyard. An optical isolator
(ISO) prevents the reflected light and a pair of beam expanders (BE) adjust the laser
beam diameter. The power-variation system is placed between the expanders for
consideration of the overall volume. A photodiode (PD) acquires a fraction of the
light power via a beam splitter (BS). The signal is pre-amplified, and compared with
a reference voltage. The error signal is coupled back, via a proportion-
integration-differentiation circuit, to the voltage applied to the LCVR.
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3 Results and Discussion

3.1 Results of Light Power Stability

We measure the relative light power variation without the light power stabilization,
as plotted in Fig. 2. The total measuring time is 1.5 � 106 s, with a sampling time
of 10 s. it is indicated that the light power varies largely and shows long-term drift
without light power stabilization.

The variation, represented by Allan deviation, is shown in Fig. 3. The Allan
deviation increases for averaging time larger than 100 s, and reaches 4.5 � 10−3 at
105 s.

Figure 4 shows the relative light power when the light power is stabilized. It is
seen that the long-term drift of the light power is well eliminated. It is worth noting
that the temperature drift of the electronic circuits has been removed.

Fig. 1 Optical system of detection for Cs atomic clock

Fig. 2 Relative light power without light power stabilization
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The corresponding Allan deviation is shown in Fig. 5. The Allan deviation of
light power is 6 � 10−5 at 10 s, and 3 � 10−6 at 105 s. The long-term stability of
the light power is remarkably improved.

Fig. 3 Allen deviation of relative light power without light power stabilization

Fig. 4 Relative light power with light power stabilization
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3.2 Temperature Coefficient Measurement Results

The temperature coefficient, i.e. the dependence of the output frequency of the clock
on the environmental temperature, is a critical parameter of the clock. Since the
laser system is usually sensitive to the environments, reducing the temperature
coefficient is difficult both in our scheme and in the optical pumping scheme. We
have measured the temperature coefficient of the clock without laser power stabi-
lization, which is 1 � 10−12/°C. The coefficient is reduced to −3 � 10−14/°C when

Fig. 5 Allen deviation of relative light power with light power stabilization

Fig. 6 Temperature
coefficient of Cs atomic clock
with light power stabilization
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the laser power is stabilized, as in Fig. 6. In conclusion, the light power stabilization
method effectively controls the light power, stabilizes the light shift and reduces the
temperature coefficient.

3.3 Discussion

The results have manifested the effect of the detection light power stabilization. In
this scheme, the power stability is limited by the temperature drift of the compo-
nents in the electronic circuits. Theoretically, the overall temperature drift of the
circuits is below 1 � 10−5/°C. In order to remove the influence of temperature drift
from the circuits, we use the difference of the acquired voltage of the PD and the
reference voltage as the result.

The light power used in the clock detection is 5 mW, and the dependence of the
clock frequency to light power is 2 � 10−12/mW. Accordingly, the partial Allan
deviation of the clock frequency due to the light shift is 4.5 � 10−14, which is a
main limitation to the accuracy and long-term stability of the clock. After the light
power stabilization is applied, as the Allan deviation of the light power is 3 � 10−6,
the Allan deviation due to the light shift at 105 s is 3 � 10−17, which is negligible to
the overall deviation. Moreover, the decrease of the temperature coefficient from
1 � 10−12 to 3 � 10−14/°C manifests that the method largely improves the envi-
ronmental suitability. Besides, this method can be easily applied to other experi-
ments that require laser power stabilization.

4 Conclusion

We propose a method for laser power stabilization in a Cs clock. This method uses
a liquid crystal variable retarder to tune the polarization of the light, in order to
feedback control the light power with respect to the photoelectric detector. We
theoretically analyze the method, and find that the drift of light power mainly results
from the temperature drift of electronic elements. The temperature drift is below
1 � 10−5/°C, manifesting the theoretical feasibility. We build an experimental
system and measure the light power for 20 days. The stability of light power is
6 � 10−5 at 10 s, and 3 � 10−6 at 105 s, with the temperature drift of electronic
elements removed. Moreover, the temperature coefficient reduces to 3 � 10−14/°C
from 1 � 10−12/°C. Therefore, the method effectively improves the performance of
the clock. Besides, it can be easily applied to other experiments that requires laser
power stabilization.
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Analysis of BDS Satellite Clock
in Orbit with ODTS and TWTT
Satellite Clock Data

Bin Wang and Junping Chen

Abstract Two Way Time Transfer (TWTT) is used in BDS to synchronize the
time between satellite and ground system. Therefore, both Orbit Determination and
Time Synchronization (ODTS) and TWTT can obtain BDS satellite clocks.
For ODTS, satellite clock is estimated with satellite orbit, and the consistency of
them is better, but estimation error of them cannot be separated. Compared with
ODTS, satellite clock estimated by TWTT is less impacted by satellite orbit,
because of the difference between uplink and downlink pseudo-ranges in TWTT
processing. Consistency of ODTS satellite clock and TWTT satellite clock is of
importance for the performance analysis of BDS satellite clock in orbit. Based on
the satellite clocks estimated by ODTS and TWTT respectively, this paper analyzes
the systematic, periodical and stochastic characteristics of BDS satellite clock,
taking into account the characteristics of satellite clock data. The result can provide
reference for BDS service performance optimization. It is shown that the perfor-
mance of BDS satellite clock is approximately 5 � 10−12 s−0.5 (WHFM, 103 s
s � 104 s) + 4 � 10−14 (FLFM, s > 105 s), while during the 104–105 s period,
the orbital-period characteristics is notable.
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1 Introduction

Performance of GNSS is closely related to that of on board atomic clock.
Navigation, positioning and timing accuracy is affected by the performance of
satellite clock, through the influences of satellite clock modeling and forecasting.
Different from the other GNSSs (such as GPS, GLONASS and Galileo) using the
orbit determination and time synchronization (ODTS) technique for the time syn-
chronization between satellites and ground system, two-way time transfer (TWTT)
is used by BDS [1]. In ODTS algorithm, ionosphere-free linear combinations of L1
and L2 phase and code observations are taken as input. Through the separation of
various propagation delays (such as tropospheric delay), estimations of satellite
orbit and satellite clock are obtained [2]. Up-link and down-link pseudo-ranges
between satellite and ground station is used by TWTT to perform the time com-
parison between satellite and the station, and only the satellite clock is estimated.

Through the differences between up and down-link pseudo-ranges, TWTT can
eliminate the influences of some common errors, such as the tropospheric delay,
satellite ephemeris errors and so on, to the satellite clock estimations [3]. Compared
with satellite clock estimation obtained by ODTS algorithm, TWTT satellite clock
estimation is relatively less affected by the satellite orbit, however ODTS satellite
clock is more consistent with the ODTS satellite orbit. Code pseudo-range and
carrier phase observations are generally processed by ODTS algorithm. Absolute
reference of satellite clock is provided by the pseudo-range, while the precision of
satellite clock estimation is usually determined by the precision of carrier phase
observations. Precision of ODTS satellite clock is around 33 ps [4], while the
precision of TWTT satellite clock is affected by the precision of code pseudo-range.
Therefore, ODTS satellite clock and TWTT satellite clock have different but
complementary attributes. They can be used to reveal different aspects of BDS
satellite clock performance. Comparative analysis of ODTS and TWTT satellite
clocks are useful to identify the estimation error of BDS satellite orbit and satellite
clock, and also useful to improve the estimation accuracy of them.

Analysis of BDS satellite clock is of great significance for understanding the
status of BDS service and discussing the improvement of BDS service performance.
At present, many scholars have carried out a large number of work of performance
analysis of BDS satellite clocks based on ODTS clock data [5–8]. However, per-
formance analysis of BDS satellite clock based on TWTT clock data is rarely
carried out, and comparative analysis of BDS satellite clock performance result
based on these two kinds of different clock data has not been carried out yet. In this
paper, we compare TWTT and ODTS satellite clock data of BDS, and analyze their
performance. The analysis is carried out from three aspects: characteristics of
satellite clock data, characteristics of the periodic variation of satellite clock, and
random characteristics of satellite clock.
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2 Comparison of Satellite Clock Data

2.1 Mutual Agreements of ODTS and TWTT Satellite Clock
Data

Due to different observations, processing algorithms and software implementations
used by ODTS and TWTT algorithms, satellite clock data obtained by these two
algorithms can be regarded as independent from each other, and therefore the
mutual agreements of them can be obtained by comparative analysis of these two
kinds of satellite clock data.

After removing the influences of different time reference, mutual agreements
between TWTT and ODTS satellite data is shown in Fig. 1. Figure 1 shows the
time variations of the difference between ODTS and TWTT satellite clock data
from September 18 to September 21, 2013 and the functional relationship between
the difference and the satellite orbit angle l. It is can be seen that there is some
correlation between the difference of these two kinds of satellite clock data and
satellite orbit. Amplitudes of 1 cpr (cycle per revolution) for C01 and C05 satellites
are 1 ns and 0.6 ns respectively, while those of C06 and C09 satellites are 0.4 and
0.3 ns, respectively.

In TWTT algorithm, differences of up-link and down-link code pseudo-range are
used to estimate the satellite clock, thus the orbit error has little effect on the satellite
clock estimates. ODTS algorithm estimates both satellite orbit and satellite clock,
and satellite clock estimates would be affected by satellite orbit estimation error.
Under the assumption that TWTT satellite clock data is relatively less affected by
the orbit estimation error, the above phenomenon indicates that there is an influence
of the satellite orbit estimation error in the ODTS satellite clock data.

Fig. 1 Periodicity of difference between ODTS and TWTT clock
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2.2 Internal Consistency Comparison of OTDS and TWTT
Satellite Clock Data

The internal consistency was evaluated by the 95.5 quantile of the RMS error for
quadratic polynomial fitting of daily satellite clock data, and the results are shown
in Table 1. It can be seen that for GEO satellites, the internal consistency of TWTT
satellite clock data is better than that of ODTS satellite clock data, while for IGSO
satellites, the internal consistency of them is comparable.

3 Comparison of Periodicity Analysis Results Based
on ODTS and TWTT Satellite Clock Data

Periodicity analysis results based on ODTS and TWTT satellite clock data are
compared from two aspects: period, amplitude. Analysis results using ODTS
satellite clock data can be referred to relevant literature, such as [9].

Analysis results based on the TWTT satellite clock are shown in Fig. 2. It can be
seen that 12 h (2 cpr) harmonics of GEO and IGSO satellites clock is noticeable,
and IGSO satellite clock has the n cpr harmonics. The amplitude of harmonics
decreases with the increase of n. Compared with the analysis results based on
ODTS satellite clock, the amplitude of 24 h (1cpr) harmonic of GEO and IGSO
satellites using TWTT satellite clock data is smaller.

In summary, periodic variation characteristics of n (n is a positive integer) cpr for
the BDS satellite clock can be obtained whether using ODTS satellite clock data or
TWTT satellite clock data. Results of harmonic period of BDS satellite clock
analyzed by these two kinds of satellite clock data are consistent with each other,
while there are some differences in the amplitudes. Amplitude results analyzed by
TWTT satellite clock data is smaller than the results analyzed by the ODTS satellite
clock data, especially for the 1 cpr harmonic.

Table 1 Internal consistency
comparison of ODTS and
TWTT clock (second half of
the year 2013)

Orbit/PRN Type

ODTS [s] TWTT [s]

GEO C01 9.72E−10 6.71E−10

C02 4.52E−09 3.91E−09

C03 1.10E−09 6.28E−10

C04 1.73E−09 1.63E−09

C05 1.23E−09 8.61E−10

IGSO C06 1.87E−09 1.49E−09

C07 8.33E−10 6.87E−10

C08 4.83E−10 5.72E−10

C09 6.57E−10 7.81E−10

C10 9.19E−10 7.18E−10
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4 Comparison of Stability Analysis Results Based
on ODTS and TWTT Satellite Clock Data

Stability analysis results based on ODTS and TWTT satellite clock data are com-
pared from three aspects: time domain variances of frequency stability, dominant
power law noise type and power law spectral densities. Analysis results of C05
(GEO) satellite and C07 (IGSO) satellite clock are described. Allan, Hadamard and
Modified Allan deviation calculated by these two kinds of clock data are respec-
tively compared, and the noise types in different time periods are analyzed. Among
these methods, the Hadamard deviation is insensitivity to linear frequency drift, and
comparison of Hadamard deviation and Allan deviation is useful to validate the
frequency stability analysis algorithm; modified Allan deviation is used to distin-
guish between white and flicker PM noise.

Stability analysis results of C05 satellite clock are shown in Fig. 3. It can be seen
that variances calculated using TWTT satellite clock data is larger than that cal-
culated using ODTS satellite clock data in the period of 3 � 102–5 � 104 s, while

Fig. 2 Periodogram of BDS satellite clock based on TWTT satellite clock data
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the variances calculated by both satellite clock data in the period of larger than
5 � 104 s are consistent with each other.

For TWTT satellite clock data, remarkable effect of flicker phase modulation
(FLPM) noise can be seen in the period of 3 � 102–1 � 103 s. While in the period
of 1 � 103–1 � 104 s, power law noise type analyzed from TWTT satellite clock
data is white frequency modulation (WHFM) noise, which is the same as that
analyzed using ODTS satellite clock data. TWTT satellite clock data is affected by
the periodic variations of satellite orbit during the period of 104 s to one orbit period
(satellite orbit period of GEO and IGSO satellites is one day). However, the peri-
odic variations influences on TWTT are much smaller than of ODTS. In the period
of longer than one satellite orbit period, power law noise type obtained using both
satellite clock data is the same, and both are the flicker frequency modulation
(FLFM) noise.

Frequency stability analysis results of C07 satellite clock are shown in Fig. 4.
Comparison results of frequency stability analysis using both satellite clock data is
consistent with that of C05 satellite clock.

Power law spectral densities analyzed from ODTS and TWTT satellite clock
data are the same, except for the FLPM noise in the short period. It is inferred that
performance parameters of BDS satellite clock in orbit is 5 � 10−12 s−0.5 (WHFM,
103 s � s � 104 s) + 4 � 10−14 (FLFM, s > 105 s).

Fig. 3 Result comparison of frequency stability analysis for C05 satellite clock based on TWTT
and ODTS satellite clock data. Allan deviation denoted by ADEV, Hadamard deviation denoted
by HDEV, and modified Allan deviation denoted by MDEV
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5 Conclusions

Analysis of BDS satellite clock based on ODTS and TWTT satellite clock data
shows that, (1) for GEO satellites, the internal consistency of TWTT satellite clock
data is better than that of ODTS satellite clock data, while for IGSO satellites, the
internal consistency of both satellite clock data is comparable. (2) Harmonic period
of satellite clock periodic variation obtained from ODTS and TWTT satellite clock
data is consistent, and the amplitude of TWTT satellite clock data is less than that of
ODTS, especially for the one cpr harmonic. (3) Difference between ODTS and
TWTT satellite clock data has relationship with the satellite orbit angle, this phe-
nomenon indicates that one cpr periodic variation of ODTS satellite clock data is
related to the satellite orbit estimation error, especially for GEO satellites.
(4) Comparative analysis of frequency stability analysis results obtained from
ODTS and TWTT satellite clock data shows that, in the period of 102–103 s,
remarkable effect of FLPM noise on the analysis results of TWTT satellite clock
data can be seen. Power law spectral densities analyzed from ODTS and TWTT
satellite clock data are almost the same. It is inferred that performance parameters of
BDS satellite clock in orbit is 5 � 10−12 s−0.5 (WHFM, 103 s � s � 104 s) +
4 � 10−14 (FLFM, s > 105 s).

Fig. 4 Result comparison of frequency stability analysis for C07 satellite clock based on TWTT
and ODTS satellite clock data. Allan deviation denoted by ADEV, Hadamard deviation denoted
by HDEV, and modified Allan deviation denoted by MDEV
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Analytical Analysis Method
of Whispering Gallery Mode
of Sapphire Dielectric Resonators
and the Optimization of the Q Value
in Liquid Helium Temperature

Xi Zhu, Haibo Chen, Kai Huang and Lianshan Gao

Abstract A novel approximate analytical method is presented for calculating
parameters of Whispering Gallery Mode (WGM) in a sapphire dielectric resonator
(SDR). It is based on ray optics and wave theory. The frequency of WGM is
computed with less computation time and the influence of sapphire’s parameters on
the frequency is also analyzed. The Q value of SDR in the liquid helium temper-
ature is optimized by adjusting the coupling coefficient and the surface roughness of
the sapphire. According to the computed results, a SDR employing WGM at
X-Band is fabricated. The loaded QL value reaches 4.0 � 108 and the eigen fre-
quency is 9.205 GHz in the liquid helium temperature.

Keywords Sapphire dielectric resonator � Q value � Oscillator
Whispering gallery mode � Eigen frequency

1 Introduction

Cryogenic sapphire oscillator (CSO) has been studied extensively for its very low
phase noise and excellent short-term frequency stability, which can be used in
radar, metrology and fundamental physics measurement [1–3]. The phase noise of
CSO has reached −160 dBc/Hz at 1-kHz offset from the 11.2 GHz carrier and the
frequency stability can reach a level of 1 � 10−15@1s [1]. The noise and short-term
stability of CSO is far better than the frequency multiplication method of quartz
crystal oscillator. This is benefited from the extremely high Q value of its SDR.
Therefore, as the key part of CSO, SDR has been extensively studied. The Q value
of SDR can reach 105 at room temperature, and 109 at liquid helium [4–8]. John
et al. fabricated the CSO, reaching the fractional frequency stability of 10−15 with
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loaded Q value of 1 � 109. Chirstophe et al. fabricated three CSOs and reached a
stability of 5 � 10−16 in 1s using three-cornered-hat method with three SDRs,
which had loaded Q value 1 � 109, 3.5 � 108 and 4 � 108, respectively [9].

Sapphire material has been widely used to fabricate the SDR employing WG
modes for its very low loss tangent at high frequency. The WGMs can be analyzed
by Maxwell equations combining the boundary conditions or numerically com-
puted by Finite element method. The SDR without enclosure of the metal cavity has
been analyzed by M. E. Tobar using analytical method with rather high precision
[5]. The SDR with the enclosure of metal cavity has been analyzed by E. N. Ivanov,
R. C. Taber and Yoshio Kobayashi [6–8] and the results are more precise than that
reported in Ref. [5], while these methods are very complicated.

In this paper, a novel analytical method combining the wave theory and the ray
optics is proposed to solve the problem of WGM. This method has more intuitional
field distribution and requires less computation. The influences of sapphire mate-
rial’s parameters are also analyzed. Furthermore, the results of this analytical
method, numerical method and experimental data are compared. The method pre-
sented in this paper is consistent with the experiment and can easily get the eigen
frequency of the SDR. An SDR is fabricated according to the computed results and
the Q value in the liquid helium temperature is optimized by adjusting the coupling
coefficient. The experimental resonant frequency is 9.205 GHz, which is in con-
sistent with the analytical results. The loaded Q value of SDR reaches 4.0 � 108.

2 Theoretical Model

The SDR is composed of a sapphire and a metal enclosure. The schematic section
of the sapphire is shown in Fig. 1. When the eigen modes are WGMs, the
electro-magnetic field is mainly confined in the sapphire and distributes along the
circumference, as shown in Fig. 2. The frequency and the Q value are determined
by the size of sapphire. The frequency variation is small regardless of the metal
enclosure. The sapphire cylinder can be regarded as a ring waveguide when
oscillating in the WGM, as shown in Fig. 3.

2R

h

Fig. 1 The schematic section
of SDR
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There are two types of modes in the ring waveguide, the E mode and the H
mode. According to the boundary conditions of waveguide, the equations are
derived.

For the E mode
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For the H mode
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Fig. 2 The schematic
distribution of WGM
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Fig. 3 The equivalent ring
waveguide of the sapphire
cylinder
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p

,
ffiffiffiffi

er
p

are the permittivity parallel and perpendicular
to the c-axis of sapphire, respectively. f0 ¼ k0c=2p, c is the speed of light in
vacuum. When m, n, l, R, h are determined, f0 will be solved.

3 Analytical Frequency and Optimization of the Q Value

The designed eigen frequency is close to 9.19 GHz, which is the same as that of the
local oscillator of Cesium fountain clock. According to Ref. [7], ez is about 11.37
and er is about 9.28 near the liquid helium temperature. Figures 4, 5, 6 and 7 show
the frequency variations with height h, radius R, ez and er, respectively. From the
results, we can see the frequency variation with R is larger than that with h. It is
because ky is smaller than kz, and a small variation in circumference will result in a
great change in kz. Furthermore, with the increase in h, R, ez or er, the frequency
reduces, which causes negative temperature frequency. When h and R is 29.9 and
24.3 mm respectively, the eigen frequency is near 9.2 GHz. Analytical and
numerical methods are used to analyze the different SDR’s WGMs, as shown in
Fig. 8. Furthermore, the frequency increases with the l number. As shown in Fig. 8,
the result computed by this analytical method is lower than the simulated results of
numerical method and experimental results, especially for the small azimuthal
number l. This is caused by two reasons. One is that the analytical model does not
include the effect of kz’s variation with the bended waveguide. Specifically, the
component of kz will leak from the interface between sapphire and air. That will
make the computed frequency lower than the experimental results. Another reason
is the (3b) is approximately derived from the ray theory. The error in waveguide
width will cause variation of kx, and then the frequency will be larger, especially
when the azimuthal number l is small. The field distribution is verified by HFSS as
shown in Fig. 9.

According to the analysis above, sapphire cavity is developed. To obtain how
the surface finish of sapphire samples affects their Q value, which is difficult to
analyze by theoretical method, two sapphire samples are made with different sur-
face finish, sample A 40/20 and sample B 80/50, as Fig. 10 shows. The sapphires
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Fig. 4 The variation of f with
h (m = 1, n = 1, l = 12)

Fig. 5 The variation of f with
R (m = 1, n = 1, l = 12)

Fig. 6 The variation of f with
ez (m = 1, n = 1, l = 12)
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are ensembled with copper cavity and deposited in cryostat as shown in Fig. 11.
The Gifford-McMahon cycle cryocooler is used to liquefy helium gas, and then
liquid helium flows into liquid chamber. While a copper plate with heating wires is
placed under the liquid chamber which is used for stabilizing temperature inside the
vacuum dewar. Sapphire cavity is screwed under the copper plate. With vacuum
dewar preventing the heat exchange from liquid helium to room environment and
makes the temperature more stabilized. The sapphire cavity is excited by two
coupling rings. One is set as input port with long length of coupling ring and strong
coupling coefficient. Another is set as output port with short length of coupling ring
and weak coupling coefficient. The Q value is optimized by adjusting the length of
input port. Figure 12 shows the relationship between the length of input port and Q
value, and also shows the relationship between the length of input port and the
insertion loss of sapphire cavity which include the loss of cables in the dewar. In
order to measure these data, every measurement are performed by manual adjusting

Fig. 7 The variation of f with
er (m = 1, n = 1, l = 12)

Fig. 8 The variation of f with
l
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the length of coupling ring in the room temperature and then cooling down the
sapphire cavity to 6.5 K. The temperature is controlled by Lakeshore 350.

The Q value varies exponentially with the length of coupling ring because the
field distribution is a function of Bessel. When the distance between the coupling
ring and sapphire is large, there is less energy flow out of the cavity through the
ring, so the storage energy inside the sapphire cavity is larger. When the length is
6.5 mm the Q reaches 4.0 � 108. It can be inferred that when the length is less than
6.5 mm the Q will be bigger while the insertion loss will also be larger. The
variation of insertion loss and coupling ring length is also given in Fig. 12. It is
clearly shown that the insertion loss increases quickly with the coupling ring length

Fig. 9 Field distribution of
l simulated by HFSS soft

Fig. 10 Two sapphires with
different surface (Finish A:
40/20, B: 80/50)
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Fig. 11 Schematic of cryocooler cryostat with sapphire cavity

Fig. 12 Q value and insertion loss with the length of coupling ring
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reducing. It must be pointed out that the choice of Q value should also take the
insertion loss into account. As CSO is a positive feedback loop, that is to say, if
the insertion loss is too large, the whole loop oscillating will not be sustained. The
maximum gain of the additional low-phase-noise amplifier can reach 56 dB in the
typical CSO loop. While the insertion loss is 42 dB which includes the 22 dB loss
of sapphire cavity and 20 dB loss of the 0.86 mm diameter cryo-cables in dewar.
Besides, the loss of other device and cables outside the dewar together are about
10 dB, so the loop loss will be appropriate for oscillating. If the Q value is further
improved, the loss of the cables in the dewar will be decreased and the length of
coupling ring will be reduced. Figure 13 shows the frequency and Q value of cavity
A (ensembled with A sapphire), the analysis above is based on cavity A. The
frequency and the Q value are 9.205 GHz and 4.0 � 108 respectively at 6.5 K.
Figure 14 shows the frequency and the Q value of cavity B (ensembled with B
sapphire). The frequency and the Q value are 9.204 GHz and 1.2 � 108

Fig. 13 The frequency and Q
value of sapphire cavity
employing WGH12,0,0 mode
(A cavity)

Fig. 14 The frequency and Q
value of sapphire cavity
employing WGH12,0,0 mode
(B cavity)
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respectively at 6.5 K. The sapphire A and B are the same and the input and output
coupling ring used are the same ones, except that the surface Finish of A sapphire is
40/20 and surface Finish of B sapphire is 80/50. The Q value of A sapphire cavity is
over 3 times larger than B sapphire cavity since the leak of WGH mode energy is
less in smooth surface.

4 Conclusion

An analytical method combining the wave theory and the ray optics is proposed to
compute the eigen frequency with intrinsic phenomena and less computation.
The Q value of a sapphire cavity in 6.5 K is optimized by adjusting the length of
coupling ring and the influence of surface Finish is verified by experiment.
Considering the loop gain of CSO, the Q value reaches 4.0 � 108 at 9.205 GHz.
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Application of Gaussian
Overbounding on Ionospheric
Error Analysis for China SBAS

Dun Liu, Liang Chen, Xiao Yu and Weimin Zhen

Abstract Delay errors will follow a biased distribution under the ionospheric
anomaly or storms conditions, making it difficult to overbound effectively the delay
errors with the estimated error bounds for SBAS. Gaussian-bounding theorem
provides a way to test the effectiveness of ionospheric error bound estimate. With
the theorem, various bound estimating methods and its overbounding capability
were analyzed with observations during storms for China area where ionospheric
anomaly persists. It also shows the strength of different estimations, in which the
irregularity detector is an integral component to minimize the size of bound while
maintaining the effectiveness, bound estimate with dynamic inflation factor out-
performs over that of static inflating in system availability, and the undersampled
threat model improves integrity margin in the bound at the cost of system avail-
ability, so diverse threat models are proposed to be constructed based on the
ionospheric activities.

Keywords Ionosphere � SBAS—space-based augmentation system
Error overbounding � Integrity � Availability

1 Instruction

Aerospace applications have strict requirements for SBAS. SBAS has a top-level
safety requirement to protect users against Hazardously Misleading Information
(HMI) with 10−7 [1]. It is generally assumed that errors in positioning follow
zero-mean normal distributions when analyze whether SBAS meet this strict
requirement [2, 3].

Ionospheric delay is the largest source of positioning error. To allow the user to
correct the error due to ionospheric delay, the grid model is adopted in SBAS to
derive from measurements at Ionospheric Pierce Points (IPPs) a vertical delay
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estimate at each ionospheric grid point (IGP), namely the grid ionospheric vertical
delay (GIVD). In addition, SBAS computes at each IGP an integrity bound called
the Grid Ionospheric Vertical Error (GIVE). For each GNSS signal detected by a
user’s receiver, SBAS guarantees that the user’s computed integrity bound on the
vertical delay error at the signal IPP should bound, with a sufficiently high prob-
ability, the actual slant delay error converted to vertical [1, 2].

The grid model applies well in mid-latitude area when ionosphere is calm. The
storm causes spatial and temporal gradient in ionospheric delay, breaking down the
shell model assumption underlying the grid model and leading to a biased normal
distribution in error. Within approximately ±20° on both side of the magnetic
equator lies the equatorial anomaly. It is the occurrence of a trough in the ionization
in the F2 layer at the equator and crests at larger magnetic latitude depending solar
activity. Ionospheric anomaly could also produce large delay gradient, and then
larger error and biased error distribution [4, 5]. All these biased errors will affect the
integrity risk analysis of SBAS.

Bruce DeCleene derived pseudorange-level requirement from the position
domain integrity requirement, and proved that the assumption for a zero-mean,
normal error distribution can be replaced by a requirement that the error distribution
is symmetric, unimodel, and whose cumulative distribution function (CDF) is
bounded by a normal error distribution [6]. Further, Timothy R. Schempp applied
the Gaussian-bounding Theorem for the WAAS fault free error analysis, with the
emphasis on satellite error and ionospheric error [3, 7]. In this paper, we make
analysis on delay error from ionospheric anomaly and storm with the
Gaussian-bounding Theorem for SBAS in China.

SBAS uses the methods of irregularity detecting, error inflating, and under-
sampled threat model in delay error bound estimation to protect user with enough
integrity margin [8–11]. However, a larger bound would reduce the system avail-
ability. So we make a further study on the overbounding effectiveness of estimated
bounds with these various methods.

The second section of paper gives a brief introduction to the GIVE monitor
responsible to compute the integrity bound associated ionospheric error. The third
section introduces the Gaussian-bounding Theorem. The fourth section analyzes the
effectiveness of the estimated delay error bound with the theorem. Effectiveness of
different methods in error bound estimation is compared and analyzed in the fifth
section. Finally, the conclusion is given.

2 GIVE Monitor in SBAS

GIVE monitor is designed to handle the threat originating from ionospheric error in
SBAS. GIVE monitor is responsible to calculate GIVD, the delay at IGP and its
error estimation GIVE, which in essence is the integrity bound information rGIVE
associated with the delay correction. A user interpolates the grid delays and
integrity bounds from the IGPs surrounding a signal’s IPP to form the user’s
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ionospheric vertical delay (UIVD), and its error bound rUIVE which UIVE stands
for user ionospheric vertical error [8–11].

In the case of quiet ionosphere in mid-latitude region, the grid model performs
well. However, the delay error will increase during a storm, making it hard to be
effectively bounded, and leading to the system integrity risk. In addition, the
ionospheric anomaly in low latitudes could also seriously affect the accuracy of
delay estimate and cause a system integrity risk [4, 5, 7]. To protect user from all
these kind of integrity risks, a variety of measures is designed in SBAS to deal with
the ionospheric threats.

GIVE monitor consists of two main components, each is designed to mitigate a
particular error source: grid model error and undersampling threat [8, 9].

GIVE monitor calculates the delay at a IGP with measurements at surrounding
IPPs with certain planer-fitting schemes, with the Kriging method a specific one
implementation. The irregularity detector, a goodness-of-fit indicator in essence, is
designed to distinguish a possible ionospheric disturbance at the same time. When
the detector is trigged, the GIVE is set to the maximum value of 45 m [9, 12, 13].

To protect user from conditions when the irregularity detector is “near trigging”,
the uncertainty in the planar fit is multiplied by an additional inflation factor
denoted Rirreg. There are two different ways for Rirreg estimation: the static inflation
factor and the dynamic inflation factor [9, 12, 14].

An integrity risk may arise when the ionospheric condition is not sampled
sufficiently. Due to the poor coverage of SBAS network, a regional area where
ionospheric irregularities present is not sampled by SBAS, but may be sampled by a
user. The situation is particularly serious in the case of ionospheric storm. The
ionospheric anomaly in low latitudes could make the situation even more severe. To
handle this threat, GIVE monitor introduces an undersampled threat model to
further inflate the estimated error bound.

The undersampled threat model is constructed using GNSS observations during
historical ionospheric storm events. Irregularity detecting is an integral part of the
threat model building. Only the data that pass through the detection are used to
construct the model. Data depriving strategy is also considered to simulate the
scenarios of undersampling measurements. There is a potential integrity risk from
the aging delay corrections. These errors are taken into account in the undersampled
threat model, and in SBAS correction algorithm as well [9, 15, 16].

3 Gaussian-Bounding Theorem

A SBAS user compute Horizontal Protection Levels (HPL) and Vertical Protection
Levels (VPL) to determine whether the system has sufficient accuracy for a par-
ticular application. If the horizontal or vertical error exceeds the HPL or VPL, then
the user has misleading information. For applications where the vertical positioning
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error plays the major role, the mathematical expression for the probability that a
user’s vertical positioning error (VPE) exceeds the user’s VPL is [3, 6]:

P VPEj j[VPLð Þ ¼ P
Xn

i¼1

kiJi

�����

������K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

kirB;i
� �2

s !
ð1Þ

Where, n is the number of satellites used in the position solution, ki comes from
the third column of the use’s weighting matrix, Ji represents the errors on the ith
ranging measurement, rB;i is the estimated error bound of the ith ranging source,
K is 5.33 here.

Defining a parameter A as:

A ¼ �U�1 PHMI

2

� �
ð2Þ

where, �U uð Þ denotes P X � uð Þ , X is normal with mean 0 and variance 1.
Suppose there is a choice of c such that all Ji are li; r

2
i

� �
Gaussian-bounded,
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Then for a specific value of probability of HMI (PHMI):

P
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�����

������K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn
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�PHMI ð4Þ

Equation (3) can be referred as the “Threshold test”, where the threshold is
K
A rB;i
� �2

. For any particular distribution Ji, many different values of c satisfy the
threshold test. The theorem provides a criteria for satisfying the HMI problem for a
specific value of PHMI [3, 6].

To demonstrate the SBAS ionospheric error distribution meets the criteria of the
Gaussian-bounding theorem, one should conduct statistical analysis on the delay
error of the grid model and put the statistics into the theorem. Specially, the Ji will
represent the ionospheric delay error on the ith ranging source, and rB;i will be the
bound rUIVE .
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4 Gaussian-Bounding Test for Ionospheric Error

In this section, we conduct a study on the overbounding effectiveness of the bound
estimate on delay error under the ionospheric anomaly and storm for SBAS in
China. The way is as follows:

Construct the SBAS grid model with dual-frequency GNSS observation from
network in China and surrounding area, and estimate the delays (GIVDs) and its
error bounds (GIVEs) at grids.

Taking each station in the network as a virtual user at the same time, compute
the accurate slant delays with the leveled carrier measurements for the viewed
satellites at each station, and convert it into the vertical delays ITruth at the corre-
sponding IPPs.

Using the established grid model and the interpolating algorithm for user to
compute the delays ISBAS and its error bounds (UIVE) at the IPPs for the viewed
satellites at each station.

The aggregate user error bounds are divided into several bins. The divisions are
denoted UIVEI, and the range of each UIVEI bin is shown in Table 1 [3].

For each bin, the error eUIVE is computed as the normalized difference between
ITruth and ISBAS with rUIVE (Eq. 5). The values of rUIVE are taken as the upper limit
of the bin (see Table 2).

eUIVE ¼ ITruth � ISBAS
rUIVE

ð5Þ

Compute the mean l and standard deviation r of a Gaussian distribution that
CDF overbounds the empirically derived distribution for each bin. Substitute l; r
into the left-hand side of Eq. 3. The threshold used in the analysis was based on an
allocation of 1:15� 10�8 probability of HMI [3].

From the Gaussian-bounding theorem, when the ionospheric delay error could
be overbounded with the estimated error bounds, there should be different values of
c satisfy the threshold test.

The following shows the results of the Gaussian-bounding threshold test with
GPS data in China and the surrounding areas. The period of data is from September
10 to September 13, 2005, during which a strong ionospheric storm happened with
a maximum value of 9 for the Kp index. Table 2 lists the mean and variance of

Table 1 UIVEI bins UIVE index rUIVE range (m)

UIVEI = 9 rUIVE � 0.91

UIVEI = 10 0.91 < rUIVE � 1.09

UIVEI = 11 1.09 < rUIVE � 1.37

UIVEI = 12 1.37 < rUIVE � 1.82

UIVEI = 13 1.82 < rUIVE � 4.56

UIVEI = 14 4.56 < rUIVE � 13.68
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Gaussian distribution that can CDF overbound the empirically derived distribution
for each UIVEI bin. As an example, Fig. 1 shows the delay error distribution for
UIVEI = 9 bin the standard normal distribution is shown as well (red curve). For
simplicity, the aggregate of all of the UIVE slices is plotted in Fig. 2. The threshold
value is shown as the red dashed line. The Gaussian bounding curve for each
UIVEI bin, which is derived with the corresponding l and r substituted into the
left-hand side of Eq. 3, is plotted in different color. It can be clearly seen that there
is some c for all curves lies below the threshold, indicating the integrity of the delay
error is maintained for SBAS in China during this severe ionospheric storm event.

5 Comparison of Methods in Bound Estimation

GIVE monitor is designed to improve the overbounding effectiveness with various
methods, including the irregularity detector, error inflating and undersampled threat
model. Larger margin in the bound could overbound the error more effectively.

Table 2 Overbounding statistics for errors of UIVEI bins

rUIVE l r Pts.

0.912 0.026 0.462 8298

1.094 0.005 0.466 17,052

1.368 −0.012 0.435 34,248

1.824 −0.059 0.655 1788

4.559 0.075 0.458 226

13.678 −0.037 0.116 442

Fig. 1 Delay error
distribution for bin of
UIVEI = 9
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However, an excessively large bound would reduce the system availability. It is
necessary to analyze the effectiveness of various methods in the bound estimation
after its effectiveness has been test with the Gaussian-bounding theorem.

5.1 Threshold of Irregularity Detector

Increasing the threshold of irregularity detector will allow measurement with larger
error passed into the grid model construction. Consequently, the chi-square statistic
value v2 will increase at the grid point. Since the inflation factor R2

irreg in bound

estimation depends on v2 proportionally, larger chi-square value will lead to a larger
inflation factor, and a larger error bound as the consequence. At the same time, an
increasing threshold for irregularity detector will allow measurement with larger
error to be used to construct the undersampled threat model (one should remember
the threat model is established only with the observation not trigged the detector).
Therefore, a larger undersampled threat model would be resulted. Taking all these
factors into account, the increase of the irregularity detector threshold will even-
tually lead to an increasing error bound estimate.

On the other hand, larger detecting threshold will increase the error in grid
model, since measurement with larger error is applied to the grid model estab-
lishment. Therefore, the increase of irregularity detector threshold will increase the
error at the same time. As a result, the increasing error bound does not assure the
effective overbounding of the larger error, or on the contrary even a loss of over-
bounding capability could happen. Meanwhile, a larger error bound will also reduce
the availability of the system. Therefore it is essential to design the irregularity
detector with reasonable threshold to maintain the system availability while effec-
tively overbound the error.

Fig. 2 Gaussian bounding
for data of Sep. 10 to Sep. 13,
2005
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Figures 3, 4 and 5 show the results of Gaussian bounding threshold test with
different irregularity detector thresholds of 3, 5 and NaN (no irregularity detection is
conducted). The date of the measurements is September 12, 2005 (the same data set
were also used in the following analysis). For a consistent result, the dynamic
inflation factor algorithm and the undersampled threat model established with the
detecting threshold of 3 are adopted.

It can be seen that the estimated ionospheric delay error and its bound all can
satisfy the Gaussian bounding test when the irregularity detector thresholds are 3
and 5 respectively. For the result of threshold of 5, the range of c satisfying the
threshold test narrowed for UIVEI = 12, which means a decreased integrity margin.
The Gaussian bounding test shows that the system does not meet the 1:15� 10�8

probability of HMI requirement with the irregularity detector turned off since no
value of c can be found where all curves lie below the threshold.

Fig. 3 Gaussian bounding
with irregularity detector
threshold of 3, dynamic
inflation factor and simplified
spatial threat model

Fig. 4 Gaussian bounding
with irregularity detector
threshold of 5, dynamic
inflation factor and simplified
spatial threat model
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5.2 Static Inflation and Dynamic Inflation

There are two algorithms for the inflation factor in the error bound estimation: the
static inflation factor and the dynamic inflation factor [9, 12].

The static inflation factor is determined by taking the ratio of the upper threshold
to the lower bound of the chi-square statistic for the allocated probability of false
alarm Pfd and missed detection Pmd . In the static factor approach, the upper
threshold is actually the maximum value in the chi-square statistic with the
allowable false alarm rate. In the dynamic factor approach, the upper threshold is
replaced by the actual value of the chi-square statistic. Therefore, the static factor
approach obtains a larger error bound estimate, and consequently has a wider c
value range below the threshold in the Gaussian bounding test. However, the
increase of the bound inevitably leads to the decrease of system availability.

Figure 6 shows the results of the Gaussian bounding test using the static inflation
factor. The threshold for the irregularity detector is 3, and the same undersampled
threat model as in Sect. 5.1 is used. Compared with the result in Fig. 3, it can be
seen that with the static inflation factor, the range of c satisfying the Gaussian
bounding test increased, indicating a larger margin in the estimated error bound.

Figures 7 and 8 show the availability of SBAS in China with the error bound
estimate with the dynamic inflation factor and the static inflation factor respectively.
It can be seen that the system availability of the static inflation factor method is
reduced by about 5.7% compared with that of the dynamic inflation factor method.

Fig. 5 Gaussian bounding
with no irregularity detector,
dynamic inflation factor and
simplified spatial threat model
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Fig. 1.6 Gaussian bounding with irregularity detector threshold of 3, static inflation factor and
simplified spatial threat model

Fig. 7 Availability with dynamic inflation scheme in GIVE monitor for China SBAS
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5.3 Undersampled Threat Model

In order to analyze the impact of undersampled threat model, the threat model used
in previous analysis was enlarged by 0.8 times and 1.3 times respectively for the
error bound estimation. For others, the irregularity detector threshold is taken as 3,
and the dynamic inflation factor is adopted. Figures 9 and 10 show the results of
Gaussian bounding teat with these different undersampled threat model. It can be
seen that the result using the 0.8 times threat model cannot pass the threshold test,
whereas the result using the 1.3 time threat model satisfy the threshold test with
greater integrity margin.

It should be noted that although the ionospheric storm in September 2005 was a
strong event (Kp index reached 9), the year of 2005 seen a less active solar activity.
So the undersampled threat model previously used in the paper did not constructed
with the most strict ways, such as the data depriving strategy [13, 16].
Consequently, this simplified threat model has the maximum value of about 2 m,
whereas the maximum value output by the completed threat model (with data
depriving strategy) is about 3.8 m [16].

With the simplified threat model, the error bound estimate can effectively
overbound the delay error under the conditions of strong ionospheric storm and
ionospheric anomaly for a less active solar period, as has shown in previous sec-
tions. With the threat model reduced by a factor of 0.8, the Gaussian bounding test

Fig. 8 Availability with static inflation scheme in GIVE monitor for China SBAS
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cannot be passed for this specific ionospheric condition (strong ionospheric storm
and ionospheric anomaly under less solar activity). However, it can be seen that the
test result is not far from a satisfied one as only the curve of UIVEI = 12 critically
lies above the threshold. It could be expected the reduced threat model may still
meet the Gaussian bounding test when used for ionospheric conditions of quiet
period or low solar activity. On the other hand, although the enlarged threat model
has a larger bounding margin for this specific event, considering the enlarged
maximum value of the simplified threat model (about 2.6 m) is much smaller than
that of the completed one (about 3.8 m). One can expected that even with this
enlarged threat model the Gaussian bounding test could not be satisfied during the
ionospheric storms in the year of high solar activity.

Therefore, the choice of the undersampled threat model has to be designed
carefully in error bound estimation. If a completed threat model was adopted at all

Fig. 9 Gaussian bounding
with irregularity detector
threshold of 3, dynamic
inflation factor and 0.8 times
spatial threat model

Fig. 10 Gaussian bounding
with irregularity detector
threshold of 3, dynamic
inflation factor and 1.3 times
spatial threat model
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times (high and low solar activity, quite and stormy ionosphere), the estimated error
bound wound has excess margin for most of the time. It will improve the effec-
tiveness of error overbounding, but at the cost of system availability. One way for
improvement is to establish diverse undersampled threat models based on the
ionospheric activities. A specific one would be selected depending on the actual
ionospheric activity to achieve enough margin in bounding effectiveness and
availability as well.

6 Conclusions

SBAS protects the users from ionospheric error by broadcasting delay correction
and its error bound, and assures the error is effectively overbounded with the
allocated probability of HMI. Generally, assumption of zeros-mean normal error
distribution has to be made in the integrity risk analysis.

Grid model under low-latitude ionospheric anomaly and storms would has larger
delay error and eventually a biased error distribution, making the error effective
overbounding a difficult work. Gaussian bounding theorem provides a criteria for
overbounding problem in integrity risk analysis. The theorem is used to analyze the
overbounding effectiveness of the estimated bound on error for SBAS in China
under the typical condition of storm and ionospheric anomaly in modest solar
activity. The results show that the error can be effectively overbounded.

The effectiveness of different methods in error bound estimate are further ana-
lyzed. The results show that the irregularity detector is an integral part of SBAS
integrity associated with ionospheric error. A reasonable detecting threshold can
reduce the error bound estimate and improve the system availability. The dynamic
inflation factor will result in a smaller error bound estimate and improve the system
availability when compared with the static factor. Undersampled threat model is a
tricky factor to cope with, a variety of threat models should be established to
effectively overbound the error and maintain the system availability as well for
different solar activities.

Acknowledgements The author acknowledges the GNSS data made available from the
CMONCO.

References

1. RTCA Special Committee 159 (2001) Minimum operational performance standards for
airborne equipment using global positioning system/wide area augmentation system, RTCA/
DO-229C, Nov 2001

2. Blanch J (2003) Using Kriging to bound satellite ranging errors due to the ionosphere. PhD
thesis, Department of Aeronautics and Astronautics, Stanford University

Application of Gaussian Overbounding … 647



3. Timothy RS, Authur LR (2002) Application of Gaussian overbounding for the WAAS fault
free error analysis. In: Proceedings of the ION GPS 2002, Institute of Navigation, Portland,
OR, pp 766–772

4. Liu D, Chen L, Zhen WM (2013) Ionospheric spatial correlation analysis for China area. In:
Proceedings CSNC 2013, Wuhan, China, 15–17 May 2013

5. Liu D, Yu X, Chen L, Zhen WM (2017) Analysis on ionospheric delay variogram realization
in China area. In: Proceedings CSNC 2017, Shanghai China, 15–17 May 2017, pp 119–130

6. Bruce D (2000) Defining pseudorange integrity—overbounding. In: Proceedings ION GPS
2000, Institute of Navigation, Salt Lake City, UT, pp 1916–1924

7. Timothy RS (2003) WAAS error bounding during ionospheric storms. In: Proceedings ION
NTM 2003, Institute of Navigation, Anaheim, CA, pp 175–182

8. Sparks L, Blanch J, Pandya N (2011) Estimating ionospheric delay using kriging: 1.
Methodology, Radio Sci 46:RS0D21. https://doi.org/10.1029/2011rs004667

9. Sparks L, Blanch J, Pandya N (2011) Estimating ionospheric delay using kriging: 2. Impact
on satellite‐based augmentation system availability. Radio Sci 46:RS0D22. https://doi.org/10.
1029/2011rs004781

10. Sparks L, Blanch J, Pandya N (2013) Kriging as a means of improving WAAS availability.
In: Proceedings ION GNSS 2013, Institute of Navigation, Portland, OR, pp 2013–2020

11. Pandya N, Sheng F, Castaneda O et al (2012) Using Kriging to optimize WAAS performance
over the entire solar cycle. In: Proceedings ION GNSS 2012, Institute of Navigation,
Portland, OR, pp 1310–1333

12. Walter T, Hansen A, Blanch J et al (2000) Robust detection of ionospheric irregularities. In:
Proceedings ION GPS 2000, Institute of Navigation, Salt Lake City, Utah, pp 209–218

13. Sparks L, Komjathy A, Manucci A (2005) Extreme ionospheric storms and their impact on
WAAS. In: Proceedings of the ionospheric effect symposium 2005, Alexandria, VA, May
2005

14. Eric A, Daniel C, Helena G (2002) Improvements to the WAAS ionospheric algorithms. In:
Proceedings ION GPS 2002, Institute of Navigation, Portland, OR, pp 2256–2261

15. Altshuler ES et al (2001) The WAAS ionospheric spatial threat model. In: Proceedings ION
GPS 2000, Institute of Navigation, Salt Lake City, UT, pp 2463–2467

16. Liu D, Feng J, Chen L, Zhen WM (2017) A study on construction of ionospheric spatial threat
model over China area. In: Proceedings CSNC 2017, Shanghai, China, 15–17 May 2017,
pp 195–208

648 D. Liu et al.

http://dx.doi.org/10.1029/2011rs004667
http://dx.doi.org/10.1029/2011rs004781
http://dx.doi.org/10.1029/2011rs004781


Analysis on Characteristics of Delay
Errors Under Ionospheric Anomaly
in China Area

Dun Liu, Liang Chen, Xiao Yu and Weimin Zhen

Abstract Ionospheric anomaly in south of China will degrade the performance of
SBAS grid models severely. Characteristics of ionospheric delay errors are ana-
lyzed with observations from the mid and low latitudes area in China for various
solar activities and ionospheric conditions. Results show the error distribution is
symmetric, unimodal, and overbounded by a biased normal error distribution. The
biased distributions would reduce the overbounding capability of the estimated
bounds. Ionospheric anomaly contribute to the complicated spatial and temporal
variations of the delay errors as storms, and even is the main influencing factors
under certain condition.

Keywords Ionosphere � Grid model � Space-based augmentation system (SBAS)
Integrity � Error overbounding

1 Introduction

Space-based augmentation system (SBAS) has strict requirements on integrity.
Ionospheric grid model is adopted in SBAS to broadcast delay correction GIVD
(Grid Ionospheric Vertical Delay) and corresponding error threshold GIVE (Grid
Ionospheric Vertical Error) to users. The integrity requirement associated with
ionospheric errors is achieved with the delay error overbounded effectively by the
broadcast threshold [1].

A variety of error overbounding methods are defined in SBAS. Generally the
zero-mean normal distribution has been assumed for the error in these methods,
such as the ones defined on “Probability Distribution Function (PDF)” over-
bounding or “Cumulative Distribution Function (CDF)” overbounding [2, 3]. In the
pseudorange integrity overbounding definition developed by Bruce DeCleene, the
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requirement is relaxed to the error distribution that “is symmetric, unimodal, and
whose cumulative distribution function is bounded by a normal error distribution”
[4].

Grid model error follows the normal distribution well for a quiet ionosphere in
the mid-latitudes, but it will not be the case under ionosphere storms [3, 5]. The
ionospheric anomaly at low latitude impacts the grid model in the similar way of a
modest storm. Previous work has shown that the ionospheric delay error does not
conform to the normal distribution for SBAS in China where the ionospheric
anomaly exists in its southern low latitude region [6, 7]. It is necessary to make a
research on the errors of grid model under the conditions of ionospheric anomaly
and storms to find effective overbounding ways for SBAS integrity application.

In this paper, the behaviors of the grid model errors are studied with GNSS
observations under different solar activities and ionosphere conditions for China
area. The second section makes a brief introduction to the ionospheric grid model
realized with Kriging method. The third section gives the ways of analysis. The
fourth section makes the analysis and a further discussion. Finally, the conclusion is
given.

2 GIVE Monitor

In SBAS, the GIVE monitor is responsible to calculate the GIVDs and GIVEs to be
broadcast and to ensure that the vertical delay error bound, computed by the user at
an ionospheric pierce point (IPP) associated with a GNSS signal ray path, bounds
the actual delay error with a sufficiently high probability for each GNSS signal
detected by the user’s receiver [8–11].

2.1 Grid Model with Kriging Method

GIVE monitor implemented with Kriging method defines the delay at IPP xk as:

Imeas xkð Þ ¼ a0 þ a1x
eastð Þ
k þ a2x

Northð Þ
k þ r xkð Þþm xkð Þ ð1Þ

The first three terms define the underlying planar trend (deterministic compo-
nent), the fourth term, r, depicts the residual field (the process noise), and the fifth
term, m, is the measurement noise [3, 8]. The delay Iest xð Þ at the ionospheric grid
point (IGP) x is estimated with weighting delays at the surrounding IPPs.

IestðxÞ ¼
Xn
k¼1

kkImeas xkð Þ ð2Þ
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Coefficient k ¼ ½k1. . .kn�T is calculated as:

k ¼ W �WG GTWG
� ��1

GTW
� �

C x; xkð ÞþWG GTWG
� ��1

X ð3Þ

where, W is the weighting matrix, C the covariance matrix, M the measurement
noise matrix, G the observation matrix, and X ¼ ½1; 0; 0�T .

The formal estimation error at IGP with Kriging method is:

r2IGP ¼ r2processðkÞþ r2measðkÞ ð4Þ

r2processðkÞ ¼ kTC xk; xlð Þk� 2kTC xk; xð ÞþC x; xð Þ ð5Þ

r2measðkÞ ¼ kTM xk; xlð Þk ð6Þ

It can be seen that the statistical uncertainty r2IGP includes two terms, r2process
depicting the error from the limitation of ionospheric shell model, and r2meas orig-
inating from the noise in measurements.

2.2 Delay Error Bound Estimation

To overbound the errors effectively, GIVE monitor adopts the irregularity detector
to find the possible ionospheric disturbances. In addition, inflating the errors and
adopting an undersampled threat model are also used in GIVE monitor [9–11].

2.2.1 Ionospheric Irregularity Detector

The ionospheric irregularity detector is designed in GIVE monitor to set the error
bound to the maximum (45 m) when it is trigged. A local irregularity detector is
designed to handle the threat that local ionospheric behavior does not conform well
to the assumed model around IPPs. A system-wide extreme storm detector is also
developed to protect users from the most serious disturbances possibly impacts the
overall system [12, 13]. Only the local irregularity detector is considered in the
work.

In the latest development, SBAS used an improved chi-square test statistic v2irreg
to detect the disturbance [9].

v2irreg ¼
Rnoisev2

v2threshold
ð7Þ
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where, v2threshold is calculated with the inverse of cumulative density function for the
allowable false alarm rate Pfd . v2 is the statistic providing a means of establishing
whether the ionospheric measurements are consistent with the grid model. Rnoise is a
factor that prevents the presence of measurement noise from concealing the mag-
nitude of an ionospheric irregularity. For more details, one can refer to Ref. [9]. If
v2irreg exceeds the threshold, the grid point is disturbed by storms, and the GIVE is
raised to the maximum (45 m).

2.2.2 Inflation of Formal Estimation Error

There is some probability that the statistical uncertainty as given by Eq. (4) sig-
nificantly underestimates the actual error in the estimated vertical delay. To allow
for this possibility, the GIVE is constructed from an inflated version of the formal
error [9–14].

Two definitions are developed for inflation factor. The static inflation factor
R2
irreg is determined by Eq. (8), in which v2p is the pth quantile of the chi-square

distribution, Pfd and Pmd are the probability of false alarm and missed detection
respectively [14]:

Static R2
irreg Pfd ;Pmd

� � ¼ v21�Pfa

v2Pmd

ð8Þ

The formula for the dynamic inflation factor R2
irreg is shown in Eq. (9), in which

v2
N;lowerbound

is a system parameter determined by the number of the observation and

the probability of hazardously misleading information (HMI) allocated to iono-
spheric errors [9, 13].

Dynamic R2
irreg ¼

Rnoisev2

v2
N;lowerbound

ð9Þ

The inflated version of the formal error at IGPs is:

er2
IGP ¼ R2

irreg kTC xk; xlð Þk� 2kTC xk; xð ÞþC x; xð Þ� �þ kTMk ð10Þ

2.2.3 The Ionospheric Undersampled Threat Model

In addition to inflating GIVEs to account for the statistical uncertainty of the formal
error variance, SBAS also increases the GIVEs to provide protection from delay
estimation error due to the undersampling of irregularities in the ionosphere. Such
irregularities can increase the delay experienced by a signal propagating toward a
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user while not affecting the signals received by SBAS, causing the user’s computed
position integrity bound to underestimate significantly the true error in the user’s
position estimate.

The values of the undersampled ionospheric threat model r2undersampled is tabu-
lated as a function of the two metrics characterizing the IPPs distribution in the
neighborhood of IGPs, namely the fitting radius Rfit and the relative centroid metric
(RCM) [9, 13, 15]. With the threat model, the overbounding error variance used to
define the GIVEs at IGPs can be expressed formally as:

r2GIVE ¼ er2
IGP þ r2undersampled ð11Þ

3 Analysis of Ionospheric Delay Error

The key to realize SBAS integrity associated with ionospheric error is to effectively
bound the residual after the grid model correction applied. No matter what over-
bounding mechanism will be adopted, however, the full knowledge of the error
distribution is required.

3.1 GNSS Data

GNSS data of the CMONCO (Crustal Movement Observation Network of China)
and the IGS sites in China and surrounding areas are used (Fig. 1) in the work.

The data span a variety of solar activities and ionospheric conditions (quiet and
stormy). The Kp is adopted as the metric for comparing the magnitude of iono-
spheric storms. Table 1 details the typical disturbance events in the analysis.

3.2 Analysis Method

The method of analysis is as follows:

(1) XIAM (24.4°E) in low latitude region and TAIN (36.2°E) in mid latitude region
are selected as the test sites (hereinafter referred to as test site), other stations
are used for modeling (modeling site).

(2) Slant ionospheric delays are extracted from GNSS dual-frequency observations,
and then converted to the vertical delays at the IPPs for the satellite-to-site
signal paths for each station in the network.

(3) Construct the gird model with the data of modeling sites, and then estimatebIv;IPP at IPPs for test sites at each epoch with the grid interpolating algorithm.
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(4) Calculate the delay errors Iv;IPP � bIv;IPP at IPPs with Iv;IPP from observations at

the test sites and the estimated bIv;IPP.
(5) Estimate the bounds of delay errors rbound;IPP with Eqs. (4), (10) and (11)

respectively. Detection threshold (DT) of 3 and NaN (with irregularity detector
inactive) are used for each estimation.

(6) Normalize ionospheric delay errors as follows with different threshold esti-
mations rbound;IPP.

Fig. 1 GNSS network in China and surrounding areas

Table 1 Data used in the analysis

Period of data Comments

March 18th to 21st, 2001, (DOY
77–80)

(1) Most strong solar activity
(2) Kp was 3, 5, 7 for Mar. 18th, 19th, and 20th
respectively, indicating an stormy period

October 29th to November 1st,
2003, (DOY 302–305)

(1) Less strong solar activity
(2) Kp reached 9 during the October 29th to 31st,
indicating the occurrence of strong storm (known as
‘Halloween Event’)

September 10th to 13th, 2005,
(DOY 253–256)

(1) Moderate solar activity year
(2) Kp reached 9 on September 11th, and was 6 for the
other time, indicating a strong storm during the period
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Iv;IPP � bIv;IPP
rbound;IPP

ð12Þ

(7) Fit the normalized delay errors with normal distribution, and analyze the mean,
variance of errors, and the effectiveness of different thresholds on delay errors
overbounding.

4 Results and Discussion

4.1 Results of Statistics Analysis

As an example, Figs. 2 and 3 show results of the XIAM site on March 18th 2001.
The (a), (b) and (c) panel presents the distributions of normalized errors for different
threshold value (rIGP, ~rIGP and rGIVE respectively). Figure 2 is the result for
DT = 3, while Fig. 3 gives the result for DT = NaN.

Fig. 2 Distribution of Iono. delay error and its overbounding threshold (XIAM, DT = 3, March
20th, 2001)
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To reduce the influence of ionospheric correlation on the significance of analysis
results, delay errors and the thresholds are estimated every 15 min. This will result
in a reduction in the available analysis data. So the overbounding probability of
99% is used instead here to illustrate the effect of error distribution on the over-
bounding effectiveness. As the results, the corresponding thresholds are ± 2.58.
Bounding results of each threshold are given in the figure, with the pink dotted line
for the standard normal distribution and the black dotted line for the empirical
normal distribution from the real data. The standard normal distribution is also
shown (red curve).

Tables 2 and 3 give more results for different DTs and estimated thresholds for
sites of XIAM and TAIN on days in Table 1. As can be seen:

(1) Biases exist obviously in empirical delay error distributions

The distributions of delay errors are unimode and symmetric, and biases exist in the
fitted normal distribution for the two sites.

For XIAM site, the fitted normal distributions all show a clearly biased feature
for data in 2001, 2003 and 2005. The deviation of the mean values during 2001

Fig. 3 Distribution of Iono. delay error and its overbounding threshold (TAIN, DT = NaN,
March 20th, 2001)
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Table 2 Results of XIAM site, case 1,2,3 for rIGP,~rIGP and rGIVE respectively

DT = 3 DT = NaN

Mean Var. Range of 99% Mean Var. Range of 99%

2001.3.18 1 0.52 1.59 [−3.58 4.62] −0.03 2.86 [−7.41 7.35]

2 0.47 1.27 [−2.80 3.75] 0.19 1.39 [−3.38 3.77]

3 0.24 0.74 [−1.65 2.14] 0.05 0.97 [−2.44 2.54]

2001.3.19 1 0.49 1.52 [−3.41 4.40] −0.09 2.66 [−6.93 6.76]

2 0.46 1.27 [−2.81 3.73] 0.18 1.26 [−3.08 3.44]

3 0.23 0.71 [−1.61 2.06] 0.05 0.86 [−2.18 2.27]

2001.3.20 1 1.33 1.58 [−2.74 5.40] 1.32 2.16 [−4.24 6.89]

2 1.10 1.17 [−1.91 4.11] 0.92 1.24 [−2.27 4.11]

3 0.61 0.69 [−1.17 2.40] 0.55 0.82 [−1.56 2.66]

2001.3.21 1 1.55 1.67 [−2.76 5.86] 1.14 2.97 [−6.52 8.79]

2 1.19 1.09 [−1.61 3.99] 0.79 1.33 [−2.64 4.23]

3 0.71 0.72 [−1.14 2.55] 0.49 0.99 [−2.06 3.04]

2003.10.29 1 −0.24 0.86 [−2.45 1.97] −0.56 2.65 [−7.38 6.27]

2 −0.22 0.66 [−1.93 1.48] −0.25 0.91 [−2.59 2.10]

3 −0.12 0.38 [−1.09 0.86] −0.17 0.71 [−1.98 1.65]

2003.10.30 1 −0.35 0.95 [−2.80 2.11] −0.35 0.96 [−2.82 2.12]

2 −0.30 0.82 [−2.40 1.81] −0.30 0.82 [−2.40 1.81]

3 −0.16 0.44 [−1.30 0.98] −0.16 0.44 [−1.31 0.98]

2003.10.31 1 −0.39 1.44 [−4.10 3.32] −0.64 1.74 [−5.12 3.83]

2 −0.26 1.03 [−2.91 2.39] −0.36 1.08 [−3.14 2.41]

3 −0.17 0.63 [−1.78 1.44] −0.25 0.70 [−2.05 1.54]

2003.11.1 1 −0.15 1.03 [−2.79 2.49] −0.93 3.13 [−8.99 7.12]

2 −0.15 0.84 [−2.32 2.01] −0.32 1.09 [−3.13 2.50]

3 −0.08 0.46 [−1.27 1.12] −0.25 0.84 [−2.41 1.92]

2005.9.10 1 0.14 0.72 [−1.72 2.00] 0.14 0.72 [−1.72 2.00]

2 0.16 0.66 [−1.55 1.87] 0.16 0.66 [−1.55 1.87]

3 0.07 0.35 [−0.83 0.97] 0.07 0.35 [−0.83 0.97]

2005.9.11 1 0.31 0.67 [−1.43 2.05] 0.03 0.71 [−1.52 2.12]

2 0.32 0.57 [−1.15 1.80] 0.32 0.58 [−1.18 1.82]

3 0.15 0.31 [−0.66 0.96] 0.15 0.32 [−0.68 0.98]

2005.9.12 1 0.18 0.99 [−2.36 2.72] 0.15 1.04 [−2.53 2.83]

2 0.21 0.76 [−1.74 2.16] 0.19 0.77 [−1.79 2.17]

3 0.09 0.44 [−1.05 1.23] 0.08 0.46 [−1.10 1.25]

2005.9.13 1 0.32 0.66 [−1.38 2.03] 0.32 0.66 [−1.38 2.03]

2 0.33 0.59 [−1.18 1.84] 0.33 0.59 [−1.18 1.84]

3 0.16 0.32 [−0.66 0.97] 0.16 0.32 [−0.66 0.97]
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Table 3 Results of TAIN site, case 1,2,3 for rIGP, ~rIGP and rGIVE respectively

DT = 3 DT = NaN

Mean Var. Range of 99% Mean Var. Range of 99%

2001.3.18 1 0.43 0.65 [−1.23 2.09] 0.44 1.3 [−2.92 3.80]

2 0.39 0.55 [−1.04 1.81] 0.34 0.61 [−1.23 1.90]

3 0.20 0.29 [−0.55 0.95] 0.18 0.39 [−0.83 1.19]

2001.3.19 1 0.38 0.67 [−1.33 2.10] 0.29 1.46 [−3.46 4.04]

2 0.33 0.55 [−1.09 1.75] 0.27 0.67 [−1.45 1.99]

3 0.17 0.30 [−0.59 0.94] 0.14 0.45 [−1.03 1.31]

2001.3.20 1 0.20 0.76 [−1.762.15] 0.19 0.84 [−1.96 2.34]

2 0.17 0.65 [−1.50 1.85] 0.16 0.64 [−1.491.80]

3 0.09 0.34 [−0.79 0.97] 0.08 0.35 [−0.82 0.99]

2001.3.21 1 0.25 0.73 [−1.612.12] 0.23 0.83 [−1.92 2.38]

2 0.21 0.59 [−1.311.72] 0.19 0.61 [−1.37 1.76]

3 0.11 0.32 [−0.71 0.94] 0.10 0.35 [−0.79 1.00]

2003.10.29 1 0.12 0.56 [−1.31 1.55] 0.08 0.84 [−2.08 2.24]

2 0.09 0.48 [−1.14 1.32] 0.08 0.49 [−1.20 1.35]

3 0.05 0.25 [−0.59 0.69] 0.04 0.29 [−0.70 0.78]

2003.10.30 1 −0.10 0.42 [−1.18 0.97] 0.06 0.60 [−1.49 1.60]

2 −0.10 0.42 [−1.18 0.97] −0.05 0.40 [−1.09 0.99]

3 −0.05 0.20 [−0.56 0.46] −0.01 0.22 [−0.56 0.55]

2003.10.31 1 0.02 0.67 [−1.71 1.76] 0.02 0.67 [−1.71 1.76]

2 0.04 0.62 [−1.56 1.63] 0.04 0.62 [−1.56 1.63]

3 0.01 0.31 [−0.79 0.82] 0.01 0.31 [−0.79 0.82]

2003.11.1 1 0.08 0.47 [−1.12 1.29] 0.10 0.58 [−1.39 1.59]

2 0.08 0.44 [−1.05 1.21] 0.09 0.45 [−1.07 1.24]

3 0.04 0.22 [−0.52 0.60] 0.04 0.24 [−0.57 0.66]

2005.9.10 1 −0.07 0.39 [−1.08 0.93] −0.07 0.39 [−1.08 0.93]

2 −0.07 0.39 [−1.08 0.93] −0.07 0.39 [−1.08 0.93]

3 −0.03 0.19 [−0.51 0.45] −0.03 0.19 [−0.51 0.45]

2005.9.11 1 −0.04 0.39 [−1.06 0.97] −0.04 0.39 [−1.06 0.97]

2 −0.04 0.39 [−1.06 0.97] −0.04 0.39 [−1.06 0.97]

3 −0.02 0.19 [−0.51 0.46] −0.02 0.19 [−0.51 0.46]

2005.9.12 1 0.08 0.42 [−1.01 1.17] 0.08 0.42 [−1.01 1.17]

2 0.08 0.42 [−1.01 1.17] 0.08 0.42 [−1.01 1.17]

3 0.04 0.20 [−0.48 0.56] 0.04 0.20 [−0.48 0.56]

2005.9.13 1 0.16 0.42 [−0.93 1.26] 0.16 0.42 [−0.93 1.26]

2 0.16 0.42 [−0.93 1.26] 0.16 0.42 [−0.93 1.26]

3 0.08 0.20 [−0.44 0.60] 0.08 0.20 [−0.44 0.60]
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(most strong active solar period) are greater than the ones during a strong iono-
spheric storm in 2003 when the solar activity was declining. For the variance of the
delay errors, the results in 2001 are similar to that of the 2003 stormy period. While
at other times the variance of the delay errors during 2003 is smaller than that of
2001. The variance of error during 2005 (modest solar activity) is significantly
reduced.

For TAIN site, only the delay errors in 2001 obviously show the biased feature,
while the deviation of delay errors in 2003 and 2005 is very small. At the same
time, it can be seen that the variance of delay errors during the period of strong
ionospheric storm in 2003 is similar to the ones during 2001, or even smaller at
some times. During 2005, the variance of error significantly decreased.

The XIAM site is located in the area where the low-latitude ionospheric anomaly
impacts the grid model most seriously. Consequently, the delay error from the
model is affected most seriously to show the characteristics of long-term biased
distribution (for year of 2001, 2003 and 2005). Although the TAIN site is located in
the mid-latitude region, the estimated correction could also be affected resulting a
biased error distribution due to the southward observations with low-elevation
angles passing through the low latitude ionosphere anomaly.

(2) Deviation of delay error affects effectiveness of overbounding

For both sites, 99% of the delay errors could fall within the [−2.58, 2.58] range to
show an effective overbounding by the normal distribution, but the effective
threshold estimates were achieved with different algorithms. For XIAM site, the
delay errors can be effectively overbounded by increasing the error threshold with
inflating factor or taking the undersampled threat model into account after the
irregularity detection was made. For TAIN site however, the delay errors can be
effectively overbounded by the formal error with the irregularity detector is applied.

The biased error distribution impacts adversely the overbounding effectiveness.
Taking the data of XIAM site on March 20th 2001 as an example, 99% of the delay
errors falls in the range [−1.91, 4.11] when the bound is estimated with the
irregularity detection and error inflating algorithms. It can be seen the lower bound
has been less than the threshold of −2.58, but the upper bound is much greater than
the corresponding threshold of 2.58, meaning an effective error overbounding at the
left but not the right. The overbounding achieved at both sides only when the error
bound is more inflated with the threat model added.

As an integral part of GIVE monitor, the irregularity detection mechanism plays
an important role in the error overbounding as the detector is designed to find out
the possible delay estimations with large error in the grid model, and when trigged
increase the bound to the maximum to maintain the allocated probability of PHI.

It should be noted that the effective overbounding of the delay errors is achieved
by increasing the bound with a variety of error sources accounted. On the other
hand, however, a larger bound means a reduced system availability. Therefore, a
trade-off should be made between the effective overbounding and the system
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availability [3]. In addition, overbounding with 99% probability is used here only
for illustration of the effect a biased error distribution on the effective bound esti-
mation. In real system however, more stringent approaches, such as
Gaussian-bounding theorem, should be resorted to validate the bound effectiveness.

4.2 Further Discussion

The essence of the ionospheric grid model is planer interpolation based on the shell
model. When there is large spatial gradients in the regional delays, the assumption
is broken down, resulting large errors in the estimated ionospheric delay correc-
tions. Situations causing large spatial delay gradients include ionospheric storms,
and the ionosphere anomaly in low latitude areas.

In years of high solar activity, large delay errors could also be present in areas
where ionospheric anomaly exist. The error caused by large spatial delay gradients
in ionospheric anomaly at high solar activity, is even greater than that of a strong
ionospheric storm in a modest solar activity year, as has been shown in the event of
January 19th, 2001.

Ionospheric storm happens occasionally, while the ionospheric anomaly is an
inherent feature of low latitude area. It is expected that the ionospheric anomaly in
south of China would be a more influencing factor for SBAS in China.

5 Conclusion

The grid model performance at sites in low latitude region of China degraded by the
ionospheric anomaly. Sites in the mid-latitude region could also be impacted when
the southward low-elevation observations cross the anomaly area of the ionosphere.
The effects make the model error distribution biased. Variation of the biased normal
distribution depends on the intensity of solar activity, as well as the ionospheric
conditions (quite or stormy).

Bound could be established to cover the delay errors effectively when various
error sources were taken into account for SBAS in China. But its effectiveness will
be impact by the biased error distribution. Increasing bound leads to more margin in
integrity realization, but it achieves at the cost the system availability. Tradeoff has
to be made between the effective overbounding and the system availability. In
addition, more stringent test method, such as the Gaussian bounding theorem, is
also required for the bounding validation analysis.

Both the ionospheric anomaly and storms could exert serious influence on SBAS
in China, making delay errors exhibit complex temporal and spatial variations.
Under certain conditions, the ionospheric anomaly become a more serious factor to
be dealt with.
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Design of Mega-Constellations of LEO
Satellites for Positioning

Xingchi He and Urs Hugentobler

Abstract With the huge potential of the GNSS market and thousands of LEO
satellites in space in the future, a novel way is to use these LEO mega-constellations
for positioning. In order to fulfil this purpose, the first step is to build a constellation
that could be used for both communication and positioning. This paper discusses
about some critical issues when designing LEO mega-constellations for positioning.
By statistically analyzing from different perspectives, it is shown that in order to get
a more uniform distribution of the number of visible satellites along latitude, the
combination of different constellations together as a whole could be much more
appealing. Meanwhile, in this paper, we did some preliminary work about how to
determine some important parameters to get the most suitable combination. The
selection of inclinations, orbit heights, number of combined constellations, and ratio
of the number of satellites in each constellation will be discussed.

Keywords Constellation design � LEO satellite � GNSS � Combined constellation
Walker constellation

1 Introduction

With the development of the space science, global navigation satellite system
(GNSS) has now become an important part of people’s daily life. There are more
and more applications based on GNSS, from the daily used smartphones, to the
automatic pilot in the future. Therefore, on the one hand, traditional spacefaring
powers, the U.S. and Russia, begin to develop new phase of space segment for GPS
and GLONASS, in order to improve their accuracy and performance. On the other
hand, other countries and organizations are actively entering the market. Global
navigation systems like Chinese BeiDou and European Galileo, as well as regional
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navigation systems like Indian IRNSS and Japanese QZSS, are starting to compete
with GPS and to share the promising market.

Meanwhile, many companies announced their plans to build low earth orbit
(LEO) mega-constellations with massive small satellites, which weigh only several
hundreds of kilograms. The purpose of these constellations mainly focuses on
communication and high-speed internet coverage.

For instance, the aerospace company SpaceX has announced to launch 4425
satellites into space to provide global internet service [1]. A sate-owned Chinese
company called China Aerospace & Industry Corporation (CASIC) also announced
its plan to build a network of 156 small satellites for global broadband coverage [2].
Other companies such as OneWeb, Boeing, LeoSat, Telesat as well as Samsung
also published similar plans to build their own constellations for global internet
service and/or communication [3–7].

With such big potential and thousands of LEO satellites in space in the future,
one begins to wonder whether it is possible to combine these two fields together. Or
more specifically, could we use these LEO mega-constellations for positioning?

Theoretically, a GNSS is nothing but a passive autonomous positioning system
which is based on the measurement of signal travel time. If these LEO satellites
could carry some essential payload to broadcast the necessary information for
navigation, they could form an effective global navigation satellite system.

In this way, the value of these massive LEO constellations can be maximized,
since they could not only provide telecom and internet services, but also serve as a
high-quality navigation system. Considering the number of these LEO satellites and
constellations, they might become powerful competitors against traditional GNSS
like GPS and open the opportunities for regular companies entering the market,
which has long been monopolized by governments and military.

Therefore, in order to fulfil this purpose, the first step is to build a constellation
that could be used for both communication and positioning. This paper discusses
some critical issues related to designing LEO mega-constellations for positioning.
Traditionally, most of the navigation satellites are in medium earth orbit (MEO).
However, due to different priorities of MEO and LEO, some conditions and
parameters for a LEO positioning constellation must be reconsidered.

2 State of the Art

Reference [8] gives some general concept about the satellite constellation design.
The purpose of its design is mainly for the robust QoS routing technology.
Nevertheless, it proposes some basic principles about how to select certain criteria
such as orbit type, number of orbit planes and satellites, as well as orbit altitude.

References [9–11] study the coverage of the constellation over the Earth. In
references [9, 10], different constellation design algorithms are proposed and
compared. For the purpose of multiple levels of continuous coverage, it is proven
that the symmetric, inclined constellations are more efficient. Reference [11] seeks
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to find optimal constellations with continuous coverage of the 20–60° of latitude
band for LEO satellites.

One way to estimate the coverage of Earth of the constellation is by calculating
the satellite visibility. Reference [12] provides some methods to analyse the
statistics of low-orbit satellite visibility. A bounding equation is given to determine
the percentage of time that a low-orbit satellite would occur in certain regions over
long periods of time. What’s more, it also gives the probability density function of
the position of a low-orbiting satellite on the orbit shell. It represents the probability
density if there are infinite number of satellites sampling randomly over the Earth.
While reference [13] is more interested in the mean visibility time of a
non-geostationary satellite with non-repeating ground tracks seen by a fixed ground
station. They analyse the visibility time along the latitude mathematically, and find
out that it coincides with the expected results perfectly.

3 Preliminary Work

For the purpose of using LEO mega-constellations for positioning, firstly one has to
find the basic requirement for the constellation. In other words, it has to be con-
sidered how a constellation that minimizes the infrastructure costs to fulfill the
global positioning service shall be defined. Parameters such as altitude, inclination,
number of satellites, number of orbit planes, elevation angle and so on need to be
well defined and analyzed.

3.1 Visibility w.r.t. Orbit Height and Elevation Angle

Figure 1 shows the relationship between the radius of visibility and orbit height, as
well as elevation angle. For the same orbit height, one would notice that with
smaller elevation angle, the radius of visibility is larger. While it also shows the
increase of radius of visibility for increasing orbit height. Increased visibility radius
requires fewer satellites but higher launch costs per satellite mass.

3.2 Visibility w.r.t. Latitude

According to the principle of GNSS, in general, the ground receiver should receive
the signals from at least four satellites to determine the position. In order to provide
the global service, this minimum number of visible satellites should be fulfilled at
everywhere on Earth. Due to convergence of the orbits towards northern and
southern latitudes, the number of observable satellites is a function of latitude.
Thus, it is necessary to take this factor into account for the constellation design.
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For example, Fig. 2 is a way to consider this requirement. It shows the average
number of visible satellites along the latitude in one revolution for one satellite.

As one could see, for certain orbit height and elevation angle, with larger
inclination, the number of visible satellites decreases near the equator, while
increases near the latitude corresponding to the inclination. Usually, for a certain
inclination, the number of visible satellites first increases with the latitude. It
reaches the maximum value at the latitude of i − w. Here, i is the inclination, w
means the coverage angle, which is the Earth central angle calculated from the
sub-satellite point to the edge of the coverage area. This coverage angle can be
calculated from:
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W ¼ arcsin
cos e � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2 � cos2 e � R2
e

p � Re � sin e
� �

r

¼ arccos
Re

r
� cos e

� �

� e
ð1Þ

Here, the Earth is assumed to be spherical, and its radius is Re ¼ 6378 km. The
radius of the satellite orbit is denoted as r. There is r ¼ Re þ h, where h is the orbit
height. While the minimal elevation angle is e.

In fact, this is easy to understand since the maximal latitude that the sub-satellite
point can reach is the angle of inclination. When the satellite reaches the latitude of
inclination, the lower edge of the coverage area happens to be at this latitude
corresponding to the i − w. Meanwhile, the satellite tends to reside longer at higher
latitude and the covered longitude is larger with the same coverage area, due to the
smaller latitude circle at higher latitude. As a result, the average number of satellites
tends to be larger. The only exception is at the inclination near 80°. The average
number of visible satellites continues to increase even beyond the latitude of i − w,
which in this case is 61.1°. This is due to the fact that the upper boundary of the
coverage area of the satellite i + w exceeds 90°. In other words, the satellite could
be observed almost all the time when it crosses the polar region. As a consequence,
the average number of visible satellites continues to increase up to the poles.

Another perspective could be seen in Fig. 3 which displays the number of
satellites of a Walker constellation 74°: 160/10/0 (inclination of 74°; total number
of satellites 160; 10 equally spaced planes; relative spacing between satellites in
adjacent planes 0°) at the orbit height 900 km and above 10° elevation for three
sites, one close to the equator (Kourou, red), one in middle Europe (Wettzell,
green), and one in northern Europe (Kiruna, blue). The number of visible satellites
differs by a factor of nearly three for these examples. The variance among these

0 10 20 30 40 50 60 70 80 90 100

Time [min]

0

2

4

6

8

10

12

N
um

be
r o

f s
at

el
lit

e

KIRU
WTZR
KOUR

Fig. 3 Number of visible
satellites as function of time
for three stations: orbit height
of 900 km, minimum
elevation of 10°, Walker
constellation of 74°:160/10/0

Design of Mega-Constellations of LEO Satellites for Positioning 667



three stations is quite obvious. There are more visibilities near the polar region,
while less visibilities near the equator. This means that the distribution of the
number of the visible satellites is extremely inconsistent.

4 Constellation Design

In order to get a more uniform distribution of the number of visible satellites around
the world, it is reasonable to consider the combination of constellations with dif-
ferent inclinations. In this way, the constellation with larger inclination could cover
the polar areas, while the constellation with smaller inclination could increase the
visibility near the equator. Figure 4 shows an example of the combination of two
constellations. It can be seen that with this combination, the new constellation
would provide a more homogeneous coverage compared with a single one. It could
at the same time maintain a high number of visible satellites at higher latitude and
increase the number at lower latitude to a much higher level than any of the two
original constellations. Figure 5 gives the result of Fig. 3 for the combined con-
stellation. Comparison of these two figures shows that the combination of two
constellations with different inclinations obviously improves the average visibility
on Earth. Generally speaking, the number of visible satellites at the three stations
are now much closer than the result of a single constellation. This means that the
new combined constellation would result in a much uniform coverage than the
original one.

Figure 6a shows the number of visible satellites above 10° elevation for the
Walker constellation 74°: 80/10/10 at an altitude of 900 km as a function of geo-
graphic location at a given time.
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Again, the uneven distribution as function of latitude can be observed ranging
from less than one satellite at low latitudes to up to ten satellites at very high
latitudes. Figure 6c on the other hand gives an example of the combined constel-
lation of two Walker constellations (1st: altitude at 900 km, elevation angle 10°,
Walker 74°: 80/10/10; 2nd: altitude at 800 km, elevation angle 10°, Walker 45°:
80/10/10) that differ in inclination and orbit height. As one could observe, the
combined constellation has a more uniform distribution. One may argue that the
number of satellites in the combined one is doubled. However, by comparing
Fig. 6b, c, one could notice that even with the same number of satellites, the
combined solution still shows a very uniform result. Figure 6c clearly shows more
visibility in the lower latitudes. While the visibility of 160 satellites of the single
constellation solution mostly accumulates at the higher latitudes. As a summary, the
advantage of the combined constellation is not only the increased number of
satellites, but also thanks to the improving coverage at the lower latitudes.

From the results shown above it is clear that using a combined constellation
leads to much more efficient and economical space segments. Thus, finding the
most suitable combinations is the major task of constellation design. However, the
work could be quite complex since there is a large number of parameters that need
to be determined. For a single Walker constellation, these variables include among
others, the altitude of the orbit, inclination, total number of satellites, number of the
orbit planes, and spacing angle of the true anomaly between neighbouring planes.
When combined two constellations, the variables that need to be determined are
doubled, and the number of combination is much larger.

As an example, Fig. 7a shows a preliminary selection for the inclination of the
combined constellation. Here, the standard deviation (STD) is used to characterize
the smoothness of the number of visible satellites along latitude, in order to find a
solution which is as uniform as possible. This figure gives the combination of two
satellites that are at the altitude of 900 and 800 km respectively. Both satellites are
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observed at a minimum elevation angle of 10°. In this case, their inclinations are
varying from 0° to 90°. According to the figure it is obviously that the combination
of a higher inclination (about 65°–85°) and a lower inclination (about 30°–60°)
leads to a minimum STD. Of course, in order to cover the poles, the satellite with
higher inclination should have an upper boundary of the coverage area of at least
90°. In this case, the higher inclination should be larger than 71.1°. The best case is
the combination of 73° (900 km) and 38° (800 km).

Similarly, Fig. 7b shows the dependency on orbit height. The inclinations of the
two satellites are set to 73° and 38°. Their orbit heights vary from 500 to 2000 km.
The figure shows that the orbit heights of the two constellations should be more or

Fig. 6 Number of visible satellites for: a orbit height of 900 km, minimum elevation of 10°,
Walker constellation of 74°: 80/10/10; b orbit height of 900 km, minimum elevation of 10°,
Walker constellation of 74°: 160/10/10; c combined constellation of orbit height of 900 km,
minimum elevation of 10°, Walker constellation of 74°: 80/10/10 and orbit height of 800 km,
minimum elevation of 10°, Walker constellation of 45°: 80/10/10. Figures in every row from left to
right represent the specific epoch that the argument of latitude of satellites moves 10°, 50° and
100° from the initial position, respectively
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(a) 

(b) 

Fig. 7 Standard deviation of the number of visible satellites along latitude for different
combination of: a inclination; b orbit height
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less similar, in order to get smaller standard deviation. The minimum STD occurs at
the combination of 900 km (73°) and 700 km (38°).

Apart from the combination of two constellations, we also studied the possibility
of the combination of three constellations. The result shows that for selected orbit
heights (700, 800 and 900 km) and elevation angle (10°), the best combination is
82° (700 km), 33° (800 km) and 63° (900 km). But from another perspective, there
is no big difference of the standard deviation value between the combination of
three constellations (STD = 0.0040) and the combination of two constellations
shown in Fig. 7b (STD = 0.0041). Therefore, other factors like the costs should be
taken into account when deciding the combination of two or three constellations.

This is, of course, not the optimum case for all possible combinations, since
some parameters are fixed. In particular, the number of satellites in each constel-
lation is assumed to be equal, which may however be varied too. As a result, more
variables may be introduced to determine a more general ideal combination. In the
next step, 5 parameters are selected as variables: the orbit heights and inclinations
of the two constellations, as well as the ratio of the number of satellites in each
constellation. The inclinations range from 0° to 90°; the orbit heights are selected
between 700 and 900 km; and the ratio of the number of satellites is varying from
10:1 to 10:20. The minimum elevation angle is 10° for both constellations. The
result shows that the combination of 700 km + 38° and 900 km + 73° with the
same number of satellites in each constellation has the smallest standard deviation.

5 Conclusion and Outlook

This paper shows that the combination of several constellations with different
inclinations leads to a distribution of the number of visible satellites along latitude
which is more uniform than for a single constellation. We did some preliminary
analysis to determine relevant parameters to get the most suitable combination.
Parameters such as inclination, orbit height, as well as the ratio of the number of
satellites in each constellation under certain conditions are well defined through
numerical analysis.

In the future, in order to form the most suitable constellation, other relevant
parameters like the number of orbit planes, the spacing angle of the true anomaly
between neighbouring planes, and dilution of precision shall also be considered. In
addition, it will be studied whether other choices than Walker constellations may
further improve the global coverage.
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A Required Navigation Performance
Based Approach to Monitor
the Accuracy and Integrity Performance
of UAVs for Delivery Applications

Rui Sun, Yucheng Zhang, Bojia Ye and Washington Yotto Ochieng

Abstract As an emerging commercial application, deliveries using Unmanned
Aerial Vehicles (UAVs) have the advantages of low cost and flexibility over tra-
ditional logistic operations, and are therefore being increasingly adopted by
logistics companies. In order to ensure the success of delivery missions, effective
traffic management measures, including UAV safety or integrity monitoring, are
essential. Currently, however, there is a gap in research on the concept and
framework for the evaluation of integrity performance for the delivery application.
This paper addresses the issue by proposing a UAV Navigation Monitoring
Requirement (UNMR) specification for the monitoring of the accuracy and integrity
performance of UAVs for use in delivery applications, based on the concept of
Required Navigation Performance (RNP). The method used to determine the
position accuracy requirement for en-route and terminal UNMR operations is based
on the related factors in the context of UAV-borne delivery. This is represented by
the width of the route and radius of the docking or landing spot. Simulation and
initial field tests show that the flight technical errors and path definition errors
should be considered for the total system error calculation for the UAV delivery.
Effective application of the proposed framework for integrity performance evalu-
ation has shown to be of potential benefits for the operational management of UAV
deliveries.
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1 Introduction

Unmanned Aerial Vehicle (UAV) deliveries have the potential to significantly to
reduce the cost and time involved in logistics operations, and are therefore being
considered by an increasing number of logistics companies. Compared to the tra-
ditional delivery methods, such as truck delivery, UAVs are less expensive since the
labour costs are replaced by automated operations. In addition, delivering with
UAVs are generally due to their flexibility and minimal constraints by infrastructure
such as specific roads [1]. Due to these advantages, a number of large organizations
have shown interest in drone delivery. In 2013, Amazon announced Prime Air, a
service that utilizes multirotor drones to deliver packages from Amazon to cus-
tomers [2]. DHL also started its Parcelcopter project in 2013 transporting medicine
to the island of Juist in the North Sea [3]. In 2014, Google initiated Project Wing, to
produce drones that can deliver larger items than Prime Air and Parcelcopter [4]. The
United Arab Emirates (UAE) announced a plan to use drones to distribute official
government documents such as permits and ID cards [5], while the start-up
Matternet collaborated with Swiss Post to test a lightweight package delivery
quadcopter [6]. These growing UAV operations have the potential to bring great
benefits for their stakeholders. However, deploying UAV delivery operations on a
large scale will bring significant challenges for the UAV operators. Ensuring
collision-free and seamless operations, along with precise and punctual landing at
the terminus are all crucial to the success of delivery missions. Therefore, an
effective framework for the real-time evaluation of the safety of each individual
UAV delivery operation is essential for the maintenance of safety-of-flight levels [7].

Currently, there are no established rules, infrastructure or framework to enable
and safely manage the widespread use of low-altitude airspace and UAV opera-
tions, such as UAV-borne deliveries. The US National Aeronautics and Space
Administration (NASA), is actively exploring a prototype for an unmanned aircraft
traffic management system to enable safe and efficient low-altitude civilian UAV
operations. In order to achieve this envisioned system, NASA is doing research and
testing in collaboration with the US Federal Aviation Authority (FAA) across four
activity series, called “technology capability levels (TCL)”, with each level
increasing in complexity. TCL4, in particular, will focus on package delivery with
UAVs in high-density urban areas and will be announced after extensive testing in
the near future [8]. Jun et al. [9], meanwhile, have developed a framework to
correlate UAV operational risks with trajectory conformance requirements based on
the International Civil Aviation Organization’s concept of Required Navigation
Performance (RNP). RNP is a type of navigation specification that defines the
accuracy required for the direction of lateral and flight paths [10], and aircraft
conducting RNP operations must remain within that lateral accuracy for 95% of the
trajectory [11]. Jun et al.’s work, however, only addressed the application of RNP
concept for the operation of small UAVs. The evaluation of the accuracy and
integrity performance of the system, which is critical for the safety of UAV
delivery, is still to be addressed.
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In order to bridge the current research gap in respect to the concept and
framework for the evaluation of accuracy and integrity performance of UAV flights
in the context of UAV-borne delivery operations, this paper proposes a UAV
Navigation Monitoring Requirement (UNMR) specification for accuracy and
integrity evaluation that is based on the concept of RNP. In particular, the position
accuracy for the terminal and on-route UNMR operations is defined based on the
related factors in the context of UAV-borne delivery. The size design of the route
and terminal dock are further proposed based on the determined UNMR, up
rounded from position accuracy. The value of UNMR operational level for the
UAV-borne delivery has been investigated by simulation and initial field tests with
the intention of offering significant benefits for the operation and management of
UAV-borne deliveries. The contributions of this paper are as follows.

• Clarification of the Service level and navigation level requirements in the
context of UAV-borne delivery (Sect. 2).

• Definition of the UNMR for UAV delivery integrity evaluation based on the
concept of RNP and proposal of the horizontal position accuracy for use in
en-route UNMR operation, and the horizontal and altitude position accuracies
for use in terminal UNMR operation (Sect. 3.1).

• Proposal of the position accuracy calculation framework for the en-route
operations of UNMR by considering related factors as well as a method for size
of the route design and docking area design of the UAV borne delivery
(Sect. 3.2).

• Demonstration of feasibility by simulation and field testing (Sects. 4 and 5).

The rest of the paper is organized as follows. The concept of using UAVs for
delivery applications is presented in Sect. 2. The UAV Navigation Monitoring
Requirements (UNMR) for UAV-borne deliveries is presented in Sect. 3. The
simulation and initial field tests for the proposed UNMR based framework for
UAV-borne deliveries is discussed in Sects. 4 and 5, respectively. The paper is
concluded in Sect. 6.

2 The Concept of UAV Delivery System and Its
Requirement

Delivery involves using a delivery drone to transport goods packages. As no uni-
versal definition exists, a UAV delivery system is defined in this paper as: a system
of people, procedures and interacting telematic elements forming a coherent unit
that aims to deliver parcels by use of unmanned aerial systems. Depending on the
delivery objective, such a system may be designed in various ways, based on the
concept of systems engineering [12]. Since little research has been done on defining
a conceptual framework for UAV delivery systems, the entities and related
requirements are clarified here as follows.
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The mode of operation for a UAV is defined in this paper flying from a regional
distribution center to a small local distribution point. This type of UAV operation
depends on considers battery capability, and size and weight of the parcels. The
regional to local operation is the most simple and basic operation mode for the
UAV delivery [3–5]. The operator manages in real-time the UAV flight and tracks
the status of the parcel status based on control platform. The three phases of flight
are defined as ascending, levelling and descending, where ascending and
descending are further defined as operations in terminal areas and levelling is
defined as an en-route operation. In this paper, the UAV is assumed to follow a
process of straight ascent, level flight and then straight descent, as in Fig. 1.

A UAV delivery system may have two primary entities, defined as the system
operator and the user. One common desire for both entities is to monitor the UAV
to deliver the goods safely to the desired location on time. The typical requirement
from the user and operator could be defined as the service level requirements. These
requirements mainly include the delivery areas, delivery routes, equipment con-
figuration, timeliness, lack of damage and cost requirement. The levels of these
requirements will vary according to different customers’ needs. The navigation
systems, which are the underpinning technologies to support this user level
requirement, also have their own navigation performance requirements, including
accuracy, integrity, continuity and availability for the different stages of the delivery
operation [13]. Accuracy refers to the statistical distribution of position errors,
velocity errors or speed errors. Integrity is defined as the ability of a system to
provide timely and valid warnings if the position errors exceed a certain alarm limit.
Alert limit, integrity risk and time to alert are three parameters of integrity. In
particular, integrity risk (loss of integrity) is defined as the probability that a user
will experience a position error larger than the alert limit (AL) without an alert
being raised within the specified time-to-alert (TTA) at any instant in time and at
any location in the coverage area [14]. Continuity risk is the probability that a
navigation service available at the start of a specific operation is interrupted during
the period of operation. The availability is the percentage of time that the services of

Fig. 1 The flight profile of
the defined UAV-borne
delivery operations
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the system are usable by the navigator. Figure 2 describes the link between the
service and navigation level requirements for UAV-borne delivery operations.

As mentioned in Sect. 1, however, the quantitative and testable performance
metrics for these requirements are still under investigation, and the required navi-
gation performance metrics are, therefore, still to be derived and standardized from
the service requirements. The requirement of accuracy, which is the fundamental
requirement for the UAV delivery, is the essential parameter to be determined.
Afterwards, the integrity (i.e. the trust that can be placed in the information supplied
by the navigation system), which is able to provide warnings to the user when of the
position error exceeds the alarm limit, is also a crucial element for monitoring UAV
safety. The evaluation of the accuracy and integrity performance is therefore crit-
ical. In the following section, an accuracy and integrity performance evaluation
framework is presented.

3 UAV Navigation Monitoring Requirement
for UAV-Borne Deliveries

3.1 UNMR Framework Definition

The proposed UNMR framework is for the integrity performance monitoring and
alerting capability of the in-flight UAV-borne delivery process based on the concept
of RNP [11]. All aircraft conducting UNMR operations must have a position error
of less than the specified distance for 95% of the trajectory during the delivery
borne operations. The position accuracy are defined variously based on the en-route
and terminal operations. In the concept of RNP, the position accuracy is the Total
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Fig. 2 The navigation and service level requirements for UAV-borne delivery
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System Error, including Navigation System Error (NSE), Flight Technical Error
(FTE), and Path Definition Error (PDE) [10]. Therefore, for the UNMR, different
factors related to the TSE are considered for the en-route and terminal operations.

In the context of UAV-borne delivery, a fleet of UAV operations is likely to be
needed together, with relatively close intervals to the same destination. The en-route
operation therefore, needs to be designed to allow UAVs to operate at the same
altitude but with sufficient horizontal space between each of them to avoid lateral
and longitudinal collisions with the other aircraft or obstacles during the delivery.
Accordingly, the horizontal position accuracy is the central parameter for use in
en-route UNMR. For terminal area operations, especially for the descending phase,
the horizontal position error should be within the specific designed dock.
Furthermore, the vertical position error need to be measured accurately to ensure
safe landing. Therefore, the horizontal and vertical errors are both vital for use in
terminal areas UNMR operation. In this paper, only the horizontal accuracy is
considered for terminal areas UNMR operation in order to simplify the operation
requirement issue. The design of one half of the total route width for en-route and
the radius for the dock are highly related to the UNMR. The details for calculation
of the position accuracy and design the related en-route half width and dock radius
are in Sect. 3.2.

The defined UNMR level, refers to the position accuracy in meters, which is
expected to be achieved 95% of the operation time. The value of UNMR level will
be used for the application of en-route width and dock radius design of the UAV
borne delivery. The level is defined as UNMR N, where N is integer value to be set
from 1 to Nwith the interval of 1. For example, UNMR 6 means that for at least
95% the flight time, the UAV, while following the predefined flight route, should
have a position accuracy of within 6 m, with this accuracy horizontally during
en-route operations or during operations in terminal areas. The concept of UAV
Actual Navigation Performance (UANP) is also introduced to evaluate the UAV
real time flight position. UANP creates a link between the real flight location and
the flight location estimated by the on-board navigation system. The relationship
between UNMR and UANP are further discussed in Sect. 3.3.

3.2 Accuracy Calculation for the Size of Route
and Dock Design

The width of the UAV route design is highly related to the en-route horizontal
position accuracy. The en-route horizontal position accuracy is determined by
several factors. The Navigation System Error (NSE) are one critical factor from the
measurements of on-board navigation sensors. UAV Flight Technical Error
(UFTE), which reflects the recovery ability of the UAV once the irregular course
happens, including the delays caused by the communication link, the deviations
caused by the wind, air disturbances caused by high speed rotation of the UAV
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rotors and jamming etc. In order to ensure the safety operation of the fleet UAV,
interval size should also be considered for the following or the leading UAVs.
However, the value of the interval size is much less than NSE and UFTE, therefore
interval size is considered negligible. The horizontal accuracy for the en-route
operation Len-route could be calculated based on the error propagation rule as
follows.

Len-route ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

NSE2 þUFTE2
p

ð1Þ

The UNMR for the en-route operation, will be further defined based on the
round up value of Len-route. Assume AW is one half of the total designed route
width, A coefficient e is proposed to multiply the Len-route for the delivery safety.
A buffer value d is also proposed for the calculation. Based on the ICAO DOC8168
[15], the half width for the designed path could be expressed as follows.

AW ¼ e � UNMRen-route þ d ð2Þ

The dock design is highly related to the horizontal positioning accuracy in the
terminal for the UAV delivery. According to ICAO DOC9613, the longitudinal
accuracy is mainly determined by Navigation System Errors (NSE) [10]. In addi-
tion, the UFTE will also contribute errors for the UAV horizontal position during
landing. We consider the parcel as a cuboid with length, width and height of a, b, c.
Where, a � b � c. The catercorner of the horizontal projection for the parcel is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða2 þ b2Þ
q

. The successful delivery is recognized as the whole of the parcel within

of the circle. Therefore, the horizontal accuracy for the terminal operation LTerminal

could therefore be defined as.

LTerminal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

NSE2 þUFTE2
p

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða2 þ b2Þ
q

2
ð3Þ

Similarly, the UNMR for the terminal operation, will also be further defined
based on the round up value of LTerminal. Assume the R is the radius required for the
dock in the terminal. A coefficient w is proposed to multiply the LTerminal for
the delivery safety. A buffer value e is also proposed for the calculation. Based on
the ICAO DOC8168 [15], the radius for the designed dock could be expressed as
follows.

R ¼ w � UNMRTerminal þ e ð4Þ
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3.3 The Relationship of UNMR and UANP

The Uncertainty Radius model is proposed to define that, with a 95% probability,
the true position of the UAV is located in the centre of an error circle with a radius
set at the UANP value. The relationship between the UNMR and UANP is depicted
in Fig. 3.

The UNMR and UANP will be compared based on the defined error circle
model in order to evaluate the integrity of the UAV. If the UANP is greater than the
specific level of the UNMR, the alarm will be issued from the control centre,
directing the operator to take effective measures to avoid potential threats of flight
safety. Therefore, the UANP could be recognized as protection level and UNMR is
the alarm limit. Table 1 shows the relationship between UANP, UNMR and the
requirement of integrity.

The derivation of 95% Uncertainty Radius from 1r uncertainty ellipse could be
found in [15]. It is indicated that the radius of the error circle Rp could be calculated
in (5).

Rp ¼ krx ¼ 2:4477rx ð5Þ

The uncertainty radius, Rp, which is related to the value set for the UNMR
operational level could be linked to the rx, which is the major axis of the standard
1r uncertainty ellipse and is related to UANP.

Overall, in order to meet the specific integrity monitoring requirement during the
flight, 95% circular for the estimated position of the UAV should be kept within the
level specified for the UNMR, which means UANP � UNMR. Once

Fig. 3 The relationship
between the UNMR and
UANP

Table 1 UANP, UNMR and
the relationship between them
to meet the integrity
requirement

Scenarios Meet the requirement for integrity

UANP�UNMR Yes

UANP[UNMR No
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UANP > UNMR, it is indicated that the navigation performance has not met the
requirement. The operator should then issue a warning to the UAV pilot or to the
function. In the next section, a set of extensive simulations have been carried out to
generate data across different flight stages to allow the investigation of the UNMR
operational level for the suitable size of the route and dock design in the context of
defined UAV delivery operations.

4 Simulation

The simulation is to investigate the UNMR operational level for the size of the route
and dock design in the context of UAV delivery operations. The procedure of the
simulation will be as follows. The scenarios were first designed for the UAV
delivery in different continents. Afterwards, the horizontal position accuracy for
on-route and terminal will be calculated to determine the UNMR level.
Accordingly, the size of the route and dock suggested are further calculated by the
corresponding level of UNMR. The comparison of UANP and UNMR are then
discussed to justify the feasible of the proposed framework applied.

From the study of real statistics from the real UAV delivery test sites all over the
world, four typical areas were selected in different continents [2–4]. These are
European-Germany-Rhein (6.5524°E, 51.3546°N), America-the U.S.- Menlo park
(−122.1817°W, 37.4533°N), Oceania-Australia-Queensland (142.7028°E,
−20.9163°S) and Asia-China-Huizhou (114.4109°E, 23.1154°N). The simulations

Table 2 Simulated scenarios

Location Time (h:min) Flight direction Cruise altitude (m)

Rhein 8:00–8:05 W 20

8:15–8:20 S 35

8:30–8:35 E 50

8:45–8:50 N 65

Menlo park 9:00–9:05 W 20

9:15–9:20 S 35

9:30–9:35 E 50

9:45–9:50 N 65

Queensland 10:00–10:05 W 20

10:15–10:20 S 35

10:30–10:35 E 50

10:45–10:50 N 65

Huizhou 11:00–11:05 W 20

11:15–11:20 S 35

11:30–11:35 E 50

11:45–11:50 N 65
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started from these four locations and the flight direction were variously from the
west (W), south (S), east (E) and north (N) with 10 Hz sample rate. The cruise
altitude was set as 20, 35, 50 and 65 m. The flight duration for each time of flight
was 5 min and 16 sets of simulations are carried out. Table 2 has shown the
designed scenarios.

The simulation data for GNSS outputs, (i.e. Easting and Northing coordinates
and velocity) and the Inertial Measurement Unit (IMU) output (i.e. acceleration and
yaw rate) are generated. The reference flight trajectory was first generate for the
three stages. In the ascent stage, the UAV climbed with changing velocities,
decelerating as it approached the desired altitude. The velocity was 0 when it
reached the desired height, and it hovered for 5 s prior to the next stage. In the level
flight stage, the UAV first accelerated to reach a speed of 8 m/s before randomly
accelerating or decelerating between �0:3 m=s2 and 0:3 m=s2. At the end of this
stage the UAV decelerated until it was overhead the destination before hovering for
5 s in order to be ready for the descent. The descent stage can be portrayed as the
inverse of the ascent stage. The GNSS measurements are further generated by
the Spirent GSS8000 simulator. The IMU measurements are generated by adding
the zero drift error, the first order Markov process noise and Gaussian White noise
on the reference data.

The UANP for the climbing, leveling and ascending stages is calculated from the
CKF based GNSS/IMU fusion algorithm presented in our previous research [16].
Based on the experiment results of 16 sets of data for 4 directions, it is indicated
that the biggest error and mean value is in the scenario of Queensland. Figure 4 has
shown an example of the relationship between the UNMR and UANP for the
scenario of Queensland. The values for calculating the horizontal position errors
on-route are as follows. NSE is the accuracy of the CKF estimated results for
GNSS/IMU fusion, which is 5.48 m and UFTE is set as 0.3 m according to the
statistical results of the experienced data. The experienced data is collected from
the field test of the TOPXGON T1-A flight controller, which is popular used for the
delivery application. The UFTE is estimated based on the difference between the
UAV total system error and navigation system error data. We used bootstrap
algorithm to estimate the statistic characteristics of the UFTE with the mean error of
0.3 m in the 95% confidence level. Therefore, we have calculated LEn-route ¼
5:56 m based on Eq. (1). The level of UNMR for the en-route is therefore deter-
mined as UNMR6. e is set as 1.5 and d is set as 0, the suggested half width of the
route is determined as AW = 9 m based on Eq. (2). Similarly, for the terminal areas
operation, the value for NSE is 4.6 m and the 1/2 length of the catercorner pro-
jection of the parcel is set as 0:2m. The value of UFTE is set as 0.24 m from
previous study. Therefore, the LTerminal ¼ 4:81m is calculated based on Eq. (3). The
level of UNMR for the terminal operation is therefore determined as UNMR5. By
setting the w ¼ 1:5; e ¼ 0, the suggested dock radius R = 7.5 m could be calcu-
lated based on Eq. (4).
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The alarm limit is the value of UNMR level, which is 6 m for the en-route and
5 m for the terminal operations. The integrity risk is the product of the probability
of sensor/system failure and the probability of misdetection.

PIntegrity Risk ¼ Psensor=system Failure � PMisdetection ð6Þ

Our research has shown that for the UAV delivery application, the misdetection
rate is 0.08 from the fault detection algorithm used in [17]. The system failure
includes the sensor failure and the damage rate of the delivery. If the sensor failure
probability is assumed to be 10�4 per hour is assumed as is the case for GPS
satellites [18], the damage rate is assumed to be 6� 10�3 per hour due to the parcel
damage rate from Shunfeng express, the required IR is of the order of
10�5 per hour. The accuracy and time-to-alert requirements include the nominal
performance of a fault-free receiver. From the Signal-in-space performance
requirements for the TTA en-route and terminal is 15 s [19].

5 Initial Field Test

The initial field test is used to validate the feasible of the proposed framework for
the UAV borne delivery. The fleet test is carried out in Linyi City, Shandong
province, China. Figure 5 has shown the UAV used in the experiment from
Topgxon. The time duration for the test is about 9 min. The UAV positioning
obtained from on-board Real Time Kinematic (RTK) GPS are post-processed with
backward and forward smooth as the reference. The single point positioning and
MEMS integrated results are used as the UAV positioning results.

Fig. 4 An example for the UNMR determination based on UANP (the scenario of Queensland)
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The flight profile for the leading UAV and the integrity performance has been
shown in Fig. 6. Based on the calculated UANP value, we could validate that
UNMR5 is the proper level required for the terminal operation during the field test.
For the en-route operation, if we use UNMR6 as the requirement, we will find out
that the UANP > UNMR around the time epoch 11:53. That will result in a
warning sent from the control center to report the integrity could not be met. It is
also indicated that unlike the calculation of the total system error for civil aviation
operation, which could ignore the flight technical error and path definition error.
The UFTE and path definition error could not be ignored for the UAV on-borne
operation as the wind condition for the real test environment is complicated and the
commercial maps for the path plan are containing errors. In general, it is validated
that the proposed framework could be used to evaluate the accuracy and integrity
for the UAV delivery.

Fig. 5 The fleet UAV used for test

(2)(1)

Fig. 6 The flight profile for the UAVs and the integrity performance evaluation
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6 Conclusions

This paper investigates an application of the Required Navigation Performance
(RNP) concept for UAV delivery by proposing an UNMR framework for the
accuracy and integrity performance evaluation. The simulation and initial field test
results have shown the proposed framework for integrity performance evaluation
could be used for the UAV delivery and therefore will be benefit for the air traffic
management. In further, the details for some key factors, such as the Flight
Technical Error (UFTE) need to be further analyzed based on different flight
models. To determine the value of the UFTE, the control ability for the UAV
controller under various wind effects need to be analysed in the simulation and field
test. In addition, the service level requirements for the UAV delivery will be
investigated based on different usage levels and then derive more details accuracy,
integrity, continuity and availability requirement, which could support better UAV
delivery operation.

References

1. Dorling K, Heinrichs J, Messier GG et al (2017) Vehicle routing problems for drone delivery.
IEEE Trans Syst Man Cybern Syst 47(99):1–16. https://doi.org/10.1109/TSMC.2016.
2582745

2. Amazon.com, Inc. or its affiliates (2016) Amazon Prime Air. Amazon.com, Inc. or its
affiliates. Available via DIALOG. www.amazon.com/primeair. Cited 2 Apr 2016

3. Bonn (2014) DHL Parcelcopter launches initial operations for research purposes. DHL
International GmbH. Available via DIALOG. http://www.dhl.com/en/press/releases/releases_
2014/group/dhl_parcelcopter_launches_initial_operations_for_research_purposes.html. Cited
24 Sep 2014

4. Stewart J (2014) Google tests drone deliveries in project wing trials. BBC, London, U.K.
Available via DIALOG. http://www.bbc.com/news/technology-28964260. Cited 28 Aug
2014

5. Aljazeera (2014) UAE to use drones for citizen services. Al Jazeera Media Network.
Available via DIALOG. http://www.aljazeera.com/news/middleeast/2014/02/uae-use-drones-
government-services-20142121717319272.html. Cited 13 Feb 2014

6. Dillow C (2015) Meet Matternet, the Drone delivery startup thats actually delivering. Fortune.
New York, NY, USA. Available via DIALOG. http://fortune.com/2015/05/01/matternet-
drone-delivery. Cited 1 May 2015

7. ITU (2009) Characteristics of unmanned aircraft systems and spectrum requirements to
support their safe operation in nonsegregated airspace. Mobile, Radio Determination,
Amateur Related Satellite Services. Geneva, Switzerland Available via DIALOG. http://www.
itu.int/pub/R-REP-M.2171/fr. Cited 11 Nov 2011

8. Santos VDL, Rios J (2015) NASA UTM: Home. National Aeronautics and Space
Administration. Available via DIALOG. http://utm.arc.nasa.gov/index.shtml. Cited 2 Jan
2018

9. Jung J, D’Souza SN, Johnson MA et al (2016) Applying required navigation performance
concept for traffic management of small unmanned aircraft systems. In: 30th Congress of the
international council of the aeronautical sciences (ICAS 2016)

A Required Navigation Performance Based Approach to Monitor … 687

http://dx.doi.org/10.1109/TSMC.2016.2582745
http://dx.doi.org/10.1109/TSMC.2016.2582745
http://www.amazon.com/primeair
http://www.dhl.com/en/press/releases/releases_2014/group/dhl_parcelcopter_launches_initial_operations_for_research_purposes.html
http://www.dhl.com/en/press/releases/releases_2014/group/dhl_parcelcopter_launches_initial_operations_for_research_purposes.html
http://www.bbc.com/news/technology-28964260
http://www.aljazeera.com/news/middleeast/2014/02/uae-use-drones-government-services-20142121717319272.html
http://www.aljazeera.com/news/middleeast/2014/02/uae-use-drones-government-services-20142121717319272.html
http://fortune.com/2015/05/01/matternet-drone-delivery
http://fortune.com/2015/05/01/matternet-drone-delivery
http://www.itu.int/pub/R-REP-M.2171/fr
http://www.itu.int/pub/R-REP-M.2171/fr
http://utm.arc.nasa.gov/index.shtml


10. ICAO (2008) Performance based navigation (PBN) manual. Doc. 9613. Montréal, Quebec,
Canada

11. FAA (2015) Aeronautical information manual
12. Faulconbridge R, Ryan MJ, Faulconbridge R et al (2005) Engineering a system: managing

complex technical projects. Argos Press, Canberra. ISBN 1-921138-00-9
13. ICAO (1995) Report of the special communications/operations divisional meeting, Doc. 9650
14. Ochieng WY, Sauer K, Walsh D et al (2003) Gps integrity and potential impact on aviation

safety. J Navig 56(1):51–65
15. ICAO (2014) Aircraft operations volume II construction of visual and instrument flight

procedures. Doc. 8168
16. Sun R, Xie F, Xue D et al (2017) A novel rear-end collision detection algorithm based on

GNSS fusion and ANFIS. J Adv Transp 2017:1–10. https://doi.org/10.1155/2017/9620831
17. Sun R, Cheng Q, Wang G et al (2017) A novel online data-driven algorithm for detecting

UAV navigation sensor faults. Sensors 17(10):2243. https://doi.org/10.3390/s17102243
18. U.S. Department of Defense (2008) Global positioning system standard positioning service

performance standard
19. ICAO (2004) Annex 10 vol V AMD 79 Spanish-2004

688 R. Sun et al.

http://dx.doi.org/10.1155/2017/9620831
http://dx.doi.org/10.3390/s17102243


SBAS Integrity Verification Based
on the Extreme Value Theory

Yan Zhang, Zengjun Liu, Caihua Li, Xiaomei Tang and Gang Ou

Abstract In many areas such as safety of life application, the integrity of the
navigation system is a very important indicator to indicate the trustworthiness of the
system services. According to different scenarios, system integrity requirements are
also different, but are usually in the order of 10−7 or even less. It is impossible to
evaluate the performance by the traditional statistics which using the frequency of
occurrence to simulate the probability. The Extreme Value Theory (EVT), which
enables extrapolation of the observed error distribution’s tail into the misleading
information domain, regardless of the underlying error distribution. In this paper,
EVT is applied to the SBAS integrity evaluation field, which can effectively solve
the problem of insufficient tail samples and realize a reasonable inference of
extreme abnormal events. The paper first briefly introduces the basic concept of
SBAS integrity and EVT, and then uses the mixture extreme model to solve the
problem of threshold choosing. Finally, the paper uses EGNOS message data
provided by EMS, and wtza station observation data to evaluate its integrity per-
formance. The result shows that the EGNOS is compliant with LPV requirements in
the vicinity of wtza station.

Keywords SBAS EVT � Integrity verification

1 Introduction

In many areas, such as safety of life application, the integrity of the navigation
system is a very important indicator. It refers to the ability to provide timely and
effective warning to the users when the system cannot be used, and reveals the
extent of the system to provide reliable service. At the very beginning, the design of
GPS system did not consider the requirements of integrity, although the system can
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monitor the fault of the satellite and send it to the user through the navigation
message, the time to alarm is usually an hour scale. With the continuous expansion
of its application, especially in the aerospace and other occasions with high security
requirements, system integrity is playing an increasingly important role.

With different scenarios, system integrity requirements are also different, but are
usually in the order of 10−7 or even less. As 150 s is used as the unit in the
definition of integrity, it takes about 24 years to observe an abnormal event.
Further, with the consideration of the statistical requirement, single or several
observations may not sufficient to describe the probability characteristics.
Therefore, it is unrealistic to use traditional methods to calculate the integrity risk of
SBAS. It is necessary to extrapolate to the extreme field with limited observations
in finite time.

The Extreme Value Theory (EVT) [1], which enables extrapolation of the
observed error into tail characteristics, and regardless of the underlying error dis-
tribution. It has been widely used in areas which sensitive to extreme exceptions,
such as disaster prediction, financial and insurance actuarial. In this paper, EVT is
applied to the SBAS integrity evaluation field, which can overcome the drawback
of traditional statistical method that depends highly on the number of samples and
make a reasonable extrapolation. At the same time, the mixture extreme model is
used to estimate the threshold to avoid the adverse effects of the subjective
threshold selection method. By using the designed SBAS software receiver, this
paper makes a thorough data analysis with the actually measured data from EMS
and IGS wtza station, and proves that the EGNOS integrity meets the system design
requirements.

2 SBAS Integrity

2.1 The Concept of SBAS Integrity

SBAS integrity is usually described by three indicators, namely, the Alarm Limit
(AL), the Probability of Integrity Risk (Preq) and the Time To Alarm (TTA). SBAS
requires that the probability of Hazardous Misleading Information (HMI) is less
than the probability of integrity risk specified in a certain scenario, which can be
expressed as follows,

PHMI ¼ Pr xPE[ xALjxPL\xALf g�Preq ð1Þ

Among them, x stands for H/V, representing horizontal/vertical, xPE is stands
for positioning error, xPL is stands for the protection level, and xAL is stands for the
alarm limit.
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The PL is calculated by received SBAS integrity parameters and local error
characteristics of the receiver. Its calculation formula [2] is as follows. Here and
later in this paper, we take VPL as an example.

VPL ¼ K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

S2v;ir
2
i

s
ð2Þ

Sv,i is a spatial projection matrix of pseudo range domain to position domain. ri
is the pseudo range error of the i satellite. K is the coefficient corresponding to the
integrity requirements of a specified scenario. n is the number of visible satellite.
The satellite pseudo range error is further composed of the ephemeris error, the
clock error, the ionosphere delay error, the troposphere delay error and the error
from the receiver itself. That is:

r2i ¼ r2i;udre þ r2i;uire þ r2i;tropo þ r2i;rev ð3Þ

ri,udre and ri,uire are calculated by the broadcast SBAS integrity parameters. ri,
tropo is calculated according to the tropospheric error model given in the MOPS.

2.2 SBAS Integrity Estimation

The key to SBAS integrity analysis is to estimate the probability of HMI events:

PHMI ¼
ZVAL

0

Zþ1

VAL

f ðVPE;VPLÞ � dVPE � dVPL ð4Þ

f(VPE, VPL) represents the two-dimensional density function composed of
random variables VPE and VPL. Usually, when analysing system integrity, MI
(Misleading Information) is a more conservative indicator which is used to indicate
the probability that VPE is greater than VPL:

PMI ¼ Pr VPE[VPLf g ¼
Zþ1

0

Zþ1

VAL

pðVPE;VPLÞ � dVPE � dVPL

¼
Zþ1

0

Zþ1

y

pðx; yÞ � dx � dy ð5Þ

On the one hand, using MI as a more conservative estimate of integrity risk does
not have an impact on the correctness of the evaluation results. On the other hand,
the MI evaluation results are independent of the alarm threshold, which means that
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the results are not dependent on specific application scenarios, and become more
applicable. For simplicity, we uses X to represent VPE, and Y represents VPL in
formula (4).

Since the two-dimensional probability density is not known accurately and it is
difficult to estimate, the concept of SI (Safety Index) is introduced to convert it into
the probability calculation of a one-dimensional random variables.

SI ¼ VPE=VPL ð6Þ

PMI ¼
Zþ1

0

Zþ1

y

pðx; yÞ � dx � dy ¼
Zþ1

1

Zþ1

0

f ðzy; yÞ yj j � dy � dz ¼
Zþ1

0

fX
Y
ðzÞ � dz

ð7Þ

That is, the probability of MI occurrence can be obtained by calculating P
(SI > 1). In the text below, the system integrity risk evaluation is based on the SI.

3 EVT and EVT Application in Integrity Verification

EVT describes the extreme characters of random variables, and it takes samples
which seriously deviate from the mean as the research object. There are many
different methods to characterize the extreme behaviour of stochastic processes,
among which the most important two models are Block Maximum Method
(BMM) and Peak Over Threshold (POT).

BMM Model: Suppose that {X1, X2,…,Xn} is a sequence of independent and
identically distributed random variables, and if there is a sequence of normalized
constants, {an > 0} and {bn}, the following EVT formula can be established:

Pr
Mn � bn

an
� x

� �
! HðxÞ ð9Þ

Then, the nondegenerate distribution H(x) must have the following form
(Generalized Extreme Value, GEV):

Hðx; l; r; nÞ ¼ exp � 1þ n
x� l
r

� ��1=n
� �

; 1þ n
x� l
r

[ 0
� �

ð10Þ

l, r and n are position parameter, scale parameter and shape parameter
respectively. The shape parameter n plays a major role in the distribution charac-
teristics, which determines the tail characteristics of the random variables.
When BMM is used, it is necessary to divide the samples into several
non-overlapping intervals, and then select the maximum (minimum) values of each
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interval to fit the GEV distribution, and estimate the parameters l, r and n. The
problem of BMM is that it is difficult to make full use of the extreme value data
whose number is originally very scarce. In order to make up for these deficiencies,
POT model is developed. This method uses all extreme values which exceed a
critical threshold to model the extreme character of the variable.

POT model: Suppose that {X1, X2,…,Xn} is a sequence of independent identi-
cally distributed random variables, whose distribution function is F. u is chosen as
the threshold, and the excess of the threshold is defined as Yi = Xi − u. Therefore,
the distribution function of Yi can be expressed as:

FuðyÞ ¼ Pr Y\yjX[ uf g ¼ Pr X � u\yjX[ uf g ¼ FðXÞ � FðuÞ
1� FðuÞ ð11Þ

When u is large enough, Fu(y) (the function of the threshold excess) follows the
Generalized Pareto Distribution (GPD):

G y; n; ruð Þ ¼ 1� 1þ n
x
ru

� ��1=n

ð12Þ

At present, many researchers have applied extreme value theory to SBAS
integrity evaluation, of which the most important papers come from Holland NLR
(National Aerospace Laboratory) and Delft University. The two gave the basic steps
of using EVT to assess the SBAS integrity, and developed the software GIMAT
(GNSS Integrity Monitoring and Analysis Tool) [3–5] for assessing the perfor-
mance of EGNOS. Although above papers have proved that the effectiveness of this
method to a certain extent, there are still many problems to be solved, including:
selection of threshold in function fitting and so on. Especially when the model
fitting effect is poor, we don’t know how to further judge the reason of the anomaly,
whether it is due to the integrity fault or the sample does not conform to the EVT
hypothesis.

This paper chooses SI as SBAS integrity indicator and uses POT model to fit the
extreme value sample. A mixture extreme model is used to determine the threshold.
At the same time, the real data from German wtza station is used to evaluate the
integrity of EGNOS, and the abnormal data in the test results is also analysed in
depth.

4 Measurement and Verification of EGNOS Integrity

4.1 Data Processing

GIMAT has not been released online. In this paper, the differential and integrity
information processing function is added in the open source software receiver,
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goGPS [6]. The input of the software is the data from EMS, RINEX and NAV
database. The output of the software includes the position results at the observation
time and the VPL calculation results (Fig. 1).

EMS [7] (EGNOS Message Server) is an Internet based offline SBAS data
broadcasting service which provided by EGNOS. Both RINEX and NAV data files
come from the IGS website.

The core part of the Data Processing is as follows (read and process files in
database by cycle of days):

Step1: Read the ephemeris data file from NAV database and store the corre-
sponding ephemeris information of each record.
Step2: Read the data files from RINEX database and store the corresponding
observation information of each record (including the receiving time, pseudorange
of L1/L2 frequency point, carrier phase, Doppler and carrier to noise ratio).
Step3: Read EGNOS data file from EMS database, obtain the EGNOS message
type, the original message and the broadcast time corresponding to each message,
and analyze the EGNOS message to get PRN_mask, FC, UDRE, LTC, GIVE and
IGP parameters, etc. The specific process is shown in the following picture (Fig. 2).
Step4: Data matching includes two aspects: find the corresponding FC parameters
for UDREs in MT6 and match the differential and integrity data obtained from
Step3 with the receiver observations read from Step2.
Step5: The receiver position is calculated by the least square algorithm at each
observation time. Then, by comparing the calculated position and the known real
position of the receiver, the Vertical Positioning Error (VPE) can be obtained.
Vertical Protection Level (VPL) is calculated by using the method specified in
MOPS.
Step6: Using Rstudio® to analyze the statistical characteristics of them, and use
EVT to infer integrity risk. There are some conventions in the implementation,
which mainly involves the principle of using augmentation information.

1. When the number of satellites which meet threshold requirements of the satellite
elevation or carrier noise ratio is less than 4, the record is not used for integrity
analysis.

Data Processing

EMS DataBase

RINEX DataBase

NAV DataBase

Output DataBase

Fig. 1 Processing flow chart
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2. When the number of available UDRE (UDREi < 14) is less than 4, the record is
not used for integrity analysis.

3. When the number of available GIVE (GIVE < 15) is less than 3 around an IPP
(Ionospheric Pierce Point), it does not used in the position calculation. When the
number of satellites that meet the GIVE requirement is less than 4, the record is
not used for integrity analysis.

4.2 Measured Data Analysis

This paper analyzes the integrity of the EGNOS system by the data obtained from
EMS and IGS. Data during 30/4/2017 (day120) to 4/6/2017 (day155) in Germany
wtza station was used. Firstly, the abnormal samples are removed in pre-processing.
Then, the statistical characteristics of the data are analyzed. Finally, the HMI
probability is obtained by EVT extrapolation and the conclusion is explained in
detail. As shown in Fig. 3, the curve reflects the change of VPE/VPL with time.

In the graph, the blue point represents the VPE and the red point represents the
VPL. The black vertical dotted line divides the daily results. There is a total of
30 days data, which from day120 to day155, and those badly missing data in EMS
files (day126–day127, day132–day134 and day137) are removed. As can be seen
from the graph, there are some obvious abnormal data in the original VPE/VPL
result. Table 1 classifies these anomalies and gives the cause of them.
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Fig. 2 Processing of SBAS differential and integrity parameter
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In addition, the last hour data of the EMS file in each day is incomplete, affecting
the VPE and VPL calculations at the start of the second day. The integrity Stanford
graph [8] after the elimination of the outlier data is shown in Fig. 4.

It can be seen that there are no intact abnormal events in the test period. The
distribution of SI is further fitted by EVT, and the results of the system integrity are
deduced. The following graph gives the probability density function of SI (Fig. 5).

The statistical properties of SI are given in Table 2.
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Fig. 3 Time-varying graph
of VPE and VPL during
day120 to day155

Table 1 Record of abnormal data

Outlier
position

Abnormal cause

day124 Only have 0–15 h data, data in 02, 06, 08, 15 h are incomplete and errors exist
in 09 h

day125 Only have 08–19 h

day128 1690–1696, 1837–1838, 1845–1852, 1868–1961, 2132–2133: all satellite’s
UDRE is ‘Not Monitor’
1697–1698, 1961–1967: less than 4 satellites meet the UIRE requirement

day130 1448–1449: all satellite’s UDRE is ‘Not Monitor’

day135 There is no 0–06 h data

day138 There is no 0–07 h data

day145 768–769: all satellite’s UDRE is ‘Not Monitor’

day146 1108–1182: all satellite’s UDRE is ‘Not Monitor’

day149 507–509: all satellite’s UDRE is ‘Not Monitor’
510–515: less than 4 satellites meet the UIRE requirement

day151 726–727, 1554–1555: less than 4 satellites meet the UIRE requirement
728, 1556–1557: all satellite’s UDRE is ‘Not Monitor’

day155 445–447: all satellite’s UDRE is ‘Not Monitor’
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Min, Max, Med, Mean, Std, Skew and Kurt respectively describe the minimum,
maximum, median, mean, standard deviation, skewness and kurtosis coefficient of
the data set. The tail characteristic of random variable distribution is usually
determined by kurtosis coefficient. The normal distribution (kurtosis value is 3) is
used as the basis of discrimination, and the kurtosis coefficient greater than 3
indicates that the random variable has the characteristic of thick tail. It can be seen
that the approximation error of Gauss distribution is not suitable for the integrity
analysis which concerns tail characteristics.

The mixture extreme model given above is used to process SI data. The core part
uses normal distribution and the tail part uses GPD distribution. The maximum
likelihood estimation method is used to estimate the parameters (r, n, u). The
results are as follows (the 95% confidence interval is given in parentheses)
(Table 3).
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Table 2 The statistical result of SI

Min Max Med Mean Std Skew Kurt

−0.758 0.795 0.067 0.067 0.082 0.030 3.99
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The integrity risk can be extrapolated to be:

P ¼
Z�1

�1
GPD x; rl; nl; llð Þ � dxþ

Zþ1

1

GPD x; rr; nr; lrð Þ � dx ¼ 2:383� 10�8

ð14Þ

In conclusion, by comparing the ICAO LPV integrity requirements, EGNOS can
provide LPV service in the vicinity of wtza station. In the future analysis, it is
necessary to study how to extend the integrity evaluation results to the whole
service area.

5 Summary

In this paper, the extreme value theory is applied to SBAS integrity evaluation. The
samples of limited observation time are reasonably extrapolated, which overcomes
the dependence of traditional statistical estimation methods on the number of
samples. At the same time, the mixture extreme model is used to estimate the
threshold to avoid the adverse effects of the subjective threshold selection method.
By using the designed SBAS software receiver, this paper makes a thorough data
analysis with the actually measured data from EMS and IGS wtza station, and
proves that the EGNOS integrity meets the system design requirements.
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Reduced ARAIM Subsets Method
Determined by Threshold
for Integrity Risk

Qian Meng, Jianye Liu, Qinghua Zeng, Shaojun Feng and Rui Xu

Abstract Advanced Receiver Autonomous Integrity Monitoring (ARAIM), based
on multi-constellation and multi-frequency of global navigation satellites system,
which can provide vertical navigation in terminal approach, has attracted more
attentions. The ARAIM user algorithm is based on the multiple hypothesis solution
separation within the Integrity Support Message. The total probability of the
monitored fault modes subsets must meet the integrity budget. In ARAIM baseline
algorithm, the fault mode determination is an independently sequential structure.
The number of subsets determined by the maximum simultaneous faults number is
redundant which increases computational burdens in fault-tolerant position.
A refined subsets determination method is proposed to optimize the calculation.
Instead of determining the maximum simultaneous faults number, the proposed
method accumulates the fault mode in descending order according to the proba-
bility. The threshold for the integrity risk coming from the unmonitored faults is the
only parameter to terminate this accumulation and determine the number of subsets.
Every subset will be detected the observability and continuity further in this process
to make sure that ARAIM can work normally. The structure is more compact and
reasonable. The tests results shown that the proposed method is more rigorous as
the accumulation processing can make sure the monitored subsets meet the
threshold exactly and the accuracy of not monitored risk is increased by three orders
of magnitude. The global 99.5% coverage under LPV-200 requirements can be up
to 95.94%. The number of subsets is reduced more than 80% significantly without
any impacts to the worldwide performance of ARAIM.
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1 Introduction

Advanced Receiver Autonomous Integrity Monitoring (ARAIM) is outlined by the
GPS Evolutionary Architecture Study (GEAS) and has been further developed
within the EU-U.S. Cooperation on Satellite Navigation Working Group C ARAIM
Technical subgroup (ARAIM TSG) [1, 2]. ARAIM aims at providing localizer
precision with vertical guidance down to 200 ft altitude (LPV-200) for worldwide
aircraft landing navigation [3, 4]. The baseline ARAIM user algorithm is based on
multiple hypothesis solution separation (MHSS). The number of subsets and the
corresponding fault modes probability are calculated within the satellite prior fault
probability and constellation prior fault probability. These information is provided
by the ISM. But ISM does not specify which fault modes need to be monitored or
their corresponding prior probabilities. This determination must be made by the
receiver based on the contents of ISM and positioning resolution. A classical
subsets determination method based on the maximum simultaneous faults number
is proposed in the baseline ARAIM algorithm [1]. The process includes calculating
maximum simultaneous faults number, forming all subsets and filtering the subsets.
The method is only sufficient and redundant subsets are involved which will
increase the computation burden. Two monitored subset reducing methods:
constellation-removed and orbit-removed are introduced into the MHSS processing
which can evaluate many fault modes at once and reduce computation load dra-
matically [5, 6]. However, they are subsets consolidation substantially and do not
change the monitored probability and the number of initial subsets as they do not
refer to the determination of maximum simultaneous faults number. All the refer-
ences above do not mention the continuity detection in the fault modes determi-
nation, neither.

A refined method is proposed in this paper and the fault subsets are determined
based on the threshold of integrity risk. The number of subsets is reduced greatly as
the probability of not monitored risk is more accurate. Continuity detection is added
in the fault mode calculation which make sure that ARAIM can work normally.
Section 2 briefly describes the baseline ARAIM algorithm and the necessary of
continuity detection. Section 3 gives the reduced subsets method in details.
Section 4 compares and evaluates the worldwide performance of the proposed and
baseline methods under dual-constellation. Section 5 is the conclusion.

2 ARAIM Subsets Determination

The baseline ARAIM subsets determination scheme is summarized here briefly and
an analysis of the necessary of continuity detection is given then.
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2.1 Baseline ARAIM Algorithm

The baseline ARAIM user algorithm is a sequence-structure which based on
MHSS. It can be summarized in three steps.

(1) Calculating maximum simultaneous faults number. The maximum simultane-
ous faults number Nfault;max is defined by the probability of events that not
monitored is less than the threshold for the integrity risk.

Nfault;max ¼ max r 2 1; . . .;NsatjPmultiple rþ 1;Pevent;1; . . .;Pevent;NsatþNconst
� ��PFAULT THRES

� �
ð1Þ

where Pmultiple;not monitored ¼ Pmultiple rþ 1;Pevent;1; . . .;Pevent;NsatþNconst
� �

.
An upper bound algorithm is given in the baseline algorithm.

Pmultiple r;Pevent;1; . . .;Pevent;NsatþNconst
� �

¼
X

i1\i2\���\ir

Pevent;i1 ; . . .;Pevent;ir �
PNsatþNconst

k¼1 Pevent;k
� �r

r!

ð2Þ

Then Nfault;max is determined by the following:

Nfault;max ¼ u uð Þ ¼ min rj urþ 1

rþ 1ð Þ! �PFAULT THRES

� �
ð3Þ

where u ¼ PNsatþNconst
k¼1 Pevent;k .

(2) Forming all subsets. Once the Nfault;max is determined, the corresponding fault
modes can be searched one by one and from the lower-order fault to the
higher-order fault. The probability of the corresponding subset is

pfault;k ¼ pno fault

Y
i2idx

Pevent;i

1� Pevent;i
ð4Þ

where idx is the fault events in the above fault mode. The probability of mode that
no fault exists is also the probability of all-in-view subset:

pno fault ¼
YNsatþNconst

k¼1

1� Pevent;k
� � ð5Þ
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(3) Filtering the subsets. This step is to move the subsets that cannot be monitored
(because the remaining satellites do not allow the receiver to compute a posi-
tion). In this case, these events must be removed from the list of faults (and their
integrity risk subtracted from the available budget). This is true of all subsets
with three satellites or less belonging to one constellation, or four satellites or
less belonging to two or more constellations. Their total integrity risk is noted
as Punobservable.

Finally the total integrity risk of the modes that are not monitored is:

Pfault;not monitored ¼ Pmultiple;not monitored þPunobservable ð6Þ

The total probability of monitored modes is:

Pmonitored ¼ pno fault þ
XNfault

k¼1

pfault;k ð7Þ

The fault modes determination and the corresponding subsets in baseline
ARAIM algorithm is summarized above. The redundancy is large using the
mathematical upper bound algorithm to estimate the maximum simultaneous faults
number. With the increase of the maximum simultaneous faults number, the
number of subsets is exploding. Every subset need to be calculated in the
fault-tolerant positioning and protect levels, which increases great computational
burdens. If the baseline determination method is a ruler, there’s no doubt that the
scale is too rough.

At the same time, the probability of unobservable risk is lack of further analysis.
Especially whether the threshold for integrity risk can still be met after filtering the
subsets need to be judged cautiously. Further, the three steps are in sequential
structure which lacks of feedback. Even the system exists severe integrity risk that
caused by unobservable subsets, it only be found after the first two steps are
finished. The processing is not efficient.

2.2 Continuity Risk

Integrity is defined as the probability that an undetected navigation system error
result in hazardous misleading information. Furthermore, continuity risk, or prob-
ability of loss of continuity (LOC), is the probability of a detected but unscheduled
navigation function interruption after an operation has been initiated [7, 8].
Additional navigation means must be found when LOC occurs. As a consequence,
pilots would face increased workloads and more stress would be brought to air
traffic controllers.

Normally the probability of LOC is defined as the sum of probability of false
alarm, the probability of fault detection when a fault occurs and all other causes of
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continuity loss. The critical satellite probability where whose removal is expected to
lead to LOC during an approach is analysed in [8] and the conclusion is that the
impact of critical satellite outages on the continuity of ARAIM is small. However,
the constellation fault is not considered in above analysis. But in ARAIM MHSS,
the constellation faults and satellite faults are independent events and the proba-
bility of constellation faults that cause critical poor geometry is much more
destructive than the critical satellite mentioned above.

And at the same time, according to the definition about the unobservable subsets
in baseline algorithm, we can conclude that the unobservable subsets are caused by
the constellation fault in most cases. For example, under the current GNSS status,
where both Galileo and BeiDou are still under construction, whether GPS con-
stellation fault could be monitored is a serious problem. If GPS constellation fault
cannot be monitored, the probability of corresponding subset will cause a serious
risk to the ARAIM continuity. Not only the constellation faults, but also any
unobservable subsets caused by other cases, for example challenging circum-
stances, may increase the continuity risk. The continuity detection is essential in
fault modes determination.

3 Reduced Subsets Determined by Threshold for Integrity
Risk

Different from the baseline ARAIM scheme, whose structure is sequential and the
core idea is to determine the maximum simultaneous fault number firstly, the
proposed refined method here is based on feedback and the number of subsets is
determined by the threshold for integrity risk coming from the unmonitored faults.
The monitored subsets will be searched from the top probability to the bottom
probability. And this search will end immediately once the probability accumula-
tion meets the threshold. Figure 1 gives the detailed flowchart illustrating the
proposed subsets determination. The all-in-view subsets, corresponding to the
fault-free mode, will be accumulated at first. It is a number close to 1. Then a fault
modes search index will be generated which will determine the search order. It is
obvious that the probability of low-order fault is bigger than the high-order fault. So
the fault modes index can include the low-order fault first, then update to the
high-order one. As the probability of events that have no fault approximately equals
to 1, to reduce the computation burden, we can only calculate the fault events as
follows:

pfault order;k ¼
Y
i2idx

Pevent;i ð8Þ

After the index is generated, the feedback-structure is working. We will detect
whether the subset corresponding to the fault mode can be observed one by one.
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Only the observable subsets can be added to the fault mode monitoring index
Idxfault and the probability of the fault mode according to Eq. (4) is accumulated to
the total monitored probability Psum. The threshold for the integrity risk is tested
every time one fault mode has been added to the Idxfault. Once the threshold PTHRES

is met, the search is terminated and the total integrity risk of the faults that are not
monitored is:

Fig. 1 Flowchart illustrating
the proposed fault modes
determination
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Pnot monitored ¼ 1� Psum ð9Þ

In the protection level calculation, the PHMI is adjusted by the Pfault;not monitored:

PHMIVERT=HOR;ADJ ¼ PHMIVERT=HOR � 1� Pfault;not monitored

PHMIVERT þPHMIHOR

� 	
ð10Þ

As shown above, Pfault;not monitored is used as a whole value, it is more concise in
the proposed method compared to the baseline method where Pfault;not monitored is
calculate as the sum of Pmultiple;not monitored and Punobservable.

If the subset cannot be observed, the search will not turn to the next fault mode
immediately. The continuity detection is triggered. Here gives a concise judgment
condition:

X
pfault order;k �PTHRES ð11Þ

If Eq. (11) holds, then turn to the next fault mode search. Otherwise, the
continuity alarm is triggered and ARAIM is unavailable at this epoch.

4 Worldwide Simulation and Evaluation

In this section, we will test the proposed method under GPS and Galileo
dual-constellation. The experiments are divided into two parts: the first one will
simulate and test the number of subsets and the corresponding probability of not
monitored risk under different number of satellites in view, and the second one will
evaluate the worldwide performance under GPS and Galileo dual-constellation.

As the ARAIM is under research, determining the parameters in ISM is still one
major challenge to enabling ARAIM service. Simulation conditions in ARAIM
research are assigned to some experiences. The TSG Milestone 3 report inherits the
ISM parameters presented in Milestone 2 report [9]. In this paper, we respect and
accept the above settings. The numerical combinations about satellites and con-
stellations prior faults probability are set as Pconst:j ¼ 10�4 and Psat;i ¼ 10�5. About
the constellation configurations, the ‘optimistic’ GPS and Galileo constellations are
chosen to simulate the worldwide circumstance which include 27 GPS satellites in
six orbits and 27 Galileo satellites in three orbits. User mask angle is 5°. The
simulation results come from a 5 by 5° user grid and 10 sidereal days with 600 s
time steps. Figure 2 shows the test results under different number of satellites in
view. The number of satellites are from 10 to 30. The blue point line and red solid
line represent the baseline method and the proposed method respectively.

As Fig. 2a shown, under 22 satellites, the performance of baseline and proposed
methods are the same. The number of subsets that need to be monitored increase
with the number of satellite in view. The total number is no more than 50. But there
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is a big difference from 23 satellites. The baseline method have a big step as it is
determined by the maximum simultaneous faults number. The total number jumps
to more than 300 and begins to increase quickly with the number of satellites. But
on the other hand, the increase of number of subsets calculated by the proposed
method is not obvious. The total number doesn’t exceed 100 until 30 satellites.
Figure 2b, c show the number of reduced subsets and the ratio between the subsets
calculated by the proposed method and the baseline method. They can divided into
three stages: from 10 to 22 satellites, the results are exactly the same; 23–25
satellites, due to the big step of the baseline method, the reduced subsets keep
around 300 and the ratio increase to 0.2 from only 0.08; from 26 to 30 satellites, the
number of reduced subsets increase quickly from 300 to over 400 and the ratio
maintains at about 0.2. The proposed method shows obvious superiority. Figure 2d
is about the probability of not monitored risk. It shows that for both the above
methods, the probabilities of not monitored risk can meet the threshold requirement.
But the redundancy of baseline method has exceeded nearly three orders of mag-
nitude from 23 satellites. On the other hand, the proposed method can meet the
threshold exactly.

Figure 3 shows the worldwide performance of two methods. The global ARAIM
coverages of two methods are essentially identical and that of the proposed method
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is even slightly higher (95.94 vs. 95.88%). The reductions of monitored risk and
subsets don’t affect the availability. Instead, the consistency of subsets solutions is a
little improved.

Focus on the number of subsets, Fig. 4 is the distribution map around the world.
The color interval is 30. The range of the baseline map is 190–400 and that of the
proposed map is 10–220. The southern and western hemispheres are shown in
negative coordinates. The subsets of baseline method are much more than those of
proposed method. The total number exceed 280 in most parts of the earth, corre-
sponding to over 23 satellites in view. The low latitudes near the equator have the
most subsets than any other parts, where most areas have subsets more than 340,
even above 370. The middle latitudes have the less subsets. In sharp contrast, the
subsets of proposed method are below 40 in most parts of the earth. The low
latitudes have the most subsets, which is similar to the trend of baseline method.
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But the total number is less than 100, which is far less than the top number obtained
by baseline method. The numbers of subsets at other areas fall into the same range
which is 10–40.

Globally, more than 80% and 300 subsets are reduced and the proposed method
shows amazing performance. Although the baseline method monitors more fault
modes, it is not wise and necessary to calculate so many subsets solutions.
The ARAIM availability doesn’t benefit from a higher monitored probability but
the calculation pressure is exacerbated.

5 Conclusions

The number of subsets and the probability of monitored risk determined by the
maximum simultaneous faults number is much redundant. The results of global
coverage tests also show that more monitored risk won’t improve the ARAIM
availability. A reduced subsets method with a full respect to the integrity risk
threshold is proposed in this paper. Compared to the baseline method, the number
of subsets can be refined to the least (not consider the subsets mergence mentioned
in Introduction). The unobservable subset is detected in every fault mode search.
The unobservable fault mode won’t add to the monitoring index and the probability
of not monitored risk can be got clearly after the threshold for the integrity risk is
met. Further, continuity detection is considered after the subset is detected as
unobservable and a concise judgment condition is given.

The simulations respect to the number of satellites show that the proposed
method has dramatic superiority once more than 22 satellites in view. The average
reduced subsets are above 300 and more than 80% of the subsets can be reduced.
The ratio between subsets obtained by the proposed method and baseline method
can be as low as 0.08 at its best. The worldwide test results under GPS and Galileo
dual-constellation also verify the effectiveness of the proposed method. More than
80% subsets can be reduced without any impacts to the ARAIM availability under
LPV-200. The calculation load and memory resources can be released greatly.

It can be expected that with the increase of GNSS constellations and satellites in
space, the number of satellites in view will grow further. The proposed method will
provide more advantages in the development of ARAIM.
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Comparison and Analysis
of the Optimized AGC Setting
and the Improved CNMC Method
for the Ground Pseudolite Enhanced
Beidou System

Jingyang Fu, Li Wang, Guangyun Li, Yanglin Zhou and Shuaixin Li

Abstract Beidou The pseudolites can be used as a backup signal source of the
Beidou System on orbit while in the special geographical environment. It also
provides foundation enhancement service for the Beidou system. When the
ground-based satellite works on the ground, its observation is seriously affected by
the multipath effect. At present, there are mainly signal methods and data pro-
cessing methods to deal with the multipath in pseudolites pseudo range observation
values. In this paper, the optimized AGC settings in signal processing methods and
the improved CNMC method in data processing are selected for comparison and
analysis. The comparative analysis of the results shows that the improved CNMC
method is slightly better than the AGC location algorithm after the pseudolite
pseudo range observation.

Keywords Beidou system � Ground-based augmentation � Pseudolites
Multipath effect � Improved CNMC

1 Introduction

Pseudo range multipath error is an important error source that affects the positioning
accuracy of Beidou satellite navigation system [1]. Is also the same for pseudo-
random satellites. Even due to the influence of propagation path and surrounding
environment, the pseudo range is affected more seriously by multipath. Pseudo
satellite pseudo range multipath error is a non-random error, and it is difficult to
eliminate the error by direct differential correction. Through the data analysis of
pseudorandom satellite monitoring station, it is found that pseudo range data
contain large multipath errors, which is strongly correlated with the layout of
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pseudorandom satellites. When receiving the Beidou satellite visible machine
number is less than 4, the pseudo satellite as a required signal source positioning
solution. Therefore, how to effectively reduce the error of the pseudo range mul-
tipath is the key problem in the cooperative positioning of the Beidou/pseudolites.

For the suppression and elimination of multipath mainly focused on hardware
method and data post processing method, the hardware is mainly divided into two
categories: one is through the improvement of antenna design and location to
reduce received multipath signals of [2], the other is through the signal tracking
loop design and multipath estimation method to deal with [3] on digital signal
receiver. The hardware method has a good effect on the multi path suppression of
the navigation signal, but it needs to use expensive anti multipath antenna and
special digital signal circuit design. Data post-processing methods are more easily
implemented. There are several common methods: carrier phase smoothing pseudo
range [4], wavelet method [5], digital filter, stellar time filtering [6], signal to noise
ratio method [7] and antenna array data processing [8]. Among them, the CNMC
method has good effect on eliminating the pseudo range multipath and noise, and it
is easy to implement. The CNMC method proposed by [9] can effectively weaken
the influence of the Beidou satellite’s pseudo range multipath. References [10, 11]
has proved that the CNMC method is superior to the classical dual frequency Hatch
filtering method in smoothing the Beidou satellite pseudo range. Reference [12]
research shows that in the GNSS three system combination location, the CNMC
smooth Beidou data can be used to improve the positioning performance. The
above papers have proved the feasibility and advantages of CNMC for the Beidou
satellite pseudo range processing. However, how to apply the CNMC method to
pseudo satellite pseudo range multipath processing is seldom studied, and most of
the research is based on the simulation data.

In this paper, the optimized AGC setting method and the improved CNMC
method for data processing are selected respectively, and the specific formulas are
given respectively. At last, using the actual data of pseudo satellite test field, this
paper compares and analyzes the positioning accuracy of the two different methods
under the same experimental conditions.

2 Optimal AGC Setting of Pseudolites

2.1 The Concept and Significance of AGC

AGC is a closed-loop feedback circuit whose function is to adjust the amplitude of
the received signal. Because the amplitude of the received signal has a certain
volatility, the feedback circuit will gain the amplitude value to maintain the stability
of the output signal, and make ADC get the correct quantization value. The output
signal of the AGC can be expressed as:

714 J. Fu et al.



rg tð Þ ¼ Ag � rh tð Þ ð1Þ

Ag ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
1
RT

R t
t�RT r

2
h tð Þdt

s
ð2Þ

It is AGC recovery time. From type 2, the gain size is inversely proportional to
the received signal power in the time window, so the setting directly affects the
performance of the AGC.

2.2 Optimal Setting of AGC

This section will study and optimize the setting of AGC gain size and recovery
time, reduce the SNR loss caused by the quantization operation, and improve the
maximum duty cycle of the receiver.

According to Fig. 1, the quantization threshold for any bit ADC is as follows:

B ¼ � 2B � 1
� �

; . . .;�3;�1; 1; 3; . . .; 2B � 1
� � ð3Þ

Therefore, the quantized output results can be expressed as:

rq n½ � ¼ 2iþ 1f gi¼�2B�1;�2B�1 þ 1...;2B�1�1 ð4Þ

It represents the threshold of the decision, the minimum quantized value is, the
maximum value is, the intermediate value is evenly distributed between the two.
The probability of its output results can be expressed as:

Fig. 1 Hit scalar
quantization scheme
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pB;2iþ 1 ¼ P rq n½ � ¼ 2iþ 1
� �

¼

1ffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p
R þ1
ð2B�1�1Þ
Ag

� y½n� exp � z2
2r2IF

n o
dz; i ¼ 2B�1 � 1

1ffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p R ð2
B�1�1Þ
Ag

�y½n�
�1 exp � z2

2r2IF

n o
dz; i ¼ �2B�1

1ffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p R iþ 1
Ag

�y½n�
i
Ag
�y½n� exp � z2

2r2IF

n o
dz; i ¼ else

8>>>>>><
>>>>>>:

ð5Þ

For the gain, the target signal is the noise variance. According to the type 5, the
mean value can be expressed as:

E rq n½ �� � ¼
X2B�1�1

i¼�2B�1

2iþ 1ð ÞpB;2iþ 1 ¼
X2B�1�1

i¼0

2iþ 1ð Þ pB;2iþ 1 � pB;� 2iþ 1ð Þ
� �

¼
X2B�1�1

i¼0

pB;2iþ 1 � pB;� 2iþ 1ð Þ
� �þ 2

X2B�1�2

i¼1

i pB;2iþ 1 � pB;� 2iþ 1ð Þ
� �

þ 2B � 2
� �

pB;2B�1� � pB;� 2B�1ð Þ
� �

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p Zy n½ �

�y n½ �

exp � z2

2pr2IF

	 

dzþ 2 2B�1 � 1ð Þffiffiffiffiffiffiffiffiffiffiffiffi

2prIF
p

Z2B�1�1ð Þ=Ag þ y n½ �

2B�1�1ð Þ=Ag�y n½ �

exp � z2

2r2IF

	 

dz

þ 2ffiffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p X2B�1�2

i¼1

i
Zi=Ag þ y n½ �

i=Ag�y n½ �

exp � z2

2pr2IF

	 

dz�

Ziþ 1ð Þ=Ag þ y n½ �

i=Ag�y n½ �

exp � z2

2pr2IF

	 

dz

2
64

3
75

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p Zy n½ �

�y n½ �

exp � z2

2pr2IF

	 

dzþ 2ffiffiffiffiffiffiffiffiffiffiffiffi

2pr2IF
p X2B�1�1

i¼1

Zi=Ag þ y n½ �

i=Ag�y n½ �

exp � z2

2r2IF

	 

dz

¼ sign y n½ �f gffiffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p X2B�1�1

i¼�2B�1 þ 1

Zi=Ag þ y n½ �j j

i=Ag� y n½ �j j

exp � z2

2r2IF

	 

dz

2
64

3
75

ð6Þ

It is a symbol position. The integral result of type 6 can be expressed by the sum
of the rectangular area in Fig. 2.

Because the received Beidou satellite signal is smaller than the noise 26 dB,

Available y n½ �
rIF

� 1, Type 6 is variable:

E rq n½ �� � � sign y n½ �f gffiffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p X2B�1�1

i¼�2B�1 þ 1

2 y n½ �j j exp � i=Ag
� �2
2r2IF

( )
dz

" #

¼ 2y n½ �ffiffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p 1þ 2
X2B�1�1

i¼1

exp � i=Ag
� �2
2r2IF

( )
dz

" # ð7Þ
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In the same way, the square of the mean value can be obtained.

E r2q n½ �
n o

� 2ffiffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p X2B�1�2

i¼0

2iþ 1ð Þ2
Ziþ 1ð Þ=Ag

i=Ag

exp � z2

2r2IF

	 

dz

þ 2B � 1ð Þ2ffiffiffiffiffiffiffiffiffiffiffiffi
2pr2IF

p Zþ1

2B�1�1ð Þ=Ag

exp � z2

2r2IF

	 

dz

¼
X2B�1�1

i¼0

2iþ 1ð Þ2erfc i=Agffiffiffi
2

p
rIF

� �
�

X2B�1�2

i¼0

2iþ 1ð Þ2erfc iþ 1ð Þ=Agffiffiffi
2

p
rIF

� �

¼ 1þ
X2B�1�1

i¼1

2iþ 1ð Þ2erfc i=Agffiffiffi
2

p
rIF

� �
�

X2B�1�1

i¼1

2i� 1ð Þ2erfc i=Agffiffiffi
2

p
rIF

� �" #

¼ 1þ
X2B�1�1

i¼1

2iþ 1ð Þ2� 2i� 1ð Þ2
h i

erfc
i=Agffiffiffi
2

p
rIF

� �

¼ 1þ 8
X2B�1�1

i¼1

i � erfc i=Agffiffiffi
2

p
rIF

� �

ð8Þ

Among them, the residual error function in that y n½ �j j
rIF

� 1, we know that

E2 rb n½ �½ � � E r2b n½ �� �
, Var rq n½ �� � ¼ E r2q n½ �

h i
� E2 rq n½ �� �

, Therefore, the variance

can be obtained:

Fig. 2 Representation of the mean probability distribution area of quantized output
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Var rq n½ �� � � 1þ 8
X2B�1�1

i¼1

i � erfc i=Agffiffiffi
2

p
rIF

� �
ð9Þ

According to the formula 7 and 9, the available bit ADC output SNR is as
follows:

SNRnc;B ¼ 2
p

1þ 2
P2B�1�1

i¼1 exp � i=Agð Þ2
2r2IF

	 
 �2
1þ 8

P2B�1�1
i¼1 i � erfc i=Agffiffi

2
p

rIF

� � A2N
2r2IF

ð10Þ

The quantization and quantization before dividing the quantization formula for
SNR loss:

LB Ag
� � ¼ 2

p

1þ 2
P2B�1�1

i¼1 exp � i=Agð Þ2
2r2IF

	 
 �2
1þ 8

P2B�1�1
i¼1 i � erfc i=Agffiffi

2
p

rIF

� � ð11Þ

Therefore, According to the formula, the SNR loss curve is calculated respec-
tively, as shown in Fig. 3. As can be seen from this diagram, as the number of
quantiles increases, the loss of SNR is smaller and the corresponding superiority is
greater. Table 1 summarizes the optimal AGC gain.

According to the optimal AGC gain results in the table, set the pseudo satellite
signal transmitting terminal, signal source will use pseudo satellite optimal AGC is
set after the experiment required, positioning experiment behind, will be carried out
in detail below.

Ag IF
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Fig. 3 AGC gain and SNR loss curve
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3 Improved CNMC Method for Pseudolites

The multipath error is due to signal propagation path in the process of signal
interference caused by the different time delay, positioning terminal not only
receive navigation signals directly transmitted, received at the same time around
various reflecting material reflection signal, this signal and direct reflection to
receive navigation signals generated interference delay, the measured value and the
true value deviation between production. The ground fixed pseudorandom signal
multipath is different from that of the Beidou satellite on orbit. Compared with the
pseudo satellite’s error, it has the following characteristics.

(1) in the Beidou satellite positioning, can choose the star, the elevation is low
generally do not participate in satellite positioning solution, this method can
weaken the multipath effect; and in the use of pseudo satellite positioning, the
elevation angle is low, in addition to considering the special situation of Beidou
satellite constellation available the lack of the multipath error to give pseudo
satellite measurements for processing;

(2) a reflection of the multipath error of Beidou satellite signals from the main
terminal, and in addition to pseudo satellite multipath signals caused by the
reflection of the end, due to the close distance and signal transmitting stations
on the ground, so also will be multi path image signals generated by the
transmitter;

(3) the multipath of the Beidou satellite can be analyzed by statistical analysis after
periodic observation, so as to get average and weaken.

Pseudorandom satellites are usually installed at known fixed points in precise
coordinates. Therefore, when static measurements are made, this multipath error is
difficult to eliminate and weaken through periodic observation.

Taking the B1 frequency as an example, the pseudo range and phase observation
equations of the pseudo satellite B1 frequency can be expressed as:

P1ðtÞ ¼ RðtÞþ etropðtÞþ estaðtÞþ eclkðtÞþ gPðtÞ ð12Þ

L1ðtÞ ¼ RðtÞþ etropðtÞþ estaðtÞþ eclkðtÞþ k1N1 þ gLðtÞ ð13Þ

The error of the station coordinates is expressed in the formula, and the rest of
the meaning is similar to the CNMC method of the Beidou satellite, which can be
seen in the document [13]. Obviously, the pseudo range and phase observations of
pseudorandom satellites are no longer affected by ionospheric delay. Therefore, the
Beidou satellite’s CNMC method can not be directly applied to pseudo range
multipath processing, which needs improvement. The difference between pseudo
satellite’s pseudo range and phase observation can be expressed as:
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CMC1ðtÞ ¼ P1ðtÞ � L1ðtÞ
¼ �N1k1 þ gPðtÞ � gLðtÞ

ð14Þ

Similar to formula (3), which can be ignored. If required, it is required to be
taken first, and the item is recorded as the following two formulas.

Ncðt0Þ ¼ P1ðt0Þ � L1ðt0Þ ð15Þ

NcðtiÞ ¼ Ncðti�1Þþ 1
N
ðP1ðtiÞ � L1ðtiÞ � Ncðti�1ÞÞ ð16Þ

The first use of type (15) to initialize, and then use the type (16) of the each
epoch, with the prolongation of time, calculation accuracy will be higher.

Then, the pseudo range multipath and noise error can be obtained according to
the formula (14).

gPðtÞ ¼ P1ðtÞ � L1ðtÞ � NcðtÞ ð17Þ

In the original pseudo range observation value of the pseudo satellite, the high
precision pseudo range observation value can be obtained by eliminating the for-
mula (17). It is still necessary to note that when the week jump is found, the
solution is required to be initialized. Comparing the CNMC method and related
formula of the pseudo satellite and the Beidou satellite, it is found that the pseudo
satellite CNMC method is more concise, and only the single frequency data can be
realized.

4 Comparison and Analysis of the Two Methods

In July 2016, the test vehicle terminal dynamic positioning in Beidou ground-based
pseudolite demonstration area, the Beidou satellite and pseudo satellite positioning
mode in common, the base station set up dual frequency base station equipment in

Table 1 Optimal AGC gain (unit: dB)

Quantization bits B Optimal AgrIF Minimum SNR loss [dB]

2 1.0 −0.5495

3 1.7 �0:1657

4 2.9 �0:0504

5 5.3 �0:0152

6 9.6 �0:0045

7 17.6 �0:0013

8 32.5 �0:0003
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(a) comparison of first groups of positioning results

(b) comparison of second groups of positioning results

Fig. 4 Comparison of positioning results by different method
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(c) comparison of third groups of positioning results

(d) comparison of fourth groups of positioning results

Fig. 4 (continued)
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(e) comparison of fifth groups of positioning results

(f) comparison of sixth groups of positioning results

Fig. 4 (continued)
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Beidou; demonstration car were set up two sets of enhanced positioning terminal,
pseudo signal optimization were recorded after AGC, and pseudo distance no signal
optimization AGC; according to the chosen route, continuous testing; sampling
interval dynamic test for the second one, the original observation data recorded two
sets of pseudo base stations, satellite receiver demo car. Take into account the time
reduction and coordinate conversion, the two group enhanced positioning terminal
positioning results of real-time preliminary comparison test; measurement data
using base station and demonstration vehicle for high precision calculation (relative
positioning solution), and the two positioning results and enhanced positioning
terminal positioning results by the time reduction after alignment test.

There are a total of 6 sets of experiments, observation data by post-processing
method, measurement is given and the Beidou pseudo satellite positioning solution
joint positioning results under the mode of positioning accuracy evaluation of the
two methods, each of the above diagram is to optimize the AGC method, the
following is a modified CNMC method. The concrete results are as follows (Fig. 4).

Table 2 shows, for ground users, the experimental conditions in this paper, by
the 6 groups of experimental data statistics shows that the level of accuracy using
the improved CNMC method because the optimization setting method of AGC to
improve 1.102 m, elevation accuracy using improved CNMC method because the
optimization methods to enhance the 2.001 m AGC settings.

5 Conclusion

This paper briefly introduces the research and development process of pseudorange
multipath processing, describes the AGC optimization setting method of pseudo
satellite augmented Beidou system and the improved CNMC method, designs and
conducts comparative experiments. According to the data processing and analysis
of the experimental results, we can draw the following conclusions:

(1) when the pseudorange is used as a supplementary signal source for the Beidou
system and used as a ground-based augmented signal transmitting device, the

Table 2 Comparison of positioning accuracy between AGC and CNMC (RMS, unit m)

Test group number Horizontal precision Elevation precision

AGC CNMC Difference AGC CNMC Difference

1 2.888 1.495 1.393 3.357 1.166 2.191

2 3.242 2.401 0.841 3.281 2.183 1.098

3 3.502 2.645 0.857 3.356 2.261 1.095

4 3.892 2.605 1.287 4.373 2.189 2.184

5 3.485 2.336 1.149 5.512 2.758 2.754

6 3.332 2.245 1.087 5.451 2.764 2.686

Avg 3.390 2.288 1.102 4.222 2.220 2.001
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optimization of AGC settings and the improvement of CNMC method can
effectively improve the positioning accuracy.

(2) under the experimental conditions described in this paper, it can be concluded
that the improved CNMC method with the use of pseudorandom satellites is
better than the AGC optimization settings alone.

(3) the next step will be to study the effect of optimizing the AGC setting and
improving CNMC on the positioning accuracy and other performance
indicators.
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Abstract In the multi-constellation satellite navigation system, all the visible
satellites are used for positioning, which will increase the computation amount of
the receiver and affect the real-time positioning. How to quickly and effectively
select visible satellites for positioning is a research topic. For this problem, a
satellite selection algorithm based on Particle Swarm Optimization (PSO) is pro-
posed. In this method, the visible satellite is numbered, random grouping, and each
group as a particle; the velocity-displacement model in the PSO keeps the particles
gradually close to the minimum value of the GDOP. Under a series of simulation
experiments, the key parameters such as inertia weight factor, acceleration coeffi-
cient and maximum velocity of PSO are determined. Besides, local search based on
chaos mechanism are introduced, which can avoid the results of PSO algorithm into
local optimum. Finally, the performance of satellite selection with PSO is confirmed
to be remarkable by the simulation experiments under different numbers of selected
satellites. The results show that this method can quickly select satellites under BDS
and GPS system, and the result meets receiver positioning accuracy.
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1 Introduction

With the development of the Global Positioning System (GPS) of the United States,
GLONASS of Russia, Galileo of the EU and BeiDou of China, the number of
visible satellites has increased significantly, and the combination of constellations
will improve the user’s satellite geometry. Abundant navigation signal source
provides the conditions that can improve the performance of the navigation and
positioning, but it also brings signal processing burden of the receiver. If all visible
satellites are used for positioning, it will be difficult to guarantee the real-time
positioning. Therefore, selecting the best set of visible satellites is necessary from
the multiple visible satellites, which can improve the accuracy and real-time per-
formance of navigation and positioning.

The measure standard of satellite selection algorithm is the spatial geometry
distribution between users and visible satellites. According to the characterization
of the spatial distribution between user and visible satellites, dilution of precision is
the most widely used in multiple parameters [1]. Among them, the Geometric
Dilution of Precision (GDOP) is related to geometry between user and satellites.
The smaller its value, the better the spatial geometric distribution and the higher the
positioning accuracy. At present, researchers mainly focus on three aspects: the
calculation of GDOP [2, 3], the fast satellites selection algorithm based on geo-
metric distribution [4] and the satellites selection algorithm based on genetic
algorithm [5, 6]. All of algorithms above mentioned can reduce the calculation of
satellites selection to some extent, and get an effective result of satellites selection in
shorter time. Similar to genetic algorithm, particle swarm optimization (PSO) is a
bionic algorithm. The system forms the initial population by randomly generating a
set of solutions. And then, according to the adaptation information of individuals,
the algorithm starts to search among the population. Finally, PSO system will find
the optimal solution in the search space. The PSO algorithm is well applied in many
fields. This paper attempts to apply the PSO algorithm to satellites selection, and the
PSO satellites selection model is established. By introducing a local search based on
chaos mechanism, the global search ability of the algorithm is improved. The
performance of the PSO was also verified by comparing with the results of satellites
selection of traversal method. In the case of satellites selection of BDS/GPS, the
number of satellites selection is more than 5, so the PSO satellites selection takes
less time and has higher efficiency.

2 Calculation Method on DOP

The position of the navigation receiver position consists of the satellite position
ðxu; yu; zuÞ and the pseudo-range qi (j = 1, 2, … n, n is the total of visible satellites
received by the receiver at the current time), the pseudo-range observation equation
is as follows:
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qj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxj � xuÞ2 þðyj � yuÞ2 þðzj � zuÞ2
q

þ cðtu � tjÞþ eq ð1Þ

qj is the value of the pseudo-range observations, c is the speed of the light, tu is
the prior time of the receiver relative to the GPS time, tj is the prior time that the jth
satellite’s clock relative to the GPS system, eq is the observed noise of the
pseudo-range (including the ionospheric, tropospheric delay and delay caused by
multipath effects).

In the process of positioning, the approximate position of the receiver is assumed
to be q̂j ¼ ðbxu; byu;bzuÞ, the estimated clock bias is t̂u. The first-order Taylor series
expansion of (1) at the receiver approximate position and the clock bias yields the
linearized equation:

Dqj ¼ � xj � bxu
q0

Dxu � yj � ŷu
q0

Dyu � zj � bzu
q0

Dzu � cDtu þ eq ð2Þ

where, q0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxj � bxuÞ2 þðyj � ŷuÞ2 þðzj � bzuÞ2
q

, Dqj ¼ qj � q̂j,

Dxu ¼ xu � x̂u, Dyu ¼ yu � ŷu, Dzu ¼ zu � ẑu, Dtu ¼ tu � t̂u.

li ¼ � xj�x̂u
q0

, mi ¼ � yj�ŷu
q0

, ni ¼ � zj�bzu
q0

, respectively represent the direction cosine

of the jth satellite unit vector from the approximate position. Equation (2) can be
written in matrix form:

Dq ¼ HDX ð3Þ

where,

H ¼
l1 m1 n1 1
l2 m2 n2 1
. . . . . . . . . . . .
ln mn nn 1

2

6

6

4

3

7

7

5

; DX ¼
Dxu
Dyu
Dzu

�cDtu

2

6

6

4

3

7

7

5

; Dq ¼ qj � q̂j ð4Þ

The typical implementation of the solution algorithm is an iterative linear
least-squares method, assuming that the pseudo-range error is dq [1], and the
components of the same distribution and independent of each other, the mean
squared error equal to the satellite user range error, that is:

covðdqÞ ¼ In�nr
2
UERE ð5Þ
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So,

covðdXÞ ¼ ðHTHÞ�1HTcovðdqÞHðHTHÞ�1 ¼ ðHTHÞ�1r2UERE ð6Þ

The dilution of the precision can be defined by the symmetric matrix ðHTHÞ�1,
the geometric dilution of the precision GDOP can be defined as the square root of
the covariance matrix, and the other commonly used performance indicators are
HDOP (Horizontal Dilution of Precision), PDOP (Position Dilution of Precision),
TDOP (Time Dilution of Precision).

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tracefðHTHÞ�1g
q

ð7Þ

For BDS/GPS dual constellation, due to the different range error performance, it
is usually done by appending extra columns in Eq. (4).

H ¼

lG;1 mG;1 nG;1 1 0

..

. ..
. ..

. ..
. ..

.

lG;m mG;m nG;m 1 0
lB;1 mB;1 nB;1 0 1

..

. ..
. ..

. ..
. ..

.

lB;n mB;n nB;n 0 1

2

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

5

ð8Þ

In Eq. (8), the subscript G represents the GPS constellation, the number of
visible satellites is 1. . .m, subscript B represents the BDS constellation, the number
of visible satellites is 1. . .n. GDOP is still calculated using Eq. (7), which is a
function only related to the satellite and user geometry layout. The value of GDOP
changes with the change of the number of satellites involved in navigation, and
decreased monotonously with the increase of satellites. The details are given in [7].

DOP is an important basis for satellites selection algorithm. The smaller the DOP
is, the higher the accuracy of positioning resolution is. The satellites selection
according to DOP can ensure the positioning accuracy [1].

3 Particle Swarm Optimization Algorithm

Particle Swarm Optimization (PSO), as a hot research topic in many fields, has been
successfully applied in multiple fields (including neural network training, power
system, communication, image processing, etc.) [8]. The PSO algorithm is a
stochastic optimization algorithm based on swarm intelligence. it mimics the for-
aging behavior of birds. The problem search space is analogized to the flight space
of birds, and each bird is abstracted into a particle to represent a candidate solution
of the problem, the optimization needs to find the optimal solution is equivalent to
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looking for food. As a group optimization algorithm proposed by the simulation of
biological predation in nature, the PSO algorithm can solve the optimization
problem through the cooperation and competition among individuals in the
population.

3.1 Basic Principle of PSO Algorithm

PSO is initialized to a random set of random particles (random solutions). In each
iteration, the particle updates itself by tracking two “extrema” [9–11]. The first one
is the optimal solution found by the particle itself, and called the individual extrema
(pbest). The other is the optimal solution found by the entire population, and called
the global extrema (gbest). After a limited number of iterations, each particle
gradually approaches the optimal solution, and eventually finds the optimal solu-
tion. Taking the ith particle in d-dimensional search space as an example, its
position and velocity are expressed as Xi ¼ ½xi1; xi2; . . .; xid �, Vi ¼ ½vi1; vi2; . . .; vid �.

The fitness value of each particle is evaluated by the fitness function, and the
best position (pbest) Pi ¼ ½pi1; pi2; . . .; pid � after t iterations, and the best position
(gbest) found in the population. Then, PSO algorithm updates velocity and position
of each particle by follow equations:

vi;jðtþ 1Þ ¼ xvi;jðtÞþ c1r1½pi;j � xi;jðtÞ� þ c2r2½pg;j � xi;jðtÞ� ð9Þ

xi;jðtþ 1Þ ¼ xi;jðtÞþ vi;jðtþ 1Þ; j ¼ 1; . . .; d ð10Þ

where, x is the inertial weight factor, c1 and c2 is acceleration coefficient, r1 and
r2 is a random number that is evenly distributed between 0 and 1. In addition, by
setting the velocity limitations vmin; vmax½ � and the position range xmin; xmax½ � of the
particles, the movement of the particles can be appropriately restricted.

Different from genetic algorithm, PSO algorithm uses real number coding,
standard PSO algorithm does not have more parameters to be adjusted. The search
performance depends on the balance between global search and local improvement,
which depends largely on the control parameters of the algorithm, including the size
of population, maximum velocity, maximum iteration, inertia weight factor and
acceleration coefficient. Standard PSO does not have many parameters to adjust,
usually select according to experience [12].

The velocity limitations of particle Vmax determine the particle’s maximum move
distance in an iteration cycle. Shi gives the simulation results of the PSO system
optimization experiment, when Vmax is the alone value of ½2;Vmax� and the velocity
inertia within [0.1, 1.05].

The acceleration factor c1 and c2 is usually chosen as 2, Clerc recommended the
value of ðc1 þ c1Þ=2 is 1.494.
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Inertia factor x, the value is generally between (0, 1), Clerc suggested that its
value is 0.729, and Riget adopted strategy which decreasing x with the different
number of iteration.

Termination conditions generally choose to reach the maximum cycle setting, or
to meet the predetermined error requirements.

3.2 Chaotic Particle Swarm Optimization Algorithm

In order to make the particle swarm optimization algorithm faster at the optimal
search time and avoid falling into the local optimum, the chaos concept, the
time-varying inertia weight and the time-varying acceleration coefficient are
introduced in PSO [13]. For a given optimization function, CPSO correspond to the
search process as chaotic orbit traversal process, the search process has the ability to
avoid local extremum, and finally obtain the global optimal solution or satisfactory
solution. Optimization based on chaotic sequence includes two key steps:

(1) Mapping chaos space to the solution space of optimization problem;
(2) The use of chaotic dynamic characteristics to achieve the solution space search.

Logistic maps are one-dimensional discrete-time nonlinear systems and exhibit
quadratic nonlinearity [12]. Logistic mapping is expressed as

xiþ 1 ¼ f ðxiÞ ¼ lxið1� xiÞ i ¼ 0; 1; 2; . . . ð11Þ

where, xi 2 ð0; 1Þ, when x0 62 0; 0:25; 0:5; 0:75; 1f g and l ¼ 4, the sequence
generated by Logistic mapping presents the chaotic dynamic characteristics. Small
changes of the initial variables will lead to huge differences in the subsequent
tracks.

4 The Steps of PSO Satellites Selection

Suppose at a certain moment, the number of visible satellites is n, and select a
certain number of m from them. The GDOP value as small as possible. In the PSO
satellites selection, each particle represents a combination of visible satellites, the
location of the particle is determined by m elements, each element represents a
visible satellite.

(1) Coding

Randomly array all the visible satellites observed by the receiver at the current time,
and then sequentially code the visible satellites from 1; . . .; n to the next, and the
serial numbers correspond to the visible satellites one by one and remain unchanged
in subsequent operations.
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(2) Generated initial population randomly

Set the population with M, the initial population of G0 ¼ fg0igði ¼ 1; . . .MÞ, each
particle g0i ¼ ½g0;1; g0;2; . . .; g0;m� is taken from all visible satellites in initial pop-
ulation. In order to make the number of selected satellites is the same, we must
ensure that each element is different in g0i. Initialization velocity
v0 ¼ ½v0;1; v0;2; . . .; v0;m�, the subscript “0” means that the particles go through 0th
iterations, that means the initial position and velocity. After repeated experiments, it
is concluded that, in order to avoid the search results of PSO falling into local
optimum, a chaotic sequence is introduced into the initial population. First, a
random number zi of (0, 1) is generated, and zi is updated according to formula (11).
the chaotic space is mapped to the solution space to be optimized according to the
formula xi ¼ ximin þ ziðximax � ximinÞ.
(3) Fitness calculation

The fitness used in this paper is the GDOP value which is the combination of visible
satellites with encoding, and denoted as the target value ft;i of the particle, and the
subscript “t” means that the particle go through tth iterations. The particles in the
initial population are substituted into the fitness function in turn, and the fitness
value of each particle is obtained. choose the smallest fitness value in population as
the initial global optimal position gbest and each particle itself position as the initial
local optimal position pbest.

(4) Updated

For each particle, according to the position and velocity update formulas of PSO,
the position gt;i and the velocity vt;i of the particle in the population are continu-
ously corrected, and the target value corresponding to ft;i is calculated respectively.

5 Experiment and Simulation Analysis

PSO satellites selection is to solve the GNSS constellations, and the number of
satellites selected more than 5. This paper select BDS/GPS dual constellations, the
receiver coordinates are [−2279827.3156, 5004704.3094, 3219776.2093], the
number of satellites selected is 6. The satellite position is calculated by ephemeris,
and the cut-off height angle of the satellite is set as 5°. The simulation time start at
2016.7.31.00:00:00, the simulation duration is 900 s, and the simulation step is 60 s.

In this paper, we use the traversal method to get the GDOP value, and choose its
value as a reference. Assuming that the number of all visible satellites is n, then
select m visible satellites from them. Thus, the number of combinations are Cm

n . The
so-called traversal method is to calculate the GDOP values of combinations one by
one, and obtains the minimum value of GDOP. The number of BDS/GPS visible
satellites and their corresponding minimum GDOP values are shown in Fig. 1.
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As can be seen in Fig. 1, at the same time, the receiver receives about 18 BDS/
GPS visible satellites, take selecting 6 visible satellites from 18 visible satellites as
an example, it needs to calculate GDOP values C6

18 = 18,564 times. Each
time-consuming about 2.6 s or so.

Set the algorithm parameters according to the PSO satellites selection procedure
in Sect. 4: Number of iterations MaxIt ¼ 50, Inertia coefficient x ¼ 0:7298,
Acceleration coefficient c1 ¼ c2 ¼ 1:4962, Vmax ¼ 2. GDOP value is calculated at a
certain moment. As the number of iterations increases, the GDOP value changes as
shown in Fig. 2.

By traversing method, the minimum value of GDOP at current moment is 2.25.
From the results in the figure, the convergence velocity of PSO algorithm is fast,
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and the number of iterations is stable around 2.34 when it is less than 10th itera-
tions. Obviously, PSO algorithm emerges “premature” phenomenon (that is trapped
in the local optimum). The following uses CPSO algorithm, and the introduction of
time-varying inertia weight and time-varying acceleration coefficient. Time-varying
inertia weight x usually decrease linearly from 0.9 to 0.4, and are expressed as
x ¼ xmax � ðxmax � xminÞ � it

MaxIt in the iterative process. xmax;xmin is the
maximum and minimum inertia coefficients, respectively; it;MaxIt is the current
iteration number and the maximum iteration number. The maximum number of
iterations MaxIt is 50. Simulation test at the same moment, the results is obtained in
Fig. 3.

It can be seen from this figure that the CPSO algorithm also converges when the
number of iterations is less than 10, and effectively improves the disadvantage that
PSO satellites selection algorithm fall into the local optimum. When the number of
iterations is 50, the time-consuming is 1.512039 s. If the number of iterations is
reduced to 15 times, the satellites selection time will be shorter.

The PSO and CPSO is applied to select the satellite, and each result is compared
with the results of the traversal method. GDOP calculation error of the new algo-
rithm is shown in Fig. 4.

It can be seen from the figure that the CPSO algorithm has a more stable GDOP
error than the standard PSO algorithm. The calculation error of PSO-GDOP is
between 0 and 0.5, while the calculation error of CPSO-GDOP is basically stable at
0–0.15.
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6 Conclusions

In this paper, we present a method of selecting satellites by the Particle Swarm
Optimization (PSO) algorithm. A satellites selection model of PSO is constructed
and introducing the concept of chaos, effectively avoids the limitation of the PSO
algorithm which is easy to get into the local optimum and improves the system
stability. The simulation results show that under the BDS/GPS dual constellations,
and the number of satellites selection is more than 5, the satellites selection time of
proposed algorithm is shortened to 42.3% than traverse method, and the minimum
GDOP calculation error is stable within a certain range, which can quickly select
the satellites.
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A Minor Fault Detection Algorithm
Based on Sliding-Window Accumulated
Parity Vector
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Abstract The receiver autonomous integrity monitoring (RAIM) technology,
which with the advantage of quick response and completed independent, plays an
important role in the integrity monitoring system of GNSS. With the development
of BDS and other navigation satellite systems, the dual-mode and the multi-mode
satellite navigation receivers are paid more and more attention, which provide not
only superior positioning accuracy, but also sufficient redundancy for RAIM.
Among the fault detection algorithms, the “snapshot” detection methods show
satisfied rapidity for detecting large fault in pseudorange measurement, while their
abilities to detect a minor fault is poor. Although minor faults usually not serious
enough to cause unavailable positioning of GNSS receiver immediately, but their
influence on positioning error accuracy will accumulate with time to a significant
level. In order to overcome the shortcoming of the traditional RAIM algorithm in
detecting minor faults, an improved minor fault detection algorithm based on
sliding-window accumulated parity vector is proposed in this paper. In the proposed
algorithm, a new statistics for fault detection is obtained by accumulating the parity
vector in a sliding window, so as to make an optimized fault diagnosis results
online. A simulation system is established for validating the proposed algorithm.
The simulation results show that the proposed algorithm could shorten the time
delay in detecting minor faults.
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1 Introduction

The receiver autonomous integrity monitoring (RAIM) technology, which with the
advantage of quick response and completed independent, plays an important role in
the integrity monitoring system of GNSS [1, 2]. With the development of BDS and
other navigation satellite systems, the dual-mode and the multi-mode satellite
navigation receivers are paid more and more attention [3], which provide not only
superior positioning accuracy, but also sufficient redundancy for RAIM [4].

A kind of “snapshot” detection methods for single fault detection, such as parity
vector method, least square method and distance comparison method, are com-
monly used in multi-mode receiver. Among the fault detection algorithms, the
“snapshot” detection methods show satisfied rapidity for detecting large fault in
pseudorange measurement, while their abilities to detect a minor fault is poor [5, 6].
Although minor faults usually not serious enough to cause unavailable positioning
of GNSS receiver immediately, but their influence on positioning error accuracy
will accumulate with time to a significant level [7].

In order to overcome the limitations of traditional RAIM algorithm for small
incremental minor faults in pseudo-ranges, a minor fault detection algorithm based
on sliding-window accumulated parity vector is proposed for BDS/GPS dual-mode
receiver. By accumulating the parity vectors of BDS/GPS measurements in a
sliding window, a novel detection statistic based on the parity vectors on multiple
epochs is built, which improves the sensibility to slowly varying faults. The sim-
ulation is carried out to verify the proposed algorithm.

2 Improved RAIM Scheme with On-line Sliding Window

In order to improve the sensitivity of BDS/GPS dual-mode receiver in detecting
minor faults in pseudorange, the traditional parity-vector fault detection method is
improved by introducing a sliding-window accumulation strategy, so as to enlarge
the uniformed statistics in fault detection. The improved RAIM scheme with on-line
sliding window is shown in Fig. 1.

In Fig. 1, the observational equation for BDS and GPS joint positioning is
adopted in positioning calculation. On this basis, the parity vectors are calculated on
each epoch, and a sliding window is constructed to accumulate them on-line and
generate a novel statistics. Then the conclusion of fault detection is made by
comparing the statistics with the detection threshold determined by the false alarm
rate. Finally, the fault pseudo-range measurements is removed so as to obtain
pollution-free BDS/GPS observations.
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3 Improved RAIM Algorithm Based on Accumulated
Parity Vector

Considering the correlation of minor fault’s influence between epochs, the detection
performance for minor fault in pseudorange could be improved by accumulating
parity vectors of multiple epochs.

3.1 Measurement Model for BDS/GPS Joint Positioning

Since the dual-mode receiver contains both BDS and GPS signal receiving units,
there are two different kinds of pseudorange measurements. Here, the receiver clock
error act on BDS signal receiving unit db and act on GPS signal receiving unit dg
are taken in consideration as states, as Eq. (1) shows.

X = [Dx Dy Dz db dg ]T ð1Þ

where Dx;Dy;Dz are the position error of receiver along the three axes of the
earth-centred-earth-fixed (ECEF) coordinates.

For the situation that n satellites are observed totally, following measurement
equation could be obtained:
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Fig. 1 Improved RAIM scheme with on-line sliding window
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Y ¼ HXþ e ð2Þ

where Y is the observation qualities, which constitute by the difference between the
estimated and measured pseudoranges; e is the error of pseudorange measurements;
H is the measurement matrix, which reflecting the geometrical relationship between
the receiver and the observed satellites. Suppose among n observed satellites, there
are j BDS satellites and n� j GPS satellites, then

H ¼

h1x h1y h1z 1 0
h2x h2y h2z 1 0
� � � � � � � � � � � � � � �
hjx hjy hjz 1 0
� � � � � � � � � � � � � � �
hnx hny hnz 0 1

2
6666664

3
7777775

ð3Þ

The corresponding matrix elements in Eq. (3) are

hix ¼ � xi � xu
ri

ð4Þ

hiy ¼ � yi � yu
ri

ð5Þ

hiz ¼ � zi � zu
ri

ð6Þ

where xi; yi; zi are the position of the satellite i in ECEF coordinates, respectively;

xu; yu; zu are the position of receiver in ECEF coordinates; ri ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xuÞ2 þðyi � yuÞ2 þðzi � zuÞ2

q
is the distance from the receiver position to

satellite i.
In Eq. (3), the first three columns correspond to the direction cosine between the

user receiver and the corresponding satellites, and the fourth and fifth columns
respectively correspond to the clock skew correlation coefficients act on the BDS
signal receiving unit and act on the GPS signal receiving unit.

3.2 Fault Detection Based on Parity Vector

In the traditional RAIM algorithm, a QR decomposition on the measurement matrix
H is made after the least square positioning is completed [8, 9]:
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QT ¼ Qm

Qp

" #
ð7Þ

where Qm is the first 5 rows of Q, Qp is the last n� 5 rows. Then the observation
space is divided to a state space with 5 dimensions and a parity spaces with n� 5
dimensions, then the parity vector is

p ¼ Qpe ð8Þ

In the traditional RAIM algorithm, the detection statistics is constructed from the
parity vectors of each epoch [10, 11]

fd ¼ pj j2
r2

ð9Þ

where r is the standard deviation of pseudorange noise.
Equation (9) is the normalized detection statistics related to the pseudorange

measurement errors on single epoch, which follows a centre or off-centre
Chi-square distribution with n� 5 degrees of freedom. The obtained detection
statistics is compared with the detection threshold to determine whether there is a
fault.

The probability of detecting fault successfully has a positive correlation with the
off-centre degree of the detection statistics. If a large deviation occurs in pseudo-
ranges, the off-centre degree of detection statistics also raise to a high level, so it is
easy to detect large faults. If a small deviation and gradually increasing minor fault
occur in pseudoranges, there may not significant changes showed in the off-centre
degree, which indicates that a minor faults is difficult to be detected.

3.3 Detection Statistics from Accumulation of Parity Vectors

Under a constant fault alarm rate, the probability of detecting fault is only related to
the off-centre parameter [12, 13]. Therefore, this paper constructs a sliding window
to accumulate the parity vectors of N epochs and rebuilds the fault detection
statistics. The accumulated parity vectors is

sump ¼

XN
k¼1

pk T [N

XT
k¼1

pk T\N

8>>>><
>>>>:

ð10Þ

where T is the discretized time of current epoch.

A Minor Fault Detection Algorithm Based on Sliding-Window … 743



By uniformzing the accumulated parity vectors, the new fault detection
statistics is

fd ¼ sump

�� ��2
Nr2

ð11Þ

Since the measurement noise of pseudorange follows a zero-mean Gaussian
random distribution, the variance of the total noise in the cumulative time is N times
of the variance of the single-epoch noise. After uniformzating the accumulated
parity vectors, the constructed statistics still follows a centre or off-centre
Chi-square distribution with n� 5 degrees of freedom. So the detection threshold
under constant false alarm rate is

prðfd\shÞ ¼
Zsh
0

fv2ðn�5ÞðxÞdx ¼ 1� PFA ð12Þ

where PFA is the false alarm rate.
If fd[ sh, a fault is detected in pseudoranges and then the identification of fault

pseudorange is needed; else if fd\sh, no fault is detected and joint positioning
calculation will be carried out sequentially.

4 Simulation and Analysis

4.1 Simulation Description

In order to verify the performance of dual-modal receiver RAIM algorithm based on
sliding-window accumulated parity vector, this paper simulate the satellite con-
stellation according to the BDS and GPS satellite orbit parameters. The output
frequency of BDS/GPS receiver is defined as 1 Hz. The standard deviation of
pseudorange noise is 20 m, and the lowest elevation angles of BDS and GPS are
defined as 15°. In addition, an aircraft dynamic flight trajectory is simulated,
including maneuvering actions such as acceleration climb, cruise flight and
maneuver, as shown in Fig. 2. The simulated flight time is 3000 s. The number of
observed satellites by BDS/GPS receivers during flight is shown in Fig. 3.

In Fig. 3, the total number of observed BDS and GPS satellites during flight is
between 16 and 10. The false alarm rate is 10−6 and the sliding window length N is
set as 8. Both hard fault and soft minor faults are injected into pseudoranges of
different satellites respectively. The parameters of the injected faults are shown in
Table 1.
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4.2 Simulation Results and Analysis

According to the simulation conditions set in Sect. 4.1, the traditional and the
improved RAIM algorithm are compared by simulation. The curves of the fault
detection statistic during the simulated flight are shown in Fig. 4.

Table 1 Parameters of injected faults

Faults style Fault satellite No. Fault injected epochs (s) Faults value (m)

Hard fault 13, 18 1000–1100 100

Soft minor fault 16 1300–1400 5 + 1 * t

Soft minor fault 3 2200–2300 2.5 + 1.2 * t
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In Fig. 4, the red dot indicates fault detection statistics of the improvement of
RAIM, and the green dot indicates the detection of traditional parity vector method.
It can be seen that both fault detection statistics of the two methods are significantly
higher than the non-fault time during the hard fault injection time. Furthermore, the
fault detection statistics are compared in detail during the two soft faults occurred
periods, that is from 1300 to 1400 s and from 2200 to 2300 s, as shown in Figs. 5
and 6.

In Fig. 5, the improved RAIM algorithm detects slight changes in soft faults at
1317 s, whereas the traditional algorithm delay to 1326 s to detect the same faults.
As shown in Fig. 6, the improved RAIM algorithm detects soft minor faults at
2210 s, whereas the traditional algorithm detected failures late until 2224 s.
Therefore, it could be concluded that the improved RAIM algorithm detects minor
faults earlier before the traditional one. This indicates that the improved RAIM
algorithm based on sliding-window accumulated parity vector is more sensitive to
slowly changing minor soft faults than traditional algorithm, so as to remove the
corresponding fault satellite earlier and improve the integrity of the dual-mode
receiver.
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5 Conclusions

In order to overcome the shortage of the traditional RAIM algorithm in detecting
slowly change minor faults, a minor fault detection algorithm based on
sliding-window accumulated parity vector is proposed. The simulation of the BDS/
GPS dual-mode positioning during dynamic flight is carried out to validate the
proposed algorithm. The simulation results indicates that the performance of the
improved RAIM algorithm based on sliding-window accumulated parity vector
shows superior performance than traditional RAIM algorithm based on
single-epoch test, especially shortens the detection delay time of soft minor faults.
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The Construction Method
of Ionospheric Delay Model
with Combined BDS Phase
and Range Observation

Zongpeng Pan, Hongzhou Chai, Yulong Kong, Rui Wang
and Chunhe Liu

Abstract The ionospheric delay model is a reliable method to reduce the influence
of ionospheric delay. The phase smoothed pseudorange observations are always
used to construct ionospheric delay model. However, the accuracy of the con-
structed ionosphere model is affected by precision of phase smoothed pseudorange
observations and the number of base stations. This contribution presents a con-
struction method of ionospheric delay model with combined BDS phase and range
observation. The observations of ionospheric delay is constructed by precise point
positioning (PPP) with original observations. At the same time, the polynomial
model is used to ionosphere modeling. Finally, the validity of this method is
verified using BDS and GPS data. The bias of ionosphere model is less than 1 m
and the standard deviation is better than 0.4 m.

Keywords Ionospheric delay � BDS � Precise point positioning
Original observations

1 Introduction

The ionosphere is an important part of the Earth’s atmosphere. The time delay when
the satellite navigation signal passes the ionosphere, that is, the ionospheric delay.
Ionospheric delay has always been one of the main error sources that affect the
accuracy of GNSS navigation and positioning. Ionospheric delay correction must
be performed in navigation and positioning [1]. Especially for single-frequency
users, the accuracy of ionospheric delay correction directly affects the positioning
accuracy of pseudo-range single-point positioning and single-frequency PPP [2–6].
The ionospheric delay correction model is an effective method to weaken the
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influence of ionospheric delay [7–13], such as the Klobuchar model, the NeQuick
model, the global ionosphere model (GIM) and so on.

Ionospheric delay correction models are usually constructed using a
non-geometric combination of pseudo-range observations (P4) smoothed by
carrier-phase. However, the accuracy of phase smoothed pseudo-range observations
is limited by smoothing arc. On the other hand, when the carrier measurements
occurs cycle slip or data interruption, it will lead to many smooth segments, which
will affect the accuracy of smoothed observation. Therefore, the accuracy of the
ionospheric model obtained by this method is influenced by the accuracy of the
phase smoothed pseudo-range observations.

This contribution presents a construction method of ionospheric delay model
with combined phase and range observation. Different from the phase smoothed
pseudo-range observation, the ionospheric delay observations are constructed by
precise point positioning (PPP) with original phase and pseudo-range observations.
The precise ephemeris correction and known station coordinates are constrained to
reduce the parameters in PPP model [14, 15]. Then, the ionospheric delay obser-
vations extracted at each station are modeled using a polynomial function.
Compared with the phase smoothed pseudo-range observation, this method can
directly use high-precision carrier phase observation. When the PPP is initialized
for a short period of time, the carrier phase observation in the PPP model plays a
major role, and then the high-precision ionospheric delay can be obtained. On the
other hand, this method can ensure the rapid convergence of the ionosphere delay
parameters when a cycle slip occurs, and does not have a significant impact on the
accuracy of the estimated ionospheric delay. The second part of this paper is the
ionospheric delay estimation model and the ionospheric model construction
method, the third part is the experimental analysis. Finally, the conclusion of this
paper is given.

2 Mathematical Model

2.1 Ionospheric Delay Estimation Model

The ionospheric delay observations are obtained by PPP with original phase and
pseudo-range observations. GNSS original pseudo-range and carrier phase obser-
vation equations can be expressed as,

Ps
i;r ¼ qsr þ dtr � dts þ Ts

r þ ciI
s
1;r þ bsi;r � bsi þ esi;r ð1Þ

Lsi;r ¼ qsr þ dtr � dts þ Ts
r � ciI

s
1;r þ ksiN

s
i;r þ dsi;r ð2Þ

where, Lsi;r and Ps
i;r are the original carrier phase and pseudo-range observations, in

meters; the subscript r for station number, i for the frequency number, superscript
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s for any satellite, qs;jr is geometric component which include geometric distance
between satellite and receiver, dtr and dts for clock error of receiver and satellite,
respectively, Ts

r is troposphere delay, ci ¼ f 21 =f
2
i , I

s
1;r is ionosphere path delay on

the frequency L1. bsi;r; bsi are hardware delays in code observations of receiver and
satellite. Ns

i;r is phase ambiguity which include initial phase bias. esi;r, d
s
i;r are carrier

phase and code measurement noise and other un-modeled errors, ksi is the wave-
length of frequency i.

When PPP is used to estimate the ionospheric delay, the precise ephemeris
correction and known station coordinates are constrained to reduce the parameters
in PPP model. At the same time, the error corrections such as satellite and receiver
antenna phase center offsets (PCO) and variations (PCVs), relativistic corrections,
phase windup, a priori model tropospheric correction and earth tides etc. must be
considered. The satellite clock correction provided by IGS analysis centers contains
the hardware delay of the satellites. When satellite clock correction is replaced in
Eqs. (1) and (2), the PPP model can be expressed as

Ps
i;r ¼ qsr þ d~tr � d~ts þ Ts

r þ ci~I
s
1;r þ esi;r ð3Þ

Lsi;r ¼ qsr þ d~tr � d~ts þ Ts
r � ci~I

s
1;r þ ksi ~N

s
i;r þ dsi;r ð4Þ

Among them, the parameter of receiver clock, the ionospheric delay and the
ambiguity are shown as

d~tr ¼ dtr þ bIF;r; d~t
s;j ¼ dts þ bsIF

~Is1;r ¼ Is1;r þðbsIF � bs1Þ � ðbIF;r � b1;rÞ
ksi ~N

s
i;r ¼ ð1þ ciÞðbsIF � bIF;rÞ � ciðbs1 � b1;rÞþ ksiN

s
i;r

ð5Þ

where, the subscript IF is ionosphere-free combination. The hardware delay in the
above ionospheric delay parameter can be simplified. In this case, the estimated
ionospheric delay is,

~Is1;r ¼ Is1;r þ bðDCBr � DCBsÞ b ¼ f 22 =ðf 21 � f 22 Þ ð6Þ

where, DCBr ¼ b2;r � b1;r and DCBs ¼ bs2 � bs1, for the receiver and satellite dif-
ferential code deviation, respectively. As can be seen from the Eq. (6), the iono-
spheric delay estimated in PPP moded is consistent with that of the traditional
carrier phase smoothed pseudo-range. According to Eqs. (3)–(6), we can obtain the
ionospheric delay contained hardware delay with Kalman Filter. The processing
method of the parameters is consistent with the estimation of PPP, which can be
referred to [5, 6] and will not be repeated here.
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2.2 Ionospheric Model Construction Method

Ionospheric model can be constructed by taking the above estimated ionospheric
delay as a virtual observation. Based on the assumption that the ionosphere can be
regard as a single layer, we can choose different mathematical functions to describe
the ionospheric variation according to different temporal and spatial scales (global,
regional or local). Commonly used ionospheric model includes the spherical har-
monic function model, the generalized triangular series and the polynomial function
model [7–13]. At present, the service area of BeiDou satellite navigation system
(BDS) is mainly in the Asia-Pacific region. Therefore, the experiments select the
data from the regional stations, and the polynomial function model is applied to
ionospheric modeling. Then, Eq. (6) can be further expressed as

~Is1;r ¼ MFðzÞ �
Xn

j¼0

Xm

k¼0

Ajk u� u0ð Þ j S� S0ð Þk þ bðDCBr � DCBsÞ ð7Þ

In the formula, MFðzÞ is the mapping function at ionosphere pierce point (IPP),
z is the azimuth of IPP, S� S0 ¼ k� k0ð Þþ t � t0ð Þ, Ajk is the polynomial model
coefficient, k is the longitude of the IPP, t is the local time, S0 is sun hour angle for
the center of the measuring zone u0; k0ð Þ at noon t0, u0 is the latitude for the
geographical center of the area.

In the above equation, there is a linear correlation between the satellite and the
receiver DCB. The DCB parameters of the satellite and receiver cannot be directly
separated. Therefore, the constraints should also be added to separate the DCB of
the satellite and receiver. In this paper, the sum of DCB of all satellites is set to zero
as a constraint [16, 17]. Then, the polynomial model coefficients and all satellite and
receiver DCBs are obtained by least squares adjustment.

3 Experiments and Results Analysis

3.1 Data and Processing Strategies

In order to verify the proposed method, the experiment was conducted using the
observed data from 14 Australian CORS stations of 2016, DOY 250-254, and each
station can observe BDS/GPS data, data sampling interval is 30 s, satellite cutoff
elevation set to 10°. The distribution of stations is shown in Fig. 1.

In the experiment, the PPP with original BDS and GPS observations is used to
estimate the ionospheric delay, and then the ionosphere model constructed by the
proposed method are compared and analyzed. In the data processing, precision
satellite orbit and clock error correction is provided by GFZ multi-system precision
ephemeris. The station coordinates are constrained to CORS network adjustment
results. Also, all types of PPP error correction must be taken into account. The
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ionospheric delay observations extracted by PPP at each station can be used to
construct ionospheric model. A low-order polynomial function is selected to sep-
arate satellites and receivers DCB in ionospheric delay, due to the selected stations
in smaller area. In this paper, we use a first order polynomial model and solve a set
of polynomial model coefficients every two hours, while a group of the DCB
parameters are estimated in one day. Firstly, the stability of multi-day DCB values
is analyzed. Secondly, the accuracy of the constructed ionospheric polynomial
model is verified. The constructed ionospheric model is compared with the GIM
released by CODE [17].

3.2 DCB Stability Analysis

Generally, satellites and receivers DCB have good stability. Therefore, analyzing
the stability of receivers and satellites DCB obtained in the above experiment can
verify the feasibility of the proposed method. It also reflects the accuracy of
ionospheric polynomial model.

Figures 2 and 3 shows the standard deviation (std) of the multi-day BDS
satellites DCB values and GPS satellites DCB values, respectively.

As can be seen from Fig. 2, the std of all BDS satellites DCB are less than
0.6 ns. The stability of DCB of different orbit type is different. The DCB of IGSO
satellites have the smallest std, which are better than 0.2 ns. The std of the GEO
satellites DCB and the MEO satellites DCB are worse than IGSO satellites DCB.
This is mainly due to the number of BDS MEO satellites and the limited observable
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period of MEO satellites in a day, so its DCB stability is a bit poor. Although the
GEO has a longer observable period, it basically does not move. On the other hand,
the precision of the orbit and clock error correction of the BDS GEO satellites is
currently poor, which is also the reason for the poor stability of the GEO DCB.

As can be seen from Fig. 3, the std of all GPS satellites DCB are less than
0.2 ns. The stability of most satellites DCB is better than 0.1 ns. The stability of
GPS satellites DCB is obviously better than that of BDS. The reason may be the
accuracy of GPS ephemeris is better than BDS ones and the errors of GPS PPP can
be effectively corrected. However, the antenna phase center correction of BDS
satellite and receiver has not accurate correction model [5, 18].

Figure 4 gives a stability analysis of the receiver DCB, in which the red bar
indicates the std of the receiver DCB estimated using BDS data and blue bar
indicates the std of the receiver DCB estimated using GPS data.

Figure 4 shows that, the std of receiver DCB using GPS data is significantly
better than that of receiver DCB using BDS data estimation. The std of receiver
DCB estimated using BDS data is better than 0.8 ns. The std of receiver DCB
estimated by GPS data is better than 0.4 ns. Comparing Figs. 2 and 3 with Fig. 4,
we can see that the stability of satellite DCB is better than the stability of receiver
DCB.
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3.3 Accuracy Analysis of Ionospheric Model

In order to analyze the accuracy of the constructed ionospheric polynomial model, it
is compared with the GIM ionospheric model released by CODE. The data of
CUT0 station, which is not involved in ionospheric modeling, is selected to verify
the accuracy of ionospheric polynomial model. The ionospheric delay at the IPP is
obtained by using polynomial model and GIM, respectively. The time series bias of
BDS and GPS ionospheric polynomial model with respect to GIM are shown in
Figs. 5 and 6, respectively.

By analyzing the time series of bias in Figs. 5 and 6, it can be seen that the
constructed BDS and GPS ionospheric models using the proposed method agree
well with the CODE GIM. The biases between them are small and less than 1 m
within a day. The accuracy of the constructed BDS ionospheric delay model is the
same as that of the GPS ionospheric delay model. However, the ionospheric delay
between the constructed ionospheric model and the GIM shows a system bias of
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decimeter level, as can be clearly seen from Fig. 7. It can be seen from Fig. 7 that
ionospheric model bias are less than 1 m, but the center of the bias distrubution is
not at zero, indicating that there is systematic bias in the ionospheric model.

Table 1 shows the statistics of ionospheric model bias for all days, and gives
four indicators as mean, std, maximum and minimum respectively. It can be seen
from the Table 1 that the mean value of ionospheric model bias between BDS and
GPS is not zero, and there is a systematic bias of 0.3–0.6 m. The reason may be
related to the accuracy of receiver DCB and the DCB bias will be reflected in the
ionospheric model.

However, from the statistics std of ionospheric model bias, we can see that the
constructed BDS and GPS ionospheric model are agree with GIM. The std of model
bias is less than 0.4 ns, and the accuracy of BDS ionosphere model is better than
that of the GPS ionosphere model. At the same time, the maximum and the min-
imum ionospheric delay bias are between �3 m. This phenomenon appears at the
local noon, which the ionosphere changes more actively. Through the above
analysis shows that the method proposed in this paper can effectively constructed
high-precision ionospheric model.
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4 Conclusion

In this paper, a construction method of ionospheric delay model with combined
phase and range observation is proposed. Different from the phase smoothed
pseudo-range observation, the ionospheric delay observations are constructed by
precise point positioning (PPP) with original phase and pseudo-range observations.
At the same time, the polynomial model is used to ionosphere modeling. The BDS
and GPS observations in Australia for five days are used to verify the proposed
method. Firstly, the std of all BDS satellites DCB are less than 0.6 ns. The stability
of DCB of different orbit type is different. The std of all GPS satellites DCB are less
than 0.2 ns. Secondly, the std of receiver DCB using GPS data is significantly better
than that of receiver DCB using BDS data. The std of receiver DCB estimated using
BDS data is better than 0.8 ns. The std of receiver DCB estimated by GPS data is
better than 0.4 ns. Finally, compared with the GIM ionospheric model released by
CODE, the bias of ionosphere model is less than 1 m and the STD is better than
0.4 m, which verifies the effectiveness of the proposed method.

Acknowledgements Thanks to the IGS MGEX and Australia CORS for providing GNSS
observations. This work was supported by National Natural Science Foundation of China (Grant
No. 41274045, No. 41574010) and State Key Laboratory of Geo-information engineering
(No. SKLGIE2015-Z-1-1).

References

1. Leick A, Rapoport L, Tatarnikov D (2014) GPS satellite surveying, 4th edn
2. Kouba J, Héroux P (2001) Precise point positioning using IGS orbit and clock products. GPS

Solutions 5(2):12–28
3. Bisnath S, Gao Y (2009) Current state of precise point positioning and future prospects and

limitations observing our changing earth. Springer, Berlin, pp 615–623
4. Kouba J (2009) A guide to using International GNSS Service (IGS) products. Maryland Biol

Stream Surv Data Versar Inc 4(3):106
5. Pan Z, Chai H, Kong Y (2017) Integrating multi-GNSS to improve the performance of precise

point positioning. Adv Space Res

Table. 1 Statistics of ionospheric model bias

DOY BDS GPS

Mean std Max Min Mean std Max Min

250 −0.164 0.316 1.695 −1.638 0.480 0.329 2.371 −0.608

251 0.373 0.267 2.169 −0.217 0.408 0.308 3.111 −0.424

252 0.610 0.331 2.609 −0.145 0.479 0.365 2.344 −0.592

253 0.463 0.3427 3.189 −0.268 0.442 0.349 2.617 −0.777

254 0.564 0.359 3.697 −0.198 0.428 0.387 3.147 −0.697

Unit m

The Construction Method of Ionospheric Delay Model … 757



6. Pan Z, Chai H, Kong Y (2017) Integrating multi-GNSS to improve the performance of precise
point positioning. Adv Space Res

7. Li Z, Ou J, Huo X (2012) Two-step method for the determination of the differential code
biases of COMPASS satellites. J Geodesy 86(11):1059–1076

8. Hernández-Pajares M, Juan JM, Sanz J et al (2009) The IGS VTEC maps: a reliable source of
ionospheric information since 1998. J Geodesy 83(3–4):263–275

9. Zhang R, Yao YB, Hu YM et al (2017) A two-step ionospheric modeling algorithm
considering the impact of GLONASS pseudo-range inter-channel biases. J Geodesy 2:1–12

10. Hoque MM, Jakowski N, Berdermann J (2017) Ionospheric correction using NTCM driven
by GPS Klobuchar coefficients for GNSS applications. GPS Solutions 3–4:1–10

11. Zhang R, Song WW, Yao YB et al (2015) Modeling regional ionospheric delay with
ground-based BeiDou and GPS observations in China. GPS Solutions 19(4):649–658

12. Li Z, Yuan Y, Wang N et al (2015) SHPTS: towards a new method for generating precise
global ionospheric TEC map based on spherical harmonic and generalized trigonometric
series functions. J Geodesy 89(4):331–345

13. Hoque MM, Jakowski N (2015) An alternative ionospheric correction model for global
navigation satellite systems. J Geodesy 89(4):391–406

14. Tu R, Zhang H, Ge M et al (2013) A real-time ionospheric model based on GNSS precise
point positioning. Adv Space Res 52(6):1125–1134

15. Yao Y, Zhang R, Song W et al (2013) An improved approach to model regional ionosphere
and accelerate convergence for precise point positioning. Adv Space Res 52(8):1406–1415

16. Wu X, Zhou J, Tang B et al (2014) Evaluation of COMPASS ionospheric grid. GPS Solutions
18(4):639–649

17. Hernández-Pajares M, Roma-Dollase D, Krankowski A et al (2017) Methodology and
consistency of slant and vertical assessments for ionospheric electron content models.
J Geodesy 2:1–10

18. Lou Y, Liu Y, Shi C et al (2016) Precise orbit determination of BeiDou constellation: method
comparison. GPS Solutions 20(2):259–268

758 Z. Pan et al.



Improved RAIM Algorithm Based
on Kalman Innovation Monitoring
Method

Zhengnan Yang, Huaijian Li and Xiaojing Du

Abstract Integrity monitoring is an important means to guarantee the integrity of
satellite navigation system. Receiver autonomous integrity monitoring (RAIM), as a
client integrity monitoring method, has a lot of advantages such as not dependent on
external equipment, low cost and easy to implement. Therefore, it is widely used in
integrity monitoring. Traditional RAIM methods comprise RAIM algorithm based
on Kalman filter and snapshot algorithm based on pseudorange observation.
Compared with the snapshot algorithm, the Kalman filter innovation monitoring
method is not limited to use the current measurement. Therefore it has advantages
of independent detection and less calculation. It also can be used under the con-
dition of few satellites. Unfortunately, the Kalman filter-based method is not sen-
sitive to slowly varying pseudorange fault. Thus we propose an integrated
algorithm combining the parity vector method based on the non-coherent accu-
mulation with Kalman filter-based detection method. The result shows that, com-
pared with the traditional parity vector method and the Kalman filter-based
detection method, the proposed algorithm has a better result in fault detection and
monitoring delay.

Keywords Receiver autonomous integrity monitoring � Kalman filter
Parity vector method

1 Introduction

Integrity is a function to notify the users in time or terminate the signal when the
error of navigation system exceeds the alert limits and makes the system unavail-
able [1]. With the development of the global navigation satellite system (GNSS),
the requirements for the stability are becoming more and more stringent. Integrity
monitoring is becoming more and more important. The traditional integrity moni-
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toring algorithm is gradually difficult to meet the needs, so it is particularly
important to improve the traditional algorithm and its performance. The traditional
integrity monitoring algorithms include the integrity monitoring based on the
system itself and the receiver autonomous integrity monitoring (RAIM). System
based integrity monitoring cannot guarantee the time to alert to fit the needs of high
reliability in some cases, so it is not widely used [2]. While RAIM algorithm uses
the internal redundancy information of the receiver to detect and identify faults with
the characteristics of not relying on external equipment, low cost and easy to
implement, making it a widely used integrity monitoring algorithm.

RAIM algorithm is divided into the snapshot algorithm based on the pseudor-
ange residual and the algorithm based on the Kalman filter. As a typical algorithm
of snapshot algorithm, parity vector method is simple to calculate and has shown
good detection performance for large pseudo range deviation. And its improved
algorithm is sensitive for small and slowly-changing pseudo range deviation [3].
Compared with the snapshot algorithm, RAIM algorithm based on Kalman filter
overcomes the restrictions of satellite quantity requirement and can effectively
complete the independent detection. But it is not sensitive to the slow variable fault
detection because of the memory effect of the filter.

This paper analyzes the advantages and disadvantages of the two kinds of RAIM
algorithms. We realize an improved algorithm of RAIM by combining the two
basic algorithms which can detect faults when the satellites visible are not enough
while reduce the possibility of missing detection of small and slowly-changing
faults at the same time. The above detection performance is proved in the simu-
lation experiment.

2 Snapshot Algorithm

2.1 Usability Analysis

To meet the needs of fault detection, visible satellite quantity and satellite geometry
at each time must be examined before the detection, that is, the usability judgement
of RAIM.

At present, the most common RAIM availability judgement methods are ARP
method (approximate radial error protection method), dHmax method and HPL
analysis. The above three methods have been proved to be equivalent [4]. In this
paper, the HPL analysis method is selected.

When the detection start, the detection statistic SSE/r0 will be compared with the
detection threshold T2. If the detection statistic is below the threshold, there is a
missed detection. The missed detection rate PMD is expressed as:
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PMD ¼ PðT j n� 4ð Þ; k ð2:1Þ

where PMD should satisfy the following probability formula:

PrðSSE=r20\T2Þ ¼
ZT2

0

fv2ðn�4ÞðxÞdx ¼ PMD ð2:2Þ

Given the false alarm rate PFA and the missed detection rate PMD, the non
centralization parameters k can be calculated.

The error protection level PL is calculated to guarantee the false alarm rate and
the missed detection rate of RAIM, as well as the quality of the satellite geometry.

Where the formulas for calculating the horizontal error protection level and the
vertical error protection level are:

HPL ¼ dHDOPmax � r0 �
ffiffiffi
k

p
ð2:3Þ

VPL ¼ dVDOPmax � r0 �
ffiffiffi
k

p
ð2:4Þ

The maximum of all such dHDOPs is the maximum horizontal dilution of
precision factor, which is calculated before the RAIM fault detection. The calcu-
lation formula is:

dHDOPmax ¼ max

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A�2
1i þA�2

2i

Qvii

s0
@

1
A ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HDOP2

i � HDOP2
q

ð2:5Þ

If dHDOPmax is below a certain threshold of the horizontal precision factor, it
means in the worst case with a difficult fault to detect, it also can ensure that the
missed detection rate is below PMD.

The maximum vertical dilution of precision factor dVDOPmax is:

dVDOPmax ¼ max

ffiffiffiffiffiffiffi
A�2
3i

Qvii

s0
@

1
A ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VDOP2

i � VDOP2
q

ð2:6Þ

where A� ¼ (ATA)�1AT ; A�
ji(j ¼ 1,2,3) equals the jth line of A�, HDOPi and VDOPi

are HDOP and VDOP factors after removing the ith satellite. Qv represents the
inverse matrix of the pseudorange residual vector.

The purpose of calculating the protection limit value PL is to evaluate the
reliability of the positioning results, which depends on the accuracy estimation of
each pseudorandom measurement and the geometric distribution of the satellites.

Compare the PL with the alarm limit AL. When PL is below AL, the integrity of
the fault can be guaranteed, and the RAIM algorithm is available.
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2.2 Parity Vector Method

The snapshot algorithm includes the parity vector method, the pseudorange com-
parison method and the least square residual method. The three methods have been
proved to be equivalent [5]. Parity vector method is the most widely used method
and recommended by the Radio Technical Commission for Aeronautics (RTCA)
SC-159 group.

Linear measurement equation of the system can be expressed as:

Y ¼ GX þ e ð2:7Þ

where, Y denotes the measurement vector. X is the state vector and G denotes the
transition matrix of them. e is the Gaussian white noise in measurement.

If there is no measurement error, the formula (2.7) can be written as:

y ¼ Gx ð2:8Þ

G is a n� 4 dimensional matrix. The QR decomposition of G can be written as:

G ¼ QR ð2:9Þ

Left multiplicative matrix QT on both sides:

QTy ¼ Rx;QT¼ Qx

Qp

� �
;R ¼ Rx

0

� �
ð2:10Þ

where, Qx is the first 4 lines of QT , Qp is the rest part of it, and the Rx is the first 4
lines of R.

We can obtain from formula (2.10) that:

x̂ ¼ R�1
x Qxy ð2:11Þ

Considering the effect of observation error, where Y ¼ GX þ e, the parity vector
can be written as:

p ¼ Qpe ð2:12Þ

where Qp is the parity space matrix, vector p is projected by parity space matrix. It
can directly reflect the bias information of fault satellites [6].

Suppose FSSE ¼ pTp and the pseudorange error is r. When there is no fault in
the system, the statistics FSSE=r2 will obey the distribution of v2(n� 4; 0). When
there is a fault, it will obey the non centralization distribution of v2ðn� 4; kÞ, where
k represents the non centralization parameter.

Assuming a false alarm rate PFA, according to the above analysis, the probability
of the statistics FSSE=r2 below the detection threshold is:
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PrðSSE=r2\aÞ ¼
Za

0

fv2ðn�4ÞðtÞdt ¼ 1� PFA ð2:13Þ

The statistics T is:

T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FSSE=ðn� 4Þ

p
ð2:14Þ

The detection threshold is:

TD ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a=ðn� 4Þ

p
ð2:15Þ

Compare the statistics T with the threshold TD, if T is below TD, there is no fault
detected. On the other hand, there is a fault.

If the ith satellite has a fault and the error is bi, then the non centralization
parameter can be expressed as [7]:

k ¼ EðPSSEÞ=r2 ¼ b2i Sii=r
2 ð2:16Þ

where Sii is the ith diagonal term of S ¼ IþHðHTHÞ�1HT .

2.3 Parity Vector Method Based on Non-coherent
Accumulation

The accumulating parity vector method can be used to solve the problem of poor
detection performance in small and slow-changing fault detection. Under the same
request of false alarm rate, the fault detection rate of RAIM algorithm is affected by
the non central parameter, while the central parameter is influenced by the nor-
malized range deviation. By accumulating detection statistics, we can increase the
amplitude of normalized range deviation, improving the fault detection rate.
However, direct coherent accumulation needs known deviation sign, so the parity
vector method based on non-coherent accumulation is adopted [3].

As Pk is the parity vector at epoch k moment, we can structure the non-coherent
detection statistics as:

F ¼
Xn
k¼1

Pk
�� ��2

2 ð2:17Þ

where, n is the cumulate number of epochs.
Under the condition of no fault, the non-coherent accumulation statistics is

normalized and the normalized detection statistics will satisfy the distribution of v2.

Improved RAIM Algorithm Based on Kalman Innovation … 763



When there is a fault, it will obey the distribution of v2(n� 4; k). Because the
satellite constellation changes a little during short time, Qp can be considered a
constant during the n epoch, and the parameter of non centralization can be
expressed as:

k ¼
Xn
k¼1

Xn�4

i¼1

Qpb

r2

� �
ð2:18Þ

3 Kalman Innovation Monitoring Method

3.1 Kalman Filter-Based RAIM Algorithm

The linearized equation of discrete Kalman filter is modeled as [8]:

Xk ¼ Uk=k�1Xk�1 þWk

Zk ¼ HkXk þVk
ð3:1Þ

Xk is the filter state vector at k moment with parameters of position, acceleration,
clock bias and clock frequency bias. Uk/k−l is the state transition matrix. Wk is the
system noise matrix. Zk is the measurement vector at k moment. Hk is the mea-
surement matrix. Vk is the measurement noise covariance matrix.

It is conditional to keep the characteristic of zero bias during the estimation in
the Kalman filter Algorithm. One of the necessary conditions is the measurement
error must show the characteristic of zero-mean Gaussian white noise. When the
fault exists, the characteristic of zero-mean in measurement error will be damaged
as well as the state estimation.We present two opposing hypotheses to detect faults:

H0 no fault exists in the system, E(Vk) ¼ 0.
H1 faults exist in the system, EðVkÞ ¼ b (b is the fault bias).

Construct T as the statistical test quantity of fault, and compare it with certain
threshold. We can determine whether there is a fault in the system.

T � Td then hypothesis H0 is correct.
T < Td then hypothesis H1 is correct.

In practical application, the measurement noise is a random variable, and the real
position of user is unknown. So we cannot get the bias of the state estimation.
Therefore, the key is that how to extract the test statistic in the Kalman filter which
reflects the noise bias and the estimation bias.
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When there is no fault in system, it is known from the optimal valuation theory
that the result of the filter is unbiased estimation. Hence:

Ef~Xg ¼ EfX � ~XðZÞg ¼ EðHXk þVk � HX̂k=k�1Þ
¼ HUk=k�1EðXk�1ÞþHEðWkÞþEðVkÞ ¼ 0

ð3:2Þ

where the residual of Kalman filter is also found unbiased:

EðDZkÞ ¼ EðZk � ẐkÞ ð3:3Þ

If there is a fault at k moment, the expectation of residual can be written as:

EðDZkÞ ¼ HUk=k�1EðXk�1ÞþHEðWkÞþEðVk + bÞ = b ð3:4Þ

Therefore, the system fault variation is shown in the statistical property of
Kalman filter. DZ of the ith satellite is selected as the test statistic. It can be
expressed as:

T ¼ DZk;i ð3:5Þ

3.2 Detection Threshold

It is known from (3.5) that the residual in Kalman filter follows the standard
distribution of Nð0; 1Þ [9]. Where:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HkPk=k�1HT

k þRk

q
ð3:6Þ

Assumed that the false alarm rate is PFA. According to the above analysis, the
probability of statistic T below the detection threshold can be expressed as:

PrðDZ=r2\jajÞ ¼
Za

�a

UðtÞdt ¼ 1� PFA ð3:7Þ

So we can get the detection threshold as:

Td ¼ ar2 ð3:8Þ
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4 Improved RAIM Algorithm

Kalman innovation monitoring is used to estimate the current measurement by
historical information, comparing with the current actual measurement to determine
whether there is a range fault. The fault of each satellite can be independently
detected with less computation, fewer stars and multiple faults, overcoming the
shortcoming of the snapshot algorithm. But note that Kalman filter method is not
sensitive to slowly-changing faults, which is mainly due to the fact that the test
statistic is not only related to the fault deviation of the current time, but also to the
estimated deviation before the current time. The improved parity vector method,
however, reduces the noise interference through the accumulation of test statistic
and has strong detection ability for slowly varying faults. Thus, it can be seen that
the combination of Kalman filter and improved parity vector method can effectively
compensates for the detection of slowly-changing faults in Kalman filter detection.
And it will achieve a better result in integrity monitoring. The process can be
illustrated as:

(1) The Kalman filter detection method is used at first for all satellites visible.
(2) When there is a fault detected in the previous step, the result of the Kalman

filter detection is considered correct.
(3) When there is no fault detected in the previous step, the non-coherent accu-

mulative parity vector method is used to detect and identify the fault.

When the satellites visible are not enough, the Kalman filter detection will be
selected to monitor the fault independently, which effectively avoids the require-
ment of the non-coherent accumulation parity vector method in the visible satellite
quantity, and ensures the availability of the RAIM algorithm. When the satellites
visible are enough, the algorithm is mainly based on the non-coherent accumulated
parity vector method, supplemented by Kalman filter monitoring to achieve a better
detection results.

5 Experiment and Analysis

To evaluate the performance of the improved algorithm, Beidou navigation system
satellites signals are simulated. There are 10 satellites, including 5 IGSO/MEO
satellites and 5 GEO satellites. The simulation time is 10 min, and the sampling
interval is 1 s, with a total of 630 groups of data.

The Gauss white noise with a standard deviation of 0.2 m is added to the
pseudorange of all the visible satellites. While one of them has added a slowly-
changing error from 0 to 3 m. The fault detection rate is selected as 10−6.

The simulation experiments of the parity vector method, the non-coherent
accumulation parity vector method and the improved method proposed in this paper
are carried out. The experimental results are shown in Fig. 1.
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Figure 2 shows that the parity vector method can reach a detection rate of about
99% when the fault is about 2.4 m. When fault is above 2.5 m, the fault detection
rate is 100%. The non-coherent accumulative parity vector method reaches a fault
detection rate of about 99% in the detection when the pseudorange error is about
1 m. At this time, the fault detection rate of the traditional parity vector method is
only 30% of it, so we can see that the improved non-coherent accumulated parity
vector method has a high sensitivity to the slowly-changing faults.

The method proposed in this paper has a certain effect of slight and
slow-changing fault detection. And the non-coherent cumulative parity vector
method is improved with the help of Kalman filter. And when the satellite visible is
not enough, the improved method has the same result with Kalman filter-based
RAIM method which is shown in Fig. 2, while the other methods are unusable.
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6 Conclusion

In this paper, the two algorithms of RAIM are synthesized and optimized by
analyzing the characteristics of them, forming a new algorithm which combines the
Kalman filtering method and the improved parity vector method. The algorithm
effectively reduces the detection problems of Kalman filter in small and
slow-changing faults as well as the strict requirement of the parity vector method.
At the same time, the amount of calculation is increased. But the time-consuming is
below the sampling step. So it has no actual effect on simulation results. In con-
clusion, the proposed algorithm is suitable for the scene that the number of visible
satellite is hard to be guaranteed and the requirement of fault detection is strict. At
last the performance of the algorithm is verified by simulation experiments.
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LEO Constellation Optimization Model
with Non-uniformly Distributed RAAN
for Global Navigation Enhancement

Deng Pan, Dan Sun, Jing Ren and Mingtao Li

Abstract This paper established a constellation optimization model for global
navigation enhancement, of which RAAN is non-uniformly distributed, aimed at
GDOP (geometric dilution of precision) optimization of important cities around the
world, using genetic algorithm to solve the constellation optimization problem and
using STK to analyses the optimization results. The simulation results show,
compared with the classic Walker constellation of which global uniformly dis-
tributed RAAN, the Leo constellation of global non-uniformly distributed RAAN
not only finishes high precision worldwide global navigation, but reduce the
number of satellite constellation, which is beneficial to reduce the cost and deploy
rapidly.

Keywords Navigation enhancement � GDOP � LEO Walker constellation
Non-uniformly distributed RAAN � Genetic algorithm

1 Introduction

Using Leo satellite constellation to enhance navigation can effectively shorten
positing time and information transmission time. The characteristics of low path
loss and low orbit can improve the positioning accuracy and anti-interference
ability. Therefore, it is becoming a trend to use LEO satellite to build communi-
cation system to navigation enhancement.

In the navigation and positioning, the geometric dilution of precision (GDOP) is
an important index to calculate position and estimate constellation, which is of
practical significance in constellation design and multi-system combinatorial opti-
mization. It is generally believed that the Walker constellation with uniformly
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distributed RAAN Is capable of providing optimal GDOP. For example, the classic
LEO mobile satellite system: the Iridium satellite system and the Globalstar mobile
satellite system, both are the Walker constellation of global uniform distributed
RAAN.

The Iridium satellite system consists of an interconnected network of 66 satel-
lites (plus 6 spares) in LEO. The satellite orbit the Earth at an altitude of 781 km,
and the spare satellites are flown at a slightly lower altitude of 649 km. Their orbits
are inclined at an angle of 86.4° with respect to the equator, providing global Earth
coverage including the north and south poles. The constellation is configured as 6
planes with 11 operational satellites and 1 spare satellite in each plane. The RAAN
of adjacent planes are 30° apart. The satellites are equally spaced and arranged [1].

The Globalstar mobile satellite system is composes of 48 operational satellites
and 8 spare satellites. The satellite orbit the Earth at an altitude of 1414 km. Their
orbits are inclined at an angle of 52° with respect to the equator. The constellation is
configured as 8 planes spacing between 45°. Each plane consists of 6 satellites
which are equally spaced and arranged. The beam of the Globalstar system can
cover the range within latitude of 70°, it means that the Globalstar system isn’t
applicable in polar regions [2].

The RAAN of constellation used for global navigation is commonly 180° or
360° uniformly distributed. It is generally believed that this kind of distribution
mode is more suitable for global navigation. The paper is aiming at problem B of
the 9th China Trajectory Optimization Competition (CTOC), put forward a kind of
LEO Walker constellation of which RAAN is not 180° or 360° uniformly dis-
tributed. By using genetic algorithm (GA), constellation parameters are optimized.
We won the championship of CTOC by the lowest cost when ensuring the per-
formance of GDOP. The optimization result has decent GDOP performance
worldwide so that be able to perform global navigation enhancement tasks.

2 Constellation Design and Optimization

2.1 Design Indexes and Constraints

The constellation is aimed at enhancing global navigation by using LEO satellite.
At any time during construction and service phases, the orbit altitude of all satellites
shall be no less than 500 km. The construction time of the constellation is three
month. At the end of construction time, the precision of position for injection shall
be less than 1e-3 km/s, the velocity precision shall be less than 1e-6 km/s. There are
two evacuation indexes to the performance of the constellation. The first one is to
maximize the total navigation revenue of all key cities; the second index is to
minimize the total cost of constellation construction.

• Total navigation revenue
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The first index is to maximize the total navigation revenue of all key cities,

Obj1 ¼ max
XK
k¼1

dkwk

 !

dk ¼
1; if max GDOPk;l

� �� 10

0; if max GDOPk;l
� �� 10

(
; l ¼ 1; 2; . . .L

ð1Þ

where, dk is 0–1 variable, and it is used to measure whether the k-th city can meet
the navigation accuracy requirements, wk is the weight of the k-th city.
GDOPk;l k ¼ 1; 2; . . .;K; l ¼ 1; 2; . . .;Lð Þ is the GDOP of the k-th city at the l-th
sampling point.

GDOP is an important factor to measure navigation precision and it is deter-
mined by the geometrical relationship between city and satellites. Lower GDOP
value indicates higher precision. Suppose there are N visible satellites for the k-th
city at the l-th sampling point, denote a unit vector from k-th city to n-th satellite as
�rk;n ¼ xn � xð Þ=Rn; yn � yð Þ=Rn; zn � zð Þ=Rn½ �, where xn; yn; zn½ � is position com-
ponents of the n-th satellite, x; y; z½ � is the position components of the k-th city,

Rn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xn � xð Þ2 þ yn � yð Þ2 þ yn � yð Þ2

q
, create the following matrix H

H ¼

ðx1�x)
R1

ðy1�x)
R1

ðx2�x)
R2

ðy2�x)
R2

ðz1�x)
R1

1
ðz2�x)
R2

1

..

. ..
.

ðxN�x)
RN

ðyN�x)
RN

..

. ..
.

ðzN�x)
RN

1

2
6666664

3
7777775
N�4

ð2Þ

define Q ¼ ðHTH)�1, and its principal diagonal elements are Q11;Q22;Q33;Q44
respectively, then the GDOP can be evaluated by
GDOPk;l ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q11 þQ22 þQ33 þQ44

p
, note that at least 4 visible satellites are

required to evaluate GDOP [3].

• Total cost of constellation construction

The second index is the total cost of constellation construction. It is related to
satellite numbers and the way satellite deployed. The navigation constellation shall
be constructed by two ways. The first one is launching new rockets. The distributer
carries at most 16 navigation satellites and located at a circular parking orbit with
altitude equal to 900 km. Another way is utilizing piggyback missions. The dis-
tributer carries at most 8 navigation satellites and stays in an orbit of piggyback
missions (carry orbits). For saving the cost, we should choose the second way to
deploy satellite as far as possible.
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Call ¼ NlaunchClaunch þNcarryCcarry þNnaviSatCnaviSat

Obj2 ¼ min NlaunchClaunch þNcarryCcarry þNnaviSatCnaviSat
� �

where, Nlaunch;Ncarry;NnaviSat are the number of new launches, the number of pig-
gyback missions and the number of navigation satellites of the constellation.
Claunch;Ccarry;CnaviSat are single launch cost, single piggyback cost and cost of
single navigation satellite, set as 1.2, 0.2 and 0.05 respectively(virtual currency
unit). The total cost should meet the constraints Call\10.

2.2 Constellation Configuration Optimization

The optimization of navigation constellation is actually to search a parameters’
combination to get the best constellation performance and economic indicators [4].
The parameters mainly consist of type of orbit, number of satellite, number of
planes, distribution of RAAN, distribution of satellites in one orbit, orbital altitude
and inclination. All parameters influenced the results need to be considered com-
prehensively to realize the optimal constellation.

2.2.1 Walker Constellation Modeling

Because of good coverage performance, Walker constellation is usually used in
large constellations, such as GPS, as well as the Iridium and the Globalstar mobile
communication system mentioned earlier. The Walker constellation have the fol-
lowing characteristics: the orbital altitude and inclination of every orbit are the
same. Besides, the constellation can be represented by three parameters T/P/F. The
parameter T means number of total satellites and P means number of planes.
Assuming that N is the number of satellites in one orbit, we have T/P = N. In
Walker constellation, the first orbit is called nominal orbit and the first satellite in
one orbit is called nominal satellite. The parameter F represent the latitude angle of
the nominal satellite whose left orbit’s nominal satellite passing ascending node
exactly.

The initial phase of nominal satellite in the first orbit and phase difference F
determine the initial phase of nominal satellite in each orbit. If X0 which means the
RAAN of nominal orbit at the initial moment, M0 which means the phase of
nominal satellite in nominal orbit and DX which means the range of RAAN are
already known, the RAAN Xij and phase Mij of the j-th star in the i-th orbit are
calculated by [5]:

Xij0 ¼ X0 þ i� 1ð Þ DX
P�1

Mijð0Þ ¼ M0 þ i� 1ð Þ � F � 2pT þ j� 1ð Þ � P � 2pT

�
ð3Þ

772 D. Pan et al.



where, i ¼ 1; 2; . . .; P; j ¼ 1; 2; . . .;N.

2.2.2 Satellite Dynamics Modeling

During the construction and service phases, only earth’s central gravitational field
and the perturbation of J2 are considered. The Cartesian coordinate description is
implemented during the orbit transfer, and the dynamic model is shown below

€x ¼ � lx
r3 1þ 3

2 J2
Re
r

� �2
1� 5 z2

r2

� �� �
€y ¼ � ly

r3 1þ 3
2 J2

Re
r

� �2
1� 5 z2

r2

� �� �
€z ¼ � lz

r3 1þ 3
2 J2

Re
r

� �2
1� 5 z2

r2

� �� �

8>>><
>>>:

ð4Þ

where, µ is gravitational constant of the earth, x; y; z are position components of the
satellite in the ECI coordinate system, r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2

p
is geocentric distance, Re

is equatorial radius, J2 is earth oblateness gravity coefficient [6].
The orbit propagation with mean orbital elements is implemented before the first

impulse and after the last impulse (including the service phase) due to its efficiency.
The dynamic model of mean orbital elements under J2 perturbation is shown below

_a ¼ 0
_e ¼ 0
_i ¼ 0

_X ¼ � 3AnJ2
2 1�e2ð Þ2

Re
a

� �2
cos i

_x ¼ 3AnJ2
4 1�e2ð Þ2

Re
a

� �2 5cos2i� 1ð Þ
_M ¼ 3AnJ2

4 1�e2ð Þ32
Re
a

� �2
3cos2i� 1ð Þ

8>>>>>>>>><
>>>>>>>>>:

ð5Þ

where, a is semi-major axis, e is eccentricity, i is inclination, Ω is right ascension of
ascending node, x is argument of perigee, M is mean anomaly. An ¼

ffiffiffiffiffiffiffiffiffiffi
l=a3

p
is the

mean motion of the orbit [6].

2.2.3 Genetic Algorithm (GA)

Genetic Algorithm (GA) is a random search algorithm which is formed by simu-
lating natural selection and natural genetic mechanisms. Its basic idea is from
Darwin’s theory of evolution and Mendel’s theory of genetics. It uses coding space
to replace parameter space of the problems, and use the fitness function as evalu-
ation of an individual. Meanwhile, GA uses choosing, cross and mutation to build
an iteration to simulate the natural selection and genetic mechanisms [7]. This
process will result in that offspring have bigger fitness than their parents. The
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optimal individual of last generation which is decoded can be regarded as the
approximate optimal solution of the problem.

2.2.4 Optimize Variables and Range

The model of Walker constellation contains two integer parameters and six orbit
parameters: the number of planes P, the number of satellites in each orbit N, orbital
radius a, orbital eccentricity e, orbital inclination i, RAAN of nominal orbit X0,
phase angle of nominal orbit u0, phase difference of adjacent orbit F.

This paper uses Walker constellation with circle orbits, so the number of input
variables becomes 7 and the input variables are the number of constellation orbits P,
the number of satellites in each orbit N, orbital radius a, orbital inclination i, RAAN
of nominal orbit X0, the coverage of RAANs DX, phase difference of adjacent
orbit F.

It consumes a lot of fuel to change the inclination and RAAN of a satellite.
Therefore, orbital inclination should be in a range where the carry orbits concen-
trate. Figure 1 shows the inclination of carry orbits mostly focuses on 74°, 83° and
98°. According to the experimental results, when inclination greater than 55°, the
navigation performance of Walker becomes worse as the inclination increases. So
74° is chosen as orbital inclination.

Due to circular Walker orbits have more uniform coverage, set the orbital
eccentricity e to 0. Considering that one piggyback mission can carry 8 satellites,
set N� 8;N 2 Nþ .

The coverage performance is better as the orbit higher, so the fuel is main used to
adjust the semi-major axis. According to the fuel, the optimization range of the orbit
radius is set up at 9100–9400 km.

Fig. 1 Orbit inclination
distribution of given carry
orbit. There are a total of 100
orbitals
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In order to save fuel, we use J2 perturbation to deploy RAAN instead of using
fuel. Therefore, we compute the range of RAAN which J2 perturbation leads to.
The Fig. 2 shows the RAAN range of carry orbits at the end of construction under
J2 perturbation. We chooses 100°–130° as the range of X0 and 120°–320° as the
range of DX to optimize.

2.2.5 Optimization Procedure and Result

Taking obj1 from (1) as objective function, solve the constellation model using GA.
The parameters in GA were set as follows: Population Size = 100, interval for
population = [0, 1], crossover probability = 0.8, mutation probability = 0.2,
Generations = 50, StallGenLimit = 30.

The optimization solution is, when i = 74°, T = 77, P = 11, F = 5.914,
a = 9337.001 km, DX ¼ 202:924�, X0 ¼ 105:311�. That means a 77/11/5.914
Walker constellation. Specifically, 77 satellites were uniformly distributed in 11
circular orbit planes of which radius is 9337.001 km, inclination is 74°.The RAAN
of the constellation spans from 105.31° to 308.23°.

This non-globally distributed Walker constellation reduces the number of
satellites and the costs of construction. Also, it achieves global high precision
navigation, which leads to best navigation performance.

Fig. 2 Accessible RAAN range of carry orbits at the end of construction under J2 perturbation
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3 Simulation and Analysis

Figure 3 shows the constellation configuration, simulated by STK. We set 500
observation points in key cities around the world and special positions like the
equator and two poles. The corresponding weight values are given according to the
importance of observation points ðwk ¼ 1; 2; . . .; 5Þ. Calculated in STK, within two
years, each observation point at each instant can be covered by 4 satellites at least. It
means the optimization result can well fulfill the navigation enhancement task.

As Fig. 3 shows, though the RAAN of constellation doesn’t span 360° or 180°,
the orbits form a uniform envelope over Earth. This is the reason that it can achieve
global high precision navigation.

Figure 4 shows the GDOP value of several cities and the North Pole within
1 month. Obviously, GDOP value is lower than 5 whether in high or low latitude
area.

4 Constellation Deployment

To save cost, we construct the constellation by carrying. Figure 5 shows which
carry orbit can carry satellites to a specific target orbit plane. The vertical lines
represent target orbit planes in sequence, horizontal lines represent the carry orbits.
In case the vertical and horizontal lines cross, that carry orbit can carry satellites to
that orbit plane.

The accuracy requirement of construction is pre-determined as follows, the
precision of position for injection shall be less than 1e-3 km/s, the velocity preci-
sion shall be less than 1e-6 km/s and the mass precision shall be under 1e-4 kg. To
meet the requirement, we apply a small-pulse at initial moment, utilizing pertur-
bations to phase, and then adjust radius and eccentricity by Hohmann rendezvous,

Fig. 3 The Walker constellation configuration, simulated by STK. The yellow dots on earth
surface represent observation points
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adjusting RAAN under the influence of J2 perturbations; finally, the satellites enter
orbits through Lambert transfer.

Upon inspection, all the 77 satellites can finish injection at completion time of
construction phase, and fulfill the accuracy requirement.

Beijing Shanya

Kampala  Moskva

New York                                                       North Pole

Fig. 4 GDOP of several cities and North Pole within 1 month

Fig. 5 Optimized result of
RNNA distribution. At the
end of construction period
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5 Conclusion

This paper improve the traditional Walker constellation, take the navigation per-
formance of global key cities and cost of construction as objective function,
establish an RAAN non-global uniformly LEO Walker constellation model, and
solve it using GA. Reduces the number of satellites as much as possible, which is
beneficial to reduce the cost and deploy rapidly.

The modified Walker constellation can achieve a high precision navigation
performance, can fulfill the global navigation enhancement task. Meanwhile, we
explore the constellation deployment pattern of using carry orbits, which is bene-
ficial to save cost and construct rapidly, provide references for deployment of LEO
satellite.
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Design of Navigation Message
Authentication Assisted by Ground
Based Augmentation Systems

Muzi Yuan, Zhe Liu, Xiaomei Tang, Shengqiang Lou and Gang Ou

Abstract Spoofing attack organized by generating fake navigation signal can
precisely manipulate PNT output of target receiver. In this paper an authenticated
augmentation message for GBAS is designed to obtain the authentication for both
navigation message from satellites and augmentation message from GBAS
broadcasters. The proposed navigation message authentication method has an
advantage in efficiency and authentication delay compared with legacy schemes
integrated into satellite signal while has an equally high security level as other
schemes.

Keywords Anti-spoofing � Ground based augmentation system
Navigation message authentication

1 Introduction

While an increasing number of critical infrastructures rely on the integrity of GNSS
service, life security may be threatened by spoofing attacks [1]. GNSS spoofing
attack refers to the attack performed by broadcasting a counterfeit GNSS signal to
the target receiver. Receivers cannot distinguish an authorized signal from its fake
replica without extra information. Navigation message authentication (NMA) is an
effective method to verify the integrity of navigation message by signature or other
message authentication codes (MACs).

A number of NMA methods integrated in satellite signal has been proposed in
recent years [2–7]. The efficiency of these methods are measured by time to first
authenticated fix (TTFAF) and time between authentications (TBA) [8]. In latest
research, NMA based on satellite signal can achieve a TTFAF and TBA of 10 s in
Galileo open service [6]. Main drawbacks of these NMA methods is the relatively
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low bitrate and the weak adjustability of navigation message in satellite signal. Low
bitrate requires long transition time and weak adjustability leads to huge amount of
bits involved in a single NMA fix.

Signal of ground based augmentation system (GBAS) has the advantage of
higher bitrate and more agile message arrangement compared with satellite signal.
There are many methods raised for GBAS to improve the performance of GNSS [9–
11]. However, there are few literature focusing on the possibility of implementing
an NMA assisted by GBAS broadcasters. We proposed a basic design of NMA
assisted by GBAS broadcasters to obtain a high efficiency and a high robustness
against spoofing attacks.

The paper is organized as follows: the principle and model of NMA protection
against spoofing attack are discussed in Sect. 2; the proposed implementation of
NMA assisted by GBAS is demonstrated in Sect. 3; an analysis of performance is
performed in Sect. 4.

2 Model of NMA Protection Against Spoofing Attack

Spoofing attacks neutralized by NMA are categorized as intermediate spoofing
attack and estimation and replay attack [12]. The first category is performed by
generating counterfeit GNSS signal based on the real position and the spoofing
position of target and estimating the navigation message for spoofing attack. The
second category is performed by recording and tampering the authorized GNSS
signal and replaying it in spoofing scenarios. NMA is able to protect the integrity of
GNSS service against spoofing attack by recognizing those falsify in navigation
message. In this chapter model of spoofing attack and NMA are discussed.

2.1 Model of Spoofing Attacks

Receivers perform a position, velocity and time (PVT) solution by implying
parameters ðxi; yi; zi; qiÞ form GNSS signal into Eq. (2.1).

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xrÞ2 þðyi � yrÞ2 þðzi � zrÞ2

q
þ cDtr�s ¼ qi; i ¼ 1; . . .;N ð2:1Þ

Here in Eq. (2.1) ðxi; yi; ziÞ and ðxr; yr; zrÞ are coordinate of satellite and receiver,
c is the speed of light, Dtr�s is the clock differential between receiver and satellite,
qi is the pseudorange measurement from satellite to receiver.

Since parameter ðxi; yi; ziÞ is determined by navigation message, spoofing
attackers can generate fake navigation message to lead the receiver believe in
spoofed parameter ðx0i; y0i; z0iÞ. If the spoofed parameter (for example in satellite
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No. 1) fulfills Eq. (2.2), the receiver will make a PVT solution ðx0r; y0r; z0r;Dt0r�sÞ
under the manipulation of spoofing attackers.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx01 � x0rÞ2 þ ðy01 þ y0rÞ2 þðz01 þ z0rÞ2

q
þ cDt0r�s ¼ q01ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxi � x0rÞ2 þðyi þ y0rÞ2 þðzi þ z0rÞ2
q

þ cDt0r�s ¼ qi; i ¼ 2; . . .;N
ð2:2Þ

Hence, the combination of authorized signal and spoofed signal can be modeled
as Eq. (2.3).

Yk ¼ aŵk�dck�d þwkck þNk ð2:3Þ

Here in the model, ŵk�d is the manipulated navigation message fulfills Eq. (2.2),
ck�d is the delayed pseudorange code, wk and ck are navigation message and
pseudorange code broadcasted by authorized satellite. a is the energy gain of
spoofing signal and Nk is noise.

2.2 Principle of Navigation Message Authentication

The basic function of NMA is to distinguish ŵk�d from wk in Eq. (2.3). Most NMA
schemes are based on signature or MAC algorithms such as elliptic curve digital
signature algorithm (ECDSA) [13] and timed efficient stream loss-tolerant
authentication (TESLA) [14].

ECDSA uses key pairs to ensure message authentication. Private keys which are
only held by satellites are employed to sign message while public keys which are
published to public are employed to verify the signature attached to the message.
TESLA uses key stream to derive MACs form message. Keys to verify MACs are
announced after MACs are broadcasted to protect privacy.

In NMA schemes previously proposed the combination of NMA protected signal
and spoofed signal can be modeled as Eq. (2.4).

Yk ¼ aðŵk�d jĵsk�dÞck�d þðwkjjskÞck þNk ð2:4Þ

Here in Eq. (2.4) operator jj is to merge to strings, sk is signature or MAC
derived by NMA schemes. Since spoofing attackers have no access to private keys
or unannounced MAC keys, fake signature or MAC ŝk�d will not pass any veri-
fication in receivers. Hence receivers can identify authorized signal under protection
of NMA.

In the proposed scenario of this paper, receivers are under the coverage of GBAS
broadcaster. Hence NMA messages are transmitted through GBAS signals. The
structure of proposed NMA is shown in Fig. 1.
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3 NMA Implementation with GBAS Broadcasters

While the NMA is integrated into satellite signal, those signatures or MACs are
extra information of legacy navigation message which require modification in the
navigation message and occupy extra communication bandwidth of satellites.
The GBAS broadcaster can provide a data transmission rate up to 40.5 Kbps, which
is much higher than the 50 bps (120 bps for Galileo) navigation message. If NMA
is provided by third-party information source such as GBAS broadcasters the
capacity and agility of authentication message may be extended.

In this chapter we propose an implementation of NMA scheme provided by
GBAS broadcasters. The structure of broadcasting information are specified and the
behaviour of both GBAS providers and receivers are described.

3.1 Structure of NMA Protected GBAS Broadcasting
Message

In previously proposed GBAS implementations, broadcasting messages are com-
posed of various message types including pseudorange corrections, ground based
ranging source information and information for other applications [11]. The pro-
posed NMA scheme is integrated into GBAS broadcasting by a new message type
composed of three sections: frame information section, navigation message
authentication section (NMAS) and GBAS message authentication section
(GMAS).

The NMAS is the section to authenticate navigation message broadcasted by
satellites. The NMAS is composed of frame ID, page ID, time information and
authentication message. The authentication message is calculated via navigation

-Pseudorange Correction
-GBAS application message

-Authentication message GBAS Reference Station

GBAS Reference Station

GBAS Reference Station

Satellite

Signal

Signal

Signal

GBAS Broadcaster

-Pseudorange correction
-Authentication message

Receivers Accepted

Spoofing Attackers

Spoofing signal without
authentication message

Authentication key initialization

Signal

Denied

Fig. 1 The structure of proposed NMA
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message of the particular frame and page indicated in the head of the NMAS.
The GMAS is the section to authenticate the integrity of GBAS message itself.
The GMAS is an authentication message for all the messages broadcasted in the
interval of two frames.

As an example, the data structure of NMAS and GMAS for D1 navigation
message in BeiDou system is shown in Table 1.

The NMAS and GMAS are broadcasted after every frame is delivered. This time
interval is 6 s in D1 navigation message of BeiDou system. Message length of both
NMAS and GMAS are variable for various security requirements. For critical
scenarios, message length of NMA may achieve the maximum length of 569 bits.

3.2 Generation of NMAS and GMAS Messages

NMAS messages are generated through satellite signal after every frame is deliv-
ered. GBAS first check the integrity of navigation message by calculating and
comparing the positioning solution with its real location. Then frame ID, page ID
and time information are extracted from the navigation message. Authentication
message of this frame is calculated and truncated via secure hash algorithms (for
example SHA-256). The process of NMAS messages is shown in Fig. 2.

GMAS message is a signature of all the GBAS messages broadcasted in last
interval of navigation message frame, which is generated through private keys and
verified through public keys. GBAS calculate and truncate the signature via
asymmetric cryptographic algorithms (for example ECDSA). The process of
GMAS messages is shown in Fig. 3.

Table 1 Data structure of NMAS and GMAS for D1 navigation message in BeiDou system

Data content Bits used Range of values

Message type ID 8 0–255

PRN ID 6 0–63

Frame ID 3 1–5

Page ID 7 1–24

Time identifier – –

Week number 13 0–8191

Second of week 20 0–604,800

NMAS authentication message Variable –

GMAS authentication message Variable –
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3.3 Verification of NMAS and GMAS Messages

After receiving a whole frame of navigation message, receivers first verify the
integrity of GBAS message by verifying if the signature in GMAS is consistent
with GBAS message received in last frame interval. While GBAS message is
reliable, receivers calculate hash result of the navigation message frame indicated in
the frame information section via the same security hash algorithm. If the result
matches with the NMAS, the navigation message frame will pass the authentica-
tion. Otherwise a bit error or spoofing attack can be detected.

Verification logic diagram is shown in Fig. 4.
In the proposed scheme, the GBAS augment message is easier to be authenti-

cated than the navigation message. Thus the verification of GBAS augment mes-
sage is set up before NMA to ensure security.

Frame IDNavigation
message

Page ID

Head of frame

Page ID

Tail of frame

PRN ID Frame ID Page ID Authentication message

Frame

SHA-256 Hash result

Frame  indicator 
and NMAS

Security hash 
algorithm

Frame ID

Truncate

Time Time

Tail of frame

PRN ID PRN ID

WN / SOW

Fig. 2 Generation of frame indicator and NMAS from received navigation message

MT0GBAS message
(MT = message type) MT1 MT4 MTn...

Frame  indicator and NMABGMAS

MT0 MT2 ... MT0 MTn

Time interval of a frame

NMAB and GMAS

Private Key (held by GBAS)

Merge

Sign by
Signature

Fig. 3 Generation of GMAS from GBAS message and the form of NMA message type

GMAS verification Reliable NMASProduce

GBAS
augment message

Satellite
navigation message

Extract Verify

Verification layer

Message layer

Fig. 4 Logic diagram of authentication verification
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4 Performance Analysis

Performance of NMA can be indicated from the aspect of security and efficiency.
For security indicators, this paper takes the average attack time (AAT) and the
possibility of false alarm (PFA) into consideration. For efficiency indicators, the
TTFAF and TBA are taken into consideration.

4.1 Security

The security of the proposed NMA scheme is ensured by secure hash algorithm and
asymmetric cryptographic algorithm. Introduced in a 1998 report, it takes 3 months
of a network of 50,000 Pentium Pro 200 MHz machines to crack a ECCp-109
challenge in ECDSA [13]. Based on Moore’s law and analysis of hardware asso-
ciate [15], the estimating time to crack a ECDSA signature system by the network
of 50,000 mainstream machines can be shown as Table 2.

For a normal expiration period (e.g. 1 year), ECDSA is secure for NMA in
predictable future.

4.2 Efficiency

The GBAS broadcasting data rate (40.5 Kbps) is much higher than civil navigation
message (120 bps in Galileo and 50 bps in other systems). Hence a broadcast of
569 bit NMA message every frame only cost a minor partition of broadcasting
ability and can be fulfilled easily.

In analysis below, we take D1 navigation message in BeiDou system as an
example. While public keys have been initialled into receivers, mean TTFAF and
TBA can be calculated via Eqs. (4.1) and (4.2).

TTFAF ¼ 1
Lf

�
XLf

n¼1

ðnþ Lf ÞTb
ð1� BERÞLf ð4:1Þ

Table 2 Crack time estimation for different length of key by different platforms

Key length Pentium M XC3S1000 [15] ASIC

96 10 h 3.6 h –

128 97 years 51 years 5 months

160 7.6 � 106 years 6.2 � 105 years 5.0 � 104 years

233 (estimate) 5.0 � 1016 years 4.1 � 1015 years 3.3 � 1014 years
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TBA ¼ TbLf
ð1� BERÞLf ð4:2Þ

Here Lf is length of the navigation message involved in one authentication fix,
Tb is interval of navigation message bit, BER is bit error rate of navigation message.

A performance compare in efficiency between legacy NMA scheme integrated in
satellite signal [4, 7] and the proposed NMA scheme assisted by GBAS is shown in
Fig. 5. The proposed NMA scheme effectively reduce both TTFAF and TBA for
the authentication.

In TTFAF aspect, the proposed scheme maintains a similar performance level as
the scheme proposed in [4], which is a scheme with high efficiency in the 120 bps
Galileo system. In TBA aspect, the proposed scheme is better than other twos
schemes with the fastest authentication recovery.

5 Conclusion

This paper proposed an NMA scheme assisted by GBAS. Receivers can ensure the
integrity of both navigation message and GBAS message via the proposed message
type of GBAS broadcasting. The proposed scheme has an advantage in efficiency
and authentication delay compared with legacy schemes integrated into satellite
signal while has an equally high security level as other schemes.
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Configuration Method of the Dynamic
Navigation Network Based on Near
Space

Lizhi Deng, Yingkui Gong, Hongxia Wan and Bingcheng Liu

Abstract This paper focuses on the optimal design of the near space navigation
network configuration concerning a specific target area. Optimal design not only
ensure navigation service for specific area with high accuracy and low cost; but also
enable all users in the target area to obtain a controlled precision. In this design, a
double-layer Y configuration is adopted as the optimal basic unit. Adaptive algo-
rithm and genetic algorithm are selected to detect the boundary of the configuration
to realize the synchronization optimization of cost and accuracy. Combining with
the working principle of aerostat in the stratosphere airspace, we design a platform
dynamic trajectory and provide an algorithm optimization of layout for the partial
users’ worse precision in dynamic scene. The simulation results show that the
optimal design method proposed in this paper can meet the configuration design
requirements of the dynamic navigation network based on near space with different
size area and different precision requirement.

Keywords Near space � Intelligent algorithm � Dynamic navigation network
Aerostat

1 Introduction

Near space is a public space (20–100 km) that the countries all over the world want
to seize and utilize, possessing high available value. The navigation network based
on near space can effectively improve the regional positioning accuracy on the
ground, improve the positioning accuracy of satellite navigation, and improve the
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stability and reliability of navigation services [1]. The aerostats such as super
pressure balloon are developing rapidly, and they can rise or even float for long
time in 20–25 km.

Recently, domestic research on near space network is still in the exploratory
stage, and there is a lack of systematic optimization analysis for the stratospheric
network model, e.g. from unit to whole, edge detection and so on. Meanwhile, they
are divorced from reality during the operation of the aerostat and the overall
operation of the platform without taking the characteristics of airspace into account
[2]. In this paper, we focus the study on the configuration method of dynamic
navigation network for wide area and seamless coverage. And we put forward a
static network configuration method based on optimal design of the basic unit and
the optimization method of the dynamic network configuration which is suitable for
the platform runtime environment.

2 Optimal Unit Configuration

The optimal unit configuration is the premise and basis of the whole network
configuration optimization, which directly affects the performance of the entire
network.

2.1 Useful Location Calculation

Actually, if the elevation angle of the near space platform is too small, a large
amount of ground noise, atmospheric refraction and ground scattering will seriously
deteriorate the locating signal [3]. Therefore, considering the elevation angle, the
computational formula for the actual coverage radius of the near space platform will
change accordingly. The formula is shown as follows:

r ¼ Re � arccos
Re � cosa
Re þ h

� a

� �� �
ð1Þ

In the formula, Re is the earth radius, a is the elevation angle, and h is the
distance between platform and ground. When calculating the coverage radius of the
near space platform, a is 6°, which is in line with the actual situation, and its
coverage radius is shown in Table 1.

Table 1 Coverage radius of near space platform

h/km 35 30 28 25 24 20 18

r/km 274.9 240.9 226.9 205.5 198.2 168.5 153.3
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It can be seen from above table that the higher the height of the platform is, the
wider the vision is, and hence the greater the coverage radius is. The near space
platform for user navigation and positioning should be located in the smallest
airspace near the edge of wind cutting. Relevant data show that the 18–35 km range
is the best empty space for long-term residence of the platform.

It is well-known that the number of user-visible aerostat in satellite navigation
must be not less than 4, so that the effective positioning can be achieved. Therefore,
the basic unit configuration starts from 4 nodes, such as square, rectangle, Y-type
and rhombus, as Fig. 1. Configurations are the projection of double-layer config-
urations on the ground, which is 3 bottoms, 1 top in Fig. 1.

2.2 Single Configuration Location Analysis

Taking the Y-type as an example to do the configuration analysis. The target center
is (39°N, 116°E), the east-west distance and north-south distance of the target area
are both 20 km. The structure is two layers (three vertices are located at 20 km
height, and the Y center is at 25 km). The simulation result is shown in Fig. 2.

From Fig. 2, the longer the projection length on the ground between the vertices
in the Y-type configuration is, the smaller the PDOP (position dilution of precision)
maximum value for all the users in the same target area is. So under the constraint
of Y-type, 6° elevation and 4-star positioning, the projection length takes 168.5 km
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(denoted as rmax), which is the coverage radius of the near space platform under the
ground level, from Table 1.

Similarly, the Y-type is selected as the basic unit configuration, and the com-
parison among single-layer 20, 25 km, double-layer 1 with center at 20 km and apex
at 25 km, double layer 2 with center at 25 km and apex at 20 km, the users’ PDOP is
shown in Table 2. The PDOPaver in the table is PDOP average for all users in the
target area, and the rest are PDOP intervals, with the target area of 38°N–40°N,
115°E–117°E. The total number of users are 160,801.

As a result, the double-layer 2 has better performance indexes than other con-
figuration in the unit layout. That is, the height of the vertex is h1, the height of the
center is h2, and the mode of h1 < h2 can satisfy the unit optimality as the basic
unit configuration skeleton.

2.3 Comparison of Different Unit Configurations

An analysis based on the influence of different unit configurations on the posi-
tioning accuracy can lead to an optimal unit configuration. We select the square,
rectangle, rhombus, parallelogram, Y-type and other common unit layout to do
comparative analysis, which are shown in Fig. 1. According to the location analysis
of the previous unit configuration, the optimal positions of the various
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Table 2 Comparison of different layers under the Y unit

Configuration PDOPaver (0,2] (2,6] (6,14] (14,30] (30,100)

Single-layer 20 km 8.8152 278 55,478 76,580 28,465 0

Single-layer 25 km 6.7314 332 75,940 83,687 842 0

Double-layer 1 9.64 217 53,284 68,322 38,978 0

Double-layer 2 6.5423 425 79,540 80,105 731 0
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configurations at the same height are selected, that is, the distance between the
aerostats is the longest. As the basis for evaluation, there is same target area of
38°N–40°N, 115°E–117°E. The total number of users is 160,801. The result of
PDOP percentage is shown in Fig. 3.

Summarizing the simulation results, Y-type unit configuration has obvious
advantages in performance index compared with other four configurations.
Therefore, the Y-type configuration (height of vertex is h1, height of center is h2,
height of h1 < h2) is selected as basic unit configuration to meet the optimal unit
layout. The distribution of PDOP contour in the target area is shown in Fig. 4.

By comparing the single-layer and double-layer of the unit configuration, we get
the result that double layer is better than single layer, and then the best unit con-
figuration is obtained by comparing the best coverage of different unit configura-
tions (double layer) type, it’s Y-type.

3 Network Extension and Boundary Detection Method

3.1 Navigation Network Model Description

According to the simulation results in Sect. 2, the unit configuration can achieve the
best navigation effect. We can use Y-type as the basic unit configuration, and then
expand the network from the directions of latitude and longitude, taking the net-
work node multiplexing into account. So the model only need to add two near space
platform when expanding one basic unit. On one hand, it ensures the uniform
distribution of nodes, on the other hand, reduces the layout cost. Figure 5 shows the
unit configuration and extension method.
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When expanding unit layout, there will be edge redundancy that can affect the
overall cost. So further optimization is needed, there is a way of reducing excess
aerostats in the platform edge.

This application scene is that no matter how large the target area is, a stable and
optimal near-space network configuration can be quickly provided, which can meet
the high-precision positioning requirements of all users in the target area. Among
the traditional configuration designs, the selected optimization indexes are: GDOP
(Geometric Dilution of Precision) average, dispersion degree s and 4-star common
view area S in the user area [5]. In this paper, the common view area S was deleted
in the network evaluation indexes. Moreover, PDOP instead of GDOP is used. And
new parameters are added, they are Num and “one vote” decision index Y/N. Num
means the number of near space platform, the latter is whether to meet the needs of
users. So there are 5 indexes: the target area PDOP average, PDOP mean square
deviation, PDOP maximum, the total number of platforms used in the network,
whether it meets the high accuracy and seamless coverage requirement. The indi-
cators are characterized as follows:
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PDOPaver reflects the pros and cons of network positioning performance from
the average point of view. The definition is shown as follows:

PDOPaver ¼
Xn
i¼1

PDOPi=n ð2Þ

In the formula: i = 1, 2 … N; n users are evenly distributed.
The dispersion s is the mean square deviation of all users’ PDOP, which can

measure the fluctuation degree of the location accuracy factor on the near space
navigation network. The smaller the fluctuation is, the more stable the service
quality of the target area is.

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn
i¼1

ðPDOPi � PDOPaverÞ2
s

ð3Þ

PDOPmax ¼ maxðPDOPiÞ ð4Þ

Formula (4) is the maximum of all users’ PDOP in the target area. Num is the
total number of platforms, and Ni � 4. The “one vote” decision index Y/N takes
the high precision requirement as the criterion, for example, the requirement in this

conTop

conBase

Coverage radius

High aerostat 

coverage radius

Projection 
length

Fig. 5 Schematic diagram of configuration parameters of near space platform
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paper is PDOP � 4 for all users, if it’s satisfied, the value is 1; on the contrary, it is
recorded as 0.

Target area parameters: the center latitude and longitude of the target area, the
distance in the latitude and longitude direction.

Network configuration parameters: the height of the platform in the near space,
the length r of the projection on ground between the platforms, the overall con-
traction length at the bottom is conBase, the value range is [0, rhBase], the top
contraction length is conTop, The value range is [0, rTop]. The parameters are
shown in Fig. 5.

3.2 Boundary Detection Methods

3.2.1 Adaptive Detection Method

Because of the negative correlation between the three network configuration
parameters and the evaluation parameter, the greater the parameters is, the lower the
evaluation parameter is, and the better the effect is.
The adaptive detection algorithm is described as follows:

(1) When conBase and conTop are 0, the maximum projection edge length rmax is
established.

(2) comTopmax is determined by rmax and conBasemin, and conBasemin is updated
on this basis; conBasemax and conTopmin are determined conversely; the further
boundary ranges of the three networking parameters are obtained.

(3) Randomly generating a set of values (a, b, c) (a represents the projection side
length r, b represents the conBase, and c represents the conTop) within the
bounds of the boundary. If the judgment index is satisfied, the current com-
prehensive evaluation function value is recorded. Since a, b and c are inversely
proportional to the comprehensive evaluation function, a increases the random
△a, and if it still satisfies the decision index and the function value decreases, it
is updated; on the contrary a reduces △a, if satisfied, then continue to increase
upward.

The program exits the loop when the value of the function cannot be reduced any
further for three consecutive changes. Similarly, b, c obtains the final compre-
hensive evaluation function value according to the same logic, which are the
optimized values of network configuration parameters.

3.2.2 Intelligent Detection Algorithm

There are many types of intelligent algorithms. Greedy algorithm and genetic
algorithm are applied to the actual detection scenes in the paper. The specific
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features of the algorithm are not described in detail here, and Fig. 6 shows the
optimization flow chart.

The fitness function is shown as follows:

F ¼ f r; conBase; conTopð Þ ð5Þ

In the formula:

F ¼
X4
j¼1

f1 � aj;
X4
j¼1

aj ¼ 1 ð6Þ

Under the same target area, the configuration parameters are calculated
according to two algorithms. Taking the optimal solution can not only make up for
the lack of randomness in the adaptive algorithm, but also improve the local
optimization that may fall into the intelligent algorithm. This is the optimal design
of the algorithm.
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Fig. 6 Intelligent algorithm optimization process
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3.3 Algorithm Simulation Analysis

The two algorithms introduced in the previous section are based on the optimization
of multi-objective and multi-parameter algorithms, so as to establish the network
configuration. The simulation examples of the algorithm are as follows:

The center of the service area is (39°N, 116°E). The near space platform expands
to the four sides with the Y-type as the unit configuration, the double layers’ height
is 25 and 20 km. Table 3 shows different simulation results which were obtained
through the intelligent detection algorithm and the adaptive algorithm.

The data in the table shows that when the service area is within a certain size
(e.g. 20 km * 384 km and 320 km * 320 km), two algorithms have the same
networking results. However, when the service area is larger, the adaptive detection
algorithm can play a more significant role. In terms of computing time, the intel-
ligent detection algorithm has more efficient. So we can select the detection algo-
rithm according to different target area. When the target area is more than
320 km * 320 km, we suggest using adaptive detection algorithm. On the contrary,
the intelligent detection algorithm is more efficient. The specific optimization
process of adaptive detection algorithm is shown in Fig. 7.

Table 3 Different simulation results between two algorithms

Service area Adaptive algorithm Intelligent algorithm

Parameters Index Parameters Index

E-W N-S r conBase conTop Num r conBase conTop Num

20 384 149.9 168.5 61.7 10 146.3 95.9 36.4 10

600 1000 106.7 168.5 102.7 88 102.4 145.4 91.7 91

320 320 94.2 168.5 102.8 28 106.5 165.8 75.3 28

0 20 40 60 80 100 120 140
80

100

120

140

160

180

200

Iterative process of boundary detection

Th
e 

nu
m

be
r o

f 6
00

*1
00

0 
in

 th
e 

la
yo

ut
 o

f
 th

e 
ae

ro
st

at

Example diagram of adaptive detection algorithmFig. 7 Example diagram of
adaptive detection algorithm

798 L. Deng et al.



This chapter introduces an extended model based on the optimal unit configu-
ration, which can achieve the specific scope of the near space network configura-
tion, and meet the seamless coverage requirements of the target goal. At the same
time, we choose the intelligent algorithm represented by greed and genetic algo-
rithm, and adaptive algorithm to solve the problem of layout boundary detection.
The results show that the algorithm can achieve synchronous optimization of net-
working cost and accuracy.

4 Dynamic Network Design and Optimization

4.1 Working Principle of Super-Pressure Balloon

The wind layer above and below the zero wind layer is the opposite of the zonal
component, so the flight direction can be changed by active control in the direction
of the earth’s weft line. Along the direction of the earth’s meridian, there is a
north-south component of the meridional direction of different wind layers, and the
wind speed and wind direction are different. Therefore, the trajectory of the balloon
can be controlled to a certain extent by a small range of height, that is, the balloon’s
latitude remains relatively constant [6].

4.2 Dynamic Network Design

According to the working state of the super pressure balloon in the quasi zero wind
layer, the abstract of the mathematical model is carried out and the dynamic path of
the network is designed. The movement process is described as: As for the bottom
of aerostat, running at v = 5 m/s from west to the east in the weft direction, when
the distance boundary only 2.5 km, with a = 0.005 m/s2 acceleration deceleration,
and acceleration of a in the vertical direction, when running on the height to the
height of 2.5 km, the two direction acceleration steering, through calculation the
increase in the total time of 2000s. As for the top of the aerostat, the movement
process is just the opposite, the entire network formed “conveyor belt” mode, the
trajectory is shown in Fig. 8.

The setting of the boundary is particularly important. First of all, the aerostat in
the network must return to the starting position on a “conveyor belt” cycle, need to
meet the same operating mileage of aerostat in different dimensions of a cycle, so
the boundary is set in km instead of degree. So the extreme value of the longitude in
different latitude in the initial layout is counted. Due to different longitude differ-
ences in different latitudes, the actual distances represented by longitude differences
in latitude need to be calculated. Choosing the maximum actual distance among
them as the length of “conveyor belt” The distance difference is converted into the
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longitude range corresponding to each latitude circle according to the longitude of
the center, which is the boundary value.
This design has the following characteristics:

1. The model of the working principle of super pressure balloon provides a feasible
solution to solve the dynamic running process of the platform.

2. Comparing with the mode that each aerostat are relatively static upper and lower
circular motion, it saves the energy to control the high energy consumption. The
entire dynamic process is not only in line with the actual, but also maximizing
the extension of the hovering time, reducing control costs.

4.3 Dynamic Optimization

The simulation experiment is carried out according to the model of the dynamic
trajectory. The center of the service area is (39°N, 116°E). The near space platform
expands to the four sides with the Y-type as the unit configuration, the double
layers height is 25 and 20 km. The target area is 320 km * 320 km, and the target
precision is user PDOP � 4. The static network configuration in Fig. 9 is shown
on the left (D represents top, ○ represents bottom), On the right is the PDOP of the

Fig. 8 Platform dynamic trajectory simulation diagram
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122 users in the target area under the initial layout. The lower left indicates a layout
when a partial user PDOP does not meet the positioning requirements in the
50,000s moment, and the lower right is the PDOP situation of the user at that time.

Through the above simulation, it is found that the dynamic path design with the
best static layout cannot meet the accuracy requirement, some or even all of the
users fail to meet the PDOP requirement, as shown in Fig. 9. Based on this initial
layout, the proportion of user PDOP in several dynamic process cycles is shown in
Fig. 10. The reason is that the worst configuration happens is top or bottom layer
occur coincidence in the process.

As for worse PDOP in the dynamic process, the adaptive algorithm is adapt to
this situation. Doing optimization for the worst case of a dynamic process, the case
is like the bottom time in the Fig. 10. The simulation is shown in Fig. 11, and
dynamic optimal configuration is shown in Fig. 12.

The improve precision between static and dynamic configuration is shown in
Fig. 13. After dynamic optimization, it’s changed that the layout parameters from
(94.2, 168.5, 102.6) to (57.1, 84.3, 164.4), and the aerostat number is increased
from 28 to 72. The result meets the requirements of the user’s positioning
throughout the dynamic process, which is shown in Fig. 14.

The mathematical model of the super-pressure balloon is established according
to its movement in the quasi-zero wind. Therefore, a dynamic trajectory of the near
space platform was designed, and the dynamic optimization by adaptive algorithm
was proposed at the lack of users’ PDOP when the static optimal layout is in the
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dynamic process. At the same time, the significant increase of the aerostat number
is worth discussing in depth. Altogether, the model is adapt to the environment of
quasi-zero wind, and also makes the near space navigation network configuration
more realistic.
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5 Conclusions

In this paper, we have proposed adaptive algorithm and intelligent algorithm to
detect and optimize the edge of the network platform, and designed the dynamic
trajectory and optimization of the platform which is adapt to the actual environ-
ment. On this basis, we have completed a new optimization design of platform
network based on near space. The design is static and dynamic coordination of the
actual scene layout design without rigidly adhere to the traditional geometric
configuration model.

The experimental results show the following points. The configuration method
can effectively solve the problem that satellite navigation signal cannot be received
from complex terrains. It provides high-precision navigation accuracy with different
PDOP requirements for target areas. This paper contributes to the research on near
space independent network navigation, and it has formed the quantitative config-
uration result, which can effectively improve the utilization of the near space.

Acknowledgements This work is supported by the National Natural Science Foundation of
China (No. 91438207).
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Research on Ionospheric Grid
Correction Strategy Based on Chinese
Region

Kewu Chang, Rui Li and Haipeng Li

Abstract The estimate of Grid Ionospheric Vertical Delay (GIVD) and Grid
Ionospheric Vertical Delay Error (GIVE) is the core content of ionospheric delay
processing section in Satellite Based Augmentation Systems (SBAS). At present,
WAAS and EGNOS respectively use Kriging method and Inverse Distance
Weighting (IDW) method to estimate GIVD and GIVE. The existence of a fixed
ionospheric abnormal zone at low latitudes south of the Yangtze River in China led
to the advantages and disadvantages of the two algorithms in different regions of
China. Aiming at this problem, this paper takes two mature methods of ionospheric
grid correction as a reference, combined with the distribution characteristics of
ionosphere in China, selected the measured data in China for simulation analysis.
According to the comparative analysis of the simulation performance of the algo-
rithm, this paper proposes an algorithm combination of strategies. This paper selects
the measured data of 31 monitoring stations and 30 user stations from Crustal
Movement Observation Network of China (CMONOC) for verification. Firstly, the
spatial correlation characteristics of the ionosphere over China are analyzed and
the applicability of the two algorithms to China is adjusted. Secondly, we compare
the performance of the two mature algorithms. Finally, based on the comparative
analysis, combined with the theoretical analysis of the use of two algorithms, this
paper puts forward the combination strategy. In the area north of the Yangtze River,
the ionospheric delay error model is stable and Kriging method is adopted to obtain
a larger service area and better calibration performance. At the same time, in the
area south of the Yangtze River, in order to counter the frequent occurrence of
ionospheric abnormal, IDW method was chosen to ensure the integrity. The results
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show that compared with the IDW method alone, the combination accuracy is
improved and the service area in the marginal area is expanded. Compared with the
single plane Kriging method, the combined method ensures the integrity of the
ionosphere active area in the south of the Yangtze River.

Keywords Ionospheric delay � Algorithm combination strategy
Grid correction � China region

1 Introduction

Ionospheric delay is one of the main error sources of satellite navigation and
positioning. It is an important factor that restricts the positioning accuracy of
single-frequency users. It is also one of the major problems in the process of
building a Beidou Satellite Based Augmentation System (BDSBAS). The estima-
tion of grid point correction is the core part of the ionospheric delay processing at
the satellite-based augmentation system. At present, the WAAS system in the
United States and the European EGNOS system respectively use the planar Kriging
method and the distance reciprocal weighting method to estimate the vertical
ionospheric delay correction values and the confidence limits [1]. The fundamental
of the grid ionospheric correction method is to make the ionosphere equivalent to a
fixed height of the thin layer, the master station using the ground reference station
dual-frequency receivers real-time collection of ionospheric delay measurements,
estimated coverage area within the latitude and longitude grid point Ionospheric
vertical delay correction and correction accuracy, i.e. GIVD and GIVE, moreover
correctional data are transmitted on L1 through Geostationary satellites (GEO) to
user. The user interpolates IPP ionospheric delay values and confidence limits using
3 or 4 surrounding mesh points based on where the Ionospheric Pierce Point
(IPP) is located.

The existence of a fixed ionospheric abnormal zone at low latitudes south of the
Yangtze River in China led to the advantages and disadvantages of the two algo-
rithms in different regions of China. Aiming at this problem, this paper takes two
mature methods of ionospheric grid correction as a reference, combined with the
distribution characteristics of ionosphere in China, selected the measured data in
China for simulation analysis. According to the comparative analysis of the sim-
ulation performance of the algorithm, this paper proposes an algorithm combination
of strategies. The simulation results show that compared with the method of using
an algorithm alone, the combination strategy can improve the correction perfor-
mance under the premise of ensuring the integrity, which provides a reference for
the ionospheric delay error grid correction processing in the BDSBAS system.
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2 Ionospheric Delay Estimation

The ionosphere is a region of gaseous ionization (free electrons and ions) at a height
of 50–1000 km from the ground. For the propagation of electromagnetic signals,
the ionosphere belongs to the dispersion medium. The amount of delay caused by
different frequency carrier signals crossing the ionosphere is different. Based on this
principle, dual frequency observations can be used to extract the ionospheric delay.
In order to facilitate the modeling analysis, SBAS system simplifies the complex
three-dimensional ionospheric model to a two-dimensional ionospheric shell model
at a fixed height above the ground (350 km in this paper). Based on the ionospheric
shell model, the line-of-sight ionospheric delay on the signal propagation path can
be converted to a zenith vertical ionospheric delay. According to the provisions of
RTCA DO-229E [2], combined with BDSBAS service area considerations, China’s
ionosphere grid coverage is E70°–E140°, N10°–55°, the IGPs are divided by lat-
itude and longitude 5° � 5°, the update cycle is 5 min. In order to estimate GIVD,
the ionospheric thin layer model should firstly be modeled. Therefore, this paper
first studies the ionospheric delay characteristics in China using the dual-frequency
observations obtained from monitoring stations.

2.1 Spatial Correlation of Ionospheric Delay

The distribution of 31 monitoring stations in China is shown in the red triangle in
Fig. 1, and the observed values of L1 and L2 frequencies of the GPS are obtained
by dual-frequency receivers.

Seriously affected by the global ionospheric disturbance are mainly distributed in
low latitudes and Polar Regions near the magnetic equator. Compared with the

Fig. 1 31 monitoring station
receivers (the red triangles
represent receivers)
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United States and Europe and other regions, the ionospheric environment in China
has obvious regional characteristics, as shown in Fig. 2. The changes in ionosphere
in northern China are relatively stable. The southern China is at low latitudes. The
influence of ionospheric abnormal is broader and more frequent, which seriously
affects the application performance of GNSS in south of the Yangtze River in
China.

2.2 IDW Algorithm

2.2.1 Fundamental

According to the IPPs provided by the monitoring station, the inverse of the dis-
tance between the IPP and the IGP is taken as the weight, and the ionospheric delay
correction value of the IGP is obtained through weighted interpolation [3].
Secondly, we collect the observation sequence of IPPs in a renewal cycle and
calculate the GIVE.

2.2.2 Grid Ionospheric Vertical Delay Estimation

Obtain N sets of IPPs information of all stations and stars at time t, including IPP
latitude and longitude ðuIPP;i; kIPP;iÞ, IPP vertical delay IIPPi;vðtÞ, 1� i�N. For a

Fig. 2 IPP vertical delay (m) in Chinese Region (March 1, 2015, GPST: 6 h)
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certain IGP j, take the IPPs in the four grids around the grid point as shown in
Fig. 3..

Using the vertical delay at the N IPPs, the grid point ionospheric vertical delay
correction ðÎIGPj;vÞ is obtained by interpolating from the inverse of the distance
weighting (Fig. 4). The formula is as follows:

ÎIGPj;v ¼
XN
i¼1

wi � IIPPi;v ð1Þ

The weight of the ith IPP is related to the direct distance from IPP to IGP:

wi ¼
1
diPN

k¼1
1
dk

, di represents the distance from the ith IPP to the IGP to be sought. In

order to ensure the continuity of interpolation, Klobuchar model is introduced into
the calculation for adjustment. At this time, the vertical delay estimation value of
the grid point is calculated as follows:

ÎIGPj;v ¼
Xn
i¼1

MIGP

Mi

� �
�

1
diPn
k¼1

1
dk

� IIPPi;v ð2Þ

Fig. 3 IGP and IPP

Fig. 4 IPP sequences around
IGP
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MIGP and Mi are the Klobuchar model values (vertical direction) at the grid point
and the penetration point, respectively, and the eight model parameters required can
be extracted from the current navigation message.

2.2.3 Grid Ionospheric Vertical Delay Error Estimation

Assuming that the sampling period of the observed data is 30 s, update period of
the central station broadcasts the GIVD and GIVE to the user is T0 ¼ 300 s, In an
update cycle, several groups of 10 IPP groups are formed around each IGP. As
shown in the figure below, only four sequences are drawn here. In the actual case,
the number of sequences is closely related to the number of IPPs around the grid
point of the current cycle.

For IPP corresponding to time t in sequence i, two vertical ionospheric delay
values are obtained: Smooth delay calculated by the dual-frequency method and the
vertical delay estimation value of the IPP at time t ÎIPPi;vðtÞ is interpolated from the
four grid point IGP vertical delay correction values ÎIGPj;vðt � T0Þ in the previous
update period. Then the error sequences can be expressed as formula (3):

eIPPiðtÞ ¼ IIPPi;vðtÞ � ÎIPPi;vðtÞ; t ¼ ðtk � 270Þ; ðtk � 240Þ; . . .; ðtk � 30Þ: ð3Þ

For each IPP error sequence satisfying the above conditions within 300 s, the
error limit is constructed, as i denote the sequence number:

EIPPiðtÞ ¼ eIPPiðtÞ
��� ���þ jðPrÞ � Si ð4Þ

where, eIPPiðtÞ ¼ 1
m

Pm
k¼1

eIPPk ðtkÞ, m ¼ 10, Si ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m�1

Pm
k¼1

ðeIPPiðtkÞ � eIPPiðtÞÞ2
s

.

jðPrÞ Is the quantile of the 99.9% confidence probability.
The errors in all the error sequences are reciprocally weighted, resulting in an

IGP absolute error of:

êIGPðjÞ ¼
Pn

i¼1
1
dij

� �
� eIPPiðtÞj jPn

k¼1
1
dkj

ð5Þ

In the formula, dij is the distance between the ith IPP and the jth IGP, and n is the
IPP numbers of the adjacent grid.

In summary, get GIVE expression:

GIVEj ¼ maxðEIPPiÞþ êIGPðjÞ ð6Þ
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where, maxðEIPP;jÞ is the maximum value of the error limits of all the IPP errors,
and êIGPðjÞ is the absolute error of the ionospheric delay of the grid points.

2.3 Kriging Algorithm

2.3.1 Fundamental

The essence of the Kriging method is a linear, unbiased, Best Linear unbiased
Estimator (BLUE) method. Specifically, the Kriging method considers the number
of sampling points, the distribution of locations, and the spatial correlation between
the sampling points and the points to be estimated. In a limited area of estimation,
the linear, unbiased and least mean square Error as a guideline, for each of the
sampling points for estimation are given a certain weight coefficient, and finally
weighted average to estimate the value of the point to be estimated [4].

2.3.2 Grid Ionospheric Vertical Delay Estimation

Suppose that there are n sampling points x1; x2; . . .; xn around the ionospheric
penetrating point x, the corresponding vertical delay observations for the ionosphere
are Iðx1Þ; Iðx2Þ; . . .; IðxnÞ, then the vertical delay estimate at the x-point is as
follows:

GIVD ¼ ÎðxÞ ¼ Pn
k¼1

kkIðxkÞ¼ KT I

I ¼ ½I1; I2; . . .; In�T ; KT¼ ½k1; k2; . . .; kn�
ð7Þ

where, K is the coefficient vector. The problem of estimating is to find the optimal
value under certain constraint conditions, that is, the Kriging coefficient K satisfies
the following formula:

Min ðr̂2 ¼ KTCðhÞK� 2KTCðh0ÞþCð0ÞÞ
s:t: GTK ¼ X

�
ð8Þ

where, r̂2 is the estimated error variance, CðhÞ is a matrix of n � n, representing
the spatial covariance matrix between observations. Cðh0Þ is a n-dimensional
vector, represents the spatial covariance vector between the estimator and the
observed quantity. Cð0Þ is the spatial covariance between two observations with a
distance of zero, i.e. the prior variance, independent of position x. The GT is the
observation matrix and X is the position vector:
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GT ¼
1 1 . . . 1

Lat1 Lat2 . . . Latn
Long1 Long2 . . . Longn

2
4

3
5;X ¼

1
Lat
Long

2
4

3
5

Using the Lagrangian method to solve the above equation, we can get the final
Kriging coefficient K:

K ¼ ðW � HGTWÞCðh0ÞþHX

H ¼ WGðGTWGÞ�1;W ¼ C�1ðhÞ ð9Þ

So the GIVD value at the grid point can be obtained.

2.3.3 Grid Ionospheric Vertical Delay Error Estimation

In the ionospheric model, the GIVE value at the grid points represents the accuracy
of the GIVD estimate. However, anomalies such as ionospheric disturbances and
under sampling reduce the accuracy of GIVD estimates. This paper does not
consider the IPP under-sampling conditions of the ionospheric anomaly, only the
introduction of expansion model, a reasonable expansion of GIVE value to ensure
the integrity of the client. Therefore, the GIVE value can be obtained from the
following equation:

GIVE ¼ j99:9%rGIVE; r2GIVE ¼ R2
irregr̂

2
IGP ð10Þ

where, j99:9% is the quantile of the standard normal distribution 99.9% confidence
intervals. r̂2IGP is the variance of the delay value at IGP obtained by using the
covariance function during the calm period. R2

irreg is the expansion factor to over-
come the inaccurate model, the specific expression is as follows:

R2
irreg ¼ anI

T
measðW �WGðGTWGÞ�1GTWÞImeas ð11Þ

P ¼ 2
p

Zp
2

/¼0

K2 an
sin2ð/Þ þ 1

� ��n�3
2

d/ ð12Þ

where Imeas is the IPP ionospheric vertical delay observation sequence, an can be
obtained using the integrity probability assigned to the ionosphere portion, which
can be computed from Eq. (12). In Eq. (12), P ¼ 2:25� 10�8 is the probability of
goodness assigned to the ionospheric error part, and K ¼ 5:592 is the bilateral
quantile of the standard Gaussian distribution corresponding to 1-P [5].
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3 Algorithm Implementation and Results

In this paper, the dual-frequency observations of 31 monitoring stations (shown as
Fig. 1) and 30 user stations are selected to compare and analyze the performance of
the two mature algorithms mentioned above.

3.1 Algorithm Estimation Error Analysis

For IPPs formed by 30 user stations, the ionospheric delay value extracted from the
dual-frequency observations is taken as a true value, the ionospheric retardation
values calculated by the planar Kriging method and IDW method are used as the
estimated value, and then the estimated error of all IPP delay values can be
obtained.

In this section, we choose the data of different ionospheric disturbances to
analyse the estimation error of the planar Kriging method and the IDW method.
Figure 5 is a three-dimensional graph of the estimated error of March 9, 2015
(Kp-index of 2), solved by the Planar Kriging and IDW methods. Figure 6 is a side
view of Fig. 5 viewed from the latitudinal direction. Figure 7 is a three-dimensional
graph of the estimated error of March 18, 2015 (Kp-index of 8), solved by the
Planar Kriging and IDW methods. Figure 8 is a side view of Fig. 7 viewed from the
latitudinal direction.

As can be seen from the data analysis in Figs. 5 and 6, the northern errors of the
two algorithms are all less than the southern ones. Basically, the demarcation line
between north and south can be defined as 30°–35° along the latitude line. This
article takes the Yangtze River as the dividing line. Data analysis of Figs. 7 and 8
further verify the above conclusion. Comparing Figs. 6 and 8, it can be seen that the
estimation error of Plane Kriging method during ionospheric stability period is less
than the IDW method, and the plane Kriging method has a larger service area in the

Fig. 5 March 9, 2015 estimated error Kriging (left) IDW (right)
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Fig. 6 The side view of Fig. 5 from the latitudinal direction

Fig. 7 March 18, 2015 estimated error Kriging (left) IDW (right)

Fig. 8 The side view of Fig. 7 from the latitudinal direction
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marginal. However, in the storm of ionosphere, especially in the south of the
Yangtze River, the estimated error of the planar Kriging method is slightly larger
than the IDW method.

3.2 Algorithm Combination Strategy

Combining with the distribution characteristics of ionosphere of China in Sect. 2
and the theoretical analysis of the two algorithms, based on the comparative
analysis of the estimation errors of the two algorithms in Sect. 3.1, the algorithm
combination strategy is proposed. In the area north of the Yangtze River, the
ionospheric delay error model is stable and Kriging method is adopted to obtain a
larger service area and better calibration performance. At the same time, in the area
south of the Yangtze River, in order to counter the frequent occurrence of iono-
spheric abnormal, IDW method was chosen to ensure the integrity.

3.3 UIVE Envelope Analysis and Verification

We select the grids to the north of the Yangtze River and the north of the Yangtze
River, respectively, and compare the UIVE envelope of the two algorithms. This
section selects the grids of (N20°, E110°) and (N40°, E110°) in the lower left corner
on March 18, 2015, as shown in Fig. 9. The results show that the enveloping of
IDW in the south of the Yangtze River is more conservative than the Kriging
method. In the north of the Yangtze River, the IDW enveloping method is slightly
loosely than the Kriging method.

Fig. 9 Results of user ionospheric delay correction error and error bound from two algorithms
(Left: south of the Yangtze River, right: north of the Yangtze River)
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4 Conclusion

In view of the complicated ionospheric distribution in China, this paper takes the
mature ionosphere grid correction method that has been used by the WAAS system
in the United States and the European EGNOS system as a reference, combining the
simulation results of the two algorithms in different regions of China, algorithm
combination strategy was proposed. In the area north of the Yangtze River, the
ionospheric delay error model is stable and Kriging method is adopted to obtain a
larger service area and better calibration performance. At the same time, in the area
south of the Yangtze River, in order to counter the frequent occurrence of iono-
spheric abnormal, IDW method was chosen to ensure the integrity. The results
show that compared with the IDW method alone, the combination accuracy is
improved and the service area in the marginal area is expanded. Compared with the
single plane Kriging method, the combined method ensures the integrity of the
ionosphere active area in the south of the Yangtze River. Therefore, the research
work in this paper further reveals the regional distribution of ionosphere in China
and the advantages and disadvantages of the two mature algorithms applied in
China, and provides a more realistic view of future ionospheric delay correction
grid correction algorithm in China’s satellite-based augmentation system.
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Satellite Integrity Autonomous
Monitoring (SAIM) of BDS
and Onboard Performance Evaluation

Lang Bian, Wenshan Liu, Tao Yan, Yueling Cao, Rui Li, Wei Wang,
Xiao Liu, Wenyin Lei, Yansong Meng and Lixin Zhang

Abstract With the development of satellite navigation technology, the users’
demands for the integrity of GNSS are more and more intense. The ground based
monitoring system can hardly report an alarm message to the GNSS users during
the valid alarming period due to the satellite-earth propagation delay. It is beneficial
to monitor the abnormal events and report the corresponding alarms in orbit.
Through this way, which is an important branch of the future GNSS integrity
monitoring, the time needed to give an alarm is shorter and the capability of system
integrity service is strengthened. A new generation of BDS satellites has the capable
of satellite autonomous integrity monitoring (SAIM). This paper presents the
technology scheme of SAIM, and proposes the integrity monitoring method of
navigation signals and clock on-board. The proposed method is verified based on
the onboard test of the IGSO satellite. In addition, we analyze the integrity
telemetry data from the new generation of BDS satellite, including the signal delay,
power, carrier phase measurement, correlation peak, consistency of pseudo-code
and carrier phase, clock phase and frequency step. The analysis results indicate that
the quality of the data on orbit meets the requirements, and SAIM could monitor
effectively the abnormal change of satellite clock and navigation signal, generate
rapidly the alarm message, and transmit them to user. The alarm time is less than
6 s through the message, and 2 s through the non-standard code (NSC). In the end,
we present the future work for improving the SAIM technology of BDS.

Keywords SAIM � Navigation signal � Satellite clock
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1 Introduction

With the in-depth applications of global navigation satellite system in military and
civilian areas, navigation integrity is demanded increasingly, especially in the field
of Safety-of-Life (SoL) [1], and the user is very strict with the requirements of
integrity. Therefore, integrity of the global navigation satellite system is a key
requirement of upgrading the system. GPS III and GALILEO have proposed the
development goal of global CAT I service [2–6].

Because of the limits of territory and other factors, the construction of global
monitoring station is very difficult in China, so it is very difficult to implement the
global integrity monitoring by the ground facility alone. Only rely on the moni-
toring station, alarm time will be very long, up to tens of minutes to several hours,
and it is difficult to meet the alarm time requirement of users in the field of SoL. So,
SAIM will be an effective way to solve the global integrity monitoring of BDS
under the condition of limited global station distribution.

Any abnormalities in the space segment, ground segment or user segment may
lead to the integrity of the abnormal events, so maintenance of the security of
satellite navigation system is an extremely complex systematic work. SAIM needs
to ensure that the navigation signal of the satellite is intact, and the alarm infor-
mation can be sent out immediately after the discovery of the abnormal events. In
previous work, CAST Xi’an had carried out the systematic SAIM technology
research, designed the scheme of SAIM [7, 8], and a joint space-ground integrity
monitoring system research.

The new generation BDS navigation satellite is equipped with the SAIM pay-
load. For the first time, the autonomous integrity monitoring of navigation signal
and satellite clock is carried out on orbit, and the performance evaluation and
integrity alarm test are verified. This paper puts forward the technical scheme of
SAIM and the integrity monitoring method of navigation signal and satellite clock,
and analyzes the integrity telemetry data of the new generation BDS navigation
satellite. The results show SAIM can monitor the abnormal jump of satellite clock
and navigation signal on the orbit, and can quickly generate alarm information to
broadcast to users. The alarm time of message is less than 6 s, and the alarm time of
non-standard code (NSC) is less than 2 s. This paper finally puts forward the
direction of integrity technology development of subsequent BDS system.

2 Monitoring Scheme for Autonomous Integrity of BDS
Satellite

SAIM receives navigation signal from downlink transmit antenna front-end through
wired link, generates pseudo range, carrier phase, signal power and correlation
measurement, and monitors the time and frequency reference signal which generate
navigation signals to find out satellite clock phase and frequency jump. Navigation
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signal integrity information is generated by integrated the satellite clock and nav-
igation signal monitoring information. The signal measurement data can be ana-
lyzed by telemetry data to support further data analysis and performance evaluation
(Fig. 1).

2.1 Selection of Monitoring Measurement

SAIM monitoring measurement should be selected from the user’s application
requirements. User positioning accuracy can be defined by the formula (1.1):

ru ¼ GDOP� rUERE ð1:1Þ

where ru is user position error, GDOP is Geometric Dilution of Precision, and
rUERE is user equivalent measurement error.

SAIM is independent of GDOP, and it is only related to the ranging error
introduced by the satellite, and the ranging error introduced by the satellite is only
part of total error.

The user directly uses the pseudorange and carrier phase to locate. The abnormal
decreased power usually means that the payload failure on the satellite, and will
cause the carrier to noise ratio (C/N0) decreased. Non ideal characteristic of pay-
loads, such as the temperature variation, AM/AM, AM/PM or other factors, will
cause signal delay variation of payload, and the pseudorange measurement system
the signal correlation peak deviation; the signal correlation peak distortion can
make range bias to the user according to different RF front-end filter and correlator
interval measurement; baseband clock and radio frequency local oscillator
(LO) frequency coherence changing will make the pseudorange and carrier phase

T & F system Nav signal genera on 
and broadcas ng

SAIM Nav signal

Alarm 
flag

T&F signal

Alarm flag/measurement data

Nav payload

Fig. 1 The overall scheme of SAIM of BDS
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measurements are not consistent or divergent, influencing the precise positioning
user.

The observational measurements of the navigation signals, and the relationship
between the abnormal events and the impact on the user are shown in Fig. 2.

Because the reference frequency which generates all the frequency signals of the
navigation satellite is provided by the satellite clock, the abnormal jump of the
satellite clock will cause all the navigation signals to be abnormal.

Therefore, the measurement of integrity monitoring mainly includes:

(1) Navigation signal: pseudo range, carrier phase, signal power and correlation
value;

(2) Satellite clock: phase jump and frequency jump.

2.2 Monitoring Process and Alarm Type

SAIM only generates alarm flag to fast changing abnormal events. The slowly
changing abnormal events are mainly analyzed through the ground, so as to decide
whether or not to issue alarm flag.

Integrity monitoring alarm is mainly decided by the abnormal of navigation
signal and clock. If it is found that the satellite clock phase or frequency abnormal
jump, and exceeds the preset alarm threshold, all signals are warning; if the delay or
power of a branch signal abnormal jump, the branch signal alarm. At the same time,
the satellite will transmit the signal measurement information such as pseudo range,
carrier phase, power and correlation value to the ground. The ground can be further
analyzed and processed, such as long-term monitoring of code/carrier phase

PR

Power abnormal 

Time delay step

Correla on peak 
distor on

Code / carrier 
phase 

inconsistency

Random error (A)

System error (B)

Carrier phase

Power

Correla on value

Abnormal events

Observa on
The influence on  user pseudo range and 

carrier phase

Fig. 2 The relationship between measurement, abnormal event and Influence on receiver
measurement error
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consistency, distortion evaluation of zero crossing of S curve caused by correlation
peak distortion.

There are two ways to alert:

(1) Information alarm: embed the generated alarm into the navigation message and
broadcast to the user along with other navigation data.

(2) Signal alarm: the navigation signal spread spectrum code is set to non-standard
code.

The alarm time of the information alarm is mainly limited to the broadcast cycle
of the navigation message, and the non-standard code alarm time is shorter, within
2 s.

3 Navigation Signal Monitoring Technology

The navigation signal monitoring range includes signal power, signal delay, signal
correlation peak distortion, code/carrier phase inconsistency.

3.1 Signal Power Monitoring

The decrease of signal power caused by various reasons, such as digital DA or
amplifier makes the C/N0 of user receiver decrease. In ideal case, signal power
fluctuates around the mean within a certain range, usually less than 0.5 dB. If the
signal power is abnormal, the power measurement value will produce abnormal
jump. And the power measurement value can be obtained from (1.2):

PW ¼ 10� log10ðI
2 þQ2Þ þDPW ð1:2Þ

PW represents the signal power. I represents the correlation value of the same
phase branch received by the signal. Q represents the correlation value of the
quadrature branch received by the signal, DPW is a constant for the calibration of
the power zero value.

If the power generates an abnormal jump, it will be monitored immediately. And
if the default threshold is exceeded, the alarm information will be generated.

3.2 Signal Delay Monitoring

The signal time delay anomaly observed by users is a pseudo-range abnormal jump,
which may be caused by pseudo code fault, instruction anomaly or other payload
faults. There is no dynamic on-board, so the pseudo range of the monitoring
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receiver in normal condition should be the Gauss distribution around a certain
range. Because the frequency source of the receiver is different from the satellite
clock, the pseudo range measurement shows the phenomenon of linear drift.
Therefore, clock error compensation should be made in the process of signal delay
measurement. The actual signal time delay measurement values are obtained from
the following formula:

TDelay ¼ PRþDT ð1:3Þ

TDelay is signal delay, PR is the pseudo range measurement, and DT is the clock
difference between satellite clock and local oscillator.

3.3 Abnormal Monitoring of Signal Correlation Peak
Distortion

Two methods can be used to monitor the correlation peak distortion. One is in
pseudorange domain monitor, which uses a plurality of receiving channels, with
different receiver correlator spacing, then monitoring the dispersion of pseudorange;
the second is using a pair of correlator for loop to track the signal, and other
correlation value is carried out by multicorrelator, The first one can get the pseudo
range value directly, which can directly analyse the influence of the correlation peak
distortion on the user ranging. But, the resource consumption is too large when the
multiple signals are received. So, the second is the preferred method.

For the incoherent delayed lock loop (DLL), the code loop discrimination error
can be expressed as:

DðeÞ ¼ 1
2

E2 � L2
� �

¼ 1
2

Rðeþ d=2j j2� Rðeþ d=2j j2
� � ð1:4Þ

DðeÞ is discrimination error, E is early correlation value, L is late correlation
value, e is code phase error, d is the correlator interval. Therefore, the symmetry of
the correlation peak directly affects the identification error of the different
correlator.

At present, most of the correlators of aviation receivers are equipped with narrow
correlators. Therefore, we choose three pairs of narrow correlators (0.1, 0.2 and 0.3
respectively) in order to get three pairs of correlation values, and monitor the
symmetry of signal correlation peaks (Fig. 3).
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The monitoring matrix is as follows [9]:

D0:2;0:1 kð Þ ¼ I~E�0:2 kð Þ � I~L0:2 kð Þ� �� I~E�0:1 kð Þ � I~L0:1 kð Þ� �

2I~P kð Þ

D0:3;0:1 kð Þ ¼ I~E�0:3 kð Þ � I~L0:3 kð Þ� �� I~E�0:1 kð Þ � I~L0:1 kð Þ� �

2I~P kð Þ

ð1:5Þ

r�0:1 kð Þ ¼ I~E�0:1 kð Þþ I~L0:1 kð Þ
2I~P kð Þ ; r�0:2 kð Þ ¼ I~E�0:2 kð Þþ I~L0:2 kð Þ

2I~P kð Þ ;

r�0:3 kð Þ ¼ I~E�0:3 kð Þþ I~L0:3 kð Þ
2I~P kð Þ

r�0:1 kð Þ ¼ I~E�0:1 kð Þ
I~P kð Þ ; r�0:2 kð Þ ¼ I~E�0:2 kð Þ

I~P kð Þ ; r�0:3 kð Þ ¼ I~E�0:3 kð Þ
2I~P kð Þ

r0:1 kð Þ ¼ I~L0:1 kð Þ
I~P kð Þ ; r0:2 kð Þ ¼ I~L0:2 kð Þ

I~P kð Þ ; r0:3 kð Þ ¼ I~L0:3 kð Þ
2I~P kð Þ

ð1:6Þ

Through the statistical analysis of the above 11 monitoring quantities, the
abnormal detection is carried out.

3.4 Code/Carrier Phase Inconsistency Monitoring

High precision users will incorporate the carrier phase measurements into the
navigation solution. The code/carrier phase inconsistencies observed on the ground
are mostly caused by the ionosphere. Code/carrier phase inconsistency is also
possible to occur on-board. Although the PN code and carrier are traceable to the
on-board atomic clocks, the frequency signals used to generate PN code and carrier
phase are through different paths. Any abnormality will lead to pseudo code and
carrier phase inconsistency. Usually, the code/carrier phase difference caused by the
time and frequency system, is manifested by the divergence between the pseudo
range and the carrier phase measurement value. In addition, the relative phase

Fig. 3 Multicorrelator of PN
code
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relationship between the PN code and the carrier will also change because of the
abnormal. This kind of fault will affect the ambiguity solution in precision posi-
tioning application. Therefore, in the aspect of carrier/pseudo-code phase consis-
tency monitoring, CAST Xi’an has designed two monitoring schemes for two types
of fault modes.

(1) CCD (Code/Carrier Divergence)

A two order filter is used to estimate the PN code and carrier divergence rate
(equivalent to the series of two first order filters), so as to reduce the influence of
code noise. The input of the filter is the original PR measurement value minus the
carrier measurement value. The filter is represented as (Laplace domain) [10]:

D̂ sð Þ ¼ s
sd1sþ 1ð Þ sd1sþ 1ð Þ Z sð Þ ¼ 1

sd1sþ 1ð Þ �
s

sd2sþ 1ð Þ Z sð Þ ð1:7Þ

The system is converted to the digital domain, using s ¼ 1
T
1�z�1

z�1 , at this time:

d1 kð Þ ¼ sd1 � T
sd1

d1 k � 1ð Þþ 1
sd1

z kð Þ � z k � 1ð Þð Þ

d2 kð Þ ¼ sd2 � T
sd2

d2 k � 1ð Þþ T
sd2

d1 k � 1ð Þ
ð1:8Þ

In the formula (1.8), z kð Þ ¼ PRr kð Þ � u kð Þ, T is the sampling interval of the
code/carrier measurements, sd1 and sd2 are time constant.

First, the difference between the pseudo range of the original code and the carrier
pseudo range is calculated, and Z(k) is obtained. Then the two order digital filtering
is performed to get d2(k), and d2(k) is the code carrier divergence rate.

(2) CCB (Code/Carrier Bias)

The purpose of CCB is to determine whether the increments of the pseudorange and
carrier phase are consistent in normal operation.

DPR kð Þ ¼ PR kð Þ � PR k � 1ð Þ
Du kð Þ ¼ u kð Þ � u k � 1ð Þ ð1:9Þ

The difference between the increment of code and the carrier is CCB, as follows:

DI kð Þ ¼ DPR kð Þ � Du kð Þ ð1:10Þ
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4 Satellite Clock Monitoring Technology

High stability crystal oscillator is the local reference of SAIM payload. Oscillator
has good short-term stability, but long stability is worse compared with on-board
atomic clocks. Thus SAIM only monitors the satellite clock phase or frequency
jump abnormally, without long-term deterioration of performance monitoring. The
deterioration of the long term performance of the atomic clock can be given by the
long-term observation of the ground monitoring network and the inter-satellite link
measurements.

The clock difference between the satellite clock and the local reference oscillator
for three consecutive periods is tk, tk−1, and tk−2 respectively, and the k represents
the current time. It is assumed that the phase clock x is generated at the present
time. In order to remove the phase shift introduced by the frequency offset of the
satellite clock and the local reference oscillator, we make compare the adjacent
measured values, as follows:

DT1 ¼ tk þ x� tk�1 ¼ Dtf ðk;k�1Þ þ x ð1:11Þ

DT2 ¼ tk�1 � tk�2 ¼ Dtf ðk�1;k�2Þ ð1:12Þ

Dtf is the phase shift introduced by the frequency difference between the satellite
clock and the local oscillator. As the phase shift introduced by the frequency offset
of the local oscillator is very small in 3 s of continuous time, it can be ignored. So
Dtf ðk;k�1Þ and Dtf ðk�1;k�2Þ can be approximately considered equal.

The difference between DT1 and DT2 is as follows:

DT1 � DT2 ¼ Dtf ðk;k�1Þ þ x
� �� Dtf ðk�1;k�2Þ ð1:13Þ

The phase jump of the satellite clock is obtained from the upper form, and the
phase offset is offset by the frequency offset of the local reference oscillator, and the
phase jump variable of the satellite clock is obtained. The frequency jump of
satellite clock can be derived from phase jump, and it is not redundant.

5 Performance Evaluation Results in Orbit Operation

A new generation of BDS navigation satellite has been launched in the middle of
2015, then test and evaluation were carried out. The pseudorange and carrier phase,
signal power, satellite clock phase jump, satellite clock frequency jump, the original
concept of measurements quality was statistical analysed. The following figure
shows the results of the original observation of the new generation of IGSO
satellites in May 12, 2017. The pseudo range accuracy is less than 0.08 ns, carrier
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phase accuracy is less than 0.008 weeks, power monitoring accuracy is less than
0.2 dB, satellite clock phase jump and frequency jump are less than 0.01 ns and
0.1 MHz (Figs 4, 5, 6 and 7).

According to the results of the correlation peak distortion monitoring matrix
given in the 3.3 section, as shown in Fig. 8, B2a signals can be seen that the
correlation peaks are stable and symmetric in the short term, and the long-term
stability of the symmetries will be evaluated later.

Fig. 4 Evaluation result of time PR measurement

Fig. 5 Result of carrier phase measurement

Fig. 6 Result of signal power measurement
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The code/carrier phase consistency monitoring results are as follows: (Fig. 9).
In addition to the performance evaluation under normal operation, in September

2017, the onboard fault injection and the satellite-ground close loop alarm time test
were carried out. The signal and satellite clock faults were generated by the ground
instructions, for example time delay, power, satellite clock phase and frequency
adjustment. The results show that after the fault generated, SAIM can detect the
fault in 1 s, and quickly alert to user. The alarm time is less than 6 s while using
navigation message. And if NSC warning mode is adopted, the alarm time is less
than 2 s. The following figure shows the partial results of the signal abnormally
monitoring (Fig. 10).

Fig. 7 Result of phase and frequency step measurement
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Fig. 9 Result of code and carrier consistence monitoring
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6 Conclusion

At present, SAIM is carrying out on orbit long-term monitoring experiment, and
monitoring on orbit abnormal events to accumulate integrity faults of navigation
satellites. The current monitoring focuses on the anomalies of satellite clock and
navigation signal, resulting in abnormal jump of receiver measurements, which can
alleviate the lack of integrity of users due to the navigation satellite’s abnormality.
The monitoring accuracy meets the requirements. The alarm time is less than 6 s by
navigation message, and less than 2 s by NSC. Until the end of November 2017,
false alarm did not occur due to be lack of measurement precision.

From the historical operation of GPS, satellite clock and orbit anomalies are also
the main type in-orbit. The highest frequency of satellite is clock failures [11], and
the slow failure of satellite clock accounts for a considerable proportion. BDS
satellite may also have similar integrity risk. Next, we will further research the
monitoring scheme and algorithm of orbit and clock slow change onboard. We will
make a comprehensive analysis of main and backup clock difference and inter
satellite link observation data, then evaluate the feasibility of autonomous moni-
toring on orbit.
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