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Preface

This book presents the proceedings of the IUPESM World Congress on Biomedical Engi-
neering and Medical Physics, a triennially organized joint meeting of medical physicists,
biomedical engineers, and adjoining healthcare professionals. Besides the purely scientific and
technological topics, the 2018 Congress will also focus on other aspects of professional
involvement in health care, such as education and training, accreditation and certification,
health technology assessment, and patient safety. The IUPESM meeting is an important forum
for medical physicists and biomedical engineers in medicine and healthcare to learn and share
knowledge, and to discuss the latest research outcomes and technological advancements as
well as new ideas in both medical physics and biomedical engineering field.

Biomedical engineering and medical physics represent challenging and rapidly growing
areas. Building on the success of the previous World Congresses, the aim of the World
Congress 2018 is to continue in bringing together scientists, researchers, and practitioners
from different disciplines, namely from mathematics, computer science, bioinformatics,
biomedical engineering, medical physics, medicine, biology, and different fields of life sci-
ences, so that they can present and discuss their research results. We hope that the World
Congress 2018 will serve as a platform for fruitful discussions between all attendees, where
participants can exchange their recent results, identify future directions and challenges, initiate
possible collaborative research, and develop common languages for solving problems in the
realm of biomedical engineering and medical physics.

Following a thorough peer-reviewed process, we have finally selected 498 papers. The
Scientific Committee would like to thank the reviewers for their excellent job. The articles can
be found in the proceedings and are divided into the main tracks and special sessions. The papers
show how broad the spectrum of topics in biomedical engineering and medical physics is.

The editors would like to thank all the participants for their high-quality contributions and
Springer for publishing the proceedings of the World Congress.

Prague, Czech Republic Lenka Lhotska
Prague, Czech Republic Lucie Sukupova
Zagreb, Croatia Igor Lacković
Houston, USA Geoffrey S. Ibbott
March 2018
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About IFMBE

The International Federation for Medical and Biological Engineering (IFMBE) is primarily a
federation of national and transnational societies. These professional organizations represent
interests in medical and biological engineering. IFMBE is also a non-governmental organi-
zation (NGO) for the United Nations and the World Health Organization (WHO), where we
are uniquely positioned to influence the delivery of health care to the world through
biomedical and clinical engineering.

The IFMBE’s objectives are scientific and technological as well as educational and literary.
Within the field of medical, biological, and clinical engineering, IFMBE’s aims are to
encourage research and application of knowledge and to disseminate information and promote
collaboration. The ways in which we disseminate information include the following: orga-
nizing World Congresses and Regional Conferences, publishing our flagship journal Medical
and Biological Engineering and Computing (MBEC), our Web-based newsletter—IFMBE
News, our Congress and Conference Proceedings, and books. The ways in which we promote
collaborations are through networking programs, workshops, and partnerships with other
professional groups, e.g., Engineering World Health.

Mission
The mission of IFMBE is to encourage, support, represent, and unify the worldwide medical
and biological engineering community in order to promote health and quality of life through
the advancement of research, development, application, and management of technology.

Objectives
The objectives of the International Federation for Medical and Biological Engineering shall be
scientific, technological, literary, and educational. Within the field of medical, clinical, and
biological engineering, its aims shall be to encourage research and the application of
knowledge and to disseminate information and promote collaboration.

In pursuit of these aims, the Federation may, in relation to its specific field of interest,
engage in any of the following activities: sponsorship of national and international meetings,
publication of official journals, cooperation with other societies and organizations, appoint-
ment of commissions on special problems, awarding of prizes and distinctions, establishment
of professional standards and ethics within the field, or in any other activities which in the
opinion of the General Assembly or the Administrative Council would further the cause of
medical, clinical, or biological engineering. It may promote the formation of regional, national,
international, or specialized societies, groups or boards, the coordination of bibliographic
or informational services, and the improvement of standards in terminology, equipment,
methods and safety practices, and the delivery of health care.

In general, the Federation shall work to promote improved communication and under-
standing in the world community of engineering, medicine, and biology.

xv
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Fast In Vivo High-Resolution Diffusion MRI
of the Human Cervical Spinal Cord
Microstructure

René Labounek, Jan Valošek, Jakub Zimolka, Zuzana Piskořová,
Tomáš Horák, Alena Svátková, Petr Bednařík, Pavel Hok,
Lubomír Vojtíšek, Petr Hluštík, Josef Bednařík, and Christophe Lenglet

Abstract
Diffusion Magnetic Resonance Imaging (dMRI) is a
widely-utilized method for assessment of microstructural
properties in the central nervous system i.e., the brain and
spinal cord (SC). In the SC, almost all previous human
studies utilized Diffusion Tensor Imaging (DTI), which
cannot accurately model areas where white matter
(WM) pathways cross or diverge. While High Angular
Diffusion Resolution Imaging (HARDI) can overcome
some of these limitations, longer acquisition times
critically limit its applicability to clinical human studies.
In addition, previous human HARDI studies have used
limited spatial resolution, with typically a few slices and
voxel size *1 � 1 � 5 mm3 being acquired in tens of
minutes. Thus, we have optimized a novel fast HARDI
protocol that allows collecting dMRI data at high angular
and spatial resolutions in clinically-feasible time. Our data
was acquired, using a 3T Siemens Prisma scanner, in less
than 9 min. It has a total of 75 diffusion-weighted
volumes and high spatial resolution of 0.67 � 0.67 � 3
mm3 (after interpolation in Fourier space) covering the
cervical segments C4–C6. Our preliminary results
demonstrate applicability of our technique in healthy

individuals with good correspondence between low
fractional anisotropy (FA) gray matter areas from the
dMRI scans, and the same regions delineated on
T2-weighted MR images with spatial resolution of
0.35 � 0.35 � 2.5 mm3. Our data also allows the detec-
tion of crossing fibers that were previously shown in vivo
only in animal studies.

Keywords
Diffusion MRI � HARDI � High-resolution imaging
Cervical spinal cord

1 Introduction

DTI indirectly characterize white matter (WM) microstruc-
ture based on the diffusion properties of water molecules, but
only models one pool of parallel fibers per voxel. Hence,
HARDI approaches such as Q-ball imaging [1] or the
ball-and-stick model [2], that enable to account for crossing
fiber populations, could help better characterize complex
WM configurations in the spinal cord. While these models
have been preferentially utilized for in vivo imaging in the
human brain, their application to the human spinal cord
(SC) remains limited due to distortions, low signal to noise
ratio (SNR) for higher b-values and long acquisition times.

Although Q-ball imaging of the cat SC showed the pos-
sibility to detect crossing WM fiber, such as the longitudinal
and commissural tracts [3], so far, only a single study deals
with the in vivo detection of multiple pathways in the human
SC [4]. However, only 8 non-contiguous slices of the cer-
vical and upper thoracic spine were captured with voxel size
1 � 1 � 5 mm3, and scans thus suffered from partial volume
effects which preclude the accurate delineation of SC
sub-compartments. While previous animal studies have
shown the feasibility of 0.6 � 0.6 � 3 mm3 spatial resolu-
tion [5, 6] at 3 T, their applicability to human HARDI
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studies was critically limited by the required long scanning
times (i.e. >30 min).

Our work is an extension of our preliminary (single
subject) results [7], where we demonstrated the possibility to
detect significant secondary fiber orientations in areas near
the spinal nerve roots, by utilizing an innovative 3T HARDI
protocol with spatial resolution 0.67 � 0.67 � 3 mm3

acquired in 10 min from contiguous slices of the lower
cervical SC (i.e. C4–C6). Here, we aimed to demonstrate the
feasibility of the proposed advanced protocol on 26 healthy
individuals, and to discuss its benefits and limitations.

2 Materials and Methods

2.1 Data Acquisition Protocols

The data was collected on a 3T MRI scanner (Siemens
Prisma) using a 64-channel head/neck and a 32-channel
spine coils in 26 healthy subjects (13 women, mean age
24.2 ± 1.7 years) who signed informed consent approved
by the local ethics committee.

T2-weighted sagittal images (Fig. 1a) were acquired to
cover the whole cervical SC with 30 contiguous slices using
a turbo spin-echo sequence with TR = 8640 ms (repetition
time), TE = 98 ms (echo time), 4 averages, GRAPPA = 2,
field of view (FOV) 250 � 250 mm2, matrix size
896 � 896 voxels, slice thickness 1.3 mm, voxel size
0.28 � 1.3 � 0.28 mm3. The acquisition time (TA) was
8 min 49 s.

T2-weighted axial images (Fig. 1b) were acquired to
cover the C3–C6 levels with 30 contiguous slices using a
gradient recalled sequence with TR = 556 ms, TE = 17 ms,

2 averages, FOV 180 � 180 mm2, matrix size 512 � 512
voxels, slice thickness 2.5 mm, voxel size 0.35 � 0.35
� 2.5 mm3, TA = 5 min 37 s.

ZOOMit HARDI dMRI images (Fig. 1c, d) were
acquired to cover the C4–C6 levels with 23 contiguous axial
slices with TR = 4500 ms, TE = 73 ms, FOV = 44 � 129
mm2, matrix size 68 � 200 voxels, slice thickness 3 mm,
voxel size 0.65 � 0.65 � 3 mm3 after interpolation in
Fourier space (original voxel size 1.3 � 1.3 � 3 mm3).
63 diffusion weighted images (42 gradient directions with b-
value = 1000 smm−2 and 21 directions with b = 550
smm−2) and 7 images (b0) with b = 0 smm−2 were collected
with anterior-posterior (AP) phase encoding. 5 additional b0
images were acquired using posterior-anterior (PA) phase
encoding for a total TA = 8 min 32 s.

2.2 Data Processing and Registration

Sagittal and axial T2-weighted images were first bias-field
corrected [8], and areas outside the body were removed.
Sagittal T2-weighted images were resampled to spatial res-
olution 0.28 � 0.35 � 0.28 mm3. The initial SC and cere-
brospinal fluid (CSF) segmentation was performed utilizing
the Spinal Cord Toolbox (SCT) propseg algorithm on the
sagittal images. One axial slice containing the approximate
center of the C2/C3 intervertebral disc was manually
marked, and vertebral levels were labeled [9, 10]. The
original axial and resampled sagittal T2-weighted images
were then co-registered using the SCT multimodal registra-
tion algorithm [9] and the spinal cord and CSF segmentation
[10] was repeated on the original axial image with prior
knowledge from the previous segmentation of the sagittal

Fig. 1 Spinal cord images in native space a T2-weighted images
(sagittal acquisition) at C4–C6 levels b T2-weigted images (axial
acquisition) at C3–C6 levels c dMRI AP b0 images (axial acquisition)

at C4–C6 levels d dMRI AP images with b-value = 1000 smm−2 and
gradient v = [−0.91 −0.41 0.06] (axial acquisition) at C4–C6 levels
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images. Co-registered T2-weighted images were fused in the
resampled sagittal space with non-linear weighted addition
F = cS * S + cT * T where F is the T2-fused image, S is the
resampled sagittal image, T is the registered axial image, cS
and cT are spatially varying real coefficients (outside CSF
and SC: cS = 0.25 and cT = 0.75; inside CSF: cS = 0.125
and cT = 0.875; inside SC: cS = 0.1 and cT = 0.9). The final
SC and CSF segmentation and labeling [10] was performed
on the fused T2-weighted image with prior knowledge of the
2nd segmentation.

The b0 images were extracted from the AP and PA dMRI
acquisitions, and were affinely co-registered to correct for
susceptibility artifacts using topup from FSL [11, 12].
A mean b0 image was calculated and co-registered to the
space of the T2 axial images. Next, a mask of the SC was
transformed into diffusion space from the fused T2-weighted
images space. Together with the dMRI data and topup
outputs, this mask was used as the input into eddy from
FSL [12, 13] to correct eddy currents and motions.

DTI and ball-and-stick models [2] were separately esti-
mated using dtifit and bedpostx from FSL [12],

providing estimates of primary and secondary fiber orien-
tations as one diffusion tensor (dtifit) or as the additive
three-compartment model of one isotropic diffusion com-
partment (i.e. ball) and two crossing diffusion tensors with
2nd and 3rd eigenvalues equal to 0 for each tensor (i.e. two
sticks; bedpostx).

3 Results

Representative FA maps, estimated supra-threshold sec-
ondary fiber orientations and their associated volume frac-
tions are shown in Fig. 2 in three different subjects. Areas
with low FA that correspond to gray matter are correctly
aligned with gray matter regions visible on T2-weighted
axial images. As expected from the human SC anatomy, the
secondary fiber orientations (with volume fraction around
30% of the measured dMRI signal) are mainly observable
around the posterior horns of the SC. Their orientation fol-
lows the nerve roots, and crossing fibers are also detectable
around the gray commissure. We have not detected crossing

Fig. 2 FA maps (red-yellow-white), 2nd fiber orientations and their volume fraction (blue) from slices near the C4–C6 areas are superimposed on
axial T2-weighted images in native diffusion space for 3 different subjects. All slices are oriented as shown in subject 1
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fibers around the anterior horns, where they are also
expected, probably due to lower signal quality (Fig. 3) at the
anterior border of the SC and CSF.

4 Discussion

4.1 Contributions

We have shown that dMRI-derived microstructural param-
eters of the SC (Fig. 2) can be obtained using an advanced
HARDI protocol, which improves spatial resolution, mini-
mizes susceptibility artifacts, and can be obtained in less
than 10 min while providing continuous coverage the cer-
vical SC. The dMRI results are in good agreement with the
expected locations of crossing fibers (horns of the SC), and
also match well previously published data in the cat [3]. To
the best of our knowledge, this is one of the very first
demonstrations of in vivo high resolution HARDI in the
human SC, with contiguous coverage at the C4–C6 levels
and crossing fibers identification, obtained in under 10 min.

4.2 Limitations and Future Work

Although the FA maps were found to align very well with
GM/WM borders on axial T2-weighted image (Fig. 2), the
current study remains limited by the presence of unsuppressed
artifacts in the anterior part of the SC (Fig. 3). ECG-triggering
may help mitigate effects from cardiac pulsation as a potential
source of this artifact, however, we cannot rule out registration
issues as another possible explanation.

In addition, we are currently unable to accurately nor-
malize single-subject fused T2-weighted images to the
group-averaged SC PAM50 template [9] from SCT. This is
needed for population studies of microstructural parameters,
or to adequatly use the atlas-based WM/GM segmentation
from SCT, and might be due to the lower spatial resolution
of the PAM50 atlas (0.5 � 0.5 � 0.5 mm3) than our fused
T2-weighted images (0.28 � 0.35 � 0.28 mm3) [7]. Thus, a
study-specific template created from our fused T2-weighted
data may help overcome this limitation.

Finally, the SC segmentation fits an elliptical shape [10],
which is appropriate in healthy subjects but, similarly to the

recent study by Martin et al. [14], fails in patients with SC
compression. Thus, implementation of a more flexible
method based on polynomials (e.g. b-splines or Bezier
curves) segmentation may be necessary to study patients
with compressive myelopathy. We plan to address these
limitations in future work.
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Image Quality Evaluation of Phase Contrast
Mammographic Techniques

A. Daskalaki and N. Pallikarakis

Abstract
Purpose: Despite the technical improvements in breast
imaging, early diagnosis and lower rate of missed lesions
remain a primary goal against breast cancer. The aim of
this paper is to investigate further the potential contribu-
tion of phase contrast imaging, combined with breast
tomosynthesis (BT), in improving breast imaging out-
comes and diagnosis.

Methods: A phantom composed of paraffin wax with
three different embedded mammographic structures,
spheres, fibers and CaCO3 powder, was constructed.
Mammographic and BT images at two acquisition arcs
were acquired, in phase contrast mode of two object to
detector distances (ODD). The experiments were per-
formed using synchrotron radiation at 20 keV within the
conventional mean glandular dose (MGD) range. Evalu-
ation metrics were introduced in order to assess quanti-
tatively the detection of breast abnormalities and the
image quality from different modalities.

Results: Visual and quantitative assessments of the
images acquired showed that the increase of ODD
resulted in superior contrast and stronger edge enhance-
ment for all the features. BT images eliminated the
overlapping effect and made possible the in depth
localization of structures. In addition, BT images demon-
strated higher values of all evaluation metrics compared
with mammographic images especially for the narrow arc
of 15°.

Conclusions: The results of this study showed that BT
phase contrast imaging is a promising technique that can
be proved important for the detection of small details in
breast screening and diagnosing.

Keywords
Phase contrast imaging � Breast phantoms
Mammography � Breast tomosynthesis

1 Introduction

Cancer incidence and mortality statistics show that breast
cancer is one of the most common types of cancer world-
wide, accounting for 3 in 20 (15%) cancer deaths in females
[1]. Mammography is the standard modality of breast
screening and diagnosing. Although mammographic
screening techniques have increased the image quality and
despite the technical improvements in X-ray sources and
digital detectors, the rate of missed lesions and false posi-
tives remains crucial [2–4].

In principle, mammography projects the compressed
breast structure onto a two dimensional plane, based on
X-ray tissue absorption. Anatomical structures can overlap
resulting in poor visualization of useful diagnostic infor-
mation and insufficient soft tissue contrast.

Ongoing research in innovative breast imaging modalities
is growing in order to increase soft tissue contrast and spatial
resolution [5–7]. Phase contrast imaging is such an emerging
technique sensitive not only to attenuation but also to X-ray
phase change arising at the boundaries of different refractive
materials [8–10]. Tissues composed of low Z-elements, such
as breast masses, produce low absorption contrast but con-
siderable phase contrast, resulting in significant edge
enhancement. Visibility of small and thin details that are not
visible in absorption images will become detectable as a
result of this edge enhancement effect due to phase shift
between different materials.

This study focuses on the potentials of combining the
advantages of BT and phase contrast effects for breast
imaging. Specifically, the in depth information that BT
provides, without overlapping anatomy, is combined with
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the edge enhancement effect resulting in a superior contrast
and detectability of malignancies.

2 Materials and Methods

2.1 Hardware Phantom

For the needs of this study a phantom was constructed in our
laboratory. The phantom consists of an outer cylinder of
5 cm radius and 2.8 cm thickness made of paraffin wax
(C25H52, density: 0.93 g/cm3, d(20 keV) = 5.53 � 10−7),
inside which are embedded three different types of abnor-
malities. Nylon spheres with sizes 4.8, 3.2 and 2.4 mm
representing masses, nylon fibers with sizes 0.9, 0.7 and
0.5 mm, and CaCO3 powder representing microcalcifica-
tions (lCs). In order to avoid the presence of air bubbles in
the base material, the paraffin wax was melted at 70 °C under
vacuum. During the solidification process four layers of the
abovementioned abnormalities were embedded slowly. The
aim of this arrangement was to produce areas with over-
lapping structures in order to facilitate a BT investigation.

2.2 Image Acquisition

All the experiments took place at the ELETTRA Syn-
chrotron Trieste, at the SYRMEP beamline, especially
designed for research in medical diagnostic radiology. The
optics are based on a double-crystal Si (111) monochromator
working in the energy area 18–35 keV. The X-ray beam
provided at 20 m from the source is a laminar section with
maximum area 120 � 4 mm2. The energy of the X-ray
beam was 20 keV for all experiments performed. The
phantom was placed on a metal plate moving vertically at
each scan and able to rotate 360° fixed at 22.4 m from the
source.

The detector was a Teledyne DALSA TDI CCD camera.
Two object to detector distances (ODD) of 50 and 150 cm
were used. With both arrangements, a free space propagation
phase contrast imaging set-up was produced. The first set-up
with ODD 50 cm resulted in images where the phase con-
trast contribution started to appear but cannot be fully seen,
whereas the second one with ODD 150 cm resulted in
images with strong edge enhancement. Two different
modalities were used to produce images of 4400 � 2200
pixels. The first one was a mammography mode, where 2D
images were acquired. The second one was a BT mode at
two different acquisition arcs: an acquisition arc of 15° and
1° increment resulting in 15 projections and an acquisition
arc of 44° and 2° increment resulting in 23 projections [11].
The mean glandular dose (MGD) was in the range of 2.1–

2.6 mGy, in accordance with the European guidelines for
quality assurance in breast cancer screening and diagnosing.
For the BT mode, the MGD was equally distributed in the
projections. The incident air kerma (K) was calculated in
advance for all the cases in order to acquire an MGD in the
above mentioned dose ranges. For the calculations, the fol-
lowing equation is used:

MGD ¼ K � g� c� s ð1Þ
where g, c and s are conversion parameters depending on the
breast thickness, the glandularity and the incident spectra
respectively [12, 13]. K is measured at the upper surface of
the breast. In our study, where the base material of the
phantom is paraffin wax, the equivalent breast thickness was
calculated and found to be 2 cm.

Before reconstruction, a flat-field correction of the BT
images was performed. Additional processing needed in
order to correct the small vertical movements of the phantom
during the BT acquisition arcs, was done using MATLAB
2013. For the reconstruction process an in-house platform
was used [14] performing filtered back-projection. All the
images were pre-filtered with the use of Ram-Lak filter.
A pseudo-3D representation of the phantom was produced
from the reconstructed axial planes at every 0.1 mm of the
total volume.

2.3 Evaluation Metrics

In order to evaluate the image quality and the detection of
breast abnormalities, two evaluation metrics were intro-
duced. These metrics were based on the Contrast (C) and
Signal to Noise Ratio (SNR), widely used for image quality
assessments in conventional X-ray (attenuation based)
imaging. For phase contrast imaging, where the edge
enhancement needs to be taken into account in the calcula-
tions, these metrics are redefined as CPC. and SNRedge

respectively, based on Eqs. 2 and 3 [15].

CPC ¼ Imax � Imin
Iback

� 100 ð2Þ

SNRedge ¼ Imax � Imin
ffiffiffi

2
p � rback

ð3Þ

FOM ¼ SNR
ffiffiffiffiffiffiffiffiffiffiffi

MGD
p ð4Þ

where Imax and Imin are the maximum and minimum values
of the intensity profiles. Iback and rback are the average
intensity value and the standard deviation of the background
ROI respectively, both calculated over the rectangle area
(Fig. 1).
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In order to examine the small variations of dose and allow
the comparison of SNRedge. at each experiment, a figure of
merit (FOM) was introduced, where the SNRedge was nor-
malized to the square root of the MGD according to Eq. 4.

3 Results

Regions of interest as well as evaluation metrics were used
for visual and quantitative assessment of the images
acquired. Table 1 shows the FOM values calculated over the

ROIs presented in Fig. 1 for the six different imaging
modalities investigated in this study.

As it can be seen in Fig. 2 last row, 2D images acquired
with ODD 150 cm show a strong edge enhancement of the
abnormalities that is barely seen in images acquired with
ODD 50 cm. Actually, the edges in the latter case appear
blurred, whereas in increased detector distance they appear
sharp and with an improved contrast. In addition, according
to Table 1, FOM values for the 2D images are higher at
increased ODD for all findings. This improvement of FOM
is significantly higher for masses, since it was calculated to
be 43% on average, compared to 21% for lCs and fibers.

Fig. 1 Projection of the phantom
where the ROIs under
investigation are illustrated

Table 1 Values of FOM for the ROIs presented in Fig. 1 at six different imaging modalities

2D ODD = 50 cm ODD = 150 cm

FOM ODD = 50 ODD = 150 Arc 15° Arc 44° Arc 15° Arc 44°

M1 2.1 3.4 2.4 2.3 4.4 2.5

M2 1.5 2.7 2.6 1.5 4.4 2.3

M3 3.0 5.4 2.8 2.6 3.3 3.1

C1 5.8 8.9 7.9 8.1 12.9 9.7

C2 6.7 8.6 7.7 7.8 11.9 9.5

C3 8.3 8.6 11.4 12.4 12.9 13.0

Prof1a 3.3 4.2 3.4 3.4 4.5 4.1

Prof1b 3.3 4.7 3.5 3.3 4.8 5.5

Prof2a 3.3 4.5 3.3 3.1 4.0 4.2

Prof2b 3.6 4.2 4.0 3.4 4.4 3.9

Prof3a 3.6 4.3 3.4 3.3 4.1 4.0

Prof3b 3.1 3.8 3.5 3.2 4.0 3.9

Image Quality Evaluation of Phase Contrast … 11



The two first rows of Fig. 2 present phase contrast
(ODD = 150 cm) BT planes with different cluster of lCs,
fibers and masses appearing in focus as we slice through the
reconstructed volume. The first and second row of Fig. 2
present slices from the BT reconstructed volume acquired
with an arc of 15° and an arc of 44°. Table 2 shows the
contrast measurements of masses and lCs for the different
BT acquisitions.

Visual assessment of the BT volumes and quantitative
results of FOM and contrast values, for the 2D cases,
showed that the higher ODD results in improved phase
contrast images and superior visualization of lesions.
Moreover, BT slices acquired with the narrow arc of 15°
exhibit higher FOM and contrast values for the total of the
findings embedded in the phantom. BT slices resulted in an

improved detectability of small structures that were barely
seen in 2D images.

4 Discussion and Conclusion

This study evaluated the potentials of combining the
advantages of BT and phase contrast for breast imaging. In
order to do so, an in house constructed phantom was used.
Visual assessment of the resulting images as well as FOM
and Contrast measurements of the main structures embedded
in the phantom showed that the increase of ODD results in
improved image quality. In addition, the edge enhancement
of the main findings becomes stronger and their appearance
is sharper. These results may be critical in the detection of

Fig. 2 Regions of interest for lCs, fibers and masses from phase contrast (ODD = 150 cm) BT planes and 2D images acquired with an ODD
50 cm and ODD 150 cm

Table 2 Values of contrast for the ROIs presented in Fig. 1 for masses and lCs, at four different BT configurations

ODD = 50 cm ODD = 150 cm

Contrast Arc 15° Arc 44° Arc 15° Arc 44°

M1 14 14 34 21

M2 22 13 44 24

M3 21 19 32 32

C1 115 91 187 135

C2 76 60 155 135

C3 123 118 131 151
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small structures. For instance, the cluster of lCs seen in
Fig. 2 can be clearly depicted only in images acquired with
high ODD, whereas in the rest it cannot be detected among
the background noise. Moreover, the improvement of FOM
was higher for masses, which may contribute in their
detectability compared with attenuation based imaging,
where it is difficult to be identified especially in dense
breasts.

By comparing the 2D images with the respective BT
slices, the latter resulted in an improved visualization of
lesions. The biggest advantage of BT over mammography
lies in the decrease of structural noise, a problem caused by
overlying structures. Superposition of structures in the case
of 2D imaging is resolved and illustrated at two separate
BT planes (layer 1 and 2 in Fig. 2). Characteristic is the
example of the two masses (4.8 mm) overlapping, which
are illustrated separately in BT planes of Fig. 2. Moreover,
according to Table 1, BT images resulted in higher FOM
values compared with 2D images, especially for lCs. All
the above results conclude that BT phase contrast imaging
is a promising technique that can be proved important for
the detection of small details in breast screening and
diagnosing.

A comparison of the two acquisition arcs chosen for
phase contrast BT investigation showed that the narrow one
(15°) resulted in higher values of FOM and contrast. The
lesions appear sharper and the contrast of their edges is
more intense. This is an important result for breast imag-
ing, since the enhanced contrast of low contrast features as
well as the clear visualization of lCs needs to be improved.
Moreover, the 15° arc BT resulted in out of plane artifacts
less elongated as a result of the smaller arc. On the other
hand, the contrast of those out of plane artifacts is higher in
15° arc BT, it may therefore be misinterpreted as in plane
structures. This drawback is more intense for high contrast
features, as it can be seen in Fig. 2. In addition, the case of
the BT with the arc of 44° showed better in depth reso-
lution, thus resulting in an improved in depth localization
of features that might be helpful in biopsy guidance and
breast operation planning. This indicates that further
investigation for the optimal acquisition arc in the case of
phase contrast BT is necessary and may trigger post image
processing techniques.
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Thermography Evaluation in Patients
with Hypothyroidism and Fibromyalgia
by Analyzing the Temperatures of the Palms
of Hands

Ana Paula Christakis Costa, Joaquim Miguel Maia,
Marcos Leal Brioschi, and José Eduardo de Melo Mafra Machado

Abstract
The objective of this work was to carry out a thermo-
graphic evaluation in patients with hypothyroidism
(HP) and fibromyalgia (FM) by palms of the hands
temperature analysis. The total of 136 electronic medical
records of individuals belonging to a database of a
thermography diagnostic clinic were selected. The inclu-
sion criteria were: records containing anteroposterior
(AP) orthostatic and AP cervical extension images;
thermographic reports; male and female individuals; over
18 years old; groups with HP, FM and healthy individ-
uals; laboratory and diagnostic reports; descriptive anam-
nesis of the patient´s profile and preliminary questionnaire
for FM criteria. Medical records were classified into three
groups: group 1, with HP and FM (50 patients); group 2,
with FM but no HP (56 patients); group 3, control (30
healthy individuals). All images selected in electronic
records were studied through the Flir report software,
with the demarcation of three points in thyroid gland
region obtaining an average of temperature and one point
on each palm of the hands. Temperature data of each
group were statistically analyzed by Microcal Origin 6.0
software, where the obtained results for the thermal
correlation between HP and FM, for the palms of the
hands, were: group 1: 31.0 ± 1.5 °C; group 2:
30.7 ± 2.0 °C; and group 3: 31.6 ± 1.4 °C. The Pearson
linear correlation coefficient (q) was 1, meaning that the

variables are correlated among themselves. It was
concluded that if there is a variation in the metabolic
activity of the thyroid gland in patients with FM, there is a
variation in the temperature of the palms of the hands, for
the groups studied.

Keywords
Hypothyroidism � Fibromyalgia � Clinical thermography

1 Introduction

Infrared thermography is an additional image technique to
help the diagnosis, monitoring and prognostic in the medi-
cine [1], since there is a lack of methods in the clinical to
associate skin temperature readings to abnormal physiolog-
ical phenomena, once the temperature of the exposed body
surface is highly dependent of environmental conditions and
the individual´s metabolism [1], however, the exam does not
show anatomic abnormalities [2].

In the thermography, fibromyalgia (FM) shows a charac-
teristic image pattern with broad and diffuse hyper-radiation on
the cervicothoracic region (mantle sign), aspect of cooling of
the extremities due to the Raynaud phenomenon in low level,
and hyper-periocular radiation, resulting from palpebral venous
congestion due to non-repairing sleep and fatigue (daytime
tiredness). Thyroid gland does not appear in thermogram, being
detectable when in hypermetabolism of nodules or the whole
gland [3]. When treating FM along with hypothyroidism
(HP—thyroid-stimulating hormone—TSH > 0.45 mU/L) it is
possible to find similar clinical characteristics, such as: muscle
pain, fatigue, exhaustion, reduction the ability of exercises
and the cold intolerance. The characteristics of HP and FM
may result from partial cell resistance to thyroid hormone
[4, 5].

Based on the above arguments, the following research
hypothesis was raised: is the non-invasive medical infrared
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technique (MIT) effective in assessing thyroid gland tem-
perature in HP and FM patients?

It is known that FM symptoms are similar to those of
HP. Thus, in certain situations, patients are misdiagnosed,
since FM diagnosis is essentially clinical and HP, laboratory.
Therefore, in this paper, it was investigated thermal changes
in thyroid gland topographic region of HP and FM patients
by palms of the hands temperature analysis.

2 Methods

A total of 136 electronic files of individuals were selected,
being 111 female and 21 male, who were attended in the
period from 2014 to 2016 in a thermography clinic and who
adopted the following criteria of inclusion: Records con-
taining AP orthostatic and AP cervical extension images;
Thermographic reports; Over 18 years old; Groups with HP,
FM and healthy individuals; Laboratory reports for HP
diagnosis (TSH > 0.45 mU/L); Radiological examination
reports; Descriptive anamnesis of the patient´s profile;
Diagnosis according to the criteria of the American College
of Rheumatology (ACR); And preliminary questionnaire for
FM criteria that assists the medical professional in the dis-
ease´s diagnosis, presenting the General Index of pain
(IDG) and Severity of symptoms scale (EGS).

The medical records were classified into three groups:
Group 1 (G1)—with HP and FM (50 patients,
48.5 ± 1.5 years); Group 2 (G2)—with FM and no HP (56
patients, 40 ± 1.2 years); and Group 3 (G3)—Control (30
healthy individuals, 39.4 ± 1.4 years).

The Flir Report software were used to select the thermal
data three points in thyroid gland topographic region, fol-
lowing its usual anatomical location (see Fig. 1), also per-
forming an arithmetic average of the temperatures obtained.
Repeating the same procedure, one points was bilaterally
located in the central region of the palms of the hands (see
Fig. 2).

The database thermal images were acquired using the
FLIR T650SC infrared Camera (Flir Systems Inc. Nashua,
NH, USA) with specification of: Resolution of 640 � 480
pixels; Thermal sensitivity <20mk @ 30 °C; Field of view
of 25° � 19°/0.25 mm; Image frequency of 30 Hz; Spectral
range of 7.5–14 lm; Spatial resolution of 0.68 mrad; Focus
continuous, one shot or manual; Temperature range of −40 °
C to +150 °C; +100 °C to +650 °C; +300 °C to 2,000 °C;
Measurement accuracy of ±1 °C or ±1% of reading;
Temperature accuracy of ±2 °C; Temperature resolution of
0.1 °C; Emissivity of 0.98; Reflection temperature of 20 °C;
Atmospheric temperature of 23 °C; and Relative humidity of
50%. The individuals were positioned at 1 m from the
camera, in an orthostatic position, and the AP images in
cervical extension and AP upper orthostatic were obtained.

The images were processed on the computer using the
FLIR Reporter program (FLIR Tools, version
4.1.140661001) and the temperature data were obtained and
analyzed by Microcal Origin 6.0 software, in which the
average temperature Tm was found, for each group, as well
as the correlations between groups, defined by D1.

Finally, Variance analysis (ANOVA) and Pearson´s lin-
ear correlation coefficient (Pearson´s q) was calculated to
evaluate the correlation degree and also the direction of this
correlation. This work was approved by the Research Ethics
Committee of the Federal University of Technology –

Paraná (UTFPR), protocol number 1.054.356.

3 Results

The temperatures difference found in thyroid topographic
region of these individuals by thermography was +1.09 °C.
The mean temperature (Tm) obtained for the groups were:
31.7 ± 1.6 °C for group 1, 31.6 ± 1.2 °C for group 2 and
31.9 ± 1.5 °C for group 3. Regarding D1, values were 0.1 °C
between groups 1 and 2, 0.2 °C between groups 1 and 3 and
0.3 °C between groups 2 and 3 (Table 1).

ANOVA, when applied in all correlations, showed that
the Tm were not different from each other and q = 0, indi-
cating that these variables have no correlation.

When Tm of thyroid topographic regions was correlated
with palms of hands´s temperature, values were G1:
31.0 ± 1.8°C (q = 1); G2: 30.7 ± 2.0 °C (q = 0) and G3:
31.6 ± 1.4 °C (q = 1). It was reached, for D1, values 0.2 °C
between groups 1 and 2; 0.4 °C between groups 1 and 3 and
0.6 °C between groups 2 and 3. ANOVA in all groups and
their correlations showed that the samples were not different
from each other (Table 2).

Fig. 1 Topographic region of thyroid gland
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Fig. 2 Central region of the palms of the hands

Table 1 Average temperature of groups 1, 2 and 3

Group Anatomic region Average temperature (°C) Temperature min (°C) Temperature max (°C) Standard deviation

Group 1 Thyroid gland 31.7 29.1 34.9 1.6

Group 2 Thyroid gland 31.6 28.0 34.0 1.2

Group 3 Thyroid gland 31.9 29.4 34.7 1.5

Table 2 Average temperatures of thyroid gland topographic region versus palms of hands

Groups Average temperature Temperature min. Temperature max. Standard deviation

Group 1 31.0 27.6 34.8 1.8

Group 2 30.7 26.5 34.4 2.0

Group 3 31.6 27.6 33.9 1.4
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4 Discussion

The obtained results for D1, 0.2 °C, 0.4 °C and 0.6, when
analyzed the palms of the hands, disagree with those found in
the literature, which claim that a variation of T of 0.20 ± 0.73
°C show normality in the individual for the extremities regions
[6]. Also, it was found evidence that values above 0.5 °C as
indicative of painful dysfunction in the hand region [6], as
in other studies that presented differences between 0.13 and
2.0 °C may mean some painful disorder [7]. In addition, a
thermal difference of 0.17 °C ± 0.042 °C for the human
trunk region, 0.20 ± 0.073 °C for the extremities and
0.45 ± 0.129 °C at the fingers and toes, are also abnormality
to the individuals studied [8].

In the anamnesis and in the questionnaire for preliminary
FM criteria according to the Brazilian Association of
Rheumatology (ACR) [3] applied to the studied groups, the
following symptoms were observed: chronic pain in the
body, showing more hyper-radiation regions when ther-
mography was performed [3, 9]; depression; tiredness;
non-repairing sleep with periocular congestion (confirmed
by thermography); intestinal constipation; diarrhea; deflec-
tions; besides the correlation of chronic generalized pain,
with myalgias, arthritis, arthrosis and rheumatism [4, 5, 10].
However, FM when analyzed by thermography, presents a
characteristic image pattern with broad and diffuse
hyper-radiation on the cervicothoracic region, called the
“mantle signal”, where the brown fat activity can be ana-
lyzed; aspect of cooling of the extremities due to light
Raynaud´s phenomenon; and periocular hyper-radiation,
resulting from palpebral venous congestion due to
non-repairing sleep and fatigue (tiredness) [1].

When treated, Raynaud´s phenomenon was observed in
the results obtained by the analysis of the anamneses,
applied questionnaires and thermographic results, which the
individuals studied did not show the pathology. The pre-
sented differences of D1 of 0.2 °C, 0.4 °C and 0.6 °C, of the
palms of the hands region, were lower than the data pre-
sented in the literature for the diagnosis of Raynaud´s phe-
nomenon [2, 11, 12].

The temperature difference found in thyroid region of FM
patients by thermography was +1.09 °C and q = 0 (zero),
meaning that the Tm of the three groups have no correlation
between themselves, being independent, so the variation in
the metabolic activity of the thyroid gland will not impact
the temperature in patients with FM. However, disagreeing
with this finding, it was found in the literature using the
same MIT evidence that values higher than 0.26 °C con-
tribute to changes on thyroid metabolism [5]. Among dys-
functions that most point to similarity of symptoms with
those of FM [5], HP (TSH > 0.45 mU/L) is one of them,
and, in the literature, it can be found that this dysfunction

presents alterations in the hypophysis-hypothalamic axis
where FM patients have less thyrotropin (TSH) and the
hyperactivity of this axis may be genetically based or due to
stress throughout life or due to a specific situation [3–5, 10].
HP was found in approximately 37% of the individuals
studied, however, the symptoms that could be derived from
this pathology were excluded by means of the study carried
out in the anamneses and laboratory tests. In addition, in FM
patients, pain is being investigated as changes in the
hypothalamic-hypophysis-adrenal axis, excessive production
of adrenocorticotrophic hormones (ACTH) and its hyper-
activity, also, includes factors related to the genetic basis,
stress throughout life [3] or physical trauma. Based on
quantitative data and laboratory exams, were not observed in
the instruments of anamnesis of this research, emotion fac-
tors that could trigger the FM.

5 Conclusion

The thermographic technique can be used to measure the
temperature variation of thyroid gland topographic region.
When analyzed the groups selected for this research, it was
concluded that the variation in the metabolic activity of the
thyroid gland does not depend on the thyroid dysfunction
(HP) and FM. However, for the same study groups, variation
in the metabolic activity of the thyroid gland exert an
interaction on the variation of temperature rate of the palms
of the hands (q = 1).
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Material Analysis for a New Kind of Hybrid
Phantoms Utilized in Multimodal Imaging

Manuel Stich, Karina Schuller, Anne Slawig, Klaus Detmar,
Michael Lell, Sebastian Buhl, and Ralf Ringler

Abstract
The use of phantoms for medical imaging is of increasing
importance, especially concerning hybrid imaging technolo-
gies. The purpose of this study was to find new materials
suitable for hybrid phantoms which can be used in magnet
resonance imaging, CT and nuclear medicine. Suitable
phantom materials have to meet the requirements:
tissue-equivalent relaxation and absorption/scattering coef-
ficients, material stability/strength to reproduce tissue struc-
tures, no bacterial infestation of the material, cost-effective
use. The material samples in this study were based on the
basic components: carrageenan (3%, m/m), agarose (0.8–
1.0%, m/m), GdCl3 (30–100 µmol/kg), NaNO3 (antiseptic

agent, <0.1%, m/m) and H2O. Additional modifiers were
added: Ba(NO3)2, SiO2, CuSO4, MgCl2. These modifiers
influence the relaxation times and abortion characteristics.
For tissue-equivalency, T1/T2-times and Hounsfield Units
(HU) of material samples were compared to various human
tissues after performing the following experiments:
MR-relaxometry was measured using a 1.5T MRI scanner.
HU were acquired at 80 kV/110 kV/130 kV using a CT
scanner; for nuclear medicine, material samples (10 MBq,
TC-99 m) were examined in a water-phantom utilizing a
SPECT-system. Tissue structures, like soft-tissue, brain
(gray/white matter), kidney and liver can be simulated with
high accuracy in their relaxation times and HU-values using
(Ba(NO3)2 as an additional modifier. This modifier meets all
requirements and covers T1/T2-times of 700–1400 ms/50–
80 ms and HU-values of 12–740 HU. Functional relation-
ships were investigated by describing the T1/T2-times in
dependency of the T1/T2-modifiers. Other modifiers did not
meet all tissue-equivalent characteristics. Our gel-based
approach can also be used in nuclear medicine to generate
active tissue structures, e.g. hot nodules with TC-99 m.

Keywords
Multimodal imaging � Hybrid phantom � Carrageenan
gel

1 Introduction

In this study new materials for hybrid phantoms are inves-
tigated, in terms of their suitability for magnetic resonance
tomography, X-ray imaging and nuclear medicine. The main
focus is the analysis and evaluation of suitable phantom
materials, which have to meet the following requirements:
(1) Tissue-equivalent relaxation properties. (2) Tissue-
equivalent absorption properties for ionizing radiation in
the energy range of 80–140 kV. (3) All tissue-equivalent
properties from (1) and (2) have to be homogeneous in the
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material. (4) The material needs to be sufficiently stable and
have enough strength to reproduce also tissue structures of
complex forms. (5) Easy handling and use. (6) Resistance to
bacteria and other microorganisms. (7) Cost-effective
manufacturing.

The objective of finding suitable materials for a hybrid
phantom was approached by analyzing and evaluating
existing MR-equivalent materials. Various possibilities have
already been proposed in the literature, e.g.: agar [1, 2],
agarose [3–8], Polyvinylalkohol [9, 10], TX-150 [11],
TX-151 [12], gelantine [13, 14], polyacrylamide [15] and
carrageen [16]. Some of the listed propositions can be
excluded as they do not or only partially fulfill the require-
ments listed before. Mostly the concentrations necessary for
tissue equivalent properties do not provide sufficient stability
or vice versa [15, 17]. Handling, hardening and mold for-
mation are further challenges [9, 10, 17].

A combination of carrageenan and agarose was found to
be the most suitable material for a hybrid phantom to deliver
enough material stability and adjust T2 time. Additionally,
gadolinium ions were added as a T1 modifier. The effect of
the T2 modifier on the T1 time is negligibly small [18].
Additionally, all modifiers for the T1- and T2 relaxation
times, will also affect the radiation attenuation properties. In
order to fine tune a hybrid phantom, to provide
tissue-equivalent properties, all effects needed to be con-
sidered. To ensure the equivalency to human tissue all
material samples examined in this study were compared to
different human tissues.

2 Materials and Methods

2.1 Composition of the Material Samples

The following materials supplied the basic components for
all samples: (1) Carrageenan (carrageenan, kappa: Carl Roth,
Germany); (2) Agarose (agarose standard Roti®garose, Carl
roth, Germany); (3) Gadolinium(III)-chloride hexahydrate
(REacton|r, 99.9% REO, Alfa Aesar, Thermo Fisher, Ger-
many); (4) Sodium azide (NaNO3, 98.0%, Carl Roth,
Germany).

The mass fraction of carrageenan was 3.0% in all material
samples. Agarose (C12H18O9, M = 306.27 g) was used as a
T2 modifier, and gadolinium(III)-chloride (GdCl3) as a T1

modifier. Different material samples were created with 0.4%
and 0.8% (mass fraction) agarose, and 30, 50 or
100 lmol/kg GdCl3. As an antiseptic agent, 0.03% (mass
fraction) of sodium azide was added to all samples to pre-
vent microbial infestation. These basic mixtures are com-
bined with bi-distilled and deionized water to generate
entities of 100 g each.

These basic components were mixed with the following
additional modifiers: (1) Barium nitrate (Ba(NO3)2, 9.99%,
Alfa Aesar, Thermo Fisher, Germany); (2) Silica (SiO2,
cristobalobalite flour, 8 lm, Kremer Pigmente, Germany);
(3) copper powder (Cu powder, >99.85, p.a., <63 lm, Carl
roth, Germany); (4) copper(II)-sulphate (CuSO4, 99%, Carl
roth, Germany); (5) Magnesium-chloride (MgCl2, 98.5%,
Carl Roth, Germany). These modifiers influence the relax-
ation times and change the absorption characteristics for
ionizing radiation. They were chosen according to the fol-
lowing criteria: solubility in water, low toxicity, free elec-
trons, electron spin, relaxation time, effective density and
atomic number and current availability.

2.2 Sample Preparation

In a first step, GdCl3 was dissolved in water, and the mixture
was heated to about 70 °C in a Pyrex-beaker. All the other
components were added, except for NaNO3. The mixture
was heated further to reach 90 °C and continuously stirred
(e.g. using a magnetic stirrer). After bringing the mixture to
a boil and completely dissolving the agarose, it was cooled
down under room conditions for about 5 min. Finally,
NaNO3 was added under a sterile bench and the mixture was
cooled further. After a solid structure has formed, the sample
was wrapped in a plastic film to protect it against environ-
mental influences. To form spherical material samples
(diameter = 32 mm) for the measurements in nuclear med-
icine, the mixture was placed in a mold before cooling (see
Suppl. 1).

2.3 MR-Relaxometry (T1- and T2-Measurements)

The relaxation times of the material samples were measured
in a 1.5T MR scanner (Magnetom Vision, Siemens, Erlan-
gen, Germany) using a head-coil. Measurement parameters
were: matrix size = 256 � 256, slice thickness = 10 mm,
FOV (read) = 256 mm, FOV (phase) = 256 mm). The
measurement was performed at 25 ± 1 °C.

The T1 time was determined using an inversion recovery
sequence. The repetition time (TR) and echo time (TE) were
5000 ms and 12 ms, respectively. Inversion times (TI) were
chosen as: 24, 30, 40, 50, 60, 70, 80, 90, 100, 150, 200, 250,
300, 400, 500, 750, 1000, 1250, 1500, 1750, 2000, 2250,
2500, 2750, 3000 and 4000 ms. The flip angle was set to
180°.

The T2 time was determined using a spin echo sequence.
Here, the repetition time (TR) was set to 5000 ms. The echo
time (TE) was chosen as: 15, 22, 29, 39, 52, 69, 93, 125,
167, 224 and 280 ms. The flip angle was set to 90°. The
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values for the MR signals SIR(TI) (inversion recovery
sequence) and SSE(TE) (spin echo sequence) were calculated
as the mean of a defined ROI (*1000 pixels). Assuming for
T2-weighted images: TE � T2 and for T1-weighted images:
TI � T1, the measured signal can be fitted using the fol-
lowing equations (Eqs. 1 and 2) as:

SIR TIð Þ ¼ S0 1� 2e�
TI
T1 þ e�

TR
T1

h i
þC; ð1Þ

SSE TEð Þ ¼ S0e
�TE

T2 þC: ð2Þ
Here, S0 is the initial signal intensity, proportional to the

proton density q x; yð Þ of the tissue, C is the signal offset of
the system. The measured and fitted signal are visualized in
Suppl. 2 for all tested material samples. Material homo-
geneity was determined by evaluating the coefficient of
variation in SIR and SSE signals in a rectangular ROI
of *1000 pixel.

2.4 X-Ray Absorption (CT
and SPECT-Measurements)

All material and tissue samples were measured at 80, 110
and 130 kV in a CT scanner (SOMATOM Emotion 6,
Siemens Healthcare, Erlangen, Germany). The mean gray
values of the acquired images were evaluated for all mea-
sured energies within a ROI (*1000 pixels). Material
homogeneity measurements were performed by evaluating

the coefficient of variation for the HU-values in a rectangular
ROI of *1000 pixel.

For investigation of material behavior in nuclear
medicine, two spherical material samples were placed in a
cylindrical water phantom as shown in Fig. 1a. Each
material sample had a different material composition and
consequently a different effective material density and
atomic composition. In order to estimate the cross-section
for the photo- and Compton effects, key numbers
Zn=Að Þeff (Z: atomic number, A : mass number) and qeff
were calculated. The product of the effective atomic-
mass-ratio and the effective density qeff � Zn=Að Þeff is pro-
portional to the attenuation coefficient [19] and listed in
Table 1. An activity of 10 MBq TC-99 m was introduced
into both samples. In order to ensure a homogeneous dis-
tribution of the activity, TC-99 m was added in the liquid
mixture just before the curing process began. An injection of
the activity into the cured spheres does not ensure a homo-
geneous distribution. Measurements were performed using a
SPECT system (PRISM1000, Intermedical) with the fol-
lowing acquisition parameters: matrix = 128 � 128, 60
angle positions, acquisition time/angle position = 30 s,
zoom = 100%. The images were reconstructed using an
iterative reconstruction algorithm (OS-EM) with a Butter-
worth filter (4th order, cutoff = 0.3, 8 iterations, 4 subsets,
zoom = 100%). The intensities of both spheres were eval-
uated and compared to the effective values which are pro-
portional to the linear attenuation coefficients [19] of the
material composition.

Fig. 1 a Measurement setup for the investigation of the eligibility of
the materials in nuclear medicine. Two spherical material samples were
placed on two wooden sticks in a cylindrical phantom which is filled
with water. Both spheres contain 10 MBq TC-99 m but differ in their
material density. b Reconstructed SPECT data (coronal slice) of the

measurement setup shown in (a). The right sphere (3.09 g Ba(NO3)2)
with a higher material density and effective value shows smaller
intensity values than at the left sphere (2.04 g Ba(NO3)2) with a smaller
material density and effective value
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3 Results

3.1 General Properties of the Material Samples

All samples formed a solid gel after curing times between 10
and 15 min, depending on the additional modifiers. Big and
complex structures could be formed by pouring the gel into
an appropriate mold. The total manufacturing time, includ-
ing curing, was between 20 and 30 min. The manufacturing
process and the handling of the material samples was simple
and uncomplicated. Microbiological growth tests revealed
that samples without sodium azide showed a microbiological
infection, all samples with added sodium azide showed no
such infestation. CT and MRI images showed homogeneous
intensity values for most of the material samples. The vari-
ation coefficients of the examined samples were <0.3%.
Only the samples with the copper and silicon dioxide
modifiers, showed higher variation coefficients *1.2%. An
exception were material samples, containing copper and
silicon dioxide showed inhomogeneity, which is mainly
caused by small air inclusions occurring at the edges of the

sample. The material selection, proposed in this study
proofed to be efficient in terms of material and manufac-
turing costs. Most of the material sample ingredients are
standard substances in microbiology and relatively inex-
pensive. The manufacturing process can be performed using
only standard equipment available in a standard university
laboratory involved in microbiology.

3.2 MR-Relaxometry (T1- and T2-Measurements)

The relaxation times resulting from the measured and fitted
signal intensities are visualized in Fig. 2. In addition to the
relaxation times of the materials, Fig. 2 also shows the
relaxation times of selected human tissues, according to
literature [20–28]. At a constant agarose concentration and
with increasing GdCl3 concentration the T1 time decreases
(Fig. 3a), but the T2 time is also affected (Fig. 3b). However,
the relative change of the T2 is lower than that of the T1 time
(Fig. 3a, b).

The T1 time at a constant agarose concentration, depends
on GdCl3 as well as on the barium nitrate concentration. The

Table 1 Effective density qeff and effective value qeff � Zn=Að Þeff (Z: atomic number, A : mass number) for Compton* and photo effect** were
calculated for all tested material and various tissue structures (literature values). Hounsfield units (HUs) for the material and tissue samples
(pig) were measured at 80, 110 and 130 keV

Material sample/Tissue qeff (g/cm
3) n = 1* n = 4** CT values (HU)

qeff � Zn=Að Þeff
(g/cm3)

qeff � Zn=Að Þeff
(g/cm3)

80 kV 110 kV 130 kV

1.0% Agarose 1.00 0.55 229.81 42 40 39

0.8% Agarose 1.00 0.55 229.69 42 41 38

0.8% Agarose, 1.01 g Cu 1.09 0.60 365.45 146 85 78

0.8% Agarose, 5.00 g Cu 1.38 0.76 1030.48 532 384 336

0.8% Agarose, 1.01 g CuSO4 1.03 0.57 284.07 68 47 41

0, 8% Agarose, 5.00 g MgCl2 1.05 0.58 332.32 93 76 71

0.8% Agarose, 5.00 g SiO2 1.07 0.59 275.90 79 66 65

0.8% Agarose, 25.00 g SiO2 1.33 0.72 450.80 281 225 219

0.8% Agarose, 1.01 g Ba(NO3)2 1.01 0.56 341.71 115 111 98

0.8% Agarose, 2.04 g Ba(NO3)2 1.05 0.58 1022.19 375 352 321

0.8% Agarose, 3.09 g Ba(NO3)2 1.07 0.59 1442.97 679 482 421

0.8% Agarose, 5.00 g Ba(NO3)2 1.11 0.61 2227.81 1215 862 724

Liver – – – 129 122 109

Kidney – – – 105 99 96

Brain, matter – – – 38 36 35

Bone, coronal – – – 1334 1086 888

Lung – – – 46 43 42

Muscle, skeletal – – – 44 41 41

Soft tissue – – – 54 51 51

Fat tissue – – – −84 −22 51
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Fig. 2 T1 and T2 times of the MR relaxometry experiments for the
measured material samples and different tissues (a, b). The detailed
view b shows the relaxation times for all samples with barium nitrate as
an additional modifier. The numbers at the markers (+, �, *) indicate

the amount of barium nitrate contained in the sample. Relaxation times
of human tissue structures are presented, according to literature values
[20–28]

Fig. 3 a T1 time as a function of the GdCl3 concentration (constant Ba
(NO3)2 concentrations). b T2 time as a function of the GdCl3
concentration (constant Ba(NO3)2 concentrations). c T1 time as a
function of the Ba(NO3)2 concentration (constant GdCl3

concentrations). d T2 time as a function of the Ba(NO3)2 concentration
(constant GdCl3 concentrations). The data is represented for an overall
constant agarose concentration of 0.8%
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influence is shown in Fig. 3c for a constant GdCl3 concen-
tration and Fig. 3d for a constant barium nitrate concentra-
tion. For barium nitrate a small to insignificant influence on
the T2 time was measured. With an increase of the barium
nitrate concentration at a constant concentration level of
GdCl3 and agarose, the T1 time changes significantly, but the
T2 time changes only slightly (Fig. 3c, d). Other additional
modifiers, like copper and silicon dioxide influence both the
transverse and the longitudinal relaxation time significantly
(Fig. 2). The dependencies of the T1 and T2 times on the Ba
(NO3)2 and GdCl3 concentrations (at constant agarose con-
centration of 0.8%) are expressed by the following func-
tional relationships, according to the GdCl3 and agarose
dependency, analyzed by Yoshimura et al. [18]. PT1 G;Bð Þ
for the T1 time (x ¼ 1 for PTx G;Bð Þ) and PT2 G;Bð Þ for the
T2 time (x ¼ 1 for PTx G;Bð Þ):
PTx G;Bð Þ ¼ a 00;Txð Þ þ a 10;Txð ÞBþ a 01;Txð ÞGþ a 20;Txð ÞB2

þ a 11;Txð ÞBGþ a 02;Txð ÞG2 þ a 30;Txð ÞB3 þ a 21;Txð ÞB2G

þ a 12;Txð ÞBG2 þ a 40;Txð ÞB4 þ a 31;Txð ÞB3G

þ a 22;Txð ÞB2G2:

ð3Þ
The variable B describes the barium nitrate quantity in g.

The variable G is the GdCl3 concentration in lmol/kg. The
polynomial coefficients a mn;Txð Þ of Eq. 3 are calculated for a
95% confidence interval using the MATLAB Curve Fitting
Toolbox. For the T1-fit a R

2 value of 0.9876 (PT1 G;Bð Þ and
for the T2-fit a R2 of 0.9925 (PT2 G;Bð Þ was reached. The
plotted regression polynomials are shown in Suppl. 3.

Figure 2 shows that the relaxation values of various test
samples containing Ba(NO3)2 are in the area of the relax-
ation times of human tissue. Tissue structures like gray and
white matter, spleen, liver (lesion), kidney can be surrogated
by the tested materials with maximum deviations in their T1

and T2 relaxation times <12%. Liver tissue can be simulated
with a deviation of 5% in the T2 time but with *15%
deviation in the T1 time. An adaption of the GdCl3 and Ba
(NO3)2 concentration to reach the optimal relaxation times
can be derived from Eq. 3.

3.3 X-Ray Absorption (HU-Measurements)
and Attenuation in Nuculear Medicine

Material samples only consisting of the basic components
provide HUs comparable to the HU values in biological
tissue, e.g. lung, soft and muscle tissue, as well as brain
matter. The maximum deviation in HU is *10% for brain
matter. The deviation for the other tissues are smaller than
8%. Regarding the photo effect interaction, liver, kidney and
bone tissue can be imitated using barium nitrate as an

additional modifier. The deviations are *12% for
liver, *10% for kidney and *9% for bone tissue.

The following intensity values were measured with the
SPECT system for samples containing different quantities of
barium nitrate (0.8% agarose each): 67 (1.01 g Ba(NO3)2),
193 (2.04 g Ba(NO3)2), 271 (3.09 g Ba(NO3)2), 405 (5.00 g
Ba(NO3)2). With increasing quantities of barium nitrate, the
densities of the component mixtures and also the effective
values ðqeff � Zn=Að Þeff Þ raise. The analysis of the intensity
values of the material samples, showed a good overall pro-
portionality to the corresponding effective values of the
materials (Table 1). Figure 1b visualizes this result qualita-
tively for two material samples with 2.04 g and 3.09 g Ba
(NO3)2, respectively. The right sphere has a higher density
than the left one. Consequently, the right sphere has a
stronger attenuation of radiation and is represented darker in
the image.

4 Discussion

This study analyzed different material combinations for a
hybrid phantom. Material combinations were found to suc-
cessfully mimic different tissue structures for three imaging
modalities.

The investigated material samples utilizing only basic
components or basic components with barium can be used to
surrogate human tissue structures as gray and white matter,
liver and kidney with a good overall agreement. White and
gray brain matter can be surrogated by the basic component
mixture of 100 µmol/kg GdCl3/0.8% agarose and
30 µmol/kg GdCl3/0.8% agarose, respectively. The differ-
ence in the GdCl3 quantity differentiates the relaxation
properties, but does not influence the attenuation character-
istics to ionizing radiation. Deviation in the HU-values
between brain matter and the material sample are <10%.
Deviations in the relaxation times are <12%.

Liver and kidney tissue can be simulated by adding
1.04 g barium nitrate to the basic component mixture. For
both tissues, deviations in the HU-values *10–12% and the
relaxation times can be simulated with an agreement >90%.
Only the T1 of liver tissue divers *15%. Equation 3 can be
used to optimize the quantities of the components to reach
even higher agreement in terms of the relaxation properties.

Gadolinium ions and agarose acted as a strong T1 and T2

modifiers, respectively. As the effect of each one on the other
characteristic is insignificant they can be selectively tuned.
This behavior of the modifiers is in accordance with former
findings [18].

Adding additional modifiers, such as barium nitrate, leads
to changes in the relaxation characteristics. As barium nitrate
features less unpaired electrons, the T1 and T2 time are only
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slightly affected, more so the T1 time than the T2 time.
Nevertheless, the effect needs to be considered when fine
tuning the properties. For other additional modifiers, similar
behavior is assumed.

The found material combinations can also be used as
phantoms in nuclear medicine. The attenuation properties of
all combinations proposed to mimic different tissues, e.g.
grey and white matter, liver, kidney, equal those of the actual
tissues. Additionally, all, material compositions allow a
homogeneous distribution of activity. Thus, even hot nod-
ules can be simulated within a phantom in multimodal
imaging.

As all material samples meet the physical requirements
defined in the introduction tissue-equivalent surrogates for
different organs can be constructed and combined in the
desired fashion. Only drawback is composites including
SiO2 and copper powder, which tend to form air bubbles,
which hamper material homogeneity.

The analyses of relaxation times in high-field or ultra-high
field MR remain an interesting object for future studies. Fur-
thermore, an extension of possible applications for a hybrid
phantom to other imaging modalities should be considered.

5 Conclusion

All in all, this study shows, that suitable material combina-
tions are available to mimic human tissue for multi-modal
imaging purposes. One phantom can be constructed and
universally used for different imaging techniques.
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Basic Study of the Imaging Conditions
on Tumor Volume Measurement Using
3D-MR Imaging of the Liver While Patient
Holds Breath

Shinichi Arao, Akihiko Tabuchi, Yasuhiko Okura, Hajime Harauchi,
Atsushi Ono, Tatsuhiro Gotanda, Rumi Gotanda, and Akiko Hayashi

Abstract
Tumor volumetric measurement using liver 3D-MR
imaging tends to cause measurement errors because the
liver moves with the diaphragm during imaging while the
patient is holding the breath. The breath holding method
of the patient when 3D-MR imaging for measurement of
tumor volume was performed was discussed using a
movable simulated tumor phantom. Furthermore, optimal
imaging conditions (breath holding method, slice section,
voxel setting and phase encoding direction) with the least
influence by body motion were studied. Based on three
breath holding methods, the simulated phantom was
moved in the direction of the foot-head along the line of
the MRI receiver coil. The image sequence was a 3D-T1
weighted fast field echo method. The imaging time was
fixed at 20 s. As a result, the breath holding method with
the smallest measured volume error is functional residual
capacity (FRC) breath hold (0.1 mm/s). The optimum
imaging condition is when the imaging section is set in
the axial direction and the phase encoding direction is
perpendicular to the moving direction with an iso voxel as
small as possible. In the case where it is necessary to set
the phase encoding in the direction parallel to the
proceeding direction, imaging with the setting of rectan-
gular voxel can suppress the measurement error of the
volume. In order to measure accurate volume using liver
3D-MR imaging, it is necessary to know the direction of
movement of the tumor during respiration and to set

appropriate breath holding method, section, phase encod-
ing direction and voxel size.

Keywords
MR-imaging � Breath hold � Tumor volume

1 Introduction

The stages of hepatocellular carcinoma (HCC) are classified
in accordance with the cancer dimension, the number of
cancer sites and whether the cancer cells remain in the liver.
Also, in order to evaluate the treatment effectiveness, it is
important to understand more accurately the time course of
tumor volume [1]. There have been many reports so far that
impacts due to body movement can be suppressed by
immobilizing the patient, respiratory gated imaging, and
imaging during breath holding [2–4]. In MRI imaging of the
liver for measurement of tumor volume, fast 3D-MR imag-
ing is conducted while the patient holds their breath, to
prevent image quality from lowering due to influences of
body movement. Still, even during breath holding, the liver
moves slightly with the diaphragm in a vertical direction
(foot-head direction). The speed of the movement of the
liver during breath holding differs from the method used. It
is reported that it is about 0.5 mm/s when stopped at max-
imum inspiration (MI breath hold), about 0.2 mm/s when
stopped at maximum exhalation (ME breath hold), and about
0.1 mm/s when stopped at rest breathing (functional residual
capacity phase: FRC breath hold) [5, 6]. The speed of
movement caused by the breath holding method is likely to
affect the measured tumor volume, but there are few reports
on the effect of each method and method to reduce the effect.
This study demonstrated the effects on the measurement of
tumor volume due to changes in the speed of movement
generated by differences in the breath holding methods
during 3D- MR imaging, using self-produced phantoms.
Then, the optimum imaging conditions (slice cross-section,
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voxel setting and phase encode direction setting) that
resulted in the least impact due to body movement were
discussed.

2 Materials and Methods

The simulated tumor phantom was made using an acrylic
spherical container (one side of the lumen was 28 mm and
volume was 11,494 mm3), which were filled with
gadopentetate dimeglumine (Gd-DTPA) contrast agent
dilute by 2 m mol/l with distilled water. To obtain a suffi-
cient Signal to Noise Ratio (SNR), the simulated tumors
were attached to a 90 mm � 130 mm � 105 mm poly vinyl
chloride (PVC) container filled with poly vinyl alcohol
(PVA). On the assumption of diaphragm movement speeds
under each breath holding method, the phantoms were made
to move along the line in the MRI receiver coil toward the
foot-head direction at 0.5, 0.2 and 0.1 mm/s. Phantom
movement was performed by connecting to the stage table of
microdensitometer PDS-15 (manufactured by Konica Min-
olta Holdings). The simulated tumor phantom was towed
toward the F-H direction. Figure 1 shows the location of the
microdensitometer and movable seat.

All examinations were performed using a Philips Intera
Achieva 1.5-Tesla MR scanner (Intera Achieva 1.5T Philips,
Netherlands). The imaging coil of the MRI used HEAD
quadrature coil (HEAD QD coil). The image sequence,
3D-T1 weighted fast field echo method (3D-T1 FFE) was
used. The voxel is an isovoxel, and it is set to 1.0 and
1.2 mm respectively considering the size of the simulated
tumor and the imaging time. The repetition time (TR),
effective echo time (TEeff), flip angle (FA) and number of
excitation (NEX) were set so that the imaging time would be
20 s for all voxel conditions for the simulation of imaging

during breath holding. Imaging parameters for 1.0 mm iso
voxel were: TR 4.6 ms, TEeff 2.28 ms, FA 10°, NEX 1 and
1.2 mm iso voxel were: TR 4.38 ms, TEeff 2.15 ms. The
imaging cross-section were set to the cross-section (sagittal
cross-section) parallel to the movement direction and the
cross-section (axial cross-section) vertical to the movement
direction. The phase encode directions in the sagittal
cross-section was set to the direction parallel to the travel
direction (foot-head (F-H)), and this in the axial
cross-section was set to the direction vertical to the travel
direction (right-left (R-L)). Figure 2 shows the relationship
between the travel directions and imaging cross-sections and
phase encode directions. In consideration of the amount of
movement of the voxel, it was confirmed how much the
volume measurement value fluctuation can be suppressed by
changing the voxel to a rectangular voxel enlarged twice in
the phase direction. The images were reconfigured into 3D
images using the workstation (Virtual Place Raijin
Plus AZE, Japan) and the volume of the simulated tumors
were measured. The threshold value for creating the 3D
images for volume measurement used the setting value so
that the measured volume of simulated tumor would be the
true value (11,494 mm3) in the 3D image taken while the
tumor remained still.

3 Results

Figure 3a shows an example of an image of a reconstructed
simulated tumor in a stopped state and a traveled state.
Figure 3b is a graph of the reduction rate of the simulated
tumor volume when imaging is performed while moving
the tumor with the image section set to the axial section
with the iso voxel and the phase encoding direction set to
R-L. At the moving speed of 0.1 and 0.2 mm/s, the

Fig. 1 Outline of the movable
seat and connection with the
microdensitometer. The container
is moved toward the direction
indicated by the arrow along the
line during imaging
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reduction ratio was 0.3–1.2%, but the reduction ratio was
3.4–3.9% at 0.5 mm/s. Figure 3c shows a graph of the
reduction ratio of the simulated tumor volume when the
imaging cross section is an iso voxel with a sagittal section
and the phase encode direction is set in the F-H direction.
The reduction ratio was higher than in the case where the
imaging section was made axial and the phase encoding
direction was set in the R-L direction. At the moving speed
of 0.1 mm/s, the reduction ratio was 5.2–5.6%, but the

reduction ratio was 12.9–18.3% at 0.2 and 0.5 mm/s. Fig-
ure 3d shows the graph of the reduction ratio of the sim-
ulated tumor volume taken by setting the imaging
cross-section to sagittal cross-section and phase encode to
F-H directions in rectangular voxel where the voxel was
expanded twice toward the phase direction. The reduction
ratio was more suppressed compared to when the iso voxel
was set. In all combinations, the reduction ratio when a
large voxel size is increased.

Fig. 2 The relationship between
the travel direction and imaging
cross-section and phase encode
direction. Once the slice
cross-section is determined, the
phase encode direction is set to
the direction parallel to the slice
cross-section

Fig. 3 The simulated tumor
volume reduction ratio when
images were taken during a travel.
a 3D image of the simulated
tumor. b Phase encode direction
was set to R-L direction in the iso
voxel. c Phase encode direction
was set to F-H direction in the iso
voxel. d Phase encode direction
was set to F-H direction in the
rectangular voxel
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4 Discussion

Under all conditions used for the verification, the larger the
voxel size, the higher the volume reduction ratio was. This
reflects that blurred areas due to movement became larger
from the effect of partial volume effects, and the area was cut
largely at the threshold value when it was converted into 3D
images. The cut area was larger as the travel speed was
faster, and the travel distance during imaging was longer.
This is because the number of voxels, including blurred
areas, increases due to a travel with the travel speed, and
voxels which have signal strengths exceeding the threshold
value would dramatically decrease. It becomes impossible
that is, for slice encoding to catch up with movement speed.
Hence, FRC breath hold (travel speed is about 0.1 mm/s) is
the method with the least impact due to diaphragm move-
ment as in the study by Tabuchi et al. [7, 8]. This study
verified that breath holding at the rest expiratory level was
the most suitable for an accurate volume measurement with
improvement in image quality. Considering the short
imaging time during breath holding, as the field of view
(FOV) of the set voxel size is limited, there is a limit on
reducing the dimension of the imaging target depending on
the dimension of the imaging target, however, it is necessary
to set as it small as possible within an allowable range. For
setting the phase encode direction, the reduction ratio
became higher when the slice cross-section was parallel to
the travel direction, and the travel direction and the phase
encode direction agreed. Under the setting, in addition to the
impact due to the partial volume effects, a travel of an
energized proton toward the phase encode direction causes a
misregistration (intra-voxel dephasing) due to discrepant
phase information. This results in large blurred areas and the
number of voxels which are under the threshold value,
causing a higher reduction ratio. In order to lower the
reduction ratios under the imaging conditions, the phase
encode direction should be set to the travel direction, and the
rectangular voxel, which is expanded toward the travel
direction should be applied. In the rectangular voxel, the
energized proton is very likely to remain in one voxel even
when the tumor travels during imaging, discrepant infor-
mation on the phase tends not to occur and misregistration
(intra-voxel dephasing) has a smaller impact, resulting in
suppression of the volume reduction ratio. In the spherical
tumor where the curved surface moves, as the number of
voxels which contains the blurred area due to movement
relatively decreases, the reduction ratio appeared to become
lower. This study advanced the basic discussion on accurate
volume evaluation on a moving object. The wall of the
simulated tumor is made of acrylic, since no signal has

become an error factor for this measurement result. In this
regard, improvement of the phantom will be necessary. As
differences in the simulated tumor size and signal strength
may affect the volume evaluation of the moving object,
further validation is necessary.

5 Conclusion

In the MRI, imaging slice cross-sections can be set in
accordance to the shapes and sizes of the imaging target and
purposes of the examinations. The optimal imaging condi-
tions for accurate tumor volume measurement of the 3D
images created from 3D-MR imaging taken during breath
holding are when the patient holds their breath at the rest
expiratory level (FRC breath hold), and the slice
cross-section and phase encode direction are set to the
direction perpendicular to the movement direction, and
images are taken in iso voxel as small as possible in that
brief amount of time. When images are taken by setting the
slice cross-section to the same direction as the movement
direction, it is preferable to set the phase encode to the
direction perpendicular to the movement direction. When it
is necessary to set the slice cross-section to the same
direction of the movement direction and to set the phase
encode direction to the same direction of the movement
direction depending on imaging targets, volume reduction
due to movement can be suppressed by using the rectangular
voxel which is expanded toward the travel direction, instead
of expanding the voxel slice cross-section in iso voxel.
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Evaluation of Spatial Resolution of MRI,
Optical CT and X-Ray CT Using MTF for Gel
Dosimeter

Takaoki Takanashi and Hiraku Kawamura

Abstract
We have proposed a new gelatin phantom for evaluating
the spatial resolution of Optical Computed Tomography
(OCT), MRI and X-ray CT (X-CT) as a gel dosimeter
readout device. In addition, MTF evaluation was con-
ducted using the proposed gelatin phantom. Conse-
quently, 0.19 (MRI), 1.07 (X-CT), 0.88 (0-D OCT), and
0.89 (2-D OCT) were obtained as a results of modulation
transfer factor at 0.3 spatial frequency (cycle/mm).

Keywords
Gel dosimeter � Optical CT � MTF

1 Introduction

Gel dosimetry uses a chemical dosimeter used for 3-D
dosimetry [1, 2]. As gel dosimeters are mainly composed of
water, they closely resemble human body tissue and are
expected to have clinical applications in future radiation
therapy. Before irradiation, it becomes possible to know the
three dimensional dose distribution based on the radiother-
apy plan. Currently, the development of gel dosimeters is
underway for quality assurance in radiotherapy [3]. The dose
evaluation method using MRI has been used to read irradi-
ated information from the gel dosimeter in conventional
research [4, 5]. Recently, gel dosimetry has been explored

with dye gels and radiochromic dosimeters. Radiochromic
dosimeters, such as PRESAGE® [6], cannot be read by MRI
because of their solid state. Therefore, we actively con-
structed Optical Computed Tomography (OCT) apparatuses.
It is necessary to quantitatively compare and evaluate the
results obtained using MRI with those obtained using OCT.
A phantom is used to evaluate the MTF of the reading
device, however, there is no phantom that can simultane-
ously evaluate all these devices. For example, the phantom
of the needle for evaluating OCT [4, 7] cannot be scanned by
MRI owing to the metallic artifacts. We created an original
gelatin phantom to evaluate the spatial resolution of MRI,
OCT, and X-ray CT(X-CT) using MTF. The phantom, not
gel dosimeter, consists of a few air spaces, 0.3 mm in
diameter, placed in spiral patterns to scan MRI, OCT, and
X-CT. We obtained the MTF of each device from the slice
image of the phantom imaged by each device.

2 Materials and Methods

2.1 Gelatin Phantom

A gelatin phantom was prepared using 94.7% w/w water and
5.3% gelatin (300 bloom). Water was heated to 40C, mixed
with gelatin and heated to 50C on a hot plate/magnetic stirrer.
After the solution became clear, it was cooled to 45C, and
dispensed into a 75.5 mm diameter polyethyleneterepthalate
(PET) jar. Next, 0.3-mm-diameter needles were inserted into
the solution in a way that ensured that the needles did not
overlap in the projected image from the radial direction
(Fig. 1:left). Once the gelatin solidified after cooling, the
needles were removed (Fig. 1:right).

2.2 Measurement

Measurement of this phantom by MRI, X-CT, and two
in-house optical CT (0-D and 2-D OCT) was conducted
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(Fig. 2). The MRI using a 1.5 T MRI scanner (EXCELART
Vantage, Toshiba Medical Systems, Tochigi, Japan).
The MRI images acquired a field echo (FE) sequence under
the following conditions: echo time was 15 ms, repetition
time was 600 ms, flip angle was 25, number of images
averaged was 10, slice thickness was 0.75 mm, field of view
(FOV) was 94 mm � 94 mm, and matrix number was

400 � 400 (pixel resolution was 0.235 mm � 0.235 mm).
The CT images using 8 Data Acquisition System (ECLOS 8
DAS (Hitachi Medical. Corporation, Tokyo, Japan)) were
acquired under the following conditions: tube voltage was
120 kV, tube current was 175 mA, exposure time was 2 s,
slice thickness was 0.75 mm, FOV was 100 mm � 100
mm, and matrix number was 512 � 512 (pixel resolution

Fig. 1 Needles with a diameter of 0.3 mm, arranged in a projected image not to overlap from the radial direction: left. (This is a prototype, and the
number of needles is different from the one used for measurement.) Phantom that removed needle after gelatin solidified: right

Fig. 2 MRI image: upper left,
X-CT image: upper right,
0D-OCT image: lower left, and
2D-OCT image: lower right. Size
and contrast are also adjusted for
each images
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was 0.19 mm � 0.19 mm). The images were reconstructed
with filtered back-projection (FBP). The selected recon-
struction kernel of the CT was standard soft tissue.

The two original OCT apparatuses for gel dosimetry were
constructed by us [8]. The first OCT system, called 0
dimensional (0D-OCT), which is categorized as a
first-generation system, comprised of a single He–Ne laser,
photodiode, and mechanical stages for moving and turning
the sample as a gel dosimeter. For each scan, a set of 360
light intensity projections was acquired over 2p for the
reconstructed plane from the turned sample. In this system,
the reconstructed image was acquired using the Mathematica
software and the FBP method from the acquired raw data.

The reconstructed filter was Hann filter. The second OCT
system is a 2D-OCT scanner that utilizes a light panel and a
camera detector for a 2D acquisition. Projection data points
amounting to 317 per 2p for the reconstructed plane are
acquired from the turned sample. The reconstructed image
was acquired using the ImageJ software and the original
FBP reconstructed program from the acquired raw data. The
reconstructed filter was Shepp-Logan filter.

To evaluate the MTF, an analysis method of measuring
MTF using a thin wire images from the CT and MRI was

used [9–11]. An point spread function (PSF) was obtained
from the profiles of the images of thin air holes in the gelatin
phantom. The PSF was smoothed and Fourier-transformed
to obtain MTF curves.

3 Results and Discussion

MTF was evaluated for each of the six points (No.0 to No.5)
of the gelatin phantom. In each modality, the MTF obtained
for each point is shown in Fig. 3. In general, it is thought
that an increase depends on the distance from the center;
because the near center part reconstructed image have a
higher Nyquist frequency than outer part. This tendency was
particularly evident in 2-D OCT (Fig. 3: lower right), which
affected by the depth of field. The significant increases in
MTF can be confirmed in MRI No. 5 and No. 0, No. 3 of
X-CT, which is thought to be the influence of the recon-
struction kernel based on the high resolution function. Such
an increase generates a signal distribution exceeding the
original contrast owing to the use of a high resolution
function in the original image, and causes obvious under-
shoot and overshoot in the peripheral portion of the tissue.

Fig. 3 MTF curves for different distance from center. MRI: upper left, X-CT: upper right, 0D-OCT: lower left, and 2D-OCT: lower right
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On the other hand, the behaviour of the MTF of 2-D OCT
shows that the resolution decreases as the distance from the
centre increases, which can be explained, for optical reasons,
as being caused by the difference in the matching of the
refractive indices between the matching liquid and the
gelatin.

A comparison of each of the modalities of the MTF
obtained from the point (No. 0) close to the center is shown
in Fig. 4. Consequently, 0.19 (MRI), 1.07 (X-CT), 0.88 (0-D
OCT), and 0.89 (2-D OCT) were the obtained result of
modulation transfer factor at 0.3 spatial frequency
(cycle/mm). As expected, the spatial resolution of MRI was
confirmed to be lower than that of other devices. Although
this result is predictable, it is necessary to quantitatively
compare the spatial resolution of each of the devices of MRI,
X-CT, and OCT, using the new gelatin phantom. It is pos-
sible to simplify the evaluation of MTF.
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Local Affine Transformation Method
for Tomosynthesis

O. Morgun, K. Nemchenko, and A. Vaisburd

Abstract
In this report, a new method for image reconstruction for
tomosynthesis is proposed. This technique consists in
using local affine transformations and preliminary geo-
metric calibration. The suggested approach makes it
possible not to consider the geometry of the instrument
and possible inaccuracies in determining the parameters
of the investigation. As a result, this method allows
achieving a higher tomography resolution. A comparison
was made with the methods that are currently used in
tomosynthesis. Experiments based on the results of real
mammography researches were conducted.

Keywords
Tomosynthesis � Mammography � Resolution
Microcalcification

1 Introduction

Numerous studies of tomosynthesis techniques [1, 2]
(comparing the diagnostic properties of standard flat 2D
digital mammography with volumetric 3D digital breast
tomosynthesis in phantoms and in clinical practice) showed
that tomosynthesis has a significant advantage in detecting
tumors (oncogenes), but significantly weaker than 2D
mammography in microcalcification detection [3]. This
contradiction is noticeable even more with a tomosynthesis
angle increase.

Detailed studies have indicated inconsistent trends in
tomosynthesis [4]—with a tomosynthesis angle increase, the
detectability of tumors increases, and the microcalcification
decreases in the same time [5]. The tendency of tumor
identification growth with an increase of the angle is

explained by the tomosynthesis structure noise decrease at
higher tomography resolution (i.e., the spatial resolution by
the depth breast), since in each layer (breast is represented as
a number of layers) is less than glandular tissue structure,
and hence glandular tissue will not obscure the tumor, won’t
mimic for them [6]. In addition, an increase in the
tomosynthesis angle makes it possible to reduce the contrast
of artifacts, thereby improving the visibility of the objects in
the explored layer.

On the other hand, the higher the tomosynthesis angle,
the higher the path of X-ray radiation in the breast, which
leads to a decrease in the number of quanta X-ray, thus to
increase of (relative) quantum noise [5]. In addition, the
passage of a longer length in the breast leads to the
achievement of the energy of the X-ray quanta, and, con-
sequently, to the decrease in the radiative contrast of
microcalcification. Also, with the increase in the path length
in the breast the level of the scattered X-ray increases as
well, which reveals the detectability of microcalcification
[7].

Thus, in the tomosynthesis there is a competition between
the need for increasing the tomosynthesis angle for removing
structure noise and providing high tomography resolution
(by height) the need to provide high-quality images for
projections made at a large angle, which requires to high
increase in radiation exposure for these projections [8].

Separately, it worth mentioning that most types of
existing mammographs with tomosynthesis have a stationary
or a small variation angle (±2.1°). This leads to the fact that
with the increase of the tomography angle of X-ray, they fall
not perpendicularly, thus deteriorating the performance
characteristics of X-ray tube (even for needle phosphors [5])
and blurring the image, especially small details
(microcalcification).

In addition to the physical reasons of the possible low
quality of microcalcification reconstruction, a core role is
played by pure mathematical reasons (reconstruction method
and implementation). The fact is that the quality of the
reconstructed images, and, consequently, the detection of
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microcalcification is influenced by the algorithm of tomog-
raphy layers reconstruction [9–11], and the role of the geo-
metrical calibration of the mammograph [12] is very
important.

Based on the above-mentioned reasons, it can be con-
cluded that the detection of tumors and microcalcification in
a homogeneous structure, for example, in the breast with a
high content of the adipose tissue and a small presence of
glandular tissue, in standard 2D mammography more effi-
cient than in the case of 3D tomosynthesis. Thus, we do not
offer tomosynthesis in this case. Although for the breast with
a high portion of glandular tissue tomosynthesis is neces-
sary, as a way to reduce the contribution of structural noise.
However, a comparative analysis of the quality of images in
3D and 2D modes is best performed for the homogeneous
environment without structural noise, for example, using the
phantom RMI-156 (GAMMEX, USA).

Thus, this work is devoted to solving the problems of
increasing the tomography resolution at large angles of
tomosynthesis with a minimum deterioration of the
detectability of microcalcification in comparison with 2D
images with identical dose loads on the breast.

2 A Description of the Proposed
Tomosynthesis Technique

The main results of the work are based on the experimental
studies conducted on a digital mammograph with a
tomosynthesis function “Medima-3D” (Mosrentgenprom,
RF), which is shown in Fig. 1a. One of the features of this
device is the horizontal location of the patient, which makes
it possible to carry out tomography wide-angle researches.
When carrying out tomosynthesis, this device differs by two

principal properties from other similar used in practice
devices [13].

Firstly, the source of X-ray performs a joint rotation
around the breast. In contrast to fixed receiver [14], in this
case, the X-ray radiation falls in perpendicularly projections
on the needle-shaped phosphor receiver not only in direct,
but also lateral projections. This allows to provide both a
high quantum detection efficiency (about 78% at a frequency
close to zero) and a high spatial resolution for projections
made at a large angle. In this case, the maximum projection
angle reaches a value of 60°, which made it possible to
achieve a high tomography resolution on this device. Such
an angle of 60° proved to be optimal, because a further
increase in the projection angle leads, as noted above, to
deterioration in the detectability of microcalcification.

Secondly, the feature of this device is a high spatial
resolution in the image plane. This resolution reaches
20 pl/mm in all directions both along and across the scan (in
the tomosynthesis mode, we perform 2 � 2 binning). Such a
high resolution is necessary to increase the detectability of
microcalcification, the thin structure of glandular tissue and
blood vessels. High resolution is achieved with the use of the
discrete impulse scanning method [15].

When working in the tomosynthesis mode, N = 15
two-dimensional indexed projections Jn, are produced,
which are indexed by n = 0, ±1, …, ±(N – 1)/2. To carry
out the projection, the entire receiver-source system rotates
around the axis passing through the breast at an angle
multiple by about 4.29°. Thus, the outside projections are
performed at an angle of ±30°. The entire volume of the
investigated object is divided into layers Im, m = 1 … M,
which are subject to recovery. The number of layers M is
determined by their thickness, which is determined by the
magnitude of the tomographic resolution.

Fig. 1 The appearance a and the principle of the action of the X-ray
channel b of a digital mammograph with the tomosynthesis function
“Medima-3D” (Mosrentgenprom). 1—moving source of X-ray; 2—

curved compression plate; 3—slightly compressed breast; 4 - curved
support plate; 5 - the center of rotation; 6—curvilinear trajectories of
receiver in 2D images
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It is further assumed that each of the projections is a
superposition of the projections of each of the layers:

Jn ¼
Xm¼M

m¼1

Jnm ¼
Xm¼M

m¼1

GnmIm ð1Þ

where Jnm is the n-th projection of the m-th layer, and Gnm

are the direct projection operators that associate the pixels of
the layer Im with pixels of the projection Jn.

The central projections of the layers J0m are considered as
a target values in this work, and the following equation was
obtained for them:

J0m ¼ 1
N

X

n

F0nðmÞJn � 1
N

X

n

F0nðmÞ
X

k 6¼m

F�1
0n ðkÞJ0k: ð2Þ

Here the operators

F0nðmÞ ¼ G0mG
�1
nm ; ð3Þ

describe the local affine transformations of the n-th projec-
tion into zero-projection and are determined from the prior
information obtained from the preliminary calibration of the
tomography system. This approach allows to get rid of the
difficulties in determination of the geometric parameters of
the system, which are used in other algorithms of
tomosynthesis, and, as a result, get quite good recovery
parameters.

In particular, this technique made it possible to achieve a
layer thickness of 250 lm, while not degrading the resolu-
tion in the layer as compared to classic 2D images.

As a criterion for tomography resolution (widely used by
other authors [6, 10, 16]), the artifacts spreading function
ASF(z) is used. Dependency of ASF(z) graphs for objects
simulating microcalcification of size 540 lm in the phantom

RMI-156 (GAMMEX, USA) are shown in Fig. 2. The the-
oretical dependence ASF(z) is determined by the formula

ASFðzÞ ¼ 1
N

Xn¼ðN�1Þ=2

n¼�ðN�1Þ=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ðz� z0Þ2
r2

sin2ðanÞ
s

; ð4Þ

where the discrete angle an = 60º/(N − 1) � 4.29º is the
angle between the projections in the tomosynthesis. The
calculation was carried out in a spherical-shaped microcal-
cification model with a radius r = 270 lm. From the figure,
we can see a good correspondence between the half width at
half-height (HWHH) theoretical dependence and experi-
mental data.

A comparison of the measured HWHH for the ASF
(z) microcalcification with a diameter of 540 lm in the
RMI-156 phantom in our case and the approach of other
authors [16] is presented in Table 1.

In our calculations, the depth of the tomography layer
was assumed to be 250 lm. Such a depth of the layer is
determined from the result that, for smaller thicknesses, the
HWHH of ASF(z) does not decrease, but as the depth of the
layer increases, the growth of the HWHH of ASF(z) begins.
Such a small value of the tomography resolution, compared
with the studies [16], is primarily related to the large angle of
maximum deviation for the supreme lateral projection of
±30°. It is worth mentioning that other devices also use such
angles [4–6, 17]. However, the simultaneous rotation of the
receiver and the X-ray tube around the breast is used in the
method investigated method, and this gives an advantage in
the reconstruction of the layers compared with other tech-
niques where stationary receivers [14] are used.

In addition to high tomography resolution, it is necessary
to diagnose microcalcification no worse than in a flat 2D
breast image, i.e. have a spatial resolution in the focal plane
comparable to the spatial resolution for a flat 2D image. As a
comparison criterion, we chose the analysis of the HWHH of
densitograms of X-ray image built along the diameters of the
microcalcification simulating objects with a diameter of 540
and 320 lm of the RMI-156 phantom (Gammex, USA).
Such densitograms were constructed both for an X-ray
image in a flat 2D image and for an X-ray image obtained by
3D tomosynthesis in the focal layer at the same geometric
position of the phantom, the voltage at the X-ray tube
(U = 35 kV), and the total amount of electricity 60,8 mA.

Densitograms were constructed and compared both in the
direction of the x axis (along the tomosynthesis direction)
and along the y axis (across the direction of tomosynthesis).
The results of the measurements presented in Fig. 3 and in
Table 1b show a good correspondence between the geo-
metric dimensions of microcalcification in both directions.

Fig. 2 The HWHH of ASF(z) function is averaged over a group of six
540 µm objects that mimic microcalcifications in the RMI-156
phantom. Solid line—calculation by formula (4). The relative MSE
does not exceed 25%
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3 Conclusion

The paper presents the results of a study of the technical
parameters of images obtained on a digital X-ray mammo-
grafs, which uses new approaches of solving the tomosyn-
thesis problem: impulse discrete scanning for obtaining flat
2D images, quasilocal affine transformations for restoring
the three-dimensional structure of the breast in tomosyn-
thesis. It is shown that joint application of these techniques
allows to achieve a high tomography resolution (depth of the
tomography layer −250 lm, HWHH function −2.5 mm);
while the spatial resolution in the restored 3D layer remains
at the level of a flat (2D) image with identical dose loads on
the breast (phantom).
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Size and Shape of Spherical Objects
on Full-Field Digital Mammography
and Digital Breast Tomosynthesis Images

Hidetoshi Yatake, Yuka Sawai, Takahiro Kozuka, Yoshihiro Takeda,
Mariko Kajihara, Toshizo Katsuda, Rumi Gotanda, Tatsuhiro Gotanda,
Shuji Abe, Makoto Shimada, Nobuyoshi Tanki, Toshio Nishi,
and Hideo Inaji

Abstract
This study assessed the accuracy of shape and size
representation of spherical objects on full-field digital
mammography (FFDM) and digital breast tomosynthesis
(DBT) images. Six 5-mm-thick polymethylmethacrylate
slabs were positioned on the breast support table with 9
aluminum spherical objects of 30 (± 0.1) mm diameters
between the first and second slabs. X-ray imaging was
performed using FFDM and DBT (angular range 15°–
40°, with correction of magnification), and repeated with
the objects placed between the third and fourth slabs, and
subsequently between the fifth and sixth slabs. The aspect
ratio of the spherical objects and longer diameter were
measured to evaluate the shape and size, respectively.
A Steel-Dwass test was performed for comparative
analysis. A P value <0.05 was considered significant.
No significant differences in the aspect ratio of the
spherical objects imaged using FFDM, DBT15°, or
DBT40° images were observed (overall median: 1.02,
overall range: 1.00–1.06). The longer diameter on the
FFDM was increasingly magnified (median, range) with
increasing distances of 20 mm (32.5, 31.8–33.5 mm) and
40 mm (33.6, 32.9–34.7 mm) between the breast support
table and object center. However, in the case of DBT, the
longer diameter was approximately the same as that of the

actual object (overall, 30.4, 30.0–31.7 mm). At each
height, the longer diameter was significantly different
between the FFDM and DBT15° images and between the
FFDM and DBT40° images (all P = 0.001), with no
significant difference in that between the DBT15° and
DBT40° images. The size on the FFDM images was
magnified as compared to the size of the actual objects,
and that on the DBT images was approximately the same
as that of the actual objects. Thus, preoperative tumor size
determination using FFDM images should be avoided.

Keywords
Tumor size � Tumor shape � Full-field digital
mammography � Digital breast tomosynthesis

1 Introduction

Accurate size measurement of preoperative invasive breast
cancer is mandatory for staging as well as determining
modal status. According to “TNM Classification of Malig-
nant Tumors, eighth edition”, physical examination and
imaging, e.g., mammography are the standard procedure for
assessing T categories [1]. In general, preoperative tumor
size measurement is performed using mammography and
ultrasonography because these are more objective than
physical examination. The shape and size of the subjects
must therefore be represented accurately on these images.

It has been reported that there is a difference in the level
of accuracy of size representation between the tumor size
assessed using FFDM and/or DBT with the pathological
tumor size [2–7]. A study has reported that the relationship
between the mammographic size and the pathological size
was almost exactly 1:1 [2]. However, the majority of studies
have reported that tumor size was either under- or overes-
timated on FFDM images [3–7]. In addition, pathological
specimens are reduced at the time of size measurement.
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A consensus regarding this has not been obtained to date
because of conflicting reports and biases in the evaluation.

The present study physically assessed the accuracy of
shape and size representation of spherical objects on
full-field digital mammography (FFDM) and digital breast
tomosynthesis (DBT) images in order to resolve this con-
trariety and bias.

2 Materials and Methods

Six 5-mm-thick polymethylmethacrylate (99.9%) slabs were
positioned on the breast support table with 9 aluminum
(99.99%) spherical objects of 30 (±0.1) mm diameters
(Fig. 1) placed between the first and second slabs such that
the distance between the support table and the center of the
sphere was 20 mm (Fig. 2). X-ray imaging was then performed (AMULET Innoval-

ity; Fujifilm, Japan) using FFDM and DBT (angular range
15°–40°, with correction of magnification), and repeated
with the objects placed between the third and fourth slabs
(support table—spherical object center distance: 30 mm),
and subsequently between the fifth and sixth slabs (support
table—spherical object center distance: 40 mm). Exposure
conditions and reconstruction protocols for FFDM, DBT
15°, and DBT 40° images are shown in Table 1.

Assuming that round shapes would deform into an
ellipse, the aspect ratio (longer diameter to shorter diameter
ratio) and longer diameter of the spherical objects were
measured to evaluate the shape and size, respectively.
Measurements were made on digital images using image
processing software (ImageJ 1.50i; NIH, Bethesda, MD).
Measurements on DBT images were performed in the slice
with the reconstructed focal planes. When the aspect ratio
and longer diameter were measured, each threshold was used
by auto mode on the image processing software.

Fig. 1 Schematic showing the placement of the nine aluminum
spheres

Fig. 2 Schematic showing the placement of the nine aluminum
spheres and six polymethylmethacrylate slabs

Table 1 Exposure conditions and reconstruction protocols for full field digital mammography (FFDM), digital breast tomosynthesis (DBT) 15°
and DBT 40°

Images FFDM DBT 15° DBT 40°

Target/filter W/Rh W/Al W/Al

Tube voltage (KVp) 28 27 28

Effective mAs 44 26 29

Angular range N/A 15° 40°

Slice interval (mm) N/A 1.0 1.0

Reconstruction method N/A ISR* ISR*

ISR*: Iterative Super-Resolution reconstruction
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A Steel-Dwass test was performed for comparative
analysis between FFDM, DBT 15°, and DBT 40° (aspect
ratio and longer diameter, respectively). P-values less than
0.05 were considered significant. All statistical analyses
were performed with R version 2.8.1.

3 Results

The aspect ratios of the spherical objects (overall median,
overall range) on the FFDM, DBT 15°, and DBT 40° images
were approximately the same as the actual object (on the
FFDM, 1.02, 1.00–1.06; on the DBT, 15°, 1.02, 1.00–1.06;
on the DBT, 40°, 1.01, 1.00–1.06). Furthermore, no signif-
icant differences in the aspect ratios of the spherical objects
were observed between any of these image types (Fig. 3).

The longer diameter of the spherical objects on the FFDM
images were increasingly magnified (median, range) with
increasing distances of 20 mm (32.5 mm, 31.8–33.5 mm),
30 mm (33.1 mm, 32.3–34.1 mm), and 40 mm (33.6 mm,
32.9–34.7 mm) between the breast support table and object
center. In the case of DBT, however, the longer diameter
was approximately the same as that of the actual object
(overall, 30.4 mm, 30.0–31.7 mm) (Fig. 4).

At each height, the longer diameter on FFDM was sig-
nificantly greater than that on DBT15° (all P = 0.001) and
than that on DBT40° images (all P = 0.001), with no sig-
nificant difference between the DBT15° and DBT40°
images.

4 Discussion

The results of the present study show that there was no
significant difference between the aspect ratios of the
spherical objects on the FFDM and DBT images. In addi-
tion, FFDM and DBT images were not highly deformed (at a
maximum 1.06). Therefore, it is reasonable to suppose that
DBT images reconstruct favorably. The maximum longer
diameter of the spherical objects on the DBT images was
31.7 mm. However, the longer diameter of the spherical
objects on the FFDM images were increasingly magnified
(34.7 mm at a maximum; support table—spherical object
center, 40 mm) with increasing distance between the breast
support table and object center.

Fornvik et al. reported that in comparison to the resected
tumor specimen, tumor size is clinically overestimated on
FFDM images, and DBT is superior to FFDM in the
assessment of breast tumor size and stage [3]. This conclu-
sion supports the results of the present study. In contrast, in
some cases, tumor size has been shown to be underestimated
on both FFDM and DBT images [3]. Further, Hieken et al.
[5] and Pierie et al. [7] reported that tumor size was
underestimated only in FFDM. However, the tumor size on
FFDM images should be magnified and represented
depending on the variations in the distance between the
tumor and film/detector and compression of the breast during
examination. The results of the present study demonstrated
that the subjects on FFDM magnified and represented;
therefore, this is inconsistent with the reports suggesting that
tumor size evaluated using FFDM was underestimated.

Fig. 3 The aspect ratios of the spherical objects on the FFDM, DBT
15°, and DBT 40° images

Fig. 4 The sizes of the spherical objects on the FFDM, DBT 15°, and
DBT 40° images
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The studies showing underestimation of tumor size using
FFDM have some limitations. Fornvik et al. discussed that
DBT was only performed when the tumor was either mini-
mally visible or not visible on FFDM images. Furthermore,
the presence of extensive calcification representing ductal
carcinoma in situ (DCIS) but also containing invasive
components may be difficult to assess pathologically.
Additionally, in cases where the maximum tumor extent lies
in the orthogonal plane of slicing, it may be difficult to
measure the true tumor extent [3]. In addition, Pierie et al.
[7] pointed out that they performed measurements on the
tumoral opacity and disregarded spicules, which may only
represent fibrosis, and that this is the possible reason for the
underestimation of tumor size using FFDM in their study.
Although the limitations of these reports may be the reason
why measurement on FFDM underestimates the tumor size
compared to histological size, the exact reason is still not
clear. The present study physically assessed the representa-
tion accuracy of objects such as a tumor on FFDM and DBT
images in order to create some consensus.

The limitations of the present study were as follows. First,
X-ray images of the spherical objects were taken using the
equipment with the correction function of magnification
percentage turned on. This function corrects the slice
cross-section of DBT so as to prevent the enlargement ratio
of each slice image from being differently represented in
accordance with the distance. This corrects for differences in
distances between the slice cross section and detector.
However, this function is not installed in all DBT devices.
Therefore, when a DBT device not equipped with this
function is used, the object is magnified and represented
according to the distance from film/detector, such as in
FFDM. Second, on both FFDM and DBT, clinical tumor
size may be more extended by compressing the breast with a
compression plate than the findings of the present study. In
addition, in case of spread of the tumor along the direction of
breast compression during examination, images acquired
using these modalities do not capture the maximum tumor
size. Therefore, the present study physically demonstrates
that the object size on the FFDM was increasingly magnified
with increasing distance between the breast support table and
object center, whereas in case of DBT, it was approximately
the same as that of the actual object.

5 Conclusion

The size on the FFDM image was magnified as compared to
the actual object, whereas on the DBT image, the repre-
sented size was closer to that of the actual object. Thus, the
results of the present study indicate that preoperative tumor
size determination using FFDM images should be avoided.
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Training Towards Precise Control Over
Muscle Activity with Real Time Biofeedback
Based on Ultrasound Imaging

Anna Sosnowska, Aleksandra Vuckovic, and Henrik Gollee

Abstract
Automated algorithms for analysis of B-mode muscle
ultrasound videos are computationally expensive. Thus,
we propose a technique based on the comparison of pixels
intensities between frames, that processes ultrasound
recordings almost instantaneously, without special pro-
cessing hardware. We verify the suitability of this method
for feedback training of muscle activation. 15 able-bodied
volunteers took part in the study practising contractions of
different torque outputs of the gastrocnemius muscle.
Within 3 s of each trial, they received visual feedback
reflecting the ultrasound video analysis, visualizing how
close their attempt was to the target, allowing them to
modify their strategy for the next trial. A tendency to get
closer to the target contraction intensity was recorded for
60.1%, 74.4%, 67.8% of trials for minimal, weak and
medium contractions, respectively. Considering the num-
ber of successful trials (within 10% of the target), 11
participants improved in the second session in the weak
and 10 in the medium contraction task. We demonstrated
that the method provides easily interpreted semi-real time
feedback of muscle activation that could help with muscle
training.

Keywords
Ultrasound imaging � Biofeedback � Muscle training

1 Introduction

Neuromuscular disorders such as stroke, spinal cord injury
or peripheral nerve damage can result in partial paralysis and
loss of functional activity of specific body parts. While the
signals from the central nervous system are affected, the
main muscles operate correctly and recovering patients can
re-learn to use them [1], which can be augmented by pro-
viding feedback about the muscle behaviour.

Muscular activity is commonly measured by surface
electromyography (sEMG), however it is susceptible to
motion artifcats and cross-talk from various muscles [2].
Due to background noise, sEMG is not sensitive enough to
register weak muscle activations and not suitable to evaluate
deep muscles.

Ultrasound imaging (USI) enables to monitoring muscles
during movement in real-time and to record videos for off-
line analysis. This non-invasive, inexpensive technique can
detect the activity of deeper structures, differentiate small
contractions, and precisely identify which muscle is acti-
vated. Advancements in image processing have enabled us
to automatically analyse videos, using feature tracking based
on optical flow or cross-correlation approaches [3, 4] and
feature detection in single USI image [5]. These methods
proved reliable and suitable to study various muscle archi-
tecture changes. However, all of them are used offline or
require specialist processing hardware, as they are very
computationally expensive, with processing times on stan-
dard hardware ranging from minutes [4] to hours [3] to
analyse video recordings of only 10 s duration.

To overcome this issue a new method was developed to
allow basic processing of ultrasound videos instantly after
the recording. The technique is based on comparing pixel
intensity between successive frames in the identified region
of interest (ROI) containing the muscle. The output allows
precise identification of the instances when the muscle gets
activated.
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The aim of this study is to develop and test a USI system
which provides feedback of the contraction intensity to the
user in almost real time, to facilitate muscle training and help
with practising precise movements.

2 Materials and Methods

2.1 Participants and Measurement Procedure

Participants. Fifteen able-bodied participants (7 male, 8
female, age 30:3 � 9:8 years) were recruited for this study,
that was approved by the Ethics Committee at the College of
Science and Engineering, University of Glasgow.

Experimental design. Participants were seated in an upright
position with the right foot resting on the dynamometer force
platform. The leg was supported at the thigh so the lower leg
was parallel to the ground, with the ankle in the neutral
position. An ultrasound probe was positioned over the
medial gastrocnemius muscle. The participant was facing a
19`̀ computer screen positioned about 0.5 m away, where
experimental cues and feedback were displayed.

Experimental procedures. Initially, baseline USI was
recorded when the muscle was relaxed, and the maximum
voluntary contraction (MVC) determined by pushing on the
force platform as strongly as possible. The tasks involved
contractions of the gastrocnemius muscle of different inten-
sities (i) at 25%MVC—medium, at 10%MVC—weak, and at
smallest possible intensity—minimal. For the minimal tasks,
participants were instructed to initiate contraction only up to
the point when they became aware of activating muscle.

The tasks consisted of 15 trials, lasting 10 s each. During
the first 5 trials (Training), participants practised the con-
tractions while observing feedback on the generated torque to
learn how to differentiate between different intensities. Dur-
ing the following 10 trials (Feedback training), participants
attempted the tasks and received USI based biofeedback
(displayed on the screen) in form of a bar, the size of which
was proportional to the value of detected muscle movement.
This procedure was completed for all three intensities and
repeated at two separate sessions, separated by two days.

Data collection. Ultrasound images were recorded in
B-mode at a rate of 40 frames/s, using a computer-based
ultrasound system (Echoblaster 128; Telemed, Lithuania)
with a 96-element linear array transducer operating at a
frequency of 6 MHz and a 50 mm scanning depth
(LV7.5/60/96). A digital output signal from the ultrasound
system was used to synchronize data collection. Ankle tor-
que and joint position measurements were taken with a

Biodex System 3-PRO (Biodex Medical Systems Inc., USA)
dynamometer at a sample rate of 40 Hz.

2.2 Analysis Methods

Ultrasound image processing. The ultrasound videos were
processed using custom C++ software that extracted the
pixel intensity for each of the 96 transducer elements
resulting in a frame of 96 � 884 pixels. Using MATLAB
software (The Mathworks, USA), the intensities were con-
verted into grayscale values between 0 and 1. For an initial
frame the ROI was selected by a polygon, containing the
gastrocnemius muscle but excluding the aponeuroses. This
was only done once for the baseline recording, and then used
throughout the experiment.

In the selected ROI, the intensities of corresponding
pixels were subtracted between adjacent frames, and the
absolute difference values were summed over the entire
region which was then scaled by the number of pixels within
the ROI, giving the normalised pixel difference. This value
would be 1 if all pixels within the ROI had changed between
frames, and zero if there was no difference between pixels.
Analysing the normalised pixel difference allowed detection
of changes in muscle activation and differentiation between
types of contractions. With this very simple technique,
processing of a typical 10 s video took about 3 s on a
standard laptop (Lenovo Thinkpad T440) with an Intel i5
processor.

Ultrasound based feedback. The baseline video was used
to determine the value of normalised pixel difference when
no movement was happening and to establish a threshold to
detect muscle contraction by using the mean +3 SD to
account for periodic activity of the capillaries and physio-
logical changes in the muscles not associated with the con-
traction. The maximum value of normalised pixel difference
was found by analysing videos of MVC. Processing of trials
enabled detection whether muscle activation occurred.
During the minimal contractions, the trial was considered
successful when the contraction threshold was exceeded and
the value of the first peak corresponding to initial muscle
activation stayed within 25% of the maximum. For weak and
medium contractions, the target value was determined during
the training session, when real-time torque feedback from
the dynamometer was available. The value of the normalised
pixel difference for the final successful trial was used. The
maximum peak (highest muscle activation) was selected as
the target value for the feedback session, and trials
within ± 10% were considered successful, within ± 30%
were acceptable, while others were unsuccessful. Due to the
small processing times, using this algorithm it is possible to
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present feedback to the participant as bar graphs within 3 s
after the trial concludes. A typical example for 10 completed
trials is shown in Fig. 1.

Outcome measures. The outcome of trials was presented in
terms of normalised pixel difference (Pi for trial i, Pmax for
MVC test, Ptgt for target value). Then, the result of trial
i relative to MVC is Pi=Pmax, while the difference from the
target relative to MVC is vi (Eq. 1), and jvij is its absolute
value. To compare between successive trials, difference
relative to MVC is used (Dvi, Eq. 2).

vi ¼ Pi

Pmax
� Ptgt

Pmax
ð1Þ

Dvi ¼ viþ 1 � vi ¼ Piþ 1

Pmax
� Pi

Pmax
ð2Þ

When assessing the success rates of using the feedback,
we considered:

• number of successful and unsuccessful trials within each
session

• distribution of trials considering variability within each
session, represented by the difference from the target
value relative to MVC (vi)

• trial-to-trial improvement within 1 session by comparing
the difference from target between consecutive trials
(Dvi) and absolute difference from target (jvij).

3 Results

Considering the number of successful trials, 47% of 15
participants improved in the second session for the minimal
contraction task, compared to 73% and 67% for weak and
medium. Only 1 person had more unsuccessful trials in the
second session for weak and medium, as opposed to 3
people in minimal contraction task. The distribution of
attempts for all participants is shown in Fig. 2a representing
difference v from target relative to the normalised pixel
difference recorded for MVC. The biggest variability was
noted for the minimal contraction. For weak and medium
contractions, the variability decreased in second session with
the mean approaching the target.

The expected tendency from trial to trial was to get closer
to the target or follow a trial below the target (vi\0) with
one above (viþ 1 [ 0) (or opposite). It means that the par-
ticipant was able to use feedback to increase/decrease out-
come, even if difference from the target increased. It was
recorded for 74.4% and 67.8% of trials for weak and med-
ium contractions. Figure 2b shows the difference (vi) from
the target for trial i against the difference between 2 con-
secutive trials (Dvi). Results in the 1st and 3rd quadrant
correspond to correct tendency. For minimal movement,
improvement was considered when approaching the baseline
and this happened for 60.1% of trials.

Analysing solely the tendency to approach the target, the
absolute difference from target (jvij) was plotted in Fig. 3 for
the minimal movement task. The fitness of lines is charac-
terised by following R2 values and p-value significance
levels: R2 ¼ 0:059, p ¼ 0:0121 for session 1, and
R2 ¼ 0:089, p ¼ 0:0015 for session 2. This indicates that

Fig. 1 Example of ultrasound imaging based feedback as presented to
the participant (white bars—successful, gray bars—acceptable, black
bars—unsuccessful)
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there is a very weak but statistically significant correlation
between progressing in session and decreasing difference
from target. For medium and weak contraction tasks, there
was a decreasing trend consistent between 2 sessions (line
gradient of �0:0033 and �0:0032 for session 1 and 2).

4 Discussion and Conclusions

We investigated the ability to learn to precisely control
muscle activity using ultrasound based biofeedback and
analysed learning within one biofeedback session and whe-
ther it transfers to the repeated sessions. As expected the trials
were more successful and variability between trials decreased
for weak and medium contraction tasks in the second session
indicating that prolonged use of feedback was beneficial and
participants learnt to perform more consistently. For minimal
movement there was no overall improvement in terms of
variability. In the majority of cases, the participant was able
to apply information from the feedback to modify their
attempts successfully. It was hypothesised that from trial to
trial participants would get closer to the target (Fig. 3) and it
was confirmed that for minimal movement learning was slow
but consistent across the whole group.

To the best of our knowledge, ultrasound based
biofeedback presented in near real-time, requiring no spe-
cialist computational hardware, has not previously been

developed. Feedback bars shown to participants enabled
them to increase their awareness of muscle behaviour and to
learn to reproduce contractions of different intensities. This
approach could provide the basis for a feedback system for
muscle training and rehabilitation. It would be especially
advantageous when practising activations of deep muscles,
for example in shoulder and neck, that cannot be assessed
easily with any other method. The limitation of the algorithm
is that feedback corresponds to the initial change in a mus-
cle, reflecting the change in intensity of pixels, related to the
change in torque, but not necessarily leading to development
of a proportional torque. While it works well for detecting
the onset of muscle activity, it would be beneficial to analyse
whole contractions. In addition, processing time could be
reduced further and the effect of more training sessions
should be evaluated to assess learning outcomes of using the
feedback over a longer period of time.
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On the CT Dose Index: Are we Meeting
the Challenge?

Emmanuel Ramírez, Oriana Benavides, Alfonso Holguin,
Carolina Castro, and Wilson Lopera

Abstract
The computed tomography dose index (CTDI), has long
been recognised as a metric to quantify the radiation
output from a CT examination that is easily measured and
that captures the majority of the scatter tails for even wide
X-ray beam widths. International standards now require
manufacturers to display the pitch-normalised metric
(CTDIvol) prior to scan initiation and the radiology
community has become very familiar to typical values of
this metric. However, it has been suggested that modern
developments in CT technology permit patient doses to
be determined in a more adequate way that allows
representing the risks to patients, and that is now time to
forgo the use of the CTDI (or variants) for CT dose
optimisation. In this work, we explore the main problems
concerning the use of the CTDIvol as a relevant dose
index through a retrospective study of 20 of the most
common CT examinations at a South American imaging
centre including adult and paediatric patients using a total
of three CT scanners. Applicable results were compared
with diagnostic reference levels (DRL’s) from European
and North American countries. Our research shows that
although CT technology is changing at a quick pace,
CTDIvol keeps being a practical and valuable method for
the task of dose optimisation because is well established
and uniformly adopted.

Keywords
Computed tomography � CT dose index � Radiation dose

1 Introduction

Computed tomography (CT) is essential for diagnosis,
screening, therapy and management of patient care. In hos-
pitals and emergency departments, CT significantly impacts
diagnostic confidence and admission decisions [1]. How-
ever, this benefits come with a considerable increase utili-
sation and an increment in population being exposed to
ionizing radiation.

Exposure to radiation however, is believed to carry a
small, but non-zero, risk of radiation-induced cancer [2] and
there is a realisation that the image quality at CT often
exceeds the level required for a confident diagnosis and that
patient doses are higher than necessary. This concern was
emphasized by the Food and Drug Administration regarding
the exposure of paediatric and adult patients to radiation at
CT [3].

Modern CT scanners report patient dose indexes of the
volume CT dose index (CTDIvol) and the dose-length pro-
duct (DLP) that are measured in 16- and 32-cm-diameter
acrylic phantoms [4]. The CTDIvol (mGy) was first intro-
duced in 1891 by Shope et al. [5] as an index that quantifies
the relative intensity of the radiation that is incident on the
patient, however, is not intended to represent doses to any
particular patient or organ. The product of CTDIvol and scan
length, known as DLP (mGy � cm) is used to quantify the
total amount of radiation patients receive during a CT scan
[6]. These dose parameters are also suggested for dose
optimisation purposes by various international organisations
[7, 8] usually named dose reference levels (DRL’s) or
guidance levels that assist the optimisation of patient pro-
tection whilst at the same time permit comparisons of the
performance of different CT scanners and techniques.

The advances in dose descriptors made great sense at the
time due to the small heat capacities and slow CT equipment
available. However, it has been suggested that recent tech-
nological developments in CT and dosimetry permit patient
doses to be determined in a more adequate way and that
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measurements of CTDIvol (or variants) may not be as
accurate as desirable [9]. On the other hand, some argue that
replacement of these metrics is unnecessary and remain
suitable for dose optimisation and quality assurance pur-
poses [10].

The objective of the present study was to review some of
the main challenges concerning the use of the CTDIvol as a
relevant dose descriptor for dose optimisation purposes
carrying a retrospective analysis of 20 of the most common
CT examinations at a large academic medical centre in South
America.

2 Methods

This retrospective data analysis was approved by our Institu-
tional Review Board (IRB) which waived the requirement for
informedconsent.All of theCTexaminationsperformed inour
centre included in this study were divided into four main
groups: head, neck, chest and abdomen. Five protocols were
selected for the main groups: adult head, child head ears,
sinuses and head with contrast for the head region; adult neck,
cervical spine, neck/chest and neck/chest/abdomen for the
neck region; adult chest, chest/abdomen, lung nodule, thoracic
aorta and child chest for the chest region and multiphase liver,
bladder, abdomen, dynamic pancreas and pelvis for the abdo-
men region. All patients that underwent the selected CT
imaging examinations during the data collection period (Jan-
uary to December 2016) were identified and included in this
study. “CT Imaging Data Sheets”were available at each of the
three CT scanners where this examinations were performed.
Patient and exam information (e.g. age, sex, scan model and
CTDIvol) were recorded by the radiologist and technologist
responsible for the case. The data sheets were routinely col-
lected from the scan room, and the data were recorded and
analysed by diagnostic medical physicist and research fellows
using an Excel® spreadsheet (Microsoft Corp., Redmond,
WA). A total of three scanners used at our institution were
included: one Biograph mCT (Siemens Medical Solutions,
Inc., Forcheim, Germany), one Aquillion ONE (Toshiba
Medical Systems, Inc., Otawara-shi, Japan) and one
LightSpeed VCT (General Electric Medical Systems,
Waukesha, WI). Our clinical practice evaluates image quality
(e.g. noise and uniformity) as a function of scanner outputs and
slice width (e.g. current-exposure time product and peak
voltage). We then adjust our protocols accordingly, such that
similar levels of image quality are produced in all of our
scanners. In the cases were an examination was performed
using a multiphase protocol, data were recorded for the phase
that used the larger CTDIvol. In all cases, only protocols using
the same phantom size (16 or 32 cm) to compute the CTDIvol
were compared. Each scannerwas randomly assigned an index

number, either 1, 2, or 3, and will be referred to by its assigned
index from this point on.

3 Results and Discussion

Between January and December 2016, 3157 patients
underwent CT examinations resulting in 1289 head exami-
nations, 79 neck examinations, 930 chest examinations and
859 abdomen examinations. 1981 male and 1176 females
were included with an average age of 50 ± 19 years (range,
0–97 years). Figure 1 shows the data distribution of CTDIvol
values for all three scanners. In each anatomic region, data
distribution is displayed for a single CT examinations as
beanplots with error bars showing the maximum and mini-
mum values recorded as well as mean values (midline) for
all protocols. The figure also shows DRL’s for selected
protocols from the European Commission (EU) [11] and the
American College of Radiology (ACR) [12]. DRL’s values
(mGy) are 60, 31, 10 and 16 for the EU in adult head,
sinuses, adult chest, abdomen and pelvis examinations
respectively and 56 and 12 for the ACR in adult head and
adult chest respectively. In some cases, the resulting CTDIvol
values obtained in scanner 2 for some examinations were not
enough to be included in this study.

The maximum and minimum CTDIvol (mGy) values
registered for the selected protocols were 10.4–81.5, 5.4–
70.2 and 24.9–112.7 in the head region (Fig. 1a), 2.1–17.2,
7.5–9.1 and 4.9–20.1 in the neck region (Fig. 1b), 1.1–13.2,
2.8–19.2 and 1.4–22.4 for the chest region (Fig. 1c) and 4.2–
12.4, 9.1–16.5 and 5.6–17.6 for the abdomen region
(Fig. 1d) in scanners 1, 2 and 3 respectively.

It can be seen from Fig. 1 that, for most protocols, there is
a considerable difference in CTDIvol values. For example,
CTDIvol values for head with contrast (Fig. 1a) from scanner
3 is approximately twice that of scanner 1. With the
exception of protocols like sinuses, cervical spine,
neck/chest, child chest and dynamic pancreas, this relatively
large variation appears fairly consistent for other pairwise
scanner comparisons across most protocols. The reason of
this variations rely on the relatively large variation of our
patients weight and chest-abdomen sizes in comparison to
head sizes. Although this study did not include patients size
and weight information and did not exclude any specialised
examinations, we can conclude that the highest doses occur
when scanning adult chest-abdomen regions of oversized
(120-kg) patients, and the lowest doses when scanning
paediatric patients. Scanner 3 delivered the highest doses
indexes, by a relatively large margin for all protocols in
terms of mean CTDIvol values. Although data values
recorded for head protocols show low variations in its dis-
tribution (Fig. 1a), this values are higher than any other
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protocols due to the high radiation levels required for head
imaging. As expected, patient weight is more important in
determining mean CTDIvol values in body imaging than in
head imaging.

Dose indexes values for scanner 2 are not enough to be
compared with scanner 1, however, data distribution shows
that these values are closer to scanner 2 than those of scanner
3. A drawback of our study is that we did not compare the
choice of reconstruction algorithms, as its well know that the
use of iterative reconstruction algorithms significantly
reduce the mean CTDIvol values compared to the use of
filtered back projection algorithms [13].

With the exception of adult head for scanner 3, all DRL’s
values compared were higher than mean CTDIvol values in
our centre. Whilst there are no formal National DRL’s with
which to compare our results, data suggest that a future
multi-institutional study providing National DRL’s could
show smaller values than those previously reported by the
EU and ACR.

There has been increasing concern regarding the use of
CTDI metrics in the CT physics community due to the
ever-increasing collimated beam widths used in modern
commercial CT scanners [10].

Multi-detector row CT systems have opened the field for
other, as well as improved, applications. Radiation dose data
indicate that manufacturers are focusing their efforts toward

improving image quality with reduced radiation doses
compared with the doses required with the older-generation
equipment in recognition of the idea that dose reduction has
been an important issue for users in the past years. On the
other hand, the ease and speed with which the CT systems
with more advanced technology can be operated allow more
use, and the exposure factors applied are usually higher than
those actually required to acquire an image with diagnostic
confidence.

DRL’s and guidance levels in the basic safety standards
[14] were produced before the introduction and clinical use
of modern CT scanners. Therefore, the need to develop new
values that account for such innovations seems valid. Con-
tinuing developments in CT scanner technology will no
doubt further extend the indications for and scope of CT
examinations. Ongoing clinical studies, similar to this one,
to monitor associated patient doses can play a role in
achieving excellent imaging at reasonable patient doses.

4 Conclusions

This study showed that there is a noticeable variation among
modern MDCT scanners when considering CTDIvol values
for similar CT protocols. Variation in dose indexes between
and within specific protocols suggests room for improvement

(a) (b)

(c) (d)

Fig. 1 CTDIvol data distribution
for all CT scanners displayed as
beanplots for a head, b neck,
c chest, and d abdomen regions.
DRL’s from the European
Commission (solid lines) and the
American College of Radiology
(dashed lines) are also shown for
selected CT examinations. In each
case, the error bars show the
maximum and minimum values
recorded as well as the mean
(midline) for each CT protocol
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with technique modification to balance image quality and
radiation dose. Low-tube-voltage CT may be useful for
reducing CT dose indexes and therefore, radiation doses
among paediatric and adult patients.

Comparison of the results reported in our study and in
other studies in the literature with the European and North
American DRL’s revealed the need for revision of these
values. This need for revised dose values has arisen in part
from the improved technology of the newer CT units that
facilitates lower patient doses.
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Comparative Sequence Assessment
of Optimised T2 and T2* Sequences
for Quantification of Iron in Transfused
Dependent Paediatric Sickle Cell Anaemia
(SCA) Patients

Azza Ahmed , Amani Baldo , Hind Margani , Ahmed Fatah ,
Ibrahim Idris , and Isam Salih

Abstract
Despite the fact that Sickle Cell Anaemia (SCA) patients
undergo blood transfusion to reduce the risk of some
complications associated with the disease, however,
regular blood transfusion inevitably causes iron overload.
In Sudan, the levels of iron in blood-transfused patients
are regularly monitored using the serum ferritin, which is
widely known to be an unreliable marker for body iron
balance. The use of magnetic resonance imaging tech-
niques such as theT2 and T2* sequences have demon-
strated promising results in estimating iron concentration
in transfused dependent patients Wood (Blood 106:1460–
1465, 2005, [1]). There is however little data on the
literature that systematically compared T2 and T2* in
sickle cell anaemia (SCA) Wood (Am J Hematol 90:806–
810, 2015, [2]). The aims of this work are to investigate
two optimised T2 and T2* sequences, determine their
viability for the quantification of iron in transfused
dependent SCA and compare them to the standard serum
ferritin method. The two optimised sequences were
subsequently investigated on livers of 10 volunteers and
25 SCA paediatric patients using a 1.5T Philips scanner
located at Al Ateeba Hospital in Khartoum State-Capital
of Sudan. Ethical approval for the study was obtained

from the National Ministry of Health-Health Research
Council-Sudan. Linear correlation was found between
T2* and serum ferritin (R2 = 0.949, P < 0.001), T2 and
serum (R2 = 0.946, P < 0.001) and T2 and T2* mea-
surements (R2 = 0.921, P = 0.789). The results demon-
strate that both of the optimised T2 and T2* sequences
could provide reliable measurements in the quantification
of range of iron concentrations on transfused dependent
paediatric SCA patients.

Keywords
MRI � Iron concentrations � Sickle cell anaemia (SCA)
Paediatric patients

1 Introduction

Anemic patients who undertake regular blood transfusion,
such as those with sickle cell, thalassemia, aplastic anaemia,
can develop iron overload in their organs such as the heart
and liver [3, 4]. Excess iron in the body may be reversible by
administration of iron chelating agents. Traditionally,
chelation therapy is used when the ferritin levels exceed
1,000 ng/ml. Despite the improvement in therapeutic
options, many patients however still die due to several other
factors such as difficulties in assessing hepatic and cardiac
iron overload and problems with long term compliance to
treatment regimens [5].

Serum ferritin levels have historically and are still used
clinically to estimate total amount of iron stored in the body
[6, 7]. The studies been conducted on the measurements of
plasma iron showed a high correlation was obtained between
the serum ferritin and liver iron concentrations. Despite of
this, other factors can influence the serum ferritin concen-
trations such as malnutrition, and vitamin C deficiency.
Inflammation, disseminated malignancy and chronic
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diseases can also cause large amount of ferritin to be release
in the circulation, making a single elevated reading unreli-
able [8–11]. Another major drawback of the serum ferritin
method is its lack of specificity and inter-patient variability.

The use of Magnetic Resonance Imaging (MRI) relax-
ation techniques to estimate liver iron concentrations has
been studied for over 20 years [2]. The literature demon-
strated great potential of the use of MRI because it is widely
accessible, non-invasive and provides reproducible results
[12, 13]. Accurate MRI measurements of the hepatic iron
levels can further allow better diagnosis and management of
the disease and will potentially improve the mortality rates in
transfused dependent anemia patients. On the other hand, the
accuracy of relaxometry measurements on subjects is
affected by factors involving the acquisition techniques of
the MRI images. Non-optimised protocols, presence of
image artifacts, unawareness of variability of measurements
and poor data analysis can all result in misleading diagnosis
and inappropriate management of the treatment of patients
with iron overload.

Several comparative sequence studies have been reported
in the literature to assess the performance of T2 and T2*
MRI sequences in relation to the quantification of iron in
patients. Much of the reported work involving comparative
sequence testing was based on arbitrary and non-optimised
settings and thus did not provide definitive assessments [14].

Without systematic optimisation of the existing sequen-
ces and identifying their performance limitations, it is for
example difficult to discriminate between these sequences.

The general objective of the research is to identify the
performance of optimized MRI techniques in the quantifi-
cation of liver iron concentrations on transfusion dependent
patients with sickle cell anemia, and to determine their fea-
sibility of use for the first time in Sudan as an alternative
technique to the standard serum ferritin method.

2 Materials and Method

2.1 Study Population

10 Health volunteers (15–20 years old, 3 Females/7males)
and 25 patients (12–19 years old, 14 Females/11 males) were
involved in both serum ferritin, and T2 and T2* sequences
measurements. All patients are currently admitted to the
hospital and regularly receiver iron chelation treatment.

2.2 Serum Ferritin

The serum ferritin reagent was manufactured by Roche (REF
03737551190). Serum analysis was conducted by cobas e
411 device.

2.3 Magnetic Resonance Imaging

Livers of volunteers and patients were scanned using 1.5T
Philips scanner located at Al Ateeba Hospital in Khartoum
State, Capital of Sudan.

The T2-TSE parameters were determined as follow: 20
echoes (TE/ES: 4.4/4.4 ms), acquisition voxel = 2 � 2
10 mm; repetition time (TR) 245 ms, field of view
(FOV) 25 cm, giving a matrix size of 124 � 125; receiver
bandwidth 1581.3 Hz, and an total acquisition time = 27 s.
As for the T2* sequence, the parameters were: 15 echo times
(TE/ES: 3.7/1.7 ms); acquisition voxel = 1 � 1 � 12 mm;
TR of 100 ms, FOV 25 cm, with a matrix size 252 � 250;
receiver bandwidth 148.2 Hz and a total acquisition time of
8 s.

Seven of the patients were not able to breath-hold, and
thus respiratory triggering was implemented. The acquisition
time obtained was 3 min and 21 s for T2, and 1 min and
12 s for T2* sequence.

The new T2-TSE and T2* sequences were previously
optimised for four parameters which were: 1-Three different
shim techniques (default, auto and volume); 2-Four pixel
sizes (ranging between 1 � 1 and 4 � 4 mm); 3-Three slice
thickness (8–12 mm); 4-Four repetition times (TR) (ranging
between 100 to 500 ms) on gadolinium phantoms with dif-
ferent concentrations to mimic human subjects with wide
range of iron concentrations, and also on volunteers. To
validate the new sequences, their optimum levels of their
four parametric performances were then tested on livers of
the SCA paediatric patients and compared to the standard
MRI acquisition parameters used at the hospital for both T2
and T2* sequences.

The acquired images from each of the two sequences
were analysed by drawing a circular region of interest
(ROI) using a personally written Matlab code (version
2015b). From the phantom images, the ROI was chosen
around each of the eight bottles, and for both the volunteers
and patients’ the ROI was chosen away from the vascular
structure to avoid artefacts contribution from blood. Average
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signal intensity of the pixels within the highlighted area was
calculated for each of the acquired images on the series of
increasing TE values. The signal intensities were then plot-
ted versus their corresponding TEs from which exponential
decay curves were derived. Magnitude measurements of T2
and T2* values were calculated from the series of TE images
using the following equation:

S ¼ S0 exp�T2�=TE ð1Þ
where S is the final signal intensity measurement and S0 is
the initial signal intensity measurement. TE is the echo time.

All data points at noise level were removed using the
truncation method to provide more reproducible and accu-
rate measurements.

2.4 Image Resolution Index

Image quality grading was utilized by assigning five points
scale that was adapted from Willinek et. al. [15]. A score of
5 indicate excellent diagnostic quality that is, uniform con-
trast over the entire field of view, with no apparent artifacts
or signal intensity variations. A score of 4 indicate good
diagnostic quality with mild artifacts and/or signal intensity
variations without impaired image interpretation. A score of
3 is assigned for moderate diagnostic quality—and artefact
(s) and/or signal intensity variations interfere with image
interpretation. A score of 2 indicate poor diagnostic quality
—with noticeable artifacts and/or signal intensity variations,
with questionable diagnostic quality. A score of 1 indicated
non-diagnostic image quality.

3 Results and Discussion

Serum ferritin for the volunteers ranged from 5.5–86.8 ng/ml.
For the patients the ferritin levels were 179–2000 ng/ml.

Figure 1a shows a rather linear decreased correlation
between serum ferritin of all the studied subjects and T2
measurements. All data points are shown to be scattered
around the fitted lines and appear polynomial (R2 = 0.754).
However, it was noticed that for serum ferritin of
1000 ng/ml and above, this relationship becomes more lin-
ear. Figure 1b, shows more linear relationship between the
serum ferritin measurements of above 1000 ng/ml and T2,
with an improved correlation coefficient (R2 = 0.946
P < 0.001).

Figure 2a is a representation of the relation of the serum
ferritin for all subjects (volunteers and patients) against their

corresponding T2* measurements. Data points are widely
dispersed up to 1000 ng/ml (R2 = 0.509). This can be
explained that T2* cannot be measured accurately for low
ferritin iron concentration below this value due to the limi-
tations in the used echo time and echo spacing in the
sequence. Also, the longest used TE should be approxi-
mately 2-fold longer than the longest T2*, however, this is
not always practical in part because T2* images can degrade
at longer TEs [16, 17]. In our situation the longest TE that
was used was 27.5 ms which is shorter than the T2* values
recorded for normal volunteers.

In Fig. 2b, the relationship between the serum ferritin of
values of 1000 ng/ml and above became more linear. The
Figure demonstrates a significantly improved correlation
coefficient (R2 = 0.949, P < 0.001).

The comparative assessment between T2* and T2
sequences for all subjects is shown on Fig. 3a. Early data
points appear more scattered around the curve than the later
ones (R2 = 0.513). For serum ferritin of 1000 ng/ml and
above, there is a high agreement between the two sequences
as represented in Fig. 3b (R2 = 0.921, P = 0.789). This

Fig. 1 a Serum Ferritin versus T2 measurements for all subjects
(volunteers and patients). b Serum Ferritin of Patients � 100 ng/ml
versus their corresponding T2 measurements
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result agrees with the finding of Wood JC et al. [2] that
showed a high agreement between his studied R2 and
R2*values of 102 patients with iron overload (Their recor-
ded R2 = 0.94).

Figures 4a and b are acquired images of the same sickle
cell patient using the optimised T2 and T2* sequences
respectively.

Some of the T2-TSE images that were acquired appeared
with artefacts (also known as banding artefact). Banding
artifacts are caused by periodic trains of RF pulses which
interference with spin echoes and produce a pattern of fine
lines. These were tested and found to be present for even
longer TR of up to 500 ms. In the future, it has been sug-
gested to use non-selective refocusing train to reduce on this
banding artefact [18].

In 10 of the T2* images, an artefact, caused by field
inhomogeneity appeared in the stomach of the patients
involved. This artefact were created by susceptibility effects
secondary to bowel gas. Reducing TE in the future may
reduce this effect.

Table (1) below presents the average image resolution
index with the standard deviation for the 10 volunteers and
25 sickle cell patients.

4 Conclusion

The results show good agreement between the serum ferritin
and T2, serum ferritin and T2*, and T2 and T2* sequences.
Our study did not include patients with known diseases such
as malnutrition, and vitamin C deficiency, inflammation, or
any known disease that could cause unreliability in the
serum ferritin measurements. It would be interesting in the
future to recruit larger population of patients, including
patients with these conditions and understand more fully the
effect their disease will have on the serum ferritin results.
Another advantage of the MRI techniques is that while the
serum ferritin method gives as indication of the quantity of
iron on the overall body, MRI techniques can provide
information about iron quantities and distribution of not only
livers but also on the hearts and pancreas of transfused
dependent patients. This may help on improving the overall
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Fig. 2 a Serum Ferritin versus T2* measurements of all subjects
(volunteers and patients). b Serum Ferritin of patients � 100 ng/ml
versus their corresponding T2* measurements

Fig. 3 a T2* versus T2 measurements of all subjects (volunteers and
patients). b T2* versus T2 measurements of patients with serum
ferritin � 1000 ng/ml

Table 1 .

T2-TSE (average rating ± SD) T2* (average rating ± SD)

3.77 ± 1.011 3.45 ± 0.801
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treatment plans of patients and avoid the occurrence of
siderosis and heart failure.

In conclusion, MRI techniques involving T2 and T2*
sequences provide reliable measurements and could be
replaced by serum ferritin method, especially for ferritin
values greater than 1000 ng/ml. Our new sequences provide
adequate images with adequate acquisition time. Future
studies will also include conducting T2 and T2* measure-
ments in higher population of sickle cell anemia patients and
establish for the first time in Sudan a calibration curve
between serum ferritin and these new sequences.
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Quantitative Performance Evaluation
of Mobile Cone-Beam CT for Head and Neck
Imaging
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Kongyot Wangkaoom, Atthasak Kiang-ia, Jaturong Jitsaard,
Thossapol Chunkiri, Puttisak Puttawibul,
and Pairash Thajchayapong

Abstract
Cone-beam computed tomography (CBCT) has become
increasingly popular in dental and maxillofacial imaging
due to its accurate 3D information, minimal radiation
dose, and low machine cost. In this paper, we propose the
newly developed mobile CBCT scanner which combines
the benefits of CBCT and mobility to extend its
applications to head and neck imaging and allow faster
access to a patient at various clinical sites. With the large
area detector, only a single rotation is needed to
reconstruct the field-of-view of almost the entire head.
Our filtered back-projection reconstruction and artifact
reduction algorithms were based on a graphics processing
unit to speed up the calculations. The quantitative
performance was evaluated in terms of radiation doses
and image quality. The radiation doses were measured
using both CT dose index and dose area product
(DAP) and compared with other CBCT and multi-slice
CT (MSCT) machines. Then, we analyzed image quality
using the standard cone-beam phantom. The effective
doses radiated from the proposed mobile CBCT machine
were within the range of 0.1–0.2 mSv, while the
normalized DAP measurements were within the range

of 46–144 mGy cm2, which are significantly below the
achievable dose of 250 mGy cm2. The overall image
quality of the proposed scanner was mostly comparable to
other MSCT and CBCT scanners. Geometric accuracy of
the reconstructed images provided the errors less than
0.16 mm or 0.12%. Due to low radiation dose, high
accuracy and adequate image quality as compared to
others, the proposed mobile CBCT has high potential for
diagnosis and treatment planning in head and neck
applications.

Keywords
Cone-beam CT � Image quality � Radiation dose

1 Introduction

Cone-beam CT (CBCT) has become increasingly popular in
dental and maxillofacial applications due to its low cost, small
machine size, and 3D data information [1, 2]. Unlike 2D
radiography, CBCT can provide accurate 3D complete data
without distortion and superposition of anatomical structures.
Although typical medical CT scanners can be used for dental
and maxillofacial applications, their radiation doses delivered to
a patient are quite high [1, 2].

Following the first CBCT scanner made in Thailand for
dental and maxillofacial applications, called DentiiScan [3–6],
the mobile CBCT scanner called MobiiScan has also been
researched and developed for the first time in Thailand to
improve the affordability and availability of the mobile CBCT
machines in the country. The advantage of low radiation
exposure in CBCT still remains in this scanner. Due to its
mobility purpose, it allows better and faster access to a patient
at various clinical sites, for example, in the operating room for
pre- and post-operation without moving a patient out of the
operating room. At the moment, the proposed mobile CBCT
scanner is aimed toward cranio-maxillofacial imaging, skull
fractures and ENT (Ear, Nose, and Throat) applications.
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Apart from the introduction of the new mobile CBCT
machine, another aim of this work is to analyze its radiation
doses and image quality as the first step before scanning
human subjects. For radiation doses, we focus on both CTDI
(computed tomography dose index) and DAP (dose area
product) measurements [7, 8]. Image quality is evaluated
using the standard cone-beam phantom in terms of high
contrast resolution, uniformity, noise and geometric accu-
racy. Comparison with other CBCT and CT machines is
studied as well.

2 Materials and Methods

2.1 The Proposed Mobile CBCT

The proposed mobile CBCT machine (MobiiScan) in Fig. 1
used a cone-shaped X-ray beam projecting toward a large
X-ray flat panel detector located on the opposite site of the
so-called gantry. This gantry system performed only one
complete 360° rotation around a patient’s head in the supine
position to collect raw projection data at each angle. Our
modified 3D cone-beam reconstruction process based on the
FDK (Feldkamp-Davis-Kress) algorithm [9] together with
scatter artifact reduction, truncation reduction and noise
suppression was computed using a graphics processing unit
(GPU) [3, 4] to rapidly reconstruct cross-section images with
the maximum field-of-view (FOV) of 22.5 cm in diameter
and 19 cm in height. A variety of preset configuration

protocols was available for both pediatric and adult protocols
with the voxel size of 0.3–0.5 mm.

To acquire high quality 3D images, the flat panel detector
used in this system was based on amorphous-silicon
thin-film-transistor arrays coupled to a Cesium-Iodide
(CsI) scintillator with the size of 40 cm � 30 cm. The
reconstruction time required about 140–150 s. In addition to
reconstruction, our in-house viewer software, called Mobii-
View, can display 3D reconstructed images in different 2D
and 3D views. Three-dimensional surface and volume ren-
dering of a patient’s facial bones and skull can be quickly
displayed from the volumetric data. Not only viewing the 3D
images, the MobiiView provides a variety of tools to
enhance visualization, diagnosis and treatment planning,
such as distance/angle/density measurements,
intensity-profile plotting, window/level adjustment, slice
thickness adjustment, annotation, and matrix display.

2.2 Radiation Dose

In this study, CTDI and DAP measurements were consid-
ered. For CTDI, a 16-cm-diameter cylindrical CTDI phan-
tom and an air ionization chamber (10 � 6 – 0.6 CT, Radcal
Corp., USA) in conjunction with a Radcal digitizer module
(Accu-Gold +) were used. The factors to convert from
dose-length product (DLP) to effective dose are equal to
0.0021 and 0.0040 to represent the adult head scan and the
5-year-old head scan, respectively. These CTDI measure-
ments were compared with one CBCT machine, 3D
Accuitomo 170 (Morita MFG. Corp., Japan), and one
multi-slice CT machine, GE Discovery CT750HD (GE
Medical Systems, USA). The DAP measurements were
acquired from the DAP meter (DAPcheck Plus, Radcal
Corp., USA). Furthermore, we normalized the doses to the
beam area of 4 � 4 cm2 for comparison with others [7, 8].

2.3 Image Quality

An image quality phantom used in this study is the QRM
cone-beam phantom produced by QRM GmbH, Germany.
The diameter of the phantom imitates the typical size of a
human head at 16 cm. The QRM phantom was scanned at
different sections to cover high contrast resolution, unifor-
mity, noise, and geometric sections. Like CTDI measure-
ments, image quality was compared with other CBCT and
MSCT scanners.

High contrast resolution was measured by reading bar
patterns twice and one week apart via our viewer software,
MobiiView. Uniformity and noise were automatically com-
puted from five regions of interest at the center and
peripheral areas by our in-house automated analysisFig. 1 The proposed mobile CBCT
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computer program over five consecutive image slices around
the isocenter. Furthermore, linear measurements were per-
formed using our in-house automated analysis program to
automatically measure in the anterior-posterior and left-right
directions for five consecutive image slices in each protocol.
To measure geometric accuracy in the coronal plane, the
QRM phantom was rotated by 90° such that the geometric
section was appeared in the coronal view and distances in
the top-bottom and left-right directions were measured.
Likewise, to measure image accuracy in the sagittal plane,
the similar process was applied and the top-bottom and

anterior-posterior directions were considered. All protocols
were scanned, thus resulting in the total of 180 measure-
ments for geometric accuracy.

3 Results

The settings of all different configuration protocols and
scanners are shown in Table 1. It is noted that the GE MSCT
was selected for the facial bone protocol and its FOV length
was set to 18.8 cm to fairly compare its CTDI with the

Table 1 Configuration protocols in CBCT and medical CT machines

Machine/Protocol kV mA mAs FOV (Dia � H) Voxel/Pixel size (mm)

MobiiScan, Child Bone 0.3 mm 90 6 28.08 120 mm � 120 mm 0.3

MobiiScan, Child Bone 0.4 mm 90 6 28.08 160 mm � 168 mm 0.4

MobiiScan, Child Bone 0.5 mm 90 4 18.72 180 mm � 170 mm 0.5

MobiiScan, Adult Bone 0.3 mm 90 8 46.08 165 mm � 120 mm 0.3

MobiiScan, Adult Bone 0.4 mm 90 8 46.08 220 mm � 188 mm 0.4

MobiiScan, Adult Bone 0.5 mm 90 8 33.84 225 mm � 190 mm 0.5

Morita 3D Accuitomo 170 (CBCT) 80 5 87.5 170 mm � 120 mm 0.25

GE Discovery CT750HD (MSCT) 120 200 – 220 mm � 188 mm 0.43

Table 2 Radiation dose calculations using CTDI and DAP

Machine/Protocol CTDIvol
(mGy)

DLP
(mGy cm)

Effective dose
(mSv)

Actual DAP
(mGy cm2)

Normalized
DAP (mGy cm2)

MobiiScan, Child Bone 0.3 mm 2.347 28.158 0.113 714.80 79.42

MobiiScan, Child Bone 0.4 mm 2.697 45.307 0.181 1343.00 79.00

MobiiScan, Child Bone 0.5 mm 1.817 30.892 0.124 887.90 46.43

MobiiScan, Adult Bone 0.3 mm 4.716 77.817 0.163 1834.00 143.84

MobiiScan, Adult Bone 0.4 mm 4.987 93.762 0.197 3302.00 126.39

MobiiScan, Adult Bone 0.5 mm 3.278 62.288 0.131 2193.00 80.29

Morita 3D Accuitomo 170 (CBCT) 9.356 112.272 0.236 – –

GE Discovery CT750HD (MSCT) 85.144 1600.714 3.362 – –

Table 3 High contrast resolution, uniformity, and noise of different machines

Machine/protocol High contrast res (lp/cm) Deviation from center % Cupping Avg noise % Noise

MobiiScan, Child Bone 0.3 mm 11.0 1.61 −0.16 63.21 6.37

MobiiScan, Child Bone 0.4 mm 8.5 −10.88 −1.10 64.88 6.51

MobiiScan, Child Bone 0.5 mm 7.0 13.10 1.33 49.04 5.04

MobiiScan, Adult Bone 0.3 mm 11.5 8.48 0.85 58.41 5.93

MobiiScan, Adult Bone 0.4 mm 9.0 −5.32 −0.55 57.12 5.85

MobiiScan, Adult Bone 0.5 mm 7.0 6.22 0.64 36.96 3.82

Morita 3D Accuitomo 170 (CBCT) 10.0 −80.90 −19.39 30.22 6.07

GE Discovery CT750HD (MSCT) 8.5 −4.93 −0.48 26.14 2.52
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“Adult Bone, 0.4 mm” protocol. Table 2 summarizes the
CTDI and DAP measurements. The DAP measurements
were normalized to the 4 � 4 cm2 beam area for comparison
to other machines. From the results, the normalized doses
were between 46 and 144 mGy cm2, which are far below the
proposed achievable dose of 250 mGy cm2 [7].

Table 3 shows the high contrast resolution, uniformity
and noise of different CBCT and MSCT machines. The
percentages of cupping and noise were compensated with
the gray scale value of air (−1000 for all except −150 for the
Morita). Tables 4 and 5 show geometric accuracy for six
configuration protocols in six different directions. In addi-
tion, geometric accuracy of one CBCT and one MSCT was
compared in the axial planes as shown in Table 4.

4 Conclusions

This paper introduced a novel mobile CBCT scanner,
MobiiScan, developed in Thailand. To ensure its radiation
safety and performance, we investigated the radiation doses

and image quality of the reconstructed images acquired from
the machine. The MobiiScan machine provided much lower
effective doses than the Morita CBCT and GE MSCT
machines. Furthermore, the normalized DAP measurements
confirms the low doses of the proposed mobile CBCT
scanner. The overall image quality of the proposed scanner
was mostly comparable to the GE MSCT and Morita CBCT
scanners. The maximum geometric error was 0.16 mm or
0.12%, thus all protocols yielded high accuracy. The low
radiation dose, high image quality and high accuracy results
confirm that the proposed mobile CBCT scanner has the
high potential to visualize high-contrast morphology for
diagnosis and treatment planning in cranio-maxillofacial,
skull fractures, and ENT applications.
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Prediction of Alzheimer’s Disease in Mild
Cognitive Impairment Using Sulcal
Morphology and Cortical Thickness
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Abstract
Mild cognitive impairment (MCI) is an intermediate
condition between healthy ageing and dementia. The
amnestic MCI is often a high risk factor for subsequent
Alzheimer’s disease (AD) conversion. Some MCI
patients never develop AD (MCI non-converters, or
MCInc), but some do progress to AD (MCI converters, or
MCIc). The purpose of this study was to predict future
AD-conversion in patients with MCI using machine
learning with sulcal morphology and cortical thickness
measures as classification features. 32 sulci per subject
were extracted from 1.5T T1-weighted ADNI database
MRI scans of 90 MCIc and 104 MCInc subjects. We
computed sulcal morphology features and cortical thick-
ness measurements for support vector machine classifi-
cation to identify structural patterns distinguishing future
AD conversions. The linear kernel classifier trained with
these features was able to predict 87.0% of MCI subjects
as future converters, (89.7% sensitivity, 84.4% speci-
ficity, 0.94 AUC), using 10-fold cross-validation. These
results using sulcal and cortical features are superior to
the state-of-the-art methods. The most discriminating
predictive features were observed in the temporal and
frontal lobes in the left hemispheres, and in the entorhinal
cortices, which is consistent with literature. However, we
also observed structural changes in the cingulate and
calcarine cortices, suggesting that the limbic and occipital
lobe atrophy may be linked to AD conversion.

Keywords
MRI � Alzheimer’s disease �Mild cognitive impairment
Sulcal morphology � Cortical thickness � SVM
classification

1 Introduction

Early diagnosis of Alzheimer’s disease (AD) is considered to
have a great impact on developing treatment for AD. AD is a
progressive neurodegenerative disorder, characterized by an
accumulation of amyloid-b deposits and hyperphosphory-
lated tau proteins in the brain, which leads to a gradual gray
matter loss, a decline in cognitive functions, and eventually
death. Some of the symptoms, such as short-term memory
loss, coincide with mild cognitive impairment (MCI), widely
regarded to be a transitional condition between normal
ageing and dementia [1]. MCI is characterized by a cognitive
decline greater than what is expected for a person’s age and
education level, but which does not significantly interfere
with daily life [2]. Even though some MCI patients never
develop AD, and some even return to normal over time,
there is a significant risk of converting to AD. It is estimated
that up to 50% of MCI individuals do indeed convert to AD
within 5 years [2]. Amnestic MCI is therefore regarded as a
substantial AD risk factor.

Magnetic resonance imaging (MRI) is an imaging
modality used for diagnosing AD atrophy and monitoring its
progression. The atrophy in the entorhinal cortex, the hip-
pocampus, and the medial temporal lobe is the most prin-
cipal characteristic of AD [3]. Decrease in the cortical
thickness at the early stages of AD has been observed in the
medial temporal lobe [4, 5], in the entorhinal and perirhinal
cortices [6, 7]. Patterns of atrophy in the entorhinal cortex
have also been observed in MCI [8]. Distinguishing AD
from MCI using MRI has received a great amount of
attention [9–12]. Numerous approaches using structural
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imaging for predicting conversion to AD have been sug-
gested [9, 10, 12, 13]. Querbes et al. [9] built feature vectors
for classification with mean thickness values of neu-
roanatomical cortical regions. Eskildsen et al. [10, 12] used
cortical thickness patterns to predict AD in MCI subjects by
identifying cortical regions discriminative for separating
MCI converters from non-converters. Misra et al. [13]
defined statistically different brain regions, which were
highly discriminating between MCI converters and
non-converters.

Morphology of the cerebral sulci had been shown to be a
promising neurological biomarker in AD and MCI. Sulcal
depth reductions [14, 15] and an increase in sulcal width [14,
16] due to graymatter atrophy and cortical thickness reduction
have been observed in AD. The purpose of this study was to
combine sulcal features and cortical thickness measures to
distinguish between MCI converters and non-converters and
investigate the ability of such features to predict AD.

2 Methods

2.1 Data

Data used in the preparation of this article were obtained from
the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
database (adni.loni.usc.edu). TheADNIwas launched in 2003
as a public-private partnership, led by Principal Investigator
MichaelW.Weiner, MD. The primary goal of ADNI has been
to test whether serial magnetic resonance imaging (MRI),
positron emission tomography (PET), other biological mark-
ers, and clinical and neuropsychological assessment can be
combined to measure the progression of mild cognitive
impairment and early Alzheimer’s disease.

360 1.5T pre-processed T1-weighted MP-RAGE MRI
scans were obtained from the ADNI database. The scans
consisted of 85 cognitively normal subjects (CN), 90 MCI
subjects who later converted to AD (referred to as MCI con-
verters, or MCIc), 104 MCI subjects who remained stable
(MCI non-converters, orMCInc), and 81ADpatients. TheCN
group consisted of healthy controls without significant
impairment in cognitive functions. The AD subjects had been
scanned 24 months after the AD diagnosis. We selected the
MCIc subjects from the ADNI database at 12 months prior to
the AD-conversion diagnosis. The ADNI database contains
MRI scans of MCI subjects scanned at baseline, after
6 months, 12 months, 18 months, 24 months, 36 months,
and 48 months. A clinical diagnosis was made at each of these
time points to identify MCI subjects who converted to AD.

The MCIc subject group used in this study consisted of
scans at baseline (n = 27), 6 months (n = 24), 12 months
(n = 26), 18 months (n = 12), and 24 months (n = 1). The
MCInc group consisted of 104 scans of subjects who did not

progress to AD over the course of the ADNI study. Table 1
shows the subjects’ demographic characteristics. The general
inclusion criteria for the groups were: Cognitively normal
controls: MMSE score: 24–30 (inclusive), CDR: 0;
non-depressed, non-demented, with no MCI. Mild cognitive
impairment: MMSE score: 24–30 (inclusive), CDR: 0.5,
general cognition and functional performance sufficiently
preserved so that an AD diagnosis could not be made at the
time of the visit. Alzheimer’s disease: MMSE score: 20–26
(inclusive), CDR: 0.5 or 1.0; subjects met
NINCDS/ADRDA criteria for probable AD.

2.2 Feature Extraction, Selection
and Classification

32 cortical sulci (Fig. 1) were extracted from the
T1-weighted MR images in BrainVISA 4.4.0, a fully auto-
matic anatomical segmentation pipeline, which recognizes,
labels and extracts cortical sulci. The images had been
normalized and resampled to 1 mm3 voxels in SPM12
(Statistical Parametric Mapping software package). Sulcal
morphology features were computed for each sulcal mesh
using MATLAB R2016b (described in detail in our previous
study [15]). In total, 320 sulcal morphology features were
extracted from each subject: sulcal depth, length, mean
curvature, mean Gaussian curvature, medial surface area.
Regional cortical thickness measurements were generated
with FreeSurfer, version 5.3.0.

Feature selection was performed by means of forward
selection, where each iteration of either adding to or
removing a feature from the SVM classifier was evaluated
on the classification accuracy and a balance index B of 0.4
[17]. The balance index, defined by Eq. 1, permits feature
extraction that maximize the classification accuracy and at
the same time maintains a low difference between the true
positives and true negatives in each group. Feature normal-
ization was applied to rescale the features to the range of [0,
1]. SVM classifiers with linear and a Gaussian radial basis
function kernel were chosen, due to their performance in

Table 1 Demographic characteristics of the subjects included in this
study. Age, Mini-Mental State Exam (MMSE) score, and Clinical
Dementia Rating (CDR) are represented as mean values and their
standard deviations

CN AD MCIc MCInc

Number 85 81 90 104

Male/female 47/38 40/41 53/37 64/40

Average age
(years)

76.1 � 5.0 77.8 � 7.5 75.8 � 6.5 75.7 � 7.7

MMSE (score) 29.0 � 1.1 19.3 � 5.3 26.2 � 2.2 27.2 � 1.9

CDR 0.0 � 0.0 1.32 � 0.6 0.5 � 0.0 0.5 � 0.0
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classifying AD in high dimensional feature spaces [17, 18].
Each feature was separately tested for inclusion in the model
with a 10-fold cross-validation. The best feature was iden-
tified, then added to the model, and all the remaining fea-
tures were individually tested in conjunction with the
previously selected feature, until the classification accuracy
would no longer increase.

B ¼ ð1� SpecificityÞ � ð1� SensitivityÞj j
½ð1� SpecificityÞþ ð1� SensitivityÞ� ð1Þ

3 Results

The selected features (n = 22) provided the highest MCIc
versus MCInc classification accuracy of 87.0%, 89.7% sen-
sitivity, and 84.4% specificity, with an AUC of 0.94, were
obtained with the linear kernel SVM. The same anatomical
feature combination was applied for the 10-fold
cross-validated classifications: CN versus AD, MCInc ver-
sus AD, MCIc versus AD, MCInc versus CN, and MCIc
versus CN. These classification results are shown in Table 2.
Figure 2 illustrates the ROC curves for the six classifications
using the features selected in the MCIc versus MCInc classi-
fication. The temporal lobe was the most discriminating
anatomical region, where discriminating features were

selected both from the cortical regions and from the sulci
located either in the temporal lobe, or between the temporal
and occipital lobes.We observed cortical thickness reductions
in MCIc subjects in the temporal and frontal cortices (middle
temporal gyrus, orbital operculum, caudal middle frontal
gyrus, medial orbitofrontal cortex), as well as in the entorhinal
cortex. Structural changes were also present in the cingulate
and calcarine cortices in the form of reductions in sulcal depth
(calcarine sulcus) and in cortical thickness (pericalcarine
cortex, caudal anterior cingulate, isthmus of cingulate cortex).

4 Discussion

The purpose of this paper was to use sulcal morphology
features and cortical thickness measurements for classifica-
tion of MCI converters and non-converters. We previously
showed that sulcal features can successfully be used for
classification of AD [15, 19]. It was hypothesized that fea-
tures distinguishing MCIc from MCInc can be successfully
applied to classify AD from CN.

The MCIc versus MCInc classification resulted in 87.0%
accuracy, 89.7% sensitivity, and 84.4% specificity, with an
AUC of 0.94, obtained with a linear kernel SVM. Zheng et al.
[20] extracted correlative features from MR images and
achieved a 79.37% accuracy with a combination of cortical

Fig. 1 The 32 cortical sulci
extracted from the 360 subjects in
BrainVISA 4.4.0 for the
subsequent sulcal feature
extraction and classification

Table 2 Classification results obtained with the feature selection distinguishing MCIc from MCInc

Classification Accuracy Sensitivity Specificity AUC

Linear Gaussian Linear Gaussian Linear Gaussian Linear Gaussian

SVM (%) SVM (%) SVM (%) SVM (%) SVM (%) SVM (%) SVM SVM

MCIc versus MCInc 87.0 84.2 89.7 82.3 84.4 86.7 0.94 0.92

CN versus AD 86.7 86.8 80.4 82.0 92.6 92.0 0.97 0.97

MCInc versus AD 80.1 75.2 88.4 81.6 68.5 65.6 0.87 0.87

MCIc versus AD 76.2 73.5 84.6 79.0 65.6 67.0 0.85 0.85

MCInc versus CN 68.7 73.0 79.0 80.0 56.8 63.9 0.77 0.76

MCIc versus CN 83.4 79.0 88.9 90.0 77.5 66.8 0.95 0.94
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thickness measurements and apolipoprotein information.
Eskildsen et al. [10] used cortical thickness patterns for pre-
dictingAD inMCI subjects. They obtained a 72% accuracy for
AD-conversion inMCI subjects selected at 12 months prior to
ADdiagnosis [10]. Eskildsen et al. [21] showed the accuracy to
improve as the time to AD-conversion from MCI decreased,
from 70%at 3 years beforeADdiagnosis, to 76% at 6 months.
Misra et al. [13] achieved a high cross-validated classification
accuracy of 81.5%, using statistically different brain regions to
differentiate MCIc and MCInc. However, caution must be
taken while comparing our results to literature. 10-fold
cross-validation is a well-established statistical method for
validating a predictive model by partitioning the original data
into a training set to train themodel, and a test set to evaluate its
classification performance due to absence of sufficient amounts
of data to separately test the performance of the classifier. We
therefore acknowledge that these results may be more biased
than if a separate test dataset was available.

Accuracy of 86.7% was obtained for CN versus AD
classification, using the features discriminating MCIc from
MCInc. The selected features were mostly identified in the
temporal lobe (thickness of the middle temporal gyrus, the
entorhinal cortex, sulcal features from the collateral fissure
or the posterior occipito-temporal lateral sulcus), but also in
parietal, frontal, occipital, and limbic nodes. The same fea-
ture combination has been used for the classifications of

MCInc versus AD, MCIc versus AD, MCInc versus CN, and
MCIc versus CN. The atrophic patterns reflected in the
selected features provided high accuracies for the MCInc
versus AD (80.1%) and MCIc versus CN (83.4%), which
were not unexpected for these two classification scenarios.
However, we also obtained relatively high accuracies for
MCIc versus AD (76.2%) and MCInc versus CN (68.7%)
classifications, where one would not expect to detect notable
changes in the degree of brain atrophy. The most discrimi-
nating features for AD prediction were selected from the
entorhinal cortices, and from the temporal and frontal lobes.
The left hemisphere was more affected by atrophy in MCIc.
Atrophy in these regions is consistent with AD and MCI
studies. However, the observed structural changes in the
cingulate and calcarine cortices may suggest that the atrophy
in the limbic and occipital lobes may be on of the underlying
causes of conversion from amnestic MCI to AD.

There are some potential limitations to this study.
Although the classification based on sulcal and cortical
thickness features demonstrated promising results, the
method is limited by the relatively low number of converter
and non-converter subjects, necessitating the use of
cross-validation. Moreover, in this paper the term “AD con-
version” was applied to an MCI subject who fulfilled the AD
diagnostic criteria at a subsequent clinical visit. We selected
the MCIc subjects from the ADNI database at 12 months
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ROC curves for the classifications

MCIc vs. MCInc (AUC = 0.94)
CN vs. AD (AUC = 0.97)
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MCIc vs. CN (AUC = 0.95)

Fig. 2 The ROC curves for the
six classifications using the linear
kernel SVM and the features
selected in the MCIc versus
MCInc classification
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prior to the conversion diagnosis. Progression from MCI to
the state where a patient fulfills the AD diagnostic criteria is a
gradual decline, not instantaneous. Thus, the actual stage of
the disorder can be expected to vary between patients at the
time of the AD diagnosis. Moreover, a similar uncertainty can
be expected from the term “MCI non-converter”. The MCInc
group consisted of participants who maintained the MCI
diagnosis during the course of the ADNI study. However, we
cannot exclude the possibility that those subjects did later
progress to AD after study conclusion.
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Effect of Elimination of Noisy ECG Leads
on the Noninvasive Localization of the Focus
of Premature Ventricular Complexes

Elena Deutsch , Jana Svehlikova , Milan Tysler , Pavel Osmancik ,
Jana Zdarska , and Peter Kneppo

Abstract
High frequency of the premature ventricular complexes
(PVCs) can lead to the development of the left ventricular
dysfunction. Preoperative noninvasive localization of the
PVC focus can decrease the time of the invasive
electrophysiological study and improve the success rate
of the radiofrequency ablation. Body surface potential
(BSP) maps, patient-specific inhomogeneous torso model
and inverse solution in terms of single dipole model were
used for noninvasive localization of the PVC focus in five
patients. BSP maps were computed for the initial 20 ms
time interval of the ventricular activation (QRS complex
in the ECG) from five selected PVCs in each patient. The
inhomogeneous torso model included surfaces of torso,
lungs, heart cavities and outflow tracts. To investigate
whether the exclusion of the noisy ECG leads improves
the accuracy of the inverse solution, the leads with the
signal-to-noise ratio (SNR) less than the defined threshold
value were excluded from the inverse computations. Four
levels of the SNR were defined: 10, 20, 30, 40 dB.
Locations of the PVC foci were computed by the inverse
solution and compared with the catheter positions during
successful radiofrequency ablation performed within
invasive electrophysiological study. Removal of noisy
ECG leads did not improve the PVC localization when
the noisy ECG leads were located in left anterior torso
region.

Keywords
Body surface potential mapping � Inverse problem of
electrocardiography � Premature ventricular complexes
Ectopic activity � Noninvasive localization

1 Introduction

Premature ventricular complexes (PVCs) in patients with
underlying chronic structural disease increase the risk of
sudden cardiac death and total cardiac death. The PVC focus
can be located anywhere in the ventricles and adjacent
structures. Usually, anti-arrhythmic therapy is used in these
patients. However, when the patient does not respond to the
pharmacological treatment, a catheter radiofrequency abla-
tion (RFA) is performed during the invasive electrophysio-
logical (EP) study. Accurate localization of the PVC focus is
highly important for successful RFA [1]. Therefore, a pre-
operative noninvasive estimation of the PVC focus location
using a novel method of electrocardiographic imaging [2, 3]
can decrease the time of the invasive EP procedure and
improve the ablation success rate.

This novel method requires solution of the inverse
problem of electrocardiography, which uses multiple ECG
leads signals to compute BSP maps representing the elec-
trical activity of the heart, realistic 3D torso model and a
model representing the cardiac electrical generator. Because
the inverse problem is ill-posed slight inaccuracies or dis-
turbances of the input data might lead to significant changes
in the obtained inverse results [4]. Therefore, we can suspect
that noisy ECG signals can lead to faulty results of the
inverse solution. In this study we will evaluate whether
exclusion of the noisy leads can improve the accuracy of the
inverse solution.
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2 Materials and Methods

The study population consisted of two male (Pat004—77Y,
Pat006—51Y) and three female (Pat005—43Y, Pat007—
54Y, Pat009—74Y) patients with frequent PVCs. The study
complied with the Ethical Principles for Medical Research
Involving Human Subjects as stated in the Declaration of
Helsinki and received approval from the Ethic Committee of
the University Hospital Kralovske Vinohrady, where the
data were collected after obtaining written informed consent
from the study participants.

All patients underwent BSP mapping, full torso computed
tomography (CT) scanning and intracardiac EP study.

2.1 Body Surface Potential Mapping

High-resolution multichannel ECG system ProCardio-8 [5]
was used to record ECGs and compute integral BSP maps.
Disposable pre-gelled Ag/AgCl electrodes with active
adapters were applied to record limb leads and 96 chest
leads. Chest electrodes were evenly distributed over the
torso and organized in 12 strips of 8 electrodes. The sam-
pling frequency was 1 kHz, data resolution was 16 bit.
The ECG recording time was up to 10 min.

Processing of the multichannel ECGs to obtain BSP maps
included baseline correction by applying the Lynn’s
high-pass filter [6]. In each patient five PVCs were chosen
for further analysis.

In order to study the effect of the noisy leads removal on
the inverse solution, assessment of the present noise had to
be performed. For each PVC, the noise in the signal was
evaluated as follows: (1) time interval with no physiological
signal (amplitude close to zero), usually during the com-
pensatory pause, was selected; (2) linear two-point baseline
correction was applied to this interval to correct baseline

wandering and shift the signal closer to zero; (3) root mean
square of the signal was calculated as a noise estimator
(RMSnoise) for each of the 96 chest leads.

Then, the PVC signal was processed using two-point
baseline correction with points before and after the whole
PVC beat. Time interval of 20 ms duration was selected at
the beginning of the PVC to represent the pathological
activity of the ectopic focus [7]. Root mean square of the
signal (RMSsignal) was evaluated for each of the 96 leads.
Signal to noise ratio (SNR) was assessed using the equation:

SNR ¼ 20log RMSsignal=RMSnoise
� �

; ð1Þ

where

SNR—signal to noise ratio in dB for each lead;
RMSsignal—root mean square of the 20 ms PVC signal in
each lead;
RMSnoise—root mean square of the noise signal in each lead.

Four levels of the SNR were studied: 10, 20, 30, 40 dB. If
the SNR on the lead was less than the studied SNR level, the
electrode was excluded. Therefore, amount and configura-
tion of the leads varied between the beats and between
studied levels of the SNR (see Fig. 1). If the position of the
lead was missing in the CT, the lead was excluded as well.
From the used leads the integral BSP map was computed for
each SNR and each PVC as:

ibspm ¼
Z

I
/ tð Þdt; ð2Þ

where

ibspm—integral BSP map,
/ tð Þ—BSP map in time instant t,
I—examined time interval.

Fig. 1 Number of ECG leads for all patients, for each of 5 selected PVCs and 5 lead sets: full set, leads with SNR > 10 dB, with SNR > 20 dB,
with SNR > 30 dB and with SNR > 40 dB
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2.2 Computed Tomography

Computed tomography scanning was performed for the
whole torso using Siemens Somatom Definition system
immediately after the BSP mapping. ECG electrodes were
still attached to the torso in order to determine their precise
positions. CT scanning had 0.3 mm slice thickness and was
used to obtain inhomogeneous patient-specific 3D torso
model using TomoCon PACS® software. The torso model
included geometries of torso, lungs, heart atria and ventricles
(epi- and endocardial surfaces), aorta and pulmonary artery.
Conductivities of its compartments were assigned so that the
lungs conductivity was assumed to be four times lower than
the torso conductivity, and the conductivity of the heart
cavities (right and left atria, right and left ventricles), aorta
and pulmonary artery was assumed three times higher than
the torso conductivity [8].

2.3 Electrophysiological Study

On the same day of the BSP mapping and CT scanning
procedures or the next day, an invasive intracardiac EP study
was performed using the cardiac mapping and navigation
system (CARTO 3® Biosense Webster Inc.) to reveal the
position of the premature ectopic activity and navigate the
ablation catheter. All patients underwent the EP study under
mild conscious sedation with fentanyl. Intracardial electro-
grams were recorded using the electrophysiological record-
ing system (LabSystem PRO, Boston Scientific).

Invasive localization of the PVC focus was determined by
activation mapping and confirmed by pace mapping. After
localization of the pathological ectopic focus RFA was
performed using an open irrigated ablation catheter (Ther-
mocool Navistar, Biosense Webster Inc.) in the
power-control mode (25–40 W, flow 15–20 ml/min, max.
temperature 43 °C). In order to ensure the complete
destruction of the ventricular ectopic focus, after the last
energy application and 15 min monitoring the patients were
challenged with isoproterenol.

2.4 Inverse Solution

Inverse solution based on single dipole model of the
cardiac electrical generator was used for noninvasive
localization of the PVC focus. Integral BSP maps com-
puted from the measured multichannel ECGs and
patient-specific inhomogeneous torso geometry were used
as input data for the inverse solution. It was assumed that
the area of the ectopic focus can be represented by a
single dipole and its electrical activity is defined by the
integral BSP map computed from the initial 20 ms time

interval of the PVC. All possible positions of the equiv-
alent dipole generator G’ were supposed in a regular
3 mm cubic grid throughout the whole volume of the
ventricular myocardium model. For each of these posi-
tions, parameters of the dipole were computed by the
inverse solution using the equation:

G0 ¼ Bþ ibspm; ð3Þ
where

G’—equivalent integral dipole generator,
Bþ—pseudo-inverse of the transfer matrix B representing
the relation between the equivalent dipole generator and
potentials on the torso.

The location of the PVC focus was determined as the
position of the equivalent dipole generator best representing
the measured electrical field according to the criterion of
minimal relative residual error (RRE) between the input
integral BSP map (ibspm) and map (gm) computed from the
equivalent dipole generator G0:

RRE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 ibspmi � gmið Þ2
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ibspm

2
i

p ; ð4Þ

where n is the number of points in the maps.
In each patient the inverse solution was calculated for 5

PVCs from selected ECG leads (based on the SNR). For
each PVC 5 lead configurations were used: all available
leads, and leads having SNR > 10, SNR > 20, SNR > 30,
and SNR > 40 dB.

2.5 Evaluation of the Inverse Solution

The locations of the equivalent dipoles obtained from the
inverse solution were compared with the positions of the
ablation points obtained during the intracardiac EP study. In
order to make the comparison unbiased, the positions
obtained from the EP study were evaluated by the physician
and technician who performed the study, and the locations of
the inverse solution were evaluated by the technicians who
performed the non-invasive localization. The locations of the
equivalent dipoles and ablation points were characterized
depending on their position in the heart chambers and
assigned to appropriate segments. The LV was divided into
17 segments according to the American Heart Association
recommendations [9]. The right ventricular outflow tract
(RVOT) was displayed in the superior view and divided into
12 segments. If the segments of the equivalent dipole and the
ablation point were the same, the result of the inverse
solution was marked as correct.
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3 Results

Number of ECG leads for each of 5 lead sets (full set, and
leads having SNR > 10, SNR > 20, SNR > 30, and
SNR > 40 dB) is given in Fig. 1. The correctness of the

inverse solution for all patients, for each of the five analyzed
PVCs and each lead set (full set and 4 sets with leads above
selected SNR) is presented in Fig. 2.

Patient Pat005 had correct inverse solutions in all cases (5
PVCs, for all analyzed SNRs), patient Pat006 had correct

Fig. 2 Correctness (correct +1, incorrect −1) of the inverse solution for all patients and each of 5 PVCs for 5 lead sets: full set; leads where
SNR > 10, SNR > 20, SNR > 30, SNR > 40 dB

Fig. 3 Torso model of the patient Pat004 in anterior-posterior (AP) and posterior-anterior view (PA) with leads used in evaluation of PVC 2 and
PVC 5 with different SNR levels. Black: SNR > 30 dB, Blue: SNR > 20 dB, Green: SNR > 10 dB, Red: SNR < 10 dB

Fig. 4 Results for Pat004. Superior view. Left: Model of the heart
ventricles with positions of the inverse solutions obtained for PVC 2
and PVC 5 using different SNR levels. Blue: correct results, Red:

incorrect results. Right: Endocardial model of the right ventricle.
Ablation points are marked by red markers
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inverse solutions in all cases, except PVC 5 with SNR >
40 dB, when most leads were removed (78 out of 96).
Removal of the noisy ECG leads not located in the left

anterior torso region (heart region) improved the PVCs
localization whereas the elimination of the noisy ECG leads
in the heart region caused up to 2 cm shift of the inverse
PVC focus localization. One example is presented in Pat004
showing that elimination of the electrodes located precor-
dially near the heart region (see Fig. 3, PVC 2) worsened the
inverse localization (Fig. 4, PVC 2). In contrast, removal of
the noisy leads from the back (see Fig. 3, PVC 5) improved
the results of the inverse solution (see Fig. 4, PVC 5).

4 Conclusion

Small disturbances in the input data can lead to faulty results
of the inverse solution due to the ill-posedness of the
problem. Measurements in real patients are usually impaired
by noise. Assessment of the noisy ECG leads elimination
effect on the inverse solution was performed for the fol-
lowing SNR for each of five selected beats: 10, 20, 30,
40 dB.

When considering individual BSP maps, exclusion of
noisy ECG leads did not improve the PVC focus localization
if the noisy leads were located in the heart region—on left
anterior torso surface. The inverse solution obtained using
also noisy ECG leads in this region provided more accurate
results when compared with the inverse solution computed
from the input BSP map obtained only from ECG leads with
high SNR level. Limitation of the study is the small number
of evaluated patients. Validity of the results could be verified
after more patient records will be available.
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Effect of Electrode Gel Application Between
Patient’s Skin and Electrode Belt
on Electrical Impedance Tomography
of the Thorax

Kristyna Buzkova and Denisa Albrechtova

Abstract
Electrical impedance tomography (EIT) is a non-invasive,
radiation-free imaging method that can be used for
bed-side monitoring of the distribution of ventilation in
lungs. However, using EIT for lung monitoring in
research and clinical practice is still limited by many
methodical issues. In this case study, we analyzed the
possible effect the application of electrode gel between
the subject’s skin and the electrode belt can have on the
EIT lung image. If the gel is wrongly applied, it can create
a conductive connection between neighboring electrodes
and distort the EIT signal. Our pilot study first minimized
several unpredicted factors causing changes in EIT image
and then confirmed that the conductive connection of the
electrodes can lead to significant changes in the evaluated
distribution of ventilation. Based on our preliminary
findings, a greater study will follow with the aim of
providing an official recommendation of how the gel
should be applied to avoid possible errors that could lead
to inaccurate conclusions about patients’ health status.

Keywords
Electrical impedance tomography � Electrode belt
Electrode gel

1 Introduction

Electrical impedance tomography (EIT) is a non-invasive
diagnostic technique that can be used for functional lung
monitoring. EIT has many advantages for use in clinical
practice such as no radiation and possibility of continuous
bed-side monitoring [1, 2]. However, EIT still has many
methodical unclarities that prevent the clinicians from

implementing EIT into clinical practice as a standard
lung-monitoring tool. Main factors that influence the EIT
lung image, the following can be listed: movement of the
patient, position of the patient and position (level and rota-
tion) of the electrodes around the patient’s chest. Another
factor that could have an impact on the final EIT image is an
amount and way of application of electrode gel between the
patient’s skin and the electrode belt, which is used by many
commercial EIT systems, such as PulmoVista 500 (Dräger
Medical, Lübeck, Germany) [2, 3].

The aim of this study was to analyze the possible impact
of various ways of application and amount of the conductive
electrode gel between the patient’s skin and electrode belt
and to contribute by these findings to the standardization of
the methodology of EIT use for lung monitoring in both
research and clinical practice. No study was found dealing
with this issue.

One of the most frequently used devices in clinical
practice is EIT system PulmoVista 500 (Dräger Medical,
Germany). Electrode belt with 16 integrated electrodes is
used for monitoring. The manufacturer of the EIT system
PulmoVista 500 mentions in the user manual that it is nec-
essary to use the electrode gel in case that the skin is dry or
the electrical contact between the skin and electrodes is
unstable or not sufficient (the contact resistance between the
skin and the electrode must be smaller than 300 X) [2].
However, the manufacturer does not mention how the gel
should be applied and what amount of the gel should be
used. The manufacturer only describes that the application of
the gel can have an impact on impedance of the chest since it
influences the electrical resistance between the skin and
electrodes, and specifically the chest impedance at the end of
exhalation. The issue can be raised once the operator applies
the gel to the whole belt, causing the electrodes to electri-
cally connect. The question is whether the caused inductive
connection between two or more electrodes could affect the
EIT signal and could lead to misinterpretation of the final
EIT lung image. This error could cause incorrect evaluation
of the patient medical conditions.
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2 Methods

This prospective intervention study consisted of a serious of
pilot measurements performed in a Faculty of Biomedical
Engineering, Czech Technical University in Prague. The
study is part of a greater research dealing with methodical
unclarities of the EIT for lung monitoring and was approved
by ethical committee of Faculty of Biomedical Engineering,
Czech Technical University in Prague. The pilot measure-
ments were all performed on a male volunteer (25 years,
172 cm, 70 kg). The effect of amount and way of application
of electrode gel was analyzed by the creation of a conductive
contact between the neighboring electrodes. The scheme of
the positions of the electrodes on the electrode belt is shown
in Fig. 1. Three forms simulated the conductive connection,
electrode gel was applied: (1) between the first and second
electrode, (2) between the first and the eighth electrode (half
of the electrode belt), (3) between the first and the sixteenth
electrode (the whole electrode belt). Moreover, one mea-
surement was performed with no conductive connection
between any of the electrodes, to create a reference.

When performing the first set of the pilot measurements,
we discovered several other influencing factors that we had
to minimize in order to obtain valuable and comparable
results. These factors were a leakage of the electrode gel
from beneath the electrode belt, irregular breathing habit of
the subject, and movement of the belt on the subject’s body.
Those factors are described below.

2.1 Minimizing the Factors Influencing EIT
Signal

The first factor that interfered with the measurement protocol
and therefore influences the EIT signal was the fact that the
layer of gel applied on the electrodes was pushed outside of
the belt, when the belt was tightly around the subject’s chest.

When the gel is pushed out from underneath the belt, it can
lead to a decrease of the conductive connection between the
electrodes that we tried to simulate. Therefore, we placed
gauze between the belt and the subject to maintain the layer
of the gel in place.

Another factor that could decrease the reproducibility of
the measurements was irregular breathing of the subject.
Therefore, the subject used a mask and was breathing with a
ventilation support (Avea, Carefusion, USA). The patient
was conscious and adapted to the breathing efforts managed
by the ventilator. Used ventilation mode was volume-
controlled (VCV), respiratory rate (RR) was set to 15/min,
tidal volume (VT) was 0.75 L and positive end-expiratory
pressure (PEEP) was set to 3 cm H2O. The subject set RR
and VT by himself prior the measurement, so the parameters
were reflecting his natural breathing habits. The comparison
of the breathing cycles when breathing spontaneously and
with ventilation support is shown in Fig. 2. It is evident that
values of the tidal volumes were more constant when com-
pared to the spontaneous breathing.

The last factor that could have an adverse impact on the
EIT signal was a possible cranial and caudal shift of the belt
on the subject’s body. When a greater amount of the gel was
applied, the belt did not remain on the same place, but was
moving caudally and cranially during the breathing cycle.
The manufacturer [3] warns that certain constant position of
the belt must be kept in order to obtain valid EIT signal. The
constant position of the belt was therefore maintained using
a bandage over the belt around the subject’s chest.

2.2 Set of Pilot Measurements

Based on the adverse effect of the factors mentioned above,
series of pilot measurements was performed. The measure-
ments were designed to gradually, one by one, eliminate the
adverse effects.

All measurements had following procedure in common.
Adequate electrode belt size (medium) was chosen for the
subject. The belt was always placed in the fifth intercostal
space in the medioclavicular line. The subject was lying in
supine position, not talking and not moving during the EIT
monitoring. Every monitoring took approx. 3 min. In the
beginning of every pilot measurement, the reference mea-
surement was obtained with no electrodes connected.
A good quality signal was ensured by applying the gel
directly beneath the electrodes with a high contact resistance.
Two electrodes were then connected by the conductive gel,
then 8 electrodes (the half of the belt) and finally all 16
electrodes (whole length of the belt). Every time the belt was
taken off to apply the gel, the same steps were followed to
place the belt in the exact same position. Three sets of these
measurements were performed as described above:

Fig. 1 Schematic position of the 16 electrodes on the electrode belt of
EIT system PulmoVista 500 (Dräger Medical, Germany) [based on 3]
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(1) standard measurement using gel, (2) the gauze was used
to maintain the gel layer in place, (3) measurement using
gauze and ventilation support, (4) measurement using gauze,
ventilation support and a bandage over the belt.

2.3 Data Analysis

Measured data were analyzed using Dräger EIT Data
Analysis Tool and Matlab R2015a (Mathworks). Distribu-
tion of ventilation was analyzed in two types of regions of
interest (ROI)—layers and quadrants. Average images were
generated from every EIT signal and changes of relative
impedance of lungs were evaluated. Also, center of venti-
lation (CoV) and center of gravitation (CoG) was calculated

as described in literature [4–9]. The parameters are used to
represent a potential shift of the ventilation in the lungs in
both x (lateral direction) and y-axis (ventro-dorsal direction).
These values were then compared to analyze the differences
in the EIT images of lungs for the described situations (no
connection, 2 electrodes connected, 8 electrodes connected
and 16 electrodes connected).

3 Results

Distribution of ventilation for layers and quadrants for
measurements using gauze, ventilator and bandage are
shown on Fig. 3. Differences between CoG and CoV for the
same cases are summarized in Table 1.

Fig. 2 Relative impedance of spontaneous breathing (upper figure) and of breathing with a ventilation support (lower figure)
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4 Discussion

The main finding of this study is that amount of gel and way
of its application between the subject’s skin and the elec-
trode belt can significantly influence the EIT of the thorax. In
the results section, we showed mainly the results of the final
pilot experiment, where we minimized as many adverse
factors as possible. In the previous experiments, the differ-
ences between the obtained values were even greater, but we
assumed that the differences were mostly caused by the
described adverse factors, not by the application of the gel
and the caused conductive connection.

In Fig. 3, we focused mainly on layers 1 and 4 (dorsal
and ventral parts), since those are the most important from
the diagnostic point of view (atelectasis and hyperinflation
occurs most frequently in these areas) [3]. More than 9%
difference of the distribution of ventilation in layer 1 is

shown when comparing no conduction and conductive
connection on the whole belt (electrodes 1–16). For layer 4,
the difference was more than 4% for no connection and
connection between electrodes 1 and 2.

CoG_x showed the greatest change when comparing no
connection and connection between electrodes 1 and 8 (46.1
vs. 40.8%). This shift can be clearly explained since the
whole left half of the belt (right part in the image) was
conductively connected and thus the ventilation image
seems to be influenced by this. The biggest difference in
CoG_y is in situation with no connection and 1 and 2
electrodes connected (43.0 vs. 52.5%). This could be a proof
that connection of only two neighboring electrodes out of 16
could have a significant impact on the analyzed EIT image
of lungs.

For CoV, the greatest changes were found when com-
paring no connection and connection between electrodes 1
and 2 (39.2 vs. 56.3%).

Fig. 3 Distribution of ventilation for measurements using gauze, ventilator and bandage for layers (upper part) and quadrants (lower part)

Table 1 CoG and CoV (%) for the final series of measurements (using gauze, ventilator and bandage). CoG_x represents shift in lateral direction,
CoG_y in ventro-dorsal direction

Type of measurement CoG_x (%) CoG_y (%) CoV (%)

No conductive connection between neighboring electrodes 46.1 43.0 39.2

Conductive connection between electrodes 1 and 2 47.7 52.5 56.3

Conductive connection between electrodes 1 and 8 40.8 51.6 53.3

Conductive connection between electrodes 1 and 16 48.8 44.2 41.7
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Based on these preliminary results from the pilot exper-
iments, we assume that even connection of two neighboring
electrodes can cause great impact on the EIT image and can
potentially lead to inaccurate medical decisions. It is hard to
assume and more data would be needed to conclude whether
the distribution of ventilation seems decreased or increased
in the areas where the electrodes are conductively connected.
The differences that we discovered are hard to be statistically
analyzed, since this was just a case study. In order to con-
clude this, greater study with tens of subjects needs to be
performed and is planned to be realized in 2018/2019. This
study will have a goal to provide an official recommendation
for research and clinical practice describing how the elec-
trode gel should be applied for lung monitoring by EIT.

5 Conclusion

The aim of this case study was to analyze the impact that the
conductive connection of the neighboring electrodes can
have on the EIT signal and image. Based on our results, we
assume that the way gel is applied can have a significant
adverse impact on the EIT image, but it is yet impossible to
quantify this impact. The best option to avoid any such
impact is to apply the electrode gel separately underneath
every electrode, avoiding the creation of a conductive con-
nection between the electrodes. The complex study will be
following up describing the possible impacts of the outlined
phenomenon more precisely.
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Capsaicin Effects on Human Facial and Neck
Temperature

Jana Pokorná, Erik Staffa, Vladan Bernard, and Vojtěch Mornstein

Abstract
Capsaicin is an alkyl-amide that can be found in chilli
peppers as its main irritant component with some
analgesic properties. It has also many other properties,
so it may help to control peripheral nerve pain as well as
can be helpful during chemotherapy and radiotherapy.
Capsaicin, as an irritant compound, affects body temper-
ature. This study was aimed to specify what is its effect to
facial and neck temperature. To obtain temperature
distribution images the Workswell WIC 640 infrared
camera was used in order to measure and visualize
temperature. Facial and neck temperatures were measured
before and after ingestion of about teaspoonful of
Jalapeño chilli pepper extract of 6.000–8.000 SHU.
Finally, surface body temperature was affected by inges-
tion of chilli pepper extract. Using the appropriate amount
of capsaicin can be helpful in medicine but the individual
variability of physiological reactions to this irritant
substance must be considered.

Keywords
Capsaicin � Chilli pepper � Thermal camera imaging
Thermography

1 Introduction

1.1 Function of Capsaicin in Human Body

Capsaicin is a chilli pepper extract with analgesic properties.
Capsaicin is a neuropeptide releasing agent selective for
primary sensory peripheral neurons. Used topically, cap-
saicin aids in controlling peripheral nerve pain. In addition,

capsaicin may be useful in controlling chemotherapy- and
radiotherapy-induced mucositis [1].

Capsaicin is associated with many enzymatic, cytoskeletal,
and osmotic changes, as well as disruption of mitochondrial
respiration, impairing nociceptor function for extended periods
of time. Intracerebral or subcutaneous administration of
capsaicin decreases core temperature, as a result of heat loss
responses such as cutaneous vasodilation [2, 3]. Hence,
capsaicin has physiological actions, including unique ther-
moregulatory actions [4].

2 Methods

2.1 Infrared Thermography in Medicine

Infrared thermography is a method of temperature mea-
surement using a contactless machine called infrared camera.
Since the time of Hippocrates, temperature is considered to
be one the most important indicator of health.

All objects with temperature above absolute zero emit
electromagnetic radiation, which is known as infrared radi-
ation or thermal radiation [5–7]. Wavelength of this radiation
lies within a range of 0.75–1000 µm. This wide range can be
further subdivided into three smaller groups (near, medium
and far infrared). According to thermal radiation theory,
blackbody is considered as a hypothetical object that absorbs
all incident radiation and radiates a continuous spectrum
according to Planck’s law [8]. Integrating Planck’s law for all
frequencies, we get Stefan–Boltzman’s law—Eq. (1), which
describes the total emissive power from a blackbody [7].

E ¼ rT4 ð1Þ
There E means the total emissive power (W/m2), r is the

Stefan Boltzman’s constant and T is the absolute tempera-
ture (K). For real surfaces the Stefan Boltzman’s law is
modified to the following form:
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E ¼ erT4 ð2Þ
where e is the emissivity of the emitting surface at a fixed
wavelength and absolute temperature T. For a perfect
blackbody emissivity is unity, but for real materials emis-
sivity is always less than unity [7].

Thermography is a very good method for temperature
measurement especially on surfaces with very high emis-
sivity, as human body is for example.

2.2 Facial and Neck Temperature Measurement

To measure and visualize the facial and neck temperature of
observed persons, the Workswell WIC 640 infrared camera
was used.

Workswell WIC is stationary LWIR thermal camera for
precise non-contact temperature measurements in laboratory
environments. Camera with resolution 640 � 512px and
with thermal sensitivity up to � 0.03 °C was used. For the
intense of this study, camera was connected by a USB3
interface, which is the best option for laboratory usage. WIC
infrared camera was calibrated properly during the manu-
facture process and its calibration certificate is available.

Facial and neck temperatures were measured before and
after ingestion of about teaspoonful of Jalapeño chilli pepper
extract (1.17 grams) of 6.000–8.000 SHU. This amount of
Jalapeño chilli pepper extract is containing about 0.0587
grams of pure capsaicin.

Compared to other chillies, the jalapeño heat level varies
from mild to hot depending on cultivation and preparation
[9, 10]. All of the capsaicin and related compounds are
concentrated in vesicles found in the placenta membrane
surrounding the seeds; the vesicles appear white or yellow
and fluoresce in the range of 530–600 nm when placed in
violet light [10].

Measurement was performed for 2 min and 30 s for every
of the 12 volunteers (4 males and 8 females) aged 20–

30 years. And the measurement evaluation was performed
every 30 s.

As it is very important to keep the measurement condition
same during the whole experiment, all the observed people
were sitting about one meter far away from the camera lens.
Temperature was 23.3 °C and humidity was 40.2% in the
room where the measurement took place. The both param-
eters were kept constant during the measurement.

3 Results

3.1 Infrared Thermography

The temperature increase of different parts of the face
depends on individual physiology of volunteers participating
in the study and is observable almost immediately after
ingestion of the Jalapeño chilli pepper extract. Usually, the
more the observed person likes a hot taste subjectively, the
smaller temperature increase is observable.

In general, temperature rise was observed between 1 and
2 °C in oral region, between 0 and 1.5 °C in frontal region,
between 0 and 1 °C in canthi, between 1 and 0.9 °C in the
neck, and 0.2–0.6 °C in the nose region after 2 min. It was
confirmed there is an obvious relation between the temper-
ature rise and subjective perception of the hot taste. Facial
temperature of people who like hot taste rises slower and less
in comparison with the other people.

In the following Table 1 you can find a summary of
evaluation of temperature changes of observed people

In the pictures below, there can be found an example of
the two measured persons (Figs. 1 and 2).

In the images, there are obvious lines of the measured
areas. To quantify each region temperature changes, mean
temperature was considered as the most important. Mini-
mum and maximum temperature of each region were
available and considered as important too, but those

Table 1 Evaluation of temperature rises after 2 min for the 12 observed subjects

Measurement 1 2 3 4 5 6 7 8 9 10 11 12

Hot taste
sympathies

Yes Yes No No No No Yes No No Yes No No

Frontal region (°C) 0 0 0 0 1 0.7 0 1.5 0.7 0.7 1 0.2

Nose region (°C) 1 1 0.2 1.5 0.8 1.5 0.3 2 2 0.6 1.3 1.6

Oral region (°C) 1 1.5 0.4 1.8 1.8 1.3 2 1 1.4 1.2 0.9 1.3

Canthi (°C) 0 0.8 0 1 0.9 0.7 0.6 1.3 1 1 0.9 0.5

Neck region (°C) 0.6 0.9 0 0.9 0 0.3 0.4 0.5 0.6 0.5 0.2 0.2

Mean (°C) 0.52 0.84 0.12 1.04 0.9 0.9 0.66 1.26 1.14 0.8 0.86 0.76

Max (°C) 1 1.5 0.4 1.8 1.8 1.5 2 2 2 1.2 1.3 1.6

Min (°C) 0 0 0 0 0 0.3 0 0.5 0.6 0.5 0.2 0.2
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temperature pieces of information were not classified as
statistically important.

For the thermograms analysis, Workswell CorePlayer
was used. It is a computer application which allows to
analyse thermograms individually, use different measure-
ment tools and change the measurement parameters if
needed.

To minimize the problems with the floating uncertainty of
measuring of the WIC infrared camera, all the measurements
were made at one time.

To summarize results of the study, temperature rise after
ingestion of about teaspoon of chilli pepper extract was
obvious in the all measured cases. Only the growth steepness
was different for everybody. Those differences are probably
caused by an individual taste and thermoregulation specifics
of every person participating this study.

Human body has very high emissivity. What is also
important, human’s body reflected temperature has very little
significance (due to the high emissivity) so there was no
need to change this parameter during the measurement.

4 Conclusion

Generally speaking, capsaicin alkylamide affects surface
body temperature. The temperature rise is probably caused
by a psychosomatic reaction—brain submits a signal for
vasodilatation in the specific body region. Using the
appropriate amount of capsaicin can be helpful in medicine

but we must consider individual variability of physiological
reactions to this irritant substance which are also represented
by the observed skin temperature changes. To make the
measurements as accurate as possible, it is important to stick
to certain principles.

Firstly, during the time of measurement, it was important
to keep the climatic condition constant in the laboratory, so
the windows were closed, and door was opened only in
necessary cases like for entering and exiting the room.
Otherwise, the air flow might change the temperature and
humidity in the laboratory.

Secondly, acclimatization of everyone who was going to
be measured was very important part of the experiment.
Temperature is the primary displayed parameter of thermal
camera, so it is important to be acclimatized before the
measurement. Practically, every volunteer must rest at least
for 10 min in the room of the measurement, but the ideal
time would be probably even longer, about half an hour.

Measurement of infrared radiation by a thermal camera
can sometimes be influenced not only by the subject directly
measured but also by ambient influences such as heating in
the room for example. It was therefore important to make
measurements as far away as possible from heat source and
certainly without a glossy background.

Theoretically, this research can be a basis for further
experiments. In the future, there might be a need of deter-
mining the procedure for choosing the optimal dose of a
local anaesthetics on a basis of capsaicin individually (the
reaction to this substance is shown to be individual).

Fig. 1 Measurement of the women in time: 0 min–1 min–2 min

Fig. 2 Measurement of the man in time: 0 min–1 min–2 min
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Furthermore, other studies of the organism thermal
reaction on capsaicin are planned. Another study of the chilli
pepper with different SHU will be realized soon, as it is
important to find out, how a temperature response of the
organism depends on the capsaicin concentration.
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Assessment of Brain Water Content
in Peripheral Inflammation by an Optimized
Single-Voxel MR Spectroscopy Quantitation
Technique

Abdul Nashirudeen Mumuni , John McLean, Rajeev Krishnadas,
Maria Rosario Lopez-Gonzalez, Jonathan Cavanagh,
and Barrie Condon

Abstract
Increased brain water content (BWC) of up to 12% has
been reported in brain inflammatory disease. However, no
study has assessed variation of BWC in peripheral
inflammatory disease, such as psoriasis. BWC, as one
of the reference standards in quantitative magnetic
resonance spectroscopy (MRS), has not been considered
by previous studies mostly due to the challenge of
acquiring the water signal within tolerable times in
patients, for accurate estimation of BWC. In this study,
we developed a technique of BWC quantification by
optimizing the standard MRS acquisition from which
unsuppressed water spectra were extracted by
post-processing. The extracted in vivo unsuppressed
water signal was adjusted for all necessary correction
factors and calibrated against a reference signal deduced
from voxel position-dependent polynomial equations
derived from head coil sensitivity maps obtained from
phantom experiments. Experiments were conducted on
psoriasis patients and controls, comprising 16 (8 males, 8
females) participants in each group. CHESS
water-suppressed spectra were recorded from the anterior
cingulate cortex and bilateral hippocampi of participants
using the standard PRESS sequence. BWC did not vary
significantly (p > 0.05) between patients and controls,
across all the brain regions of both patients and controls,
and in patients at baseline and post anti-inflammatory
medication. BWC in this study compared with published
estimates, indicating that the technique is accurate. The
results further indicate that BWC is unaltered in periph-
eral inflammation, and thus support the use of BWC as an

internal reference standard for absolute quantitative MRS
studies of peripheral inflammation.

Keywords
Magnetic resonance spectroscopy � Brain water content
Reference standard � Inflammation � Psoriasis
CHESS � PRESS � Hippocampus � Anterior cingulate
cortex

1 Introduction

Inflammation is a defensive mechanism of body tissues
against harmful agents. Inflammatory response could how-
ever sometimes result in auto-immune diseases such as
multiple sclerosis (MS) and psoriatic arthritis (PsA). PsA is
an inflammation of the skin, causing plaques, whereas MS
affects the brain.

Brain water content could increase up to 12% in MS [1],
but this observation has not been reported for PsA even
though evidence exists for the involvement of the brain in
PsA [2]. To the best of the authors’ knowledge, no magnetic
resonance spectroscopy (MRS) study has reported on BWC
in PsA.

Current MRS techniques of measuring BWC involve
placing an external reference next to the head or performing
a separate reference scan [3–5]. Unfortunately, this defeats
the full benefit of using BWC as an internal reference con-
centration and also potentially introduces more errors into
the BWC estimate, depending on the type of external ref-
erence used and its position in the head coil [6].

Ideally, quantitative MRS involving the BWC as a ref-
erence should be such that both metabolite and water signals
are acquired from the same voxel position, simultaneously.
BWC estimated from such an acquisition should be well
adjusted to a level of accuracy that compares with known
values of BWC in comparable study subjects.
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This paper therefore describes a novel technique that
optimizes the MRS acquisition of the water signal within
clinical scan times, tolerable to patients, and yet offers
accurate BWC estimate. Exploratory analyses were also
conducted to assess BWC in the anterior cingulate cortex
(ACC) and bilateral hippocampi of PsA patients, at baseline
compared to post-anti-inflammatory medication and healthy
volunteers.

2 Methods

2.1 Subjects

Following ethical approval of the study by the West of Scot-
land Research Ethics Committee 4 (WoSREC4), PsA patients
(8 males/8 females, mean age ± SD = 46 ± 10 years) and
healthy volunteers (8 males/8 females, mean age ± SD =
39 ± 12 years) were recruited into the study. All volunteers
had no neurological or psychiatric disorders, and contraindi-
cations for magnetic resonance imaging (MRI). Each partici-
pant gave informed consent before study entry. Both groups
had a baseline MRS scan, and 6–8 weeks later, only the PsA
patients had MRS scan again after receiving intravenous
anti-inflammatory medication (Etanercept).

2.2 MRI/MRS Acquisition

Phantom calibration and human brain scans were performed
in separate sessions on a 3 T GE Signa HD MRI/MRS
scanner equipped with an eight-channel receive-only head
coil.

A standard MRS pulse sequence on the scanner acquires
16 unsuppressed-water spectral averages (NSA) prior to the
acquisition of metabolite spectra. By a user-defined number
of radiofrequency excitations (NEX) for a particular MRS
acquisition, the total number of spectral lines stored in the
data frame (NTotal) can be calculated from:

NTotal ¼ 16=NEXð Þþ NSA=NEXð Þ ð1Þ
Thus, (16/NEX) from Eq. 1 can be extracted and

post-processed to yield the unsuppressed-water peak area.

In Vitro Experiments
MRS was conducted on an axial MRI of a GE MRS phan-
tom using a PRESS localization sequence (TE/TR =
35/2000 ms, NSA = 64, NEX = 8, voxel size, VOI =
20.0 � 20.0 � 20.0 mm3, CHESS water suppression).
From the isocenter of the image (using on-screen voxel

coordinates display as a guide), three slices were selected
towards the superior (S) end, and another three slices

towards the inferior (I) end of the image. Each slice was
20.0 mm thick, and so the VOI size was fitting for the slice
thickness, making it possible to make acquisitions across
every point on the image. Spectra were thus recorded in a
two-dimensional plane (RL-AP axis) along the SI direction.
This resulted in a three-dimensional coil signal sensitivity
map. Fewer voxel positions were however possible towards
the S and I ends due to the spherical geometry of the
phantom. The number of voxel positions (from S to I) were
19, 27, 32, 31, 26 and 17; thus, a total of 152 acquisitions
were made.

The unsuppressed-water peak area, Au from each acqui-
sition was obtained from (16/NEX) in Eq. 1, and was cor-
rected for coil loading effect (10(TG/200) [7]), relaxation
effects (T1 = 3.3 s and T2 = 2.5 s [6]), and voxel size (VOI);
the result was a corrected in vitro unsuppressed-water peak
area, Aphan:

Aphan ¼ Au xKTG

VOI x 1� exp �TR=T1ð Þ½ �x exp �TE=T2ð Þ ð2Þ

A surface plot of Aphan versus the RL and AP coordinates
was performed for each slice. The plots were fitted to
polynomial functions of up to 5th-degree. Analysis were
done in MATLAB.

In Vivo Experiments
Spectra (PRESS, CHESS water suppression, NSA = 128,
NEX = 8) were acquired from the ACC (TE/TR = 35/2000
ms) and bilateral hippocampi (TE/TR = 144/2000 ms) on
axial MRI of the brain. Voxel sizes were adjusted for sub-
ject’s brain size; ACC voxels ranged between 8.0 and
14.5 mL, while hippocampal voxels ranged between 5.3 and
13.2 mL.

2.3 Correction Factors in the Calibration
of the In Vivo Water Signal Against Aphan

CSF contamination of voxels was eliminated as previously
described [8], to yield tissue fraction, ftissue. Voxel size
variations was accounted for by the respective voxel size,
VOIbrain for each acquisition. Coil loading by the brain was
corrected by KTG_brain from each acquisition. Effect due to
temperature difference between the phantom (Tphantom) and
brain was corrected for, by the correction factor, ktemp:

ktemp ¼ 273:2þ Tphantom
� �

=310:2 ð3Þ
During the in vitro experiments, Tphantom = 18 °C, so

ktemp was approximately 0.94.
Using CHESS water suppression for the acquisitions, and

not setting TE = 0 ms and TR = 5 � T1 of water (which is
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about 3000 ms) for optimum signal recovery, meant that
only about 45% of the unsuppressed-water signal partially
recovered between successive TR times. A partial recovery
constant, kpr was therefore necessary to correct both this and
T1 relaxation effects:

kpr ¼ ATE¼23;TR¼15000

� �
=ðATEacq;TRacqÞ ð4Þ

ATE23; TR15000 is the maximum recovered signal without
CHESS, and ATEacq; TRacq is the signal acquired with CHESS.
TE = 23 ms was the lowest achievable value on the scanner
because gradients had to be turned ON; therefore, TE could
not practically be equal to 0 ms.

2.4 Spectral Analysis

Raw signals from the eight channels of the head coil were
eddy-current corrected, combined [9] and Fourier trans-
formed to frequency domain water peak for phase and
baseline correction. The water peak was fitted to a Lor-
entzian line shape, and its area was estimated using the
Levenberg-Marquardt method of nonlinear least squares
minimization [10]. Analysis were performed using the
SAGE software (version 7).

2.5 Quantification of Brain Tissue Water
Content (BWC)

BWC was estimated from:

BWC ¼ Abrain

Aphan
x
kTG brain

VOIbrain
x

ftissue
R2 tissue

x
kpr
ktemp

ð5Þ

Abrain is the in vivo unsuppressed-water peak area, Aphan

is the reference unsuppressed-water peak area obtained by
substitution of the in vivo voxel coordinates of Abrain into the
appropriate position-dependent polynomial equation from
the in vitro experiments, and R2_tissue is the tissue T2 relax-
ation correction factor. BWC was expressed in mol/kg wet
weight by multiplying Eq. 5 by the concentration of water
(55.51 mol/L), and then dividing the result by the density of
water at 37 °C (which is 0.9934 g/mL).

2.6 Statistical Analysis

BWC variation in patients was assessed by paired t-test,
BWC difference between patients and controls was assessed
by two-sample t-test, and variation of BWC in the brain
regions of interest was assessed by one-way ANOVA. Sta-
tistical significance was set at p < 0.05. All tests were per-
formed using Minitab software (version 17).

3 Results

3.1 In Vitro Experiments

The generic polynomial function for the sensitivity map of
any given slice was given by:

Aphan ¼ SIa:b x; yð Þ ¼ A þBxþCyþDx2 þExyþ Fy2

þGx3 þHx2yþ Ixy2 þ Jy3 þKx4 þLx3yþMx2y2

þNxy3 þOy4 þ Px5 þQx4yþRx3y2

þ Sx2y3 þTxy4 þUy5

ð6Þ
SIa:b(x, y) is the calculated in vitro unsuppressed-water

peak area (Aphan), a:b is the range of possible voxel positions
within an in vivo slice, x and y are respectively the RL and
AP coordinates of the in vivo voxel. The coefficients of the
polynomial function are listed in Table 1.

3.2 In Vivo Experiments

Mean ± SE BWC in the ACC of PsA patients did not vary
significantly (p = 0.35) between baseline, PsA-1
(39.3 ± 1.6 mol/kg) and post-medication, PsA-2
(41.2 ± 2.5 mol/kg); both baseline (p = 0.63) and
post-medication (p = 0.14) estimates compared with those for
the control group (37.4 ± 2.8 mol/kg). There were no gender
differences (p > 0.05) in average BWC in both groups.

Mean ± SE BWC (mol/kg) in the left and right hip-
pocampi are shown in Table 2. Variation of BWC was
assessed in the ACC, left and right hippocampus by group
comparison of estimates from all three brain regions, as
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shown in Table 3. No comparison was significant (p > 0.05)
in Tables 2 and 3.

4 Discussion

To quantify BWC, Dreher and Leibfritz [11] implemented a
two-scan method without water suppression involving a
short echo time (TE = 18 ms) PRESS localization sequence.
Prior to the standard single-voxel PRESS localization
sequence, two scans were performed: the chemical shift
inversion pulse was turned off in the first scan, and then was
turned on in the next scan, both scans yielding the time
domain (TD) datasets SA and SB, respectively. They sug-
gested that BWC could be estimated from the signal sum
SA + SB. However, this method doubles the minimum total
measurement time, and significantly reduces the unsup-
pressed water signal intensity.

Christiansen et al. [5] quantified brain tissue water con-
tent by acquiring the unsuppressed-water signal and refer-
encing it to a signal acquired from an external water bag. In a
group of healthy subjects aged 10–70 years, they estimated
cerebral water content in the range of 35.8–39.6 (mean =
36.9) mol/kg wet weight for four brain regions: frontal,
temporal, occipital and basal ganglia, selecting predomi-
nantly grey and white matter tissues in separate cases. They
did not find significant variation in water content among the
four regions, as in this study.

5 Conclusions

The method presented in this paper limits BWC quantifica-
tion to a single MRS acquisition, from which the partially
recovered water signal can be optimized and referenced to a
mathematically deduced unsuppressed-water peak area using
a standard 3-dimensional function that defines the in vivo

voxel position. Sensitivity of the technique to measuring
subtle variations in BWC was assessed in this study. Future
studies will consider brain tumors where variations in BWC
are substantial.

Acknowledgements This study was funded by the Scottish Imaging
Network: A Platform for Scientific Excellence (SINAPSE), University
of Glasgow, and Sackler Institute of Psychological Research.

Conflict of Interest The authors declare that they have no conflict of
interest.

References

1. Laule, C., et al.: Water content and myelin water fraction in
multiple sclerosis. A T2 relaxation study. Journal of Neurology
251(3), 284–93 (2004).

2. Mumuni, A.N.: Brain involvement in peripheral inflammatory
disease. EC Psychology and Psychiatry 5(1), 27–29 (2017).

3. Brief, E., et al.: Absolute metabolite concentrations calibrated
using the total water signal in brain 1H MRS. NMR in
Biomedicine 22(3), 349–354 (2009).

4. Whittall, K.P., et al.: In vivo measurement of T2 distributions and
water contents in normal human brain. Magnetic Resonance in
Medicine 37(1), 34–43 (1997).

5. Christiansen, P., et al.: MR-visible water content in human brain: a
proton MRS study. Magnetic Resonance Imaging 12(8), 1237–44
(1994).

6. Tofts, P.: Quantitative MRI of the brain: measuring changes
caused by disease. John Wiley & Sons Ltd, Chichester, England
(2003).

7. Helms, G.: A precise and user-independent quantification tech-
nique for regional comparison of single volume proton MR
spectroscopy of the human brain. NMR in Biomedicine 13(7),
398–406 (2000).

8. Mumuni, A.N. and McLean, J.: Voxel segmentation-based partial
volume correction using FSL: theory and implementation. EC
Proteomics and Bioinformatics 1(1), 19–26 (2017).

9. Wright, S.M. and Wald, L.L.: Theory and application of array coils
in MR spectroscopy. NMR in Biomedicine 10(8), 394–410 (1997).

10. Press, W.H., et al.: Numerical Recipes in C: The art of scientific
computing. Cambridge University Press, Cambridge (1992).

Table 2 BWC estimates in the hippocampi compared

Hippocampus Control group
(C)

Pre-medicated patients
(PsA-1)

Post-medicated patients
(PsA-2)

C versus all
PsA

C versus
PsA-1

C versus
PsA-2

Left (L) 35.5 ± 1.8 36.1± 1.6 37.0 ± 1.7 p = 0.75 p = 0.78 p = 0.53

Right (R) 34.3 ± 2.2 34.1 ± 1.2 35.4 ± 1.6 p = 0.59 p = 0.92 p = 0.69

L versus R p = 0.57 p = 0.10 p = 0.88

Table 3 Variation in regional BWC in the three voxel positions

Subjects ACC Left hippocampus Right hippocampus p-value

Controls 35.9 ± 2.7 35.9 ± 1.4 34.3 ± 1.9 0.86

PsA-1 36.6 ± 3.1 37.2 ± 1.8 34.1 ± 1.1 0.63

PsA-2 41.9 ± 2.8 35.8 ± 1.7 35.4 ± 1.4 0.11

Assessment of Brain Water Content in Peripheral Inflammation … 95



11. Dreher, W. and Leibfritz, D.: New method for the simultaneous
detection of metabolites and water in localized in vivo 1H nuclear

magnetic resonance spectroscopy. Magnetic Resonance in Medi-
cine 54(1), 190–5 (2005).

96 A. N. Mumuni et al.



Noninvasive Imaging of the Origin
of Premature Ventricular Activity

Milan Tysler , Jana Svehlikova , Elena Deutsch , Pavel Osmancik ,
and Robert Hatala

Abstract
The localization and imaging of the origin of premature
ventricular complex (PVC) before the electrophysiolog-
ical study (EPS) can significantly shorten the time needed
for the ablation procedure. In this paper, a method
allowing noninvasive localization of the PVC origin by
solving the inverse problem of electrocardiography and
finding a dipolar source best representing the initial
ectopic activity is presented. It requires measurement of
body surface potential (BSP) maps and a model of the
patient torso obtained from CT. To test the method, 96
ECG leads were measured in 5 patients and 128 leads in
another 2 patients. BSP maps from the initial interval of
several PVCs were used to solve the inverse problem
using inhomogeneous (IT) or simplified homogeneous
(HT) patient specific torso model. All measured ECG
leads, as well as only selected 64, 48 or 32 leads of the 96
lead set were used for the inverse computations. The
inversely obtained dipole locations were compared with
the catheter positions during successful ablation within
the EPS. In five patients the PVC origin was found in the
right ventricular outflow tract (RVOT), in the remaining
two patients it was in the left ventricle (LV). The
noninvasive method localized the PVC origins in correct
heart segments in all but one patient with localization

errors of up to about 2 cm. In one patient the true origin
in RVOT was localized in LV but still within 2 cm from
the true position. The employment of the more detailed IT
torso model did not bring significant improvement of the
localization but the dispersion of solutions from different
PVCs increased. The use of subsets of 48 or less ECG
leads resulted in increased number of incorrect localiza-
tions. If the IT torso model was employed, there were a
few incorrect localizations also when 64 ECG leads were
used.

Keywords
Ventricular arrhythmia � Body surface potential mapping
Inverse problem of electrocardiology � Dipole model
Noninvasive localization of ectopic focus � ECG imaging

1 Introduction

Patients with frequent ventricular arrhythmias that do not
respond to pharmacological treatment are indicated for
catheter ablation of the arrhythmogenic tissue during an
electrophysiological study (EPS) [1]. The localization of the
origin of premature ventricular complexes (PVCs) before the
EPS can shorten the time and significantly increase the
efficacy of the procedure. In this paper, we present a method
intended for noninvasive localization of the origin by solv-
ing the inverse problem of electrocardiology and finding an
equivalent dipolar electrical generator that best represents
the initial ectopic activity [2]. Such solution requires mea-
surement of body surface ECG potentials (BSPs) in many
torso points and individual 3D model of the patient torso as a
volume conductor.

The aim of the study was to test if a simplified homo-
geneous torso (HT) model is sufficient for the inverse
solution or if an inhomogeneous torso (IT) has to be used.
The possibility to reduce the number of surface ECG leads
without significant decrease of the accuracy or stability of
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the inverse solution was also checked for solutions with
both, HT and IT torso models.

2 Materials and Methods

2.1 ECG Measurement and CT Scanning

Seven patients were included in the study, 3 men and 4
women, age from 18 to 77 years. Five patients were treated
in the University Hospital Královské Vinohrady in Prague
where 96 ECG leads, organized in 12 vertical strips with 8
electrodes were recorded. Another 2 patients were treated in
the National Institute of Cardiovascular diseases in Bra-
tislava where 128 ECG leads were measured using 16 strips
with 8 electrodes (Fig. 1). In both hospitals, the ProCardio 8
system [3] developed in the Institute of Measurement
Science SAS was used for ECG measurement and process-
ing. ECG signals were recorded using Ag/AgCl electrodes
with active adapters and sampled at 1 kHz with 16-bit res-
olution. The record length was several minutes, depending
also on the occurrence of the PVCs.

After ECG recording, the patients with placed ECG
electrodes underwent CT scanning of the whole torso using
the Siemens Somatom Definition system. From the obtained
CT scans patient-specific HT and IT torso model was created
using extended TomoCon PACS® software [4] (Fig. 2). The

lungs, heart ventricles and atria, aorta and pulmonary artery
were defined in the IT models and different electrical con-
ductivities were assigned to lungs and structures filled with
blood.

2.2 Noninvasive Localization of the PVC Origin

BSP maps from the initial interval from 5 to 25 ms of
selected PVCs and individual HT or IT torso models were
used to localize the origin of the PVC by solving the inverse
problem. Assuming that the area activated during the initial
time interval is small enough to be represented by a single
dipole in a predefined position in the ventricles, the inverse
solution can be computed using the equation:

G0 ¼ Bþ im ð1Þ
where G’ is dipolar equivalent electrical generator, B+ is
pseudo-inverse of the transfer matrix B representing the
relation between the equivalent generator and potentials on
the torso, and im is integral BSP map.

The equivalent generator G’ was computed for all posi-
tions in a regular 3 mm grid throughout the ventricular
myocardium. The resultant location of the ectopy origin was
determined as the dipole position for which the agreement
between the measured integral BSP map im and map gen-
erated by the computed equivalent dipolar generator G’ was

Fig. 1 Example of anterior (left)
and posterior (right) placement of
128 ECG leads using 16 vertical
strips with 8 electrodes in patient
P004

Fig. 2 Example of construction of the torso models for Pat004. From left to right: CT scan of the patient torso, torso surface with identified 96
electrode positions, homogeneous torso model HT with marked heart region, inhomogeneous torso model IT
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best (according to the criterion of minimal value of the rel-
ative residual error).

In this study, the inverse solution was computed using
both, HT and IT torso models and all 96 or 128 measured
ECG leads, as well as only selected 64, 48 or 32 leads of the
96 lead set to check if it is possible to reduce the number of
ECG leads without significant decrease of the accuracy or
stability of the inverse solution.

2.3 The EPS and the Ablation Procedure

The EPS and catheter ablation were performed using
3-dimensional electroanatomic mapping (CARTO®, Bio-
sense Webster Inc.) in Prague and navigation and visual-
ization technology (EnSite NavX, St. Jude Medical) in
Bratislava. The right ventricle was mapped via standard
femoral approach, the left ventricle via a trans-septal
approach. The target site for the radiofrequency ablation
was determined by activation mapping and confirmed by
pace mapping. After the target site was located, radiofre-
quency catheter ablation was performed using an open irri-
gated ablation catheter (Thermocool Navistar, Biosense
Webster Inc.). Usually several ablations in neighboring
points had to be performed. After the last energy application
patients were monitored for 15 min with isoproterenol
challenge to ensure complete removing of the ectopy. The
ablation point was considered to be the true position of the
PVC origin.

2.4 Evaluation of the Noninvasive Localization
of the PVC Origin

Each resultant inversely obtained dipole location was com-
pared with the catheter position during the successful abla-
tion. However, the precise merging of the torso and heart

model geometry obtained from CT with the geometry of
heart chambers obtained by intracardiac mapping during the
EPS was not possible due to the measurement errors and
available graphical outputs of the intracardiac mapping. The
estimated residual error of the merging was of the order of
1 cm. Evaluation of the “correctness” of the inverse solution
was based on the dipole position within particular anatom-
ical structures of the heart and its distance from the ablation
point was estimated manually using the graphical outputs of
the intracardiac mapping.

3 Results

During the EPS, in three patients from Prague and both
patients from Bratislava the PVC origin was found in some
part of the right ventricular outflow tract (RVOT), in the
remaining two patients it was in basal part of the left ven-
tricle (LV). When all ECG leads were used, in all patients
except Pat005 the noninvasive method localized the PVC
origins in correct heart areas (Table 1) with estimated
localization errors of up to about 2 cm.

In patient Pat005 the PVC origin in the RVOT (Fig. 3)
was localized in basal anterior LV when using HT torso
model but still within 2 cm from the true position.

The use of inhomogeneous torso model IT did not sig-
nificantly improve the localization accuracy but the disper-
sion of solutions from individual PVCs increased (examples
in Figs. 3, 4 and 5).

The decrease of the number of ECG leads used in the
inverse computations (by omitting some strips of electrodes in
several variations) resulted in increased dispersion of locations
obtained from different PVCs, especially if the IT torso model
was employed. The number of incorrect localizations increased
when 48 or less ECG leads were used. If the IT torso model
was employed there were a few incorrect localizations also
when 64 ECG leads were used (example in Fig. 5).

Table 1 Positions of the catheter during successful ablation and localizations of PVC origins obtained by inverse solutions from 96 or 128 ECG
leads using both, HT and IT torso models

Patient Leads Ablation position Solution using HT Solution using IT

Pat004 96 septal RVOT septal RVOT posterior RVOT

Pat005 96 left lateral RVOT basal anterior LV left lateral RVOT

Pat006 96 basal inferior LV basal inferior LV basal inferior LV

Pat007 96 septal RVOT septal RVOT septal RVOT

Pat009 96 basal anterior LV basal anterior LV basal anterior LV

P001 128 left lateral RVOT left lateral RVOT left lateral RVOT

P004 128 anterolateral RVOT left lateral RVOT left lateral RVOT
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4 Discussion and Conclusions

It is widely accepted [5] that realistic patient-specific geometry
should be used for accurate inverse solution in electrocardiol-
ogy. Despite potentially better localization accuracy, results of
this study did not demonstrate significantly more “correct”
results when IT torso models were used. Moreover, their use

caused higher sensitivity of the inverse solution to variations
and noise in the input signals.

The number of ECG leads required for acceptable inverse
solution was estimated to 24–64 if they are placed
non-uniformly on anterior and posterior torso with a higher
density on the left anterior chest [6]. In our earlier simulation
study 32 leads were sufficient for robust localization of single
dipolar source [7]. However, these results were not confirmed
on real data used in this study and the number of incorrect
results increased even if 48 or 64 leads were used. Limitation
of the study is that only a few lead sets created from 96 leads
by omitting a few strips of electrodes were evaluated.

If 96 or 128 ECG leads and the HT torso model were
used, the inverse localization of the PVC origin was quite
stable when individual ectopic beats were evaluated.
Reduction to 64 leads used in the inverse computations
preserved acceptable stability and accuracy of the localiza-
tion. With 96 or 128 ECG leads and the IT torso model, the
PVC origin localization from different ectopic beats was less
stable and already reduction to 64 ECG leads resulted in
several incorrect localizations in some patients.
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Quantitative Assessment of Strabismus
and Selected Vision Related Anomalies

Shorav Suriyal, Christopher Druzgalski, and Kumar Gautam

Abstract
Decreased vision, double vision, eye fatigue and strain
associated with strabismus often require no-surgical or
surgical options which may lead to overcorrection or
under correction with a need for a follow up surgery.
Therefore, quantitative assessment of the degree of
strabismus can serve as very useful tool for deciding on
therapeutic options and evaluation of their outcomes.
Further, US focused statistics indicate that 4% of the
population has strabismus while some global estimates
attribute this anomaly only to 0.034% of world popula-
tion. These contrasting statistics further lead to a necessity
of having a uniform quantitative tool for a broader
application to determine the scope and the degree of this
anomaly in different populations. At this point variety of
tests are used including Hirschberg test, Cover test, and
Central Corneal Light Reflex Ratio. Therefore, the
developed technique allows automatic quantitative detec-
tion of a presence of possible strabismus and calculation
of linear and vertical deviations of eyes in digital images.
In particular, the proposed algorithm was structured in
seven stages: (1) face matching (2) face detection and
alignment (3) extraction of region of interest (4) locating
the iris of both eyes and their center positions (5) selection
of reference points in the eyes (6) calculation of linear and
vertical deviations (7) making prediction using
pre-trained regression model. This methodology has
93% of accuracy, 84% of sensitivity and 30% of
specificity as tested on 128 images. In particular, the
outcome encompasses a methodology for two graphical
user interfaces which have real time as well as local image
processing capability; a bounding box approach to make
the face of a person aligned; and determination of
numerical linear and vertical deviations of the eyes in
millimeters. While the deviation of normal eyes is close to

zero, the higher numbers indicate pre-strabismus or
strabismus conditions respectively.

Keywords
Strabismus analysis � Machine learning � Exotropia
Hypertropia � Purkinje image

1 Introduction

Ophthalmologic imaging encompassing assessment of
angular deviation of eyes becomes a useful tool in evaluation
of long term changes associated with strabismus. Moreover,
it becomes technique of choice in quantitative evaluation of
strabismus and its early detection. The employed techniques
includes image processing of regular photographic images,
Purkinje image analysis, or other techniques [1–3]. In par-
ticular, his paper focuses on calculating the deviation of
strabismus through various computer vision techniques and
also provide a machine learning model that takes deviations
as input and predicts the type of strabismus from a list of 4
main categories. These authors focus their interest on devi-
ation of light reflection from the eyes when it moves in a
certain direction.

The main stages in the methodology of this project
include the following steps. The first step is to perform
calibration of the camera used in the study with the help of a
checkerboard structure. This calibration process is done
using a graphical user interface. More details of graphical
interface are discussed in the last section of this paper. The
next step is to extract facial features using histogram of
oriented gradients method. These features will be used for
facial recognition. Next, an extraction of the region of
interest from the face image is done with the help of HAAR
features. Following that the center of the iris is located. This
is done with the help of Hough transform. In order to
determine this, a range of radius of the iris is provided to the
Hough transform function. This radius range varies from
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person to person due to difference in their eye size. Once the
center of iris is found, two reference points one for each eye
are selected and their location is fixed for every individual’s
face. Next step is to find the distance between the centers of
the irises of both the eyes and the reference points. Once
those distances are found one can calculate their difference
which gives the final deviation value.

The next section of the paper briefly describes the
approach which made the detection of iris more robust to
noise. Due to noise in the eye images, one may have some
false detection of the iris attributes. Since Hough transform
approach is considered as one of the most efficient tools to
find the geometric shapes in an image still often it’s unable
to overcome the noise in the image. This problem arises due
to the fact that a range of radius in which Hough transform
finds a range of circles is supplied. Since this range of radius
differs from person to person if one tries to come up with a
common radius range that covers most people faces. By
doing this, the Hough transform technique detects other
circular like false objects in the background leading to false
circle detection error.

This paper also discusses a machine learning approach
which involves training on images of people faces to predict
the type of strabismus using logistic regression model. This
model was trained on 128 images of people faces. Image
data collection and its filtering process begins with web
scraping of image database on web. Filtering is required
because the image dataset is not according to the condition
that will be discussed later in this paper. The image
dataset also included images of five healthy subjects taken in
real time. The images in the dataset are classified under two
categories namely strabismus and non-strabismus. Once this
logistic regression model is trained on the images it can be
used as a classifier.

2 Strabismus Analysis Procedure

For this experimental and computational project,
Canon EOS M3 camera was used to capture images of the
target facial areas. This study requires snapshot of people’s
faces to evaluate the degree of strabismus, primarily the eye
region. First, the camera was calibrated using a checkerboard
structure with the help MATLAB camera calibrator appli-
cation [4]. The important step in this study involves initia-
tion with collecting pictures, developing an algorithm to
quantifying and measuring the horizontal and vertical devi-
ation in eyes, to ultimately construct a measure for strabis-
mus. Thus, steps involved in this study are broadly listed and
defined as: A: Data collection, B: Image Processing, C:
Estimation of deviation in eyes, D: Graphical User Interface.

2.1 Data Collection

Data collection is an important step in machine learning to
make a model learn and predict using the input data. A set of
taken experimental images was complemented by two
sources used for data collection namely: ImageNet website
and Google Image Search [5, 6]. The dataset consists of
images of people’s faces of different age groups. The faces
also include some people with strabismus. This type of data
is more diverse as it has people of various ethnicities con-
tributes to machine learning model being more robust and
not specific to one group of population. Since the dataset
consists of images that are random in nature meaning they
are inconsistent in the condition when images were taken.
Images have different background and lighting conditions
and even the people’s faces are oriented at different angles.
Due to this randomness in the images, we removed many
images that do not fit used dataset and finally there were 123
images analyzed. Still this dataset represented sufficient
images to train a logistic regression model. The condition
used for removing bad images from the dataset included the
following: the eye of the person should not be occluded with
any object or it should not be partially closed, background
noise should be reduced, face of the person should not be
tilted too much that can lead to improper detection of face
and eyes by the algorithm used in this study. The more
details on face alignment is given in next part of this section.
In some cases, face is also covered with various mask-like
objects that can also hinder the algorithm developed for
these studies. Once the dataset is ready and cleaned it can be
used for extracting features of interest (Fig. 1).

2.2 Image Processing

The first step in image processing is to find the face in the
input image. For this task the computer vision technique for
extracting facial features known as HAAR features was used
[7]. This technique involves series of steps until it reaches
the final stage of its detection. These steps involved selecting
the appropriate filter that runs over the entire input image
pixel by pixel and performs convolution. With the help of
HAAR features, one can not only extract the face from the
image but also make a bounding box structure on the image
around the face which is later used in aligning face in the
image. Next step is to find the eyes in the extracted face.
Again, we apply the HAAR features to extract the eyes from
the face. Then we crop the extracted eyes from the image.
We then further segment the eyes into left and right eye.
These left and right eyes are further used in extracting the
iris.
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Once both the left and right eyes as separated in distinct
images next step is to extract the iris from both the left and
right eye. In order to do that Hough transform technique was
used for finding the circular region in the eye [8]. Hough
transform involves mapping x-y plane to parametric plane.
One can find any arbitrary shape using Hough transform
technique. In order to find the iris with this technique, one
needs to supply a range of radius to the Hough transform
function. The difficulty in doing that it causes false circle
detection in the eye. To overcome this problem a simple
technique was used and it is discussed below:

The result from the Hough transform technique includes a
list of radius values and center points of all the detected
circles that fall under the range of radius supplied as input
argument. Since every individual has different iris size so in
order to make a generalized iris detector, a range of radius
values that covers most of the people’s eyes was selected.
Let’s say one wants to remove the false circle detection in
person’s left eye image, then first the mid-point in left eye
image must be determined and then the Hough transform

technique applied to the eye image which gives a list of all
the radius values and center coordinates of all the circles
detected including the false circle and the actual iris (Fig. 2).

After that the distances between all the center points and
the mid-point are found utilizing earlier distances that are
stored in an array. After that the minimum value of distance
in that array can be found, so the center point that corre-
sponds to that minimum distance value is the correct center
point of the iris. This way the entire false circle can be
removed.

So now once the center point of the iris can be found and
the next step is to find a reference point that will be used to
calculate the final deviation. For the reference point, carun-
cle of both the left and right eyes was chosen as shown in the
Fig. 3.

Next step is to find the horizontal and vertical deviation
values. Specifically, the distance between both caruncle
point and center of iris for both the eyes is determined. This
gives two deviation values. After that both these deviation
are subtracted to get our final horizontal deviation. In order
to find the vertical deviation of eyes the y coordinates of
center point of both irises are subtracted. These deviation
values will vary if they are not calculated under certain
conditions.

The conditions that must be taken into consideration
while taking picture of a person are as follows: face should
be straight w.r.t the camera and both eyes should be focused
on the camera. In order to align the face in front of the
camera, a bounding box approach was used which helps a

Fig. 1 Shows a glimpse of used dataset after performing filtering

Fig. 2 Illustrates the false circle detection in eye images
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person to align the face. This bounding box will appear in
real-time while a person is taking the picture. After this step,
two values of deviation are obtained, one is a horizontal
deviation and other is a vertical deviation. These sets of two
values are used to train a machine learning model to predict
whether person has strabismus or not.

2.3 Estimation of Deviation

The final value of deviation can be found in two different
units. First one is deviation in millimeters and second one is
deviation in degrees. Since the whole experiment is done
using a calibrated camera so one can easily find the final
deviation value in millimeters. This is also discussed in the
previous section B. Now in order to find the value of devi-
ation in degrees, the below eye model was implemented in
this project (Fig. 4).

Above model shows the position of left and right eye of
the subject in front of the calibrated camera. W1 and W2 are
the angles that right and left eye make w.r.t the camera. The
known parameters are: distances between point P and left,
right eye and value of D are known. Equation used for
computing angular deviation is given below:

W1 ¼ 90� � tan�1 D

distance between p and right eye
ð1Þ

W2 ¼ 90� � tan�1 D

distance between p and left eye
ð2Þ

Once the value of W1 and W2 are calculated one can find
the final deviation by:

Final deviation ¼ absolute value of W1 � W2ð Þ ð3Þ
The degree of deviation is less than one degree for a

normal person without strabismus [11].

2.4 Graphical User Interface

There are two user interfaces that were developed in Matlab
to be run using the developed algorithm.

1. First interface has real time processing capability. It uses
a built in camera in the laptop or desktop or it can be any
USB camera attached to the computer for taking images.
Once the image is taken from the interface, it is passed on
to image processing part of the program written in
Matlab.

2. The second user interface provides support for taking
images from local hard drive of the system. User can
upload images from the system stored hard drive and
then perform same set of image processing operation as
done for the 1st user interface (Fig. 5).

3 Prediction and Results

The prediction is based on the probability of the outcome
from the machine learning model and what type of input
data applies to the model. In this study, logistic regression
was utilized to train a machine learning model [9]. The
image database was divided into testing and training pha-
ses. In training phase 100 images were taken to train the
model and in testing phase 28 images were used from the
image database to test the model. These images contain
both the strabismus and non-strabismic individuals of
various age groups. Once the picture of person is taken, the
face is cropped out and send for image processing. The
image processing involves techniques such as HAAR fea-
tures, Histogram Equalization and Hough transform. Once
the image processing is done two sets of values are
obtained including horizontal and vertical deviations. Then
all the deviation values are stored in an Excel sheet auto-
matically using a script written in Matlab. Inside the Excel

Fig. 3 Illustrates reference point selection in the cropped eye portion of image

Fig. 4 Shows model for calculating angular deviation from top view
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sheet three columns are set namely: horizontal deviation,
vertical deviation and output label. For training purpose the
output label column is filled manually with 0 or 1 value.
Value 0 signifies that person does not have strabismus and
1 for person having strabismus. This logistic regression
model takes this Excel sheet as input and try to learn from
the data inside it. Further, this regression model uses nat-
ural logarithmic function to find the coefficients. These
coefficients help in predicting the future results from the
logistic equation. In order to find the probability of the
outcome being normal or strabismic, logistic regression
uses concept of odds ratio. This odds ratio is the ratio of
event happening over it’s not happening.

Odds ¼ P y ¼ 1
x

� �

1� P y ¼ 1
x

� � ð4Þ

With the help of above Odds ratio, logistic function can
be created by taking the logarithm of Odd function [10].

Logit P xð Þð Þ ¼ ln
P y ¼ 1

x

� �

1� P y ¼ 1
x

� �

 !

ð5Þ

Here x is a feature and y is the outcome of an event.
Above logit function is linear w.r.t x so one can easily

write it in another form. This is also known as sigmoid
function. This sigmoid function is used to convert the output
value to probability between 0 and 1.

P y ¼ 1
x

� �
¼ 1

1þ e� wTxð Þ ð6Þ

Here w represents the gradient value. Once model is
trained with data of all the images from the Excel sheet, one
comes up with an optimized value of gradient that we can be
used to give the prediction. The training accuracy of the
developed model comes out to be 93% (Table 1).

The above results in the table suggest that the developed
method works well when one uses it under defined above set
of conditions. The table also shows that the person with
deviation value less than 1 mm is non-strabismic or simply
indicating normal in this aspect vision (Fig. 6).

Since this was not verified on a large number of subjects
with strabismus it would not be appropriate to state that this
prediction is 100% correct. The documented work presented
here is more of a demonstration to show that the method can
be applied on a large scale to people having some degree of
strabismus. Even with the image data utilized there might be
some individuals with strabismus but the problem is that
some of these images were not taken under sufficient con-
ditions including lighting and position.

4 Conclusion

The outcome of these studies demonstrates the application of
developed computer vision algorithms needed to provide

Fig. 5 Illustrates first graphical user interface for real time image processing capability
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clinically applicable tool for calculating the deviation of eyes
for people with strabismus. These studies provide a machine
learning tool that can be trained with a large number of
images and thus can be used as a classifying tool. This type of
method for finding the deviation in eyes can be done at ease at
home or any place with the help of a laptop. With the help
graphical user interface one can take picture of the face in real
time, and see the result of the deviation value inside the
interface. This provides a convenient and affordable way for a
person to prescreen for possibility of strabismus and eventu-
ally recommending consultation with a physician. Therefore,
this strabismus analysis can be an effective tool for measuring
linear and vertical deviation in the eyes and it serves as a
clinically applicable tool for early detection of strabismus.
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Table 1 Shows the deviation value results of five healthy subjects

S.no Horizontal deviation (mm) Vertical deviation (mm) Age

Subject 1 0.74 0.85 25

Subject 2 0.48 0.34 26

Subject 3 0.19 0.32 26

Subject 4 0.41 0.62 25

Subject 5 0.36 0.78 31

Fig. 6 Illustrates the data points obtained by applying developed
algorithm on all 128 images
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Phase-Contrast Breast-CT: Optimization
of Experimental Parameters
and Reconstruction Algorithms

Sandro Donato, Serena Pacile’, Luca Brombal, Giuliana Tromba,
and Renata Longo

Abstract
X-ray breast computed tomography (breast-CT) is a new
emerging technique for breast imaging however its appli-
cation is still limited because of low spatial resolution and
high delivered dose. In this framework, synchrotron
radiation provides ideal X-ray imaging conditions. Tunable
and monochromatic laminar X-ray beam, along with large
propagation distance, allows acquiring images with high
quality, low scatter and dose reduction, due to the selection
of the most suitable energy for the given thickness and
breast composition. Moreover, the high spatial coherence
permits to exploit the phase-contrast effects enabling a
better image quality and soft tissue contrast. At the Elettra
synchrotron facility, in Italy, a project for in vivo low-dose,
high-contrast and high-resolution breast-CT is under
development using a high-efficiency photon-counting
detector. Due to the vertical size of the beam (*3.5 mm)
the scan requires a sequence of vertical steps. Thus
reducing the number of projections is essential to shorten
the total acquisition time. Optimized preprocessing algo-
rithms (phase-retrieval) and the state of the art of
tomographic reconstructionmethods are crucial to improve
image quality. In this work, performances of standard and
iterative reconstruction algorithms at different experimen-
tal conditions are compared, evaluating quantitatively the
image quality in terms of Contrast-to-Noise ratio and edge
sharpness. Preliminary results suggest that, in the light of a
clinical exam where a short scan time is desirable, the

projection number can be reduced without a major loss in
image quality by applying FBP based reconstruction
algorithms and phase-retrieval pre-processing.

Keywords
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1 Introduction

Breast cancer is one of the most common cancer in women
worldwide. It also represents about a quarter of all cancers in
women and the second leading cause of cancer related death
[1]. The importance of early detection leads to an increasing
interest in the development of novel tools and imaging tech-
niques that may supplement or replace mammography, over-
coming its limited specificity [2]. In the last few decades an
increased effort in the transition from mammography to
three-dimensional (3D) imaging has been made in clinical
practice with the realization of 3D mammographic systems,
such as tomosynthesis [3, 4] and breast-CT dedicated scanners
[5, 6]. Tomosynthesis, when combined to digital mammog-
raphy, leads to a significant increase in the breast cancer
detection rate but at the cost of increased glandular dose [4, 7].
Cone breast CT [8] is a promising technique because it has full
3D capability with near-isotropic resolution but still limited
because of low spatial resolution and high delivered dose.

In this framework, synchrotron radiation provides
ideal X-ray imaging conditions. The possibility to tune
monochromatic X-rays enables the selection of the most
suitable energy for a given thickness and breast composition.
This point represents a great benefit for both image quality
and dosimetry in radiological applications [9]. The high
spatial coherence enables the detection of phase effects
which can be exploited for imaging biological tissues [10].
In the simplest phase sensitive imaging configuration, the
so-called propagation-based imaging technique (PB-CT), to
detect phase effects, it is sufficient to place the sample at a
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suitable distance from the detector. From the acquired pro-
jections, phase information can be exploited to improve
signal-to-noise ratio of the projection by applying the phase
retrieval algorithm [11].

Phase-contrast imaging has been shown to provide
enhanced soft-tissue contrast and improved better visual-
ization and characterization of lesions in breasts [12, 13].
Different feasibility studies have been recently conducted for
evaluating the potentials of PB-CT to the characterization of
breast tissue specimens [14–16].

In this context, the SYRMA-3D (SYnchrotron Radiaton
for Mammography) aims to setup the first clinical protocol
of PB-CT at the Elettra synchrotron light source in Trieste
(Italy). To achieve high image quality at low delivered dose
(*5 mGy mean glandular dose), both the experimental
setup and the data processing include a number of innovative
elements: novel high-efficiency CdTe photon-counting
detector, dedicated pre-processing procedure, Phase Retrie-
val (PhR) algorithm and Monte Carlo model for the mean
glandular dose estimation [17]. Recently, a work showing
the first characterization of the imaging system and the first
images of breast specimens have been published showing
encouraging results in terms of image quality and delivered
dose [18].

At present, a great effort is being made to reduce the total
scan time which, due to the limited vertical size of the beam
(*3.5 mm), the maximum frame rate of the detector (33 fps)
and the selected number of projections (1200 per scan),
currently is of the order of ten minutes. Considering the
actual beam size and that the frame rate cannot be further
increased, reducing the number of projections is the only way
to shorten the total duration time of the exam. Furthermore,
the role of the reconstruction algorithms in the image quality
must be evaluated and discussed. In the following the image
quality is established using two common metrics, namely the
edge sharpness and the Contrast-to-Noise Ratio (CNR). This
study is carried out using a surgical breast specimen to
simulate conditions as close as possible to a clinical exam.

2 Materials and Methods

2.1 Breast Tissue Sample

The image reported in this study was acquired to guide the
pathologist in the localization of lesions for the histological
examination, according to the standard procedures of the
Pathology Unit of the Academic Hospital of Cattinara, Tri-
este University, accredited by JCI (Joint Commission
International). The sample was derived from surgical mate-
rial sent to the Pathology Unit according to local guidelines
for histological examination. The Directive 2004/23/EC of

the European Parliament and of the Council of 31 March
2004 on setting standards of quality and safety for the
donation, procurement, testing, processing, preservation,
storage and distribution of human tissues were followed. For
breast-CT acquisition, the sample was formalin fixed and
sealed hermetically in a polyethylene container. The
dimensions of the specimen, containing an infiltrating ductal
carcinoma, were approximately 10 cm by 8.5 cm and the
thickness was of about 4 cm.

2.2 Experimental Setup and Acquisition
Parameters

Breast-CT scans were performed the SYRMEP (SYnchro-
tron Radiation for MEdical Physics) beamline of Elettra.
X-rays are generated by a bending magnet in the energy
range from 8.5 to 40 keV, while energy is selected using a Si
(111) double-crystal monochromator with resolution of
DE/E � 10−3. The beam cross-section at sample position is
220 (horizontal) � 3.5 mm (vertical, Gaussian shape,
FWHM). CT projections are acquired using a photon-
counting detector (PIXIRAD-8), made up by 8 adjacent
modules with a CdTe sensor, a pixel spacing of 60 lm and a
global active area of 246 � 25 mm2 (4096 � 476 pixels). It
is placed in the beamline patient room 32 m far away from
the X-ray source. Sample is attached to a rotating bed in
correspondence of an ergonomic aperture devoted to host the
breast of the patient. The sample-to-detector distance is
1.6 m that allows to detect phase-contrast effects.

Due to the small beam divergence (*7 mrad), scans were
done over 180 degrees, at the maximum frame rate of the
detector in dead-time-free mode [19], collecting 1200
equally-spaced projections at three different energies (32, 35
and 38 keV) of the same region of the tissue. The photon
beam was filtered with Aluminum sheets of different thick-
ness to deliver a fixed Mean Glandular Dose (MGD) of
5 mGy, that is a dose comparable with a two views mam-
mographic exam. The MGD’s was calculated according an
ad hoc developed model [17] based on a MonteCarlo sim-
ulation developed and validated for this program [20].

2.3 Data Pre-processing and Reconstruction

Starting from the original stacks of projections, two new
datasets with 600 and 900 images were generated by means
of linear interpolation, preserving the delivered MGD. Raw
collected images undergo to an optimized pre-processing
procedure that performs dynamic flat fielding equaliza-
tion [21], fix gaps around adjacent modules, applies des-
peckle and dynamic ring removal filters. Subsequently a
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single-distance phase-retrieval algorithm, based on the
Homogeneous Transport of intensity equation (TIE-Hom
[11]), is applied. The algorithm requires as input parameter
the d/b ratio, whereas d and b denote, the phase-shift and the
absorption components of the complex refractive index
n = 1 − d + ib, respectively. We used two distinct d/b
ratios, the first value is theoretical value [22] of breast tissue
in air (d/b * 2300, hereafter single material PhR), while the
latter considers an adipose/glandular tissues interface
(d/b = 870, 978, 1083 for 32, 35 and 38 keV, respectively,
hereafter two material PhR). Then the slices have been
reconstructed with an in-house built software [23] using
different GPU-based reconstruction algorithms: standard
Filtered Back Projection (FBP), Simultaneous Iterative
Reconstruction Technique (SIRT) using 1000 iterations,
Simultaneous Algebraic Reconstruction Technique (SART)
with 50 iterations, and Minimum Residual Filtered Back
Projection method (MR-FBP).

2.4 Quantitative Analysis

Quantitative analysis was conducted to study the influence
of each parameter (energy, d/b ratio, number of projections
and reconstruction algorithm) on the quality of the recon-
structed images. We evaluated image quality using two
estimators: Contrast-to-Noise Ratio (CNR) and edge sharp-
ness. CNR helps to evaluate the visibility of low-contrast
structures and is defined as:

CNR ¼ Sg � Sa
�
�

�
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðr2g þ r2aÞ=2
q ð1Þ

where S is the mean value of a homogeneous region of
interest (ROI), r is the associated standard deviation and the
subscripts g and a refer to glandular and adipose tissues.
The CNR was measured taking the average CNR of four
non-overlapping pairs of square ROIs (showed with square
boxes in Fig. 1), where for each pair one ROI is selected
within the glandular tissue and the other within the adipose
tissue.

Edge sharpness was evaluated by fitting an error function
(erf) in a profile (shown with the magenta line in Fig. 1) of
the interface between adipose and glandular tissue, across a
sharp step-wedge (produced by a surgical cut during the
preparation for formalin fixation), calculating the derivative
of this function (a Gaussian) and measuring the full width at
half maximum value (FWHM). The error associated to the
measured resolution is derived from the parameter uncer-
tainty with the error propagation rules.

3 Results and Discussion

Results of the quantitative analysis, for the single and two
material PhR, are reported in Tables 1 and 2, respectively. In
Table 1 the CNR and FWHM for all the energies, projection
numbers and reconstruction algorithms, when the single
material PhR is applied, are reported. Comparing the algo-
rithms while keeping the number of projection fixed, it can
be noted that SIRT reconstructions have the best CNR but
the poorest resolution, while FBP gives the best spatial
resolution with the lowest CNR (Fig. 2a–d). Furthermore,
regardless of the reconstruction algorithm, reducing the
number of projections the spatial resolution worsens; on the
contrary the CNR remains constant if FBP is applied while it
increases for the other algorithms (see Fig. 3). Comparing
the energies, it is shown that the 38 keV reconstruction gives
the lowest CNR while the values at 32 and 35 keV are
comparable.

When the two materials PhR is applied (Table 2), CNR
and FWHM show similar dependence on the reconstruction
algorithms and projection numbers as observed in Table 1.
Contrarily, the CNR shows a little energy dependence and its
values are compatible within the statistical uncertainty for all
the energies.

Fig. 1 Slice of the central region of the breast tissue at 32 keV
reconstructed with FBP, using 1200 projections and d/b = 2308.
Squares represent ROIs for the evaluation of the CNR. Different colors
indicate a different couple of glandular-adipose uniform regions. The
magenta line refers to the edge used for spatial resolution evaluation
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In general, comparing results at different d/b, the single
material approach produces a higher CNR (40% in aver-
age) and a worst spatial resolution (20% in average). These
effects can be seen in Fig. 4 that compares FBP recon-
structions with different d/b ratio. The one with a lower d/b
ratio has sharpen edges, but it looks noisy. On the contrary,
the appearance of the slice at higher d/b is better (higher
visibility of glandular blanches). In order to better visualize
results reported in the tables, scatter plots of the FWHM vs
CNR at 32 keV for both d/b ratios are presented in Fig. 5.
In a recent work [24] it was established that if an insuffi-
cient CNR is detected, a radiologist judges an image as

meaningless for the diagnosis process. Beyond a level of
CNR considered acceptable, the radiologists prefer the
images having the highest edges sharpness (i.e. the lowest
value of FWHM). Therefore, as an example, SIRT algo-
rithm produces a major CNR increment while introducing a
substantial blurring (see Fig. 2d) has not to be considered
for our study. The SART algorithm, while enhancing CNR
with good spatial resolution, introduces a texturized noise
in the reconstruction (see Fig. 2c). The MR-FBP, at least
for 900 and 1200 projections, shows a spatial resolution
comparable to FBP, giving at the same time a better CNR
(see Fig. 2a–b).

Table 1 Values of CNR and FWHM for single material PhR, at different energies, number of projections and reconstruction algorithm

Nproj Algorithm E = 32 keV E = 35 keV E = 38 keV

CNR FWHM (mm) CNR FWHM (mm) CNR FWHM (mm)

1200 FBP 3.62 ± 0.15 0.13 ± 0.03 3.55 ± 0.26 0.11 ± 0.06 3.11 ± 0.22 0.13 ± 0.03

MR-FBP 4.31 ± 0.14 0.15 ± 0.02 4.18 ± 0.26 0.12 ± 0.05 3.72 ± 0.21 0.13 ± 0.02

SART 3.29 ± 0.13 0.17 ± 0.02 3.65 ± 0.36 0.12 ± 0.05 3.17 ± 0.16 0.13 ± 0.02

SIRT 7.02 ± 0.18 0.25 ± 0.01 7.03 ± 0.38 0.21 ± 0.03 6.30 ± 0.29 0.25 ± 0.01

900 FBP 3.65 ± 0.15 0.15 ± 0.03 3.62 ± 0.33 0.13 ± 0.06 3.18 ± 0.29 0.16 ± 0.03

MR-FBP 4.92 ± 0.11 0.19 ± 0.02 4.87 ± 0.32 0.14 ± 0.04 4.32 ± 0.27 0.18 ± 0.02

SART 4.38 ± 0.22 0.17 ± 0.02 4.24 ± 0.31 0.20 ± 0.03 3.52 ± 0.27 0.18 ± 0.02

SIRT 7.21 ± 0.23 0.27 ± 0.01 7.32 ± 0.42 0.22 ± 0.03 6.49 ± 0.36 0.28 ± 0.02

600 FBP 3.56 ± 0.05 0.16 ± 0.02 3.52 ± 0.25 0.17 ± 0.07 3.15 ± 0.27 0.18 ± 0.05

MR-FBP 6.11 ± 0.28 0.22 ± 0.01 6.22 ± 0.28 0.18 ± 0.03 5.60 ± 0.39 0.21 ± 0.02

SART 5.64 ± 0.33 0.22 ± 0.01 5.89 ± 0.42 0.22 ± 0.03 5.19 ± 0.23 0.22 ± 0.01

SIRT 7.59 ± 0.53 0.28 ± 0.01 8.09 ± 0.29 0.27 ± 0.02 7.28 ± 0.43 0.31 ± 0.01

Table 2 Values of CNR and FWHM for two materials PhR, at different energies, number of projections and reconstruction algorithm

Nproj Algorithm E = 32 keV E = 35 keV E = 38 keV

CNR FWHM (mm) CNR FWHM (mm) CNR FWHM (mm)

1200 FBP 1.88 ± 0.11 0.09 ± 0.02 2.02 ± 0.17 0.09 ± 0.11 1.88 ± 0.15 0.09 ± 0.04

MR-FBP 2.44 ± 0.11 0.13 ± 0.02 2.51 ± 0.18 0.10 ± 0.07 2.38 ± 0.15 0.11 ± 0.03

SART 1.86 ± 0.11 0.17 ± 0.03 20.1 ± 0.16 0.11 ± 0.07 2.04 ± 0.20 0.11 ± 0.03

SIRT 4.37 ± 0.13 0.20 ± 0.02 4.51 ± 0.31 0.17 ± 0.04 4.25 ± 0.24 0.18 ± 0.02

900 FBP 1.91 ± 0.12 0.09 ± 0.03 2.07 ± 0.21 0.12 ± 0.11 1.95 ± 0.20 0.14 ± 0.05

MR-FBP 2.93 ± 0.11 0.18 ± 0.03 3.04 ± 0.25 0.12 ± 0.06 2.85 ± 0.21 0.14 ± 0.03

SART 2.66 ± 0.08 0.17 ± 0.04 2.69 ± 0.22 0.12 ± 0.06 2.37 ± 0.22 0.14 ± 0.02

SIRT 4.59 ± 0.11 0.21 ± 0.02 5.38 ± 0.35 0.18 ± 0.04 4.49 ± 0.32 0.21 ± 0.02

600 FBP 1.86 ± 0.03 0.14 ± 0.03 2.01 ± 0.17 0.13 ± 0.10 1.92 ± 0.17 0.15 ± 0.06

MR-FBP 3.87 ± 0.06 0.22 ± 0.02 4.01 ± 0.23 0.15 ± 0.05 3.83 ± 0.29 0.18 ± 0.02

SART 3.57 ± 0.17 0.22 ± 0.02 3.91 ± 0.28 0.17 ± 0.05 3.45 ± 0.20 0.17 ± 0.02

SIRT 5.03 ± 0.15 0.23 ± 0.01 5.39 ± 0.25 0.21 ± 0.04 5.12 ± 0.35 0.24 ± 0.02
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Fig. 2 Detail of the central region of a slice reconstructed with FBP
(a), MR-FBP (b), SART (c) and SIRT (d) algorithms, acquired at
32 keV using 1200 projections and d/b = 2308 (slices are showed with
the same grayscale range). The white pixels indicate a calcification
inside the lesion (bright gray) surrounded by adipose tissue (dark gray).

Sharp edges and air (black regions) are a result of the surgical cuts
done for clinical assessment. FBP slice a appears sharper than the ones
resulting from other reconstructions, but at the same time with higher
noise, while SIRT slice d is clearer visible, i.e. with more CNR, but
more blurred

Fig. 3 Different panels shown MR-FBP slices with different number of projections, 1200 (a), 900 (b) and 600 (c), respectively. With
non-standard reconstruction algorithms, reducing the number of projections increases the CNR and decreases the spatial resolution
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4 Conclusions

In this study we report PB-CT images of a large (*10 cm in
diameter) breast specimen acquired with a delivered dose
(5 mGy MGD) lower than (or comparable to) available
clinical systems but with higher spatial resolution (60 um
pixel size and FWHM down to 100 um). Two different sets
of d/b ratio are compared, showing that, for a given CNR,
the single material approach results in a better spatial reso-
lution (see Fig. 3).

The performances of different reconstruction algorithms
were investigated: in general, an increase in CNR is related
to a decrease of the spatial resolution. The best spatial res-
olution is obtained using the FBP while similar perfor-
mances, with a slight increase in CNR, are produced by the
MR-FBP. On the contrary, the iterative algorithms produce a
major increase in CNR but they introduce either a textured
noise (SART) or an excessive blurring (SIRT).

In the selected energy range (32–38 keV) the CNR is
slightly energy dependent, reporting the highest values for
energies lower or equal 35 keV.

In the light of a clinical breast-CT exam, where a short
scan time is desirable, the projection number can be reduced
down to 900 without a major loss in image quality by
applying the FBP-based reconstruction algorithms and single
material PhR.

In this work preliminary results are presented and a wider
study comprising several breast samples, a larger energy
range and an image scoring by radiologists is ongoing to
perform the final tuning of phase retrieval and reconstruction
parameters.
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Response of CR Detector Plates for Use
in Mammography Equipment

Mabel Bustos Flores and Arnaldo Prata Mourão

Abstract
Worldwide, breast cancer is the second leading cause of
cancer death among women, overcome only by melanoma
cancer. In Brazil, the detectors commonly used in CR
mammography are photostimulable phosphor plates,
whose response to radiation varies in relation to the
parameters applied to the X-ray tube for the acquisition of
mammographic images. The high incidence of this disease
makes it important to analyze and monitor the entire
mammography system to ensure optimal performance,
seeking to make your diagnosis early, increasing the
chances of the patient’s healing. The objective of this study
is to evaluate the response of a CR plate for the variation of
voltage and time applied. For this purpose, four X-ray
beams were selected and a successive exposition of the CR
plate was made, varying the exposure time. Then, with a
solid-state detector, the air kerma was measured for the
30 kVX-ray beampreviously used, and subsequently, with
the acquired images, the intensity value recorded by the CR
plate was correlated with the value of measured air kerma,
obtaining the response curve in relation to the exposure
time and the air kerma. The determination of these response
curves will help to know the performance of the CR plate,
which will allow selecting the most suitable parameters
within the sensitivity range of the CR plate for the
acquisition of mammographic images.

Keywords
Mammography � Computed radiography � X radiation

1 Introduction

In global statistics, breast cancer is one of the leading causes
of cancer death in women [1]. In 2012, more than 1.67
million new cases and more than 521 thousand deaths were
estimated for the world, corresponding to 14.7% of cancer
deaths in women [2]. In Brazil, according to INCA, more
than 57 thousand new cases of breast cancer were estimated
by 2016 [3].

In developed countries, at the same time that the inci-
dence tends to increase, mortality is declining due mainly to
the timely detection and the best conditions for the treatment
of this disease [4].

Indications for the presence of breast cancer may be
based on 4 types of records that appear on mammographic
images: the morphology characteristic of a tumor mass, with
irregular margins; the presence of calcifications; distortions
in the patterns of normal tissues generated by the disease;
asymmetries between the corresponding regions of the left
and right breasts [5].

Mammography is basically an X-ray image of the breast,
is the main tool used in early detection programs and plays a
relevant role in the diagnosis of breast cancer as well as its
location in biopsy and therapy procedures [6].

The X-ray detection of these structures presents difficul-
ties, the most important ones are because they present an
attenuation very similar to the tissues in which they are
immersed and to the superposition of tissues that occurs
when projecting the mammary volume in an image 2D [5].

The quality of the images acquired with these systems
depends on several parameters such as the voltage and
current applied to the X-ray tube and the characteristics of
the detector used [4].

The objective of this work was to evaluate some
parameters of image quality, such as saturation time and
spatial resolution of CR plates. For the evaluation of this last
parameter, a basic test object was suggested for the quali-
tative evaluation of the resolution.
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2 Methodology

A CR plate was used to perform this study, which was
exposed on a X-ray mammography device. The main char-
acteristics of this equipment will be presented below.

2.1 Mammographic System

The mammographic system consists of a mammograph
VMI, model Graph Mammo AF (see Fig. 1a), which has a
rotating anode and an anode/filter combination Mo/Mo [7]; a
CR plate for mammography of size 18 � 24 cm2, model
Regius RP6M110, manufactured by Konica Minolta (see
Fig. 1b), and its respective scanning unit, model Regius 110
HQ (see Fig. 1c). For this plate, according to the manufac-
turer, this digitizing unit has a reading function with a pixel
size of 43.75 lm and a digital gradation level de 4096 levels
(12 bits) [8].

2.2 Caracterización de la respuesta de la placa
CR y dosimetría

To know the response of the CR plate with respect to the
intensity of darkening as a function of the exposure time, 4
voltages were selected, trying to cover the entire range of
voltages available in the mammograph, from 20 to 35 kV,
thus knowing the response of the CR plate when low,
intermediate and high voltages are applied.

For the acquisition of the images, the direct exposure of
the CR plate was carried out, applying the voltages of 20, 25,
30 and 35 kV, varying the time from 0.5 s and in increments

of 0.5 s until obtaining the first saturated image, maintaining
the current at 70 mA and the focus-detector distance at
53 cm and without the use of additional filters.

After performing each of the exposures of the CR plates,
it was read in its corresponding digitizing unit, obtaining 25
images for each CR plate, which were saved in unprocessed
format, that is to say, without any program of improvement
of image quality. The size of the images obtained was
4040 � 5416 pixels, with a resolution of 22.86 pixel mm−1.

These images were analyzed using ImageJ software by
selecting ROIs of 1 cm2 in the central region of the CR plate
to evaluate the variation of the recorded intensity, in
grayscale, and then to perform a correlation of the exposure
time for each voltage and determine the best fit curve.

The voltage of 30 kV was selected to study the response
of the CR plate in relation to the air kerma, this voltage was
selected because the one that does not saturate so quickly
compared to the 35 kV curve and could be used to perform a
diagnostic test.

To obtain this response curve, an Accu Dose Radcal
solid-state detector was used, which was placed directly on
the breast support to obtain the values of the air kerma [9]
applying the same parameters previously mentioned for the
curve of 30 kV.

With this procedure, 4 values of the air kerma were
obtained, which were correlated with the intensity values, in
gray scale, to obtain the kerma—intensity calibration curve
and to determine the maximum and minimum dose values
present in the images. It should be noted that the measure-
ment of the air kerma does not represent the typical exposure
to the output of a breast.

Next, the image obtained with the voltage of 30 kV and
saturation time of 1.0 s was selected to evaluate the

Fig. 1 Mammographic system
A: Mammograph VMI Graph
Mammo AF (a), CR plate Regius
RP6M110 (b) and scanning unit
Regius 110 HQ (c)
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percentage distribution of the intensity, recognizing the
regions where the maximum and minimum values are found.
For this, ROIs of 1 cm2 were selected on the regions of
maximum and minimum intensity, the maximum value was
correlated with the value of 100% and the minimum value
with 0%, and consecutively the other percentage values were
calculated in all the regions. Subsequently, the maximum
and minimum intensity values were used to estimate the air
kerma in these regions and compare it with the air kerma that
was measured to perform the correlation of intensity—air
kerma.

To perform the dosimetry with a compressed breast
phantom, GAFCHROMIC XR-QA2A® radiochromic film
strips of 25 � 5 mm2 in size were exposed using a voltage
of 30 kV, varying from 0.5 to 2.5 s the exposure time,
current 70 mA to obtain the scouring value of the strips and
be able to calculate the optical density, and in this way
obtain the calibration curve correlating the values of the air
kerma measured in the same positions with the detector
solid-state and radiochromic films.

To represent a compressed breast, a 50 mm breast
phantom made of plates with 6 plates of Polymethyl-
methacrylate (PMMA) of 10 and 5 mm thickness was
designed to measure the input and output dose and inside of
the phantom using radiochromic film strips (see Fig. 2).

With the same parameters of voltage and current used for
the calibration of the radiochromic films and setting the
exposure time in 2.5 s, we proceeded to position the com-
pressed breast phantom together with a radiochromicfilm strip
at the same time to estimate the input and output dose and
inside the phantomat 10, 20, 30 and40 mmthick. Finally,with
the calibration curve, the dose was calculated in all positions.

3 Results

By relating the recorded intensity to the exposure time for
each voltage (see Fig. 3), the mathematical behavior of the
curve could be determined to estimate the saturation time
corresponding to each voltage.

Fig. 2 PMMA plates used to simulate a compressed breast of 50 mm
thick

Fig. 3 Curve of response of the
intensity to the variation of time
for the voltages of 20, 25, 30 and
35 kV
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The curve that best describes this behavior is presented in
Eq. 1.

I ¼ a� b � lnðtþ cÞ ð1Þ
where, I is the recorded intensity with the exposure time t, a,
b and c are the values of the constants. The values of the
constants and the saturation times for each voltage are shown
in Table 1.

It can be observed in Fig. 3, that applying the 20 kV
voltage the CR plate does not saturate the 4095 as expected,
but it does so at 3800, approximately at 10 s, while with the
other voltages this does is fulfilled.

Next, the response of the CR plate in relation to the air
kerma was determined for a 30 kV voltage when a variation
in the exposure time is made (see Fig. 4) and the best fitting
curve presented in the Eq. 2.

k ¼ exp aþ b � Iþ c � I2� � ð2Þ

where, k is the air kerma (mGy), I is the intensity and a,
b and c are the coefficients.

In this behavior it can be evidenced that, as the air kerma
increases as a result of the increase in the exposure time, the
value of the intensity increases more and more slowly until
reaching the value 4095 in the gray scale; it is from this
value that the CR plate loses sensitivity due to the saturation
of its pixels.

Subsequently, the image obtained with the tension of
30 kV and exposure time 1.0 s was selected to analyze the
percentage distribution of the intensity in the entire CR plate
(see Fig. 5) and determine the air kerma corresponding to
the minimum and maximum values of intensity.

It can be observed in Fig. 5, that in the region closest to
the chest wall of the patient is where the highest intensity
values for this image are found, of 3790 on the gray scale,
which represent 100% and go decreasing in the direction of
the corners furthest away from the patient until reaching near
the minimum intensity value, value of 80 on the gray scale,
represented by 0%.

Table 2 shows the air kerma values measured with the
solid state detector and the air kerma values estimated from
the adjustment curve (Eq. 2) for the maximum and minimum
intensity values found in the digital image.

It should be noted that the region where the air kerma was
measured is close but it is not the same where the maximum
intensity value was found.

Finally, the dose was estimated at the entrance, exit and
after each centimeter of thickness of the compressed breast
phantom, using the calibration curve that correlates the
optical density (OD) with the dose measured with the solid
state detector (see Fig. 6) presented in Eq. 3.

OD ¼ akb ð3Þ
where, OD is the optical density, k is the air kerma (mGy),
and a and b are the coefficients.

According to Table 3, the maximum and minimum dose
would be in the entrance and exit of the phantom, respec-
tively, the input dose, on average, decreases by a factor of
0.5 to each centimeter of thickness of the PMMA phantom,
that is to say that only 2.4% of the estimated dose at the
entrance of the breast phantom is recorded at the exit of the
object.

Table 1 Estimated the saturation time for each voltage

Voltage (kV) Saturation time (s)

20 10.84 ± 0.03

25 3.75 ± 0.03

30 1.98 ± 0.01

35 1.48 ± 0.05

Fig. 4 Behavior of the air kerma to the variation of intensity for the
voltage of 30 kV
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4 Conclusions

The CR digital mammography system is widely used in
Brazil and the knowledge of the characteristics and the
response of the CR plates when different exposure parame-
ters are applied are essential to obtain good quality images in
order to reduce the energy deposited in the patient.

The logarithmic behavior of the recorded intensity, in this
work, exhibits a saturation region occurring at lower expo-
sure times for higher X-ray tube supply voltage values.
While the behavior of the air kerma with respect to the
intensity recorded by the CR plate has an exponential
behavior, which increases more slowly the closer it is to the
saturation value of the intensity.

When the CR plate operates in regions close to saturation,
the plate enters a process of loss of sensitivity, which must
be avoided, since the patient can receive an unnecessary

Fig. 5 Distribution of the
registered intensity with the
exposure time of 1.0 s and the
voltage of 30 kV

Table 2 Value of the air kerma measured in the center of the CR plate and the estimated values of the air kerma in the regions of maximum and
minimum intensity

Applied voltage (kV) Air kerma measured (mGy) Air kerma maximum (mGy) Air kerma minimum (mGy)

30 11.58 ± 0.02 12.56 ± 0.03 3.04 ± 0.03

Fig. 6 Behavior of the OD to the variation of the air kerma

Table 3 Estimated dose at the entrance, exit of the phantom and at 10, 20, 30, 40 mm of thickness inside the object

Thickness (mm) Dose (mGy)

Entrance of the phantom 27.15

10 10.46

20 3.44

30 2.06

40 0.92

Exit of the phantom 0.66
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amount of deposited energy, also compromising the quality
of the image.

The distribution of intensity shows that the region closest
to the chest wall of the patient is the one that receives the
greatest exposure, because in this region it is where the
maximum intensity values were found, as expected. The
estimated value of the air kerma that would correspond to
the maximum intensity value is greater than the value of the
air kerma measured with the solid state detector; this may be
due to the fact that the region that presented the maximum
values is not the same as the region where the detector was
positioned.

In this work was also presented the estimate of the input
and output dose and within the phantom of compressed
breast, with which it was possible to estimate the rate of
decrease of the dose at different thicknesses and the per-
centage of dose in the exit of the breast phantom.
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Towards In Vivo K-Edge X-Ray Micro-CT
with the Pixirad-I/Pixie-III Detector

F. Brun, V. Di Trapani, D. Dreossi, L. Rigon, R. Longo, and P. Delogu

Abstract
X-ray spectral computed microtomography (µ-CT) has
gained considerable interest in recent years thanks to the
development of Photon Counting X-ray Detectors
(PCXDs). Through the energy-based discrimination of
the photons, obtained by setting up the discriminator
threshold at different levels, PCXDs allow measuring
photon energies with an accuracy appropriate for several
practical applications. The major potentials of this
approach are multiple contrast images (sometimes
referred to as “color” or “spectral” images), obtained by
using a single polychromatic source. In contrast to
multiple acquisitions with different tube spectra,
photon-counting spectral CT eliminates the risk of
misregistration due to motion between consecutive scans
and it allows for the elimination of dark noise in the
image by rejecting all the events below the signal
threshold. Of particular importance is the application of
spectral CT in preclinical models where small animals are
scanned and an effective discrimination among e.g.
soft-tissue, bone and K-edge contrast agents can be in
principle performed in a single shot. While spectral CT is
considered very promising, its practical application has

been hampered by the charge sharing issue that negatively
affects the energy resolution of PCXDs. However, latest
generations of PCXDs implement solutions to cope with
the charge sharing effects, thus allowing sharp color
sensitivity. This work presents a comparison of K-edge
spectral CT images acquired with the Pixirad-I/Pixie-III
detector with and without the application of a charge
sharing recovery solution. When a solution for the charge
sharing issue is considered both the spatial accuracy and
energy resolution are preserved, thus allowing accurate
K-edge subtraction imaging.

Keywords
Computed tomography � K-edge imaging
Photon counting detectors � Energy resolution

1 Introduction

The availability of µ-CT has increased over the last decade
and it has shown its utility in many biomedical (mainly
preclinical) applications. Micro-CT instruments have
evolved from custom-made to commercially available
scanners designed for e.g. small animal imaging, either
ex vivo or in vivo. The strengths of µ-CT lie in its high
resolution, relatively low cost, and scanning efficiency.
However, the primary limitations of µ-CT imaging for
biomedical applications are the associated radiation dose and
relatively poor soft tissue contrast.

Since the X-ray tube has a polychromatic spectrum, it is
desirable to obtain spectral or multi-energy µ-CT images
with therefore additional information about the composition
of the scanned material [1]. One of the most useful potentials
in the biomedical field is, perhaps, the ability to reconstruct
virtual non-contrast images. In fact, in medical X-ray
imaging it is common practice to use contrast pharmaceuti-
cals containing highly attenuating heavy elements such as
iodine, barium or gadolinium to highlight parts of the
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anatomy or to derive functional information. Each of these
heavy elements has a characteristic jump in their attenuation
(opacity) of X-rays with energies above the binding energy
of their K-shell electrons. This jump, also known as the
K-edge, is used to identify specific heavy elements in mul-
tienergy X-ray imaging techniques. The consideration of a
specific heavy element’s K-edge in multi-energy X-ray
imaging is widely known as K-edge imaging. Conventional
K-edge imaging requires measurements taken at X-ray
energies either side of the respective K-edge.

The most promising approach for K-edge spectral µ-CT
with conventional sources is provided by energy discrimi-
nating Photon Counting X-ray Detectors (PCXDs) [2] since
they acquire perfectly registered data over multiple energy
bins with a single scan. The reconstruction process attempts
to recover the attenuation coefficient for each specific energy
bin (range) enabling high fidelity K-edge imaging with a
polychromatic X-ray source and, ideally, emulating K-edge
imaging results produced with a tunable, monochromatic,
synchrotron source. In contrast to the dual energy CT sys-
tems (dual source and tube voltage switching), photon-
counting spectral CT eliminates the risk of misregistration
due to motion between the energy images and can achieve
accurate spectral separation between the images without
requiring heavy prefiltration. Many more potential applica-
tions exist and, in principle, it should also allow for scans
with much lower doses of contrast medium.

While spectral imaging with PCXDs is considered very
promising, its practical application has been hampered by
the charge sharing issue. The sharing is due to the finite size
of the charge cloud and the unavoidable diffusion process
occurring during its transport from the conversion point to
the collecting pixel anode [3]. Latest generations of PCXDs
implement solutions to cope with the charge sharing effects,
thus allowing sharp color sensitivity.

This work presents a comparison of K-edge spectral CT
images acquired by the Pixirad-I/Pixie-III detector [4] with
and without the application of a charge recovery solution.
When such a solution for the charge sharing issue is con-
sidered both the spatial accuracy and energy resolution are
preserved. Accurate K-edge subtraction imaging is therefore
feasible.

2 Materials and Methods

2.1 Hardware Setup

A micro-focus Hamamatsu X-ray source (tube voltage: 20–
90 kV, tube current: 0–200 µA, maximum output: 8 W,
X-ray focal spot size: 5 µm) and a CdTe Pixirad-I/Pixie-III
detector (sensitive area: 31.7 � 25.0 mm2 organized as a
512 � 402 pixels on a square matrix at 62 µm pitch) were

used. The detector can be configured with the two modalities
hereafter described.
NONPI. This modality does not consider solutions for the
charge sharing effects. This means that the Pixie-III chip is
actually used as in the previous generations (Pixie-II and
Pixie-I) of the detector.
NPISUM. In Neighbor Pixel Inhibit—Pixel Summing Mode
(NPISUM) the hit event is allocated to the pixel receiving
the highest fraction of the total charge and then the signals of
the 4 neighbor pixels are summed up to correctly evaluate
the total energy of any event involving up to 4 pixels [4].

2.2 Test Object

A simple test object has been prepared where 5 pipettes can
be inserted. Four inserts were used to hold pipettes com-
posed of different dilutions of an iodine-based contrast agent
(Bayern Ultravist® 370 0.5M) and deionized water was used
in the fifth pipette as a reference. The different dilutions with
water are: 0.25M, 0.125M, 0.063M, 0.050M. Iodine was
considered because it is a widely exploited contrast agent
having a K-edge at 33.2 keV.

2.3 Acquisitions

To minimize the total scanning time, a number of 360
tomographic projections were acquired in continuous mode,
i.e. the detector acquires the images while the sample freely
rotates continuously over the rotating stage. A source-to-
sample distance of 170 mm and a source-to-detector distance
of 240 mm were considered, thus a resulting magnification
factor of 1.4 and a nominal isotropic voxel size of 43 µm is
achieved. The tube settings were: voltage = 50 kV, cur-
rent = 160 µA, 1 mm Al filter. The detector settings were:
exposure time of 1 s, 2 color mode, threshold E1 = 27.0 keV,
threshold E2 = 33.2 keV. With these settings the detector
outputs two images in a single shot, denoted as “low” (27.0–
33.2 keV) and “high” (from 33.2 keV).

2.4 Image Processing and Reconstruction

Digital pre-processing of the detector raw data was neces-
sary. A custom outlier removal digital filter has been intro-
duced in the reconstruction pipeline based on the automatic
identification of the outliers (both bright and dark values)
and replacement with the median gray level of the 5 � 5
neighborhood. Prior to flat fielding, a ring removal filtering
has been also applied. Cone beam reconstruction with the
conventional FDK method [5] has been applied. Digital
pixel-by-pixel subtraction of the “low” and “high” datasets,
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i.e. the subtraction of attenuation coefficients, has been
performed.

3 Results and Discussion

Figure 1 reports a raw projection acquired by the detector in
NONPI and NPISUM modes. The noise model of the two
cases seems to be visually different and a few hot/dead pixels
appear in the NPISUM case. This latter aspect is probably
due to limitations of the charge recovery hardware imple-
mentation of Pixie-III in some pixels. These outlier pixels
have to be handled during the reconstruction pre-processing
since they would produce severe streak and ring artifacts in
the reconstructed CT slices. For this reason, the custom
outlier removal filter has been included prior to the actual
reconstruction.

The Signal-to-Noise Ratio (SNR) of the flat-corrected
images evaluated as the ratio of the mean value to the
standard deviation within the highlighted Region-of-Interest
(ROI) reported in Fig. 1 was used to compare the acquired
projections. A SNR = 23.2 was computed for the NPISUM
case while a lower value (SNR = 19.5) was recorded for the
NONPI case.

Figure 2 reports the same reconstructed slice for both the
“low” and “high” datasets in NONPI and NPISUM modes.
Additional artifacts are noticeable in the NPISUM recon-
structed images due to a different noise model and an
imperfect correction of the hot/dead pixels. Figure 2 reports
also the subtraction between the “high” and “low” images
for both the NONPI and NPISUM. It can be visually noticed
a higher Contrast-to-Noise Ratio (CNR) for each concen-
tration of iodine. Even a very low concentration, such as the
0.05 M solution, can still be appreciated.

Fig. 1 A raw projection in
NONPI mode (on the left) and
NPISUM mode (on the right).
The noise model seems visually
different and a few hot/dead
pixels appear in the NPISUM
case

Fig. 2 “Low” (left column),
“high” (middle column) and
K-Edge subtracted (right column)
reconstructed slice for the NONPI
mode (top row) and NPISUM
mode (bottom row)
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To quantitatively confirm the differences, Fig. 3 reports
the line profile along the dashed segments highlighted in
Fig. 2 as well as the values for CNR defined as:

CNRi ¼ li � lbj j
ffiffiffiffiffiffiffiffiffiffiffi

r2i þ r2b
2

q

where µ and r are the average and standard deviation of
gray levels within a selected ROI i and the background
b. Four different ROIs having size 50 � 50 pixels inside
each pipette have been considered. It can be noticed a sig-
nificant increment in CNR (a factor 2) when applying the
NPISUM mode.

4 Conclusion

Practical applications of spectral CT with photon counting
X-ray detectors have been hampered by the charge sharing
issue. Promising results were observed with the
Pixirad-I/Pixie-III detector when taking advantage of its
NPISUM mode. The underlying charge sharing recovery
algorithm sums up the signals of 4 neighbor pixels to cor-
rectly evaluate the total energy. This modality ensures that
both the spatial accuracy and energy resolution are pre-
served, thus allowing accurate K-edge subtraction imaging
with conventional sources. While long exposure times were
considered in the presented application, a faster acquisition
can be expected by exploiting a different X-ray tube.
Experiments are going on with an X-ray source having

larger focal spot (around 30 µm) and a maximum beam
current of 1.0 mA. If considering also a short scan scheme
(i.e. an acquisition over 180° plus twice the cone angle) as
well as iterative reconstruction algorithms capable to better
perform when dealing with a reduced number of projections,
it should be feasible to propose a fast acquisition protocol
compatible with in vivo imaging of small animals.
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Diffusion and Perfusion MR Parameters
in Locally Advanced Rectal Cancer
Management: An Explorative Study

Roberta Fusco, Mario Sansone, Alessandro Pepino,
and Antonella Petrillo

Abstract
Background: Diffusion Weighted (DW) and Dynamic
Contrast Enhanced (DCE) MRI have been used in therapy
assessment of several tumors. Purpose: The aim of this
paper is to explore the possibility to apply DW- and
DCE-MRI in Locally Advanced Rectal Cancer (LARC)
to predict complete pathological response (CPR) to
short-course radio-therapy (SCRT). Methods: 34 patients
with LARC underwent DCE and DW-MRI before and
after SCRT. Afterwards, patients were surgically treated.
Pathological responses were registered. Tumor Regres-
sion Grade (TRG) on a scale from 1 to 5 on the surgical
sample was used to classify the response. Two groups
(CPR = 1 complete pathological response and CPR = 0
partial response) were identified. The discriminative
power of several features from DW and DCE MRI has
been investigated. Specifically, diffusion features from the
intra-voxel incoherent motion (IVIM) model have been
computed by means of Siemens MR Body Diffusion
ToolBox; in addition, diffusion kurtosis parameters have
been estimated. As regards DCE features, we used the
Standard Index of Shape (SIS) which our group has
proposed in previous works. DW features and SIS have
been evaluated on a statistical basis (Wilcoxon-
Mann-Withney test for two independent samples, Area
Under Curve of Receiver Operating Characteristics).
Results: All diffusion features showed a significant
variation after therapy; however, this difference was not
significant to predict complete response. SIS was the only
feature to show statistical significant difference between

the two groups. ROC and tree-based analysis revealed an
optimal cut-off of 78:26 with specificity and sensitivity of
0:93 and 0:86 respectively.

Keywords
DCE-MRI � DW-MRI � LARC

1 Introduction

Rectal cancer is one of the most spread cancers among men
[1]. Commonly used therapy involves radio-chemo therapy
(CRT) followed by total mesorectal excision (TME) [2]. It
has been observed that short course radiotherapy (SCRT)
can have similar effects compared to conventional
chemo-radio-therapy (CRT) [3].

In order to tailor the therapy to each specific patient is
important to have non-invasive instruments for assessing the
therapy response. In particular it is important to distinguish
between complete response, which might lead to a conser-
vative wait and see surgical approach, and partial response.
MRI has been widely used in this field: specifically, diffu-
sion weighted (DW-MRI) and dynamic contrast enhanced
(DCE-MRI) have gained an increasing success [1, 4]. In fact,
these two methods can provide useful ‘functional’ infor-
mation not available with other methods.

In particular, DW-MRI gives information about the water
diffusion (brownian motion). DW-MRI can be analyzed
using a well known bi-exponential model known in literature
as intra-voxel incoherent motion (IVIM) [5]. Model fitting
provides an estimates of a few important tissue parameters.
Another emerging model is the diffusion kurtosis which
provides a measure of the non-gaussianity of the water
diffusion [6].

As regards DCE-MRI, several methods have been pro-
posed for analyzing time-intensity course of injected contrast
agent: they can be subdivided into model-based [7] and
model-free [8]. Our group has previously proposed a

R. Fusco � A. Petrillo
Diagnostic Imaging Division, National Cancer Institute of Naples
“Pascale Foundation”, via Mariano Semmola,
80100 Naples, Italy

M. Sansone (&) � A. Pepino
Department of Electrical Engineering and Information
Technologies (DIETI), University of Naples “Federico II”,
via Claudio 21, 80131 Naples, Italy
e-mail: msansone@unina.it

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/1, https://doi.org/10.1007/978-981-10-9035-6_23

129

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_23&amp;domain=pdf


model-free based method for rectal cancer therapy evalua-
tion which has been called standard index of shape (SIS) [9].

The aim of this study is to evaluate the discriminative
power of IVIM and kurtosis parameters and SIS for the
prediction of complete response to SCRT.

2 Methods

2.1 Patients

Thirty-four consecutive patients (age: 48–83, 26 male 8
female) at our institution have been included in the study.
They all had a diagnosis of Locally Advanced Rectal Cancer
(LARC). They underwent short-course radiotherapy before
surgical resection: details in therapy can be found in [1].
Each patient underwent MR studies before and after SCR:
baseline, on average 23.8 days before starting radiotherapy
and delayed, on average 61.0 days after the end of SCR.

2.2 Specimens Evaluation

Hystopathological analysis has been performed using the
Mandard system by an expert pathologist blinded to the
results of MRI. Tumor Regression Grade has been assessed
per each specimen. A score of TRG = 1 meant complete
pathological response (CPR) i.e. absence of tumoral cells.
TRG from 2 to 4 meant an increasing number of tumoral
cells with respect to fibrotic tissue; TRG = 5 meant no
therapy effect. More details on the scoring system can be
found in [1].

2.3 Imaging

All examinations were performed at our institution using a
Magnetom Symphony scanner 1.5T (Siemens Medical
Systems, Erlangen, Germany).

2.3.1 Diffusion weighted MRI
DW-MRI imaging has been performed using the following
DW-EPI sequence parameters: TR/TE = 2700/83 ms/ms,
FOV = 136 � 160 mm � mm, matrix size = 230 � 272,
ST = 4 mm (TR repetition time, TE echo time, FOV field of
view, ST slice thickness). b-values were the following 0, 50,
100, 150, 300, 600, 800 s/mm2. Gradient directions were all
three axis, direct trace imaging; voxel size was 1.7 � 1.7 �
4~mm3.

2.3.2 Dynamic Contrast Enhanced MRI
DCE-MRI imaging has been performed using the following
FLASH 3D sequence parameters: TR/TE/FA = 9.8/4.76/25

ms/ms/deg, FOV = 330 � 247 mm�mm, ST = 3 mm.
Temporal resolution was 35 s between two consecutive
images. Voxel size 0.64 � 0.48 � 3 mm3.

2.4 Feature Extraction

Regions of interest (ROIs) were manually drawn appropri-
ately by an expert radiologist. While IVIM analysis has been
performed both before and after short-course radiotherapy,
SIS has been evaluated only at the second MR examination
because it involves a comparison of before—after therapy.

2.4.1 IVIM Parameters
Intravoxel incoherent motion parameters have been com-
puted using the Siemens software MR Body Diffusion
Toolbox. The IVIM model corresponds to the following
bi-exponential equation [5]:

SðbÞ ¼ Sð0Þ � expð�bDÞ ð1� f Þþ f expð�bD�Þ½ � ð1Þ
and the parameters have the following meanings: SðbÞ is the
MR signal when a specific gradients b-value is used, f is the
perfusion fraction (corresponding to the fraction of capillary
vessels in the voxel), D is the diffusion coefficient (mm/s2)
(Brownian motion coefficient), D� is the pseudo-diffusion
coefficient (mm/s2) (due to the motion of water in capillary
vessels).

The Siemens software allowed ROI drawing and output
ROI-averaged parameters.

2.4.2 Diffusion kurtosis Parameters
Under appropriate assumptions, DW signal can be modeled
as [6]:

SðbÞ ¼ Sð0Þ � exp �bDþ 1
6
b2D2K

� �
ð2Þ

in which D is again the apparent diffusion coefficient and K
is the kurtosis. Diffusion Kurtosis parameters have been
computed using the Siemens software MR Body Diffusion
Toolbox.

2.4.3 Standard Index of Shape
This model-free DCE parameter has been developed by our
group in previous studies [1, 9–11]. The software for SIS
computation has been developed at our institution (see
Fig. 1); it is an Osirix plugin available upon request. SIS
analysis involves the use of both before and after therapy
MR exams. ROIs have been drawn manually by an expert
radiologist. The software outputs ROI-averaged DCE-MRI
semi-quantitative parameters and the SIS parameters which
is a synthesis of the comparison between before/after therapy
DCE-MRI.
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2.5 Statistical Analysis

We performed mono- and multi-parametric analysis on each
single DW feature for discriminating the two patient groups
(CPR = 1 complete pathological response and CPR = 0
incomplete pathological response).

All tests have been considered significant for p\ 0:05.
All statistical analysis have been performed in R [12].

2.5.1 Mono-parameter Analysis
First, the Wilcoxon-Mann-Withney test for two independent
unmatched samples has been applied to each feature
extracted from the before-therapy MR session. This has been
done, in order to see if CPR could be predicted by some
before-therapy feature. In this case we used only
IVIM + kurtosis based features.

Second, we considered both before and after therapy
features. Relative differences between before and after
therapy MR have been evaluated using the following
formula:

Xpost � Xpre

Xpre
ð3Þ

where Xpre is a generic feature evaluated before therapy
while Xpost is the same feature evaluated after therapy. In this
case the Wilcoxon-signed-rank (paired data) test has been
applied to relative differences.

ROC analysis was also made for the calculation of the
best cut-off.

2.5.2 Multi-parametric Analysis
Further, classification and regression trees (CART) have
been applied to all features [13]. Both the before-only and
before-after features were analysed. CART is a particular
type of non-linear classifier whose main advantage is that
provides binary rules that are human interpretable.

3 Results

The result of the Wilcoxon-Mann-Withney test suggested
that the groups CPR = 0 and CPR = 1 were not significantly
different for all the IVIM + kurtosis features calculated on
the pre-SCRT alone except the average and the standard
deviation of D�. ROC analysis of these two features pro-
vided AUC 0.71 and 0.77, specificity and sensitivity 0.89,
0.57 and 0.51, 1.00 respectively.

Moreover, none of the relative differences pre-post of all
IVIM + kurtosis features resulted significant at the Wil-
coxon signed-rank test.

However, the SIS resulted in a significant difference
between CPR = 0 and CPR = 1. In Fig. 2a the results of
ROC analysis for SIS have been reported. The area under
curve (AUC) was 0:89 while the best cut-off (Youden index)
was 78:26 while specificity and sensitivity were 0:93 and
0:86 respectively. A further analysis based on CART pro-
vided results (see Fig. 2b) in line with the previous analysis
and also the cut-off were coincident.

4 Discussion

The aim of this study was to explore the possibility to pre-
dict, using DW- and DCE-MRI parameters, the Complete
Pathologic Response of LARC patients to short-course
radiotherapy.

Although all patients showed a modification in diffusion
related parameters (IVIM + kurtosis) after therapy, the
variation was not significant (with the exception of two
features average and standard deviation of D� with a low
accuracy measured by ROC AUC) for distinguishing
between CPR = 0 and CPR = 1.

In contrast, our previously proposed index, Standard
index of Shape (SIS), showed a better behaviour: it was

Fig. 1 SIS Osirix plugin
developed at our institution
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significantly different between CPR 0 and 1. Both conven-
tional statistical analysis (Wilcoxon test) and tree based
classification (CART) agreed upon the superiority of SIS.

One limit of this study is the set of b-values used for the
diffusion kurtosis modelling: it should be pointed out that
kurtosis imaging might require higher b-values; however, as
this is an explorative study we attempted the kurtosis mod-
elling aware of the possible limitations. In addition, although
SIS has proven to be a relevant variable for complete
response detection its interpretation is not completely clear,
which will be the aim of future studies.

Acknowledgements This work has been partially funded by the
project n. BioMatMRI—000010–ALTRI-2017-M-SANSONE_001_
001 at the Department of Electrical Engineering and Information
Technologies (DIETI) of the University “Federico II”, Naples Italy.

Conflict of Interest
The authors declare that they have no conflict of interest.

References

1. A. Petrillo, R. Fusco, V. Granata, S. V. Setola, M. Sansone, D.
Rega, P. Delrio, F. Bianco, G. M. Romano, F. Tatangelo, A.
Avallone, and B. Pecori, Mr imaging perfusion and diffusion
analysis to assess preoperative short course radiotherapy response
in locally advanced rectal cancer: Standardized index of shape by
dce-mri and intravoxel incoherent motion-derived parameters by
dw-mri. Med Oncol, vol. 34, p. 198, Nov 2017.

2. G. Tong, G. Zhang, J. Liu, Z. Zheng, Y. Chen, and E. Cui, A
meta-analysis of short-term outcome of laparoscopic surgery
versus conventional open surgery on colorectal carcinoma.
Medicine (Baltimore), vol. 96, p. e8957, Dec 2017.

3. B. Ma, Q. Xu, Y. Song, P. Gao, and Z. Wang, Current issues of
preoperative radio(chemo)therapy and its future evolution in
locally advanced rectal cancer. Future Oncol, vol. 13, pp. 2489–
2501, Nov 2017.

4. R. Fusco, M. Petrillo, V. Granata, S. Filice, M. Sansone, O.
Catalano, and A. Petrillo, Magnetic resonance imaging evaluation
in neoadjuvant therapy of locally advanced rectal cancer: A
systematic review. Radiol Oncol, vol. 51, pp. 252–262, Sep 2017.

5. D. Le Bihan, E. Breton, D. Lallemand, P. Grenier, E. Cabanis, and
M. Laval-Jeantet, Mr imaging of intravoxel incoherent motions:
application to diffusion and perfusion in neurologic disorders.
Radiology, vol. 161, pp. 401–7, Nov 1986.

6. D. H. J. Poot, A. J. den Dekker, E. Achten, M. Verhoye, and
J. Sijbers, Optimal experimental design for diffusion kurtosis
imaging. IEEE Trans Med Imaging, vol. 29, pp. 819–29, Mar
2010.

7. S. P. Sourbron and D. L. Buckley, Classic models for dynamic
contrast-enhanced mri. NMR Biomed, vol. 26, pp. 1004–27, Aug
2013.

8. A. Fabijańska, A novel approach for quantification of
time-intensity curves in a dce-mri image series with an application
to prostate cancer. Comput Biol Med, vol. 73, pp. 119–30, 06
2016.

9. A. Petrillo, R. Fusco, M. Petrillo, V. Granata, M. Sansone, A.
Avallone, P. Delrio, B. Pecori, F. Tatangelo, and G. Ciliberto,
Standardized index of shape (sis): a quantitative dce-mri parameter
to discriminate responders by non-responders after neoadjuvant
therapy in larc. Eur Radiol, vol. 25, pp. 1935–45, Jul 2015.

10. A. Petrillo, R. Fusco, M. Petrillo, V. Granata, P. Delrio, F. Bianco,
B. Pecori, G. Botti, F. Tatangelo, C. Caracò, L. Aloj, A. Avallone,
and S. Lastoria, Standardized index of shape (dce-mri) and
standardized uptake value (pet/ct): Two quantitative approaches to
discriminate chemo-radiotherapy locally advanced rectal cancer
responders under a functional profile. Oncotarget, vol. 8,
pp. 8143–8153, Jan 2017.

11. M. Petrillo, R. Fusco, O. Catalano, M. Sansone, A. Avallone,
P. Delrio, B. Pecori, F. Tatangelo, and A. Petrillo, Mri for
assessing response to neoadjuvant therapy in locally advanced
rectal cancer using dce-mr and dw-mr data sets: A preliminary
report. Biomed Res Int, vol. 2015, p. 514740, 2015.

Specificity

S
en

si
tiv

ity

1.0 0.8 0.6 0.4 0.2 0.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

(a) ROC of SIS

a....SIS.change.. >= 78

PR
0.79
100%

CPR
0.25
24%

PR
0.96
76%

yes no

(b) Tree results

Fig. 2 Receiver Operating
Characteristic of the SIS
parameter alone (a). Tree analysis
reveals that SIS is indeed the most
important feature in separating
complete pathological response
(CPR) from pathological response
(PR) (b): each node of the tree
reports the class contained in that
node, the probability assigned to
that class, the percentage of
subjects in the node

132 R. Fusco et al.



12. R Development Core Team, R: A Language and Environment for
Statistical Computing. R Foundation for Statistical Computing,
Vienna, Austria, 2008. ISBN 3-900051-07-0.

13. W.-Y. Loh, Classification and regression trees. Wiley Interdisci-
plinary Reviews: Data Mining and Knowledge Discovery, vol. 1,
no. 1, pp. 14–23, 2011.

Diffusion and Perfusion MR Parameters … 133



Mammographic Density Estimation Through
Permutation Entropy

Adriana Antonelli, Gustavo Meschino, and Virginia Ballarin

Abstract
The American College of Radiology, through its com-
mittee on BI-RADS (Breast Imaging Study Data and
Reporting System), has concluded that breast density is
more clinically important as an indicator of concealment
of possible breast lesions than as a quantifier of cancer
risk, due to the lack of robust descriptors for detecting
diverse types of density. In this work, new descriptors for
mammographic density estimation based on the Permu-
tation Entropy (PE) algorithm are developed and
assessed. PE is a measure of complexity initially proposed
for chaotic time series, particularly in the presence of
dynamic and observational noise. We propose different
novel algorithms to adapt the concept of PE from time
series to images, to characterize the level of roughness.
Once the characteristic vector for each mammogram was
obtained, we trained a multilayer feedforward neural
network as a classifier, to evaluate the potentiality of the
set of descriptors as mammographic density characteriz-
ers, in accordance with the BI-RADS nomenclature. The
results show that these descriptors have remarkable
success rates in the classification of densities and
especially they generalize with good coincidence per-
centages for cases of extreme densities. The categoriza-
tion of extremely dense breasts is of special interest
because of their clinical importance to assign more
intensive monitoring or more complex studies to the
patients who present it.

Keywords
Mammographic density � Permutation entropy
Medical image processing

1 Introduction

Of all known cancers, breast cancer represents the first cause
of cancer death in Argentinian women. In a global com-
parison, Argentina is one of the countries with the highest
incidence and mortality rates for malignant breast tumors
[1, 2].

Breast cancer is difficult to prevent and has multiple risk
factors: age, overweight, sedentary lifestyle, family history,
breast density, exposure to hormonal treatments. The mod-
ification of these factors may take several decades to become
evident. Efforts to achieve disease control should focus on
the early detection and implementation of treatments [3].

The mammary density is the proportion of fibroglandular
tissue in relation to the amount of adipose tissue in the
composition of a breast. Many studies indicate that it is an
important indicator of the development of a breast cancer [3–
5]. This predictor has the advantage of being detected on
mammograms. It is used for monitoring and more complex
interventions, such as ultrasound or magnetic resonance
imaging, could be required in patients with high density. The
problem in mammographic density is not only the increased
risk of breast cancer, but also a marked decrease in the
sensitivity of mammography versus detection by simple
inspection of nodules. Women with dense tissue in 75% or
more have a risk of breast cancer higher than the risk among
women with little or no dense tissue [6]. The sensitivity of
mammograms decreases linearly according to the increase in
density [7].

There are different methods to measure the degree of
breast density. The most used is the BI-RADS classification
[8], where the density has 4 levels. These levels are sub-
jectively indicated by an expert, by visual inspection of the

A. Antonelli (&) � G. Meschino � V. Ballarin
Institute of Scientific and Technological Research in Electronics,
Mar del Plata, Argentina
e-mail: adriana_antonelli@hotmail.com

G. Meschino
e-mail: gmeschin@fi.mdp.edu.ar

V. Ballarin
e-mail: vballari@fi.mdp.edu.ar

G. Meschino � V. Ballarin
Department of Electronics and Computer Engineering, University
of Mar del Plata, Mar del Plata, Argentina

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/1, https://doi.org/10.1007/978-981-10-9035-6_24

135

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_24&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_24&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_24&amp;domain=pdf


mammogram. However, several studies indicate that the
density indicated by experts does not match with the
obtained by some well-known automatic measurement sys-
tems [9].

In this work, we propose texture indicators as density
quantifiers to quantify fibroglandular tissue in mammo-
grams. Different techniques are studied to obtain a new
descriptor in mammography densities, called Permutation
Entropy. Usually, it is used as a temporal indicator to
determine the level of disorder in a series of data. However,
there are works that seek to adapt the algorithm for com-
puting this descriptor in digital images [10–12], with the
objective of quantifying the level of roughness in the texture
of the processed image.

Some advantages of our method are simplicity, extremely
fast computation, robustness, and invariance respect to
nonlinear monotonous transformations [13].

2 Materials and Methods

2.1 BI-RADS Classification and Breast Density

The atlas of the Breast Imaging Reporting and Data System
(BI-RADS®) was proposed by the American College of
Radiology (ACR) as a standardized method for reporting
imaging studies of the breast, specifically in mammograms,
ultrasound images and magnetic resonances. Writing of a
mammography report is done according to the lexicon
defined in BI-RADS. Each characteristic present in mam-
mograms must be described in the report according the
BI-RADS reporting system. This work only uses the char-
acteristic about breast tissue, described in Table 1.

This terminology does not refer to isolated mammo-
graphic findings, but to the degree of radiographic attenua-
tion presented for the mammary tissue. The obscured areas
of mammography belong to the adipose tissue, while the
fibroglandular tissue is observed as whitish plaques.

The mammographic sensitivity to detect non-calcified
lesions decreases as the density category increases. In Fig. 1
are examples of classification according to the terminology
described in Table 1.

In the previous BI-RADS editions, the assignment of the
breast composition was based in numerical categories
according the percentage of fibroglandular tissue in the

breast composition: Density 1 (<25% fibroglandular tissue),
Density 2 (25–50%), Density 3 (50–75%) and Density 4
(>75%). In the fifth and, to date, last edition of BI-RADS,
the use of percentages is discouraged, because in individual
cases it is more important to take into account the chance
that a mass can be obscured by fibroglandular tissue than the
percentage of breast density as an indicator for breast cancer
risk. Then, breast density is clinically more important as an
indicator of concealment of possible breast lesions than
classifying patients in two generals groups: patients who
require further monitoring and more complex studies and
patients who do not require those. In this way, the assign-
ment of the breast composition is changed into a, b, c and
d-categories and depends on the degree of concealment that
the radiologist considers.

In this sense, BI-RADS indicates that radiologists should
continue using the numerical density categories in mam-
mography reports as they have always done, but more
publications with robust data about breast density depending
on the volume of the breast are expected [8].

2.2 Permutation Entropy (PE) for Temporal
Series and Images

PE is a complexity measures developed for time series. The
definition directly applies to arbitrary real-world data and is
particularly useful in the presence of dynamical or obser-
vational noise. It is a powerful tool for time series analysis,
since it allows to describe the probability distributions of the
possible state of a system, and therefore the information it
encodes. Research related to the so called complex systems
are widely spread [14].

PE is based on comparison of neighboring values. Con-
sider a time series x tð Þ; t ¼ 1; . . .; T , with p of order n are the
permutations of order n which are considered here as pos-
sible order types of n different numbers, it is processed with
delay s to complete series of data, then, x tð Þ is takes with a
vector of dimensions n and delay s. This vector is called
embedding vector. PE are calculated for different embedding
dimension and delays, but the original work developed by
Bandt and Pompe [13] recommends for practical purposes
n ¼ 3; . . .; 7 and s ¼ 1. Each of this embedding vector rep-
resent a pattern of order. n! possible patterns orders can exist.
For a sufficiently large sequence in compare with n!, it is

Table 1 Terminology to describe breast tissue in the BI-RADS reporting system [8]

Incumbency Characteristic Terminology

Breast tissue Breast composition A. Breasts are almost entirely fatty
B. Scattered areas of fibroglandular density
C. Breasts are heterogeneously dense, which may obscure small masses
D. Breasts are extremely dense, which lowers the sensitivity of mammography
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possible to calculate the frequencies of occurrence of any
pattern of order. These occurrences are stored in a histogram,
called permutation histogram, whose associated Shannon
Entropy determines PE of x tð Þ.

There are many variants of this algorithm in the field of
temporal signal processing.

The concept of PE for time series naturally matches with
one of several interpretations of texture image: array of
pixels whose relationship is the spatial variation of its gray
intensities [15].

2.3 Image Database

168 mammograms from different patients were obtained
from the Digital Database for Screening Mammography
(DDSM) database) [16]. The original images were acquired
by different scanners (DBA M2100 ImageClear, Howtek
960, Lumisys 200, Laser and Howtek MultiRad850) with
different spatial resolution levels (frequency sampling of 42,
43.5 and 50 lm), considering gray levels of 12 or 16 bits.
All mammograms have their relevant report, describing the
breast tissue according to a specialist using the numerical
BI-RADS reporting system (Density1 to Density4).

The images obtained from the database correspond to 40
mammograms with Density1, 40 with Density2, 44 with
Density3 and 44 with Density4.

To appreciate the robustness and simplicity of the
descriptors, we do not apply any preprocessing on the
images.

The region of interest of each mammography (glandular
tissue) was selected to apply the algorithms. Rectangular
images with varied sizes were obtained. The size resulted for
each rectangular image was approximately 70 � 100 pixels.
Figure 2 shows examples for each type of mammographic
density processed by the algorithms.

2.4 Proposed Descriptors

We developed 15 algorithms to obtain roughness descriptors
of gray images. We propose two ways to processes the
image pixels: the first one consider that the image is a uni-
dimensional series of pixels, transforming the matrix of
pixels in a vector; the second way process the image without
losing space information about the relative position of pixels
in the matrix, then process the pixel and its 2D close envi-
ronment. The algorithms developed are explain in Table 2.

Fig. 1 Mammographic density
categorization according
BI-RADS reporting system in 4
categories: a, b, c and d. Images
obtained from the 5th edition of
the BI-RADS Atlas [8]
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A preliminary analysis of the application is required to
determine the algorithms to be used. Those algorithms that
could separate different roughness were selected.

The hypothesis was: it is expected to get comparable
results of entropy for extreme densities (Density1 and
Density4), because both have similar gray values for close
pixels, leading to low entropies values. The same for Den-
sity2 and Density3, but, in this case, big variation between
close pixels are observed, then higher entropies values will
be obtained.

The 15 algorithms were used on all 168 mammograms.
Input parameters were initially heuristically defined: delay
s ¼ 1 and embedding 3� n� 7. In the practice, certain
algorithms show better results to n � 7, where increase the
dynamic range of results. In consequence, we increase the
embedding range to 3� n� 10.

Based on the results, we selected 11 descriptors. Certain
algorithms cannot discriminate the roughness present in the

different kind of densities; therefore, they were not used for
obtaining descriptors. The selection criterion was to take the
parameter n when the dynamical range was the biggest.

2.5 Density Classifier

The descriptor vector (11 elements) of each mammography
was used to train a multilayer artificial neuronal network as a
density classifier. In this instance, we considered this clas-
sification technique, but other could have been used. All the
implementation was made in MATLAB in this prototype
study.

A network with 11 inputs and 4 outputs (density cate-
gories) was proposed. Weights were adjusted during training
by backpropagation.

The training was stopped considering the generalization
capacity of the network, according to validation data. The

Fig. 2 Glandular tissue of 4 kind of mammographic densities

Table 2 Algorithms developed

Name Description

Permutation Entropy
(PE)

The pixels of images are disposed as a vector. The algorithm described in Sect. 2.2 is applied

Weighted PE (WPE) The same algorithm to PE but assigning weights for each extracted embedding vector when computing the relative
frequencies associated with every pattern of order

PE with threshold
(UPE)

The same procedure as PE and WPE, but one pixel is different to its neighbor if the distance between them exceeds
a certain threshold value. We obtain two algorithms called UPE and UPEw

PE of binarized image
(PET)

Clustering the matrix of pixels in n different classes. Then, each pixel is replaced to a class which depends on the
range of gray levels that the pixel belongs. The PE algorithm process this thresholded image to obtain a new
algorithm called PET

PE of filtered image Three different low pass space filters are applied in the original image. The PE algorithm is implemented on each of
these filtered images to obtain 3 new algorithms

PE of averages values
(APE)

The image is divided in square submatrix of embedding size, the average submatrix value is calculated and stored in
a new matrix location consistence with its previously place occupied for submatrix in the original image. The WPE
is calculated with this new matrix, obtaining a new algorithm called APEw

PE of matrix entropies
(MPE)

Each pixel is replaced to PE, WPE or UPE value of its close environment. Then, we obtain three new matrices
which store entropies values. On each matrix is apply PE and WPE algorithms to obtain 6 news algorithms called
MPE, MWPE, MUPE, MPEw, MWPEw and MUPEw respectively
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average training time was 2 s. A set with data test is kept for
monitoring the training steps. The percentages assigned to
each data subset were: 70% training (118 images), 15%
validation (25 images), and 15% testing (25 images). The
selection was random.

The number of neurons in the hidden layer was deter-
mined considering 2–10 neurons.

The follow steps were necessary to determinate the neu-
rons number:

• Less than 4 neurons, class Density1 can be discriminated
from Density4, and both can be discriminate of the rest,
but classes Density2 and Density3 cannot be individually
recognized.

• Between 4 and 7 neurons, Density2 and Density3 started
to be recognized, but with low percentage of success
(less of 60%).

• 8 neurons in the hidden layer was the number selected,
because percentages greater than 80% success was
robustly obtained.

Hold-out cross validation was carried out to estimate the
error, considering 100 training cycles with random selection
of test data.

3 Results and Discussion

Figure 3 shows the entropies values obtained with MUPE
algorithm in 23 different mammograms. The maximal
dynamic range is for n ¼ 7, then the descriptor chosen for
this algorithm is MUPE(7).

In this figure, the entropies of mammographic densities
with Density1 and Density4 (red and black) show lower

values than categories 2 and 3 (blue and yellow) for all
embedding values. Following this example, it is possible to
select the descriptor of each algorithm. Table 3 shows the 11
descriptors selected form 15 algorithms assessed.

Table 4 shows the confusion matrix resulting from
training. Density3 classification was the least efficient and
scattered errors in all the remaining classes. A success of
78.57% is obtained for class Density2, but in this case the
network only confuses with Density3, as expected. Then, the
greatest number of errors are observed in the densities
Density2 and Density3. These results were expected due to
the similarity of the entropy of mammograms with these
densities. However, the training resulted in a greater number
of successes for classes Density1 and Density4, accordingly
to the extreme densities.

The most important indicator of the performance of the
network is the generalization ability to classify new data.
Table 5 shows the confusion matrix of the test data.

The subset Density1-Density4 or Density2-Density3 are
quantified with similar entropy values, due to the nature of
their roughness. Then, images labeled as Density3 are
classified as Density2 in 60% of cases. The network obtained
is not a good generalizer to discriminate between mammo-
grams Density2-Density3 but is more effective in classifying
and generalizing extreme densities.

Through the cross validation a test error of 24.42% was
obtained. Although improvements were seen in the qualifi-
cation, the tests were prevailed for classes Density2 and
Density3. The persistence of this error is attributed to several
factors, one of which is the considerable intra- and
inter-observer variability between two adjacent categories
that are presented in the mammographic images studied. On
the other hand, a very small difference is observed between
the denser breast of the lower density and the less dense

Fig. 3 Results of algorithm
MUPE for 23 random
mammograms from the database.
Red: Density1, Blue: Density2,
Yellow: Density3, Black:
Density4
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breast of the higher density. These factors limit the clinical
relevance of the classification of the breast density of each
woman, evidencing the need of more robust indicators.

Mammograms categorized as Density1, which was clas-
sified by the neural network as a case of Density4, the error is
attributed to the sensitivity of the entropy descriptors used.
Entropy values are due to the homogeneous distribution
between the shades of gray that make up the glandular tissue.

A single classifier was tested, but the study should be
continued considering other techniques and eventually in
combination with descriptors from other paradigms.

4 Conclusion

New descriptors based on the PE algorithm were developed
and tested for the mammary density characterization
obtained from mammography.

The results obtained are consistent with those expected
due to the characteristics of the algorithms implemented and
the information obtained by the data base. Highest density
images are those that requires particular care due to the
masking of possible injuries. In this sense, the proposed

Table 3 Descriptors selected to represent mammographic density in a mammography

Algorithm Optimal descriptor

Permutation entropy PE(7)

Weighted PE (WPE) WPE(7)

PE with threshold (UPE) UPE(7)

WPE with threshold (UPE) UPEw(7)

PE of thresholdized image (PET) PET(7)

PE of filtered image –

PE of averages values (APE) –

PE of matrix entropies (MPE) MPE(10); MWPE(9); MUPE(7); MPEw(10); MWPEw(8); MUPEw(7)

Table 4 Training data confusion matrix

MAMMOGRAPHY… Classified as Density1 Classified as Density2 Classified as Density3 Classified as Density4

Labelled as Density1 26
89.65%

0
0.00%

1
2.86%

1
3.85%

Labelled as Density2 1
3.45%

22
78.57%

6
17.14%

0
0.00%

Labelled as Density3 0
0.00%

6
21.43%

27
77.14%

0
0.00%

Labelled as Density4 2
6.90%

0
0.00%

1
2.86%

25
96.15%

Table 5 Test data confusion Matrix

MAMMOGRAPHY… Classified as Density1 Classified as Density2 Classified as Density3 Classified as Density4

Labelled as Density1 7
87.50%

0
0.00%

0
0.00%

0
0.00%

Labelled as Density2 0
0.00%

3
100%

3
60.00%

0
0.00%

Labelled as Density3 0
0.00%

0
0.00%

2
40.00%

1
11.11%

Labelled as Density4 1
12.50%

0
0.00%

0
0.00%

8
88.89%
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method provides the highest percentages of quality in the
classification, estimated by cross-validation (96.15%).

Faced with the need for more robust descriptors to relate
the mammary density as an indicator of risk of breast cancer,
and because of the absence of a robust descriptor to cate-
gorize mammographic density according to BI-RADS
mammographic reporting system, EP-based descriptors
could be a viable alternative for the detection of different
densities in mammograms.

We conclude that descriptors presented are of interest for
quantification of mammary tissue density by mammography.
They are calculated based on the epidemiological primary
control examination, and for their potential, as well as other
potential descriptors, but also as possible individual
descriptors by analyzing their ability to discriminate through
other techniques, that were not studied in this work and that
are matter of immediate future work.

Conflicts of Interest The authors declare that they have no conflict of
interest.
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Multiregional Radiomics Phenotypes at MR
Imaging Predict MGMT Promoter
Methylation in Glioblastoma

Zhi-Cheng Li, Yinsheng Chen, Qiuchang Sun, Qihua Li, Lei Liu,
Ronghui Luo, Hongmin Bai, and Chaofeng Liang

Abstract
This study aimed to build a reliable radiomics model from
magnetic resonance imaging (MRI) for pretreatment
prediction of MGMT methylation status in Glioblastoma.
High-throughput radiomics features were automatically
extracted from multiparametric MRI, including location
features, geometry features, intensity features and texture
features. A machine learning method was used to select a
minimal set of all-relevant features. Based on these
selected features, a radiomics model were built by using a
random forest classifier for MGMT methylation predic-
tion from a primary cohort (133 patients) and tested on an
independent validation cohort (60 patients). Predictive
models combing radiomics features and clinical factors
were built and evaluated. The radiomics model with 6
all-relevant features allowed pretreatment prediction of
MGMT methylation (AUC = 0.88, accuracy = 80%).
Combing clinical factors with radiomics features did not
benefit the prediction performance. The proposed radio-
mics model could provide a tool to guide preoperative
patient care and made a step forward radiomics-based
precision medicine for GBM patients.

Keywords
Radiomics � Glioblastoma �MRI �MGMT methylation

1 Introduction

Glioblastoma Multiforme (GBM) is the most common
malignant primary brain tumor in adults. The poor prognosis
(median survival less than 15 months) is mainly due to the
genomic heterogeneity [1]. Among all identified genetic
alterations in GBM, O6-methylguanine-DNA methyltrans-
ferase (MGMT) promotor methylation has been so far the
only one used as a molecular marker in clinical settings.
GBM Patients with methylated MGMT are more sensitive to
temozolomide (TMZ) and radiotherapy, hence have
improved prognosis [2]. Therefor, the detection of MGMT
promotor methylation status is of importance for GBM
patients. Currently, the detection techniques have focused on
genomic approaches, requiring biopsies and invasive surg-
eries to extract small portions of tumor. Although tissue is
accessible in most patients undergoing gross total resection,
tumor heterogeneity poses clear barriers to biopsy-based
method. Medical imaging has great potential to address the
tumor heterogeneity problem and provide a holistic view of
the tumor in a non-invasively and repeated way. Identifica-
tion of possible association between imaging phenotypes and
MGMT methylation status has undoubted clinical benefits.

To explore the correlation between medical image and
underlying genetic characteristics, an emerging technique,
radiomics, has been proposed. Radiomics refers to a process
of converting image into minable data through extracting
high-throughput quantitative imaging features, and analys-
ing these data for predicting genomic patterns and clinical
outcomes [3]. Early evidence has shown the correlation
between MRI features and MGMT methylation in GBM [4].
However, these studies extract only a small number of
simple features, which cannot fully describe the intratumoral
heterogeneity. Recent studies have revealed the multire-
gional and microenvironmental heterogeneity in GBM [5]. It
highlights the value of multiregional image analysis in
spatially distinct habitats, some of which harbor heteroge-
neous tumor populations. To our knowledge, little work has
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been done on a radiomics model linking multiparametric and
multiregional MRI phenotypes with MGMT methylation
status in GBM.

In this work, we propose a MR radiomics model for
pretreatment prediction of MGMT promotor methylation
status in GBM. The aim was to build a reliable multiregional
and multiparametric MRI radiomics model for pretreatment
prediction of MGMT promotor methylation status in GBM.

2 Materials and Methods

2.1 Study Cohort

In this retrospective multicenter study, 193 patients was
recruited. The training cohort of 133 patients comprised 57 from
TCIA and 76 from Guangzhou General Hospital of Guangzhou
Military Command. Another cohort of 60 patients comprising
39 from The 3rd Affiliated Hospital of Sun Yat-Sen University
and 21 from Sun Yat-Sen University Cancer Center were
used for independent validation. The inclusion criteria were:
(1) newly diagnosed GBM and (2) pretreatment MR imaging
including T1-weighted, T1-weighted contrast-enhanced, T2-
weighted, and T2-weighted FLAIR (T1w, T1c, T2w, and
FLAIR) and (3) available MGMT methylation status. Institu-
tional Review Board (IRB) approval for TCIA data was not
required. IRB approvals from the three local institutions were
obtained, and informed patient consent was waived. The clinical
variables included age, sex, and Karnofsky performance score
(KPS).

2.2 Image Preprocessing and Tumor Subregions
Segmentation

Based on T1w, T1c, T2w and FLAIR images, we aimed to
automatically segment the brain into five classes: the
non-tumor region and four tumor subregions including necro-
sis, edema, non-enhancement area, and enhancement area.
Before segmentation, images were preprocessed for standard-
ization across multicenter subjects. First, N4ITK was applied to
the images to correct the bias field distortion. After skull
stripping and isotropic voxel resampling into 1� 1� 1mm3,
rigid registration was performed with the mutual information
similarity metric using T1c as a template. An efficient
landmark-based approach with piecewise intensity mapping
was used for intensity standardization in the same modality
across multicenter subjects [6]. Then, a convolutional neural
network (CNN)-based method was used to automatically
segment the images into five classes [7]. To train the CNN
model, real patient MR data sets from the 2015 brain tumor
segmentation challenge (BRATS 2015) were used.

2.3 Multiregional MRI Radiomics Feature
Extraction

High-throughput imaging features can be extracted based on
the segmented tumor subregions. To characterize the tumor
heterogeneity, we extracted four groups of features, including
(1) location features, (2) geometry features, (3) intensity fea-
tures, and (4) texture features. The features (2–4) were
extracted from four modalities within six extraction subregions,
including necrosis, enhancement area, non-enhancement area,
edema, solid core (the whole tumor except edema) and whole
tumor. The features extracted were summarized in Table 1.

The location features were defined as the locations of the
tumor geographic epicenter according to the Vasari guideline.

Table 1 A summary of the radiomics features

Feature classes Feature names

Location features Regions: frontal, temporal, insular,
parietal, occipital, brainstem, cerebellum;
sides: right, left, bilateral

Intensity features MaxValue, MedianValue, MinValue,
MeanValue, energy, entropy, variance,
kurtosis, root mean square, skewness,
standard deviation, mean absolute
deviation

Texture
features

GLCM Contrast, correlation, difference entropy,
entropy, informational measure of
correlation, sum average, sum entropy,
sum variance, variance, difference
variance, autocorrelation, cluster
prominence, energy, cluster shade,
dissimilarity, inverse difference
normalized, homogeneity, maximum
probability, inverse difference moment
normalized

GLRLM Short run emphasis, long run emphasis,
gray-level non-uniformity, run-length
non-uniformity, low gray-level run
emphasis, high gray-level run emphasis,
short run low gray-level emphasis, short
run high gray-level emphasis, gray-level
variance, long run low gray-level
emphasis, run-length variance, long run
high gray-level emphasis, run percentage

GLSZM Small zone emphasis, large zone
emphasis, gray-level non-uniformity,
zone-size non-uniformity, low gray-level
zone emphasis, high gray-level zone
emphasis, small zone low gray-level
emphasis, small zone high gray-level
emphasis, gray-level variance, large zone
low gray-level emphasis, zone-size
variance, large zone high gray-level
emphasis, zone percentage

NGTDM Coarseness, contrast, busyness,
complexity, strength
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They comprised of 7 locations with different sides of right,
left and bilateral, resulting in 21 location features. The
geometry features described the three-dimensional shape
characteristics of tumor subregions. In total 28 geometry
features were extracted. The intensity features described the
first-order statistical distribution of the tumor subregion
intensities. We extracted 288 intensity features in total. The
texture features described the high-order spatial distributions
of the intensities. 1248 texture features were computed from
all 6 extraction subregions and 4 modalities. Finally, for each
patient 1705 quantitative imaging features were extracted
from multiple tumor regions in multiparametric MR images.

2.4 Feature Selection and Classification Model

Having high-dimensional imaging features, we aimed to
develop a stable multivariate model for predicting MGMT
methylation status. Before model building, a feature selection
was required to improve both the reliability and interpretability.
Here a machine learning-based algorithm, Boruta, was used to
select all-relevant features and generate a classification model
[8]. Boruta was a wrapper algorithm for all-relevant feature
selection, where relevant features were searched in a top-down
way by comparing the importance of the original features with
the importance achieved by artificially added random features.
A random forest algorithm was performed in each iteration to
evaluate the classification and measure the feature importance,
and irrelevant features were eliminated progressively. To obtain
statistically significant results, the algorithm repeatedly calcu-
lated all possible subsets of the features and finally select the
minimal set of the most relevant features for an optimal clas-
sification. The R package Boruta was used to build the model.
Furthermore, a combined model based on radiomics features
and clinical factors (sex, age and KPS) was also built.

2.5 Statistical Analysis

All statistical analysis was done with R software, version
3.4.0 (https://www.r-project.org). The statistical significance
levels were set at 0.05. The predictive models were trained

on the primary cohort and tested on the independent vali-
dation cohorts. The performance was assessed using accu-
racy, sensitivity, specificity, and area under the receiver
operating characteristic (ROC) curve (AUC) (Fig. 1).

3 Results and Discussions

There was no significant difference in patient and tumor
characteristics between the primary and validation cohorts
(P = 0.56–0.85). For both radiomics models, 6 all-relevant
features were selected by the Boruta algorithm. The selected
features included: (1) Skewness from core area in T1w,
(2) Energy from edema in T1w, (3) Contrast calculated by
GCLM matrix from necrosis in FLAIR, (4) Gray-level
Variance calculated by GLSZM matrix from enhanced area
in T1c, (5) Low Gray-level Zone Emphasis calculated by
GLSZM matrix from T2w, and (6) Business calculated by
NGTDM matrix from core area in T2w. Our study was
based on 1705 quantitative features derived from multiple
3D tumor subregions in multiparametric MR images,
allowing for a more comprehensive characterization of the
intratumor heterogeneity. This may offer penitential to
improve the prediction performance.

The radiomics model with 6 relevant features achieved an
AUC of 0.95, an accuracy of 87%, a sensitivity of 0.84 and a
specificity of 0.89 in the primary cohort. The predictive
performance was further confirmed in the validation cohort
with an AUC of 0.88, an accuracy of 80%, a sensitivity of
0.70 and a specificity of 0.86. The ROC curve of the
6-feature radiomics models were shown in Fig. 3. In previ-
ous studies, the AUCs ranged from 0.75 to 0.85 while the
accuracies ranged from 58 to 73.6%. To the best of our
knowledge, our study was the first multicenter study with an
independent validation cohort, and our all-relevant radiomics
model achieved higher accuracy (80%) and AUC (0.88)
compared with previous models. For the combined model,
the same 6 all-relevant features were selected after Boruta
selection. Therefore, the combined model achieved the same
performance as the radiomics model. Our results highlight
the value of radiomics feature rather than clinical factor in
methylation prediction (Fig. 2).

Fig. 1 Segmentation of the
tumor subregions from T1, T1c,
T2 and FLAIR
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4 Conclusions

The presented multiregional and multiparametric MRI
radiomics model has the potential to non-invasively detect
MGMT methylation status in GBM. The model may serve as
a potential imaging biomarker to guide preoperative patient
care and made a step forward radiomics-based precision
medicine for GBM patients.
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Influence of Image Resolution Property
on Aliasing Error of Digital Wiener Spectrum

Yasuyuki Kawaji, Tatsuhiro Gotanda, Tetsunori Shimono,
Nobuyoshi Tanki, Toshizo Katsuda, Rumi Gotanda, Tadao Kuwano,
and Takuya Akagawa

Abstract
The noise properties of a radiography system are
commonly described by its wiener spectrum (WS). The
two-dimensional discrete Fourier transform (2D-DFT)
methods is the most commonly used and accepted
techniques for measuring the digital WS. The 2D-DFT
method has been adopted by the International Elec-
trotechnical Commission (IEC) as a noise-power spec-
trum. However, the digital WS contains the effects of
aliasing error, and this error depends on the presampled
modulation transfer function (MTF) of the digital radio-
graphy (DR) system. The aim of this work was to show
the influence of the aliasing error of the digital WS when
the image resolution property was changed. We examined
the influence of the aliasing error using simulated noise
images. Two types of noise images with same pixel size
and different presampled MTFs were generated by using
ImageJ (National Institutes of Health: NIH). These
images were used to simulate the image resolutions of
an indirect/direct flat panel detector (FPD). The theoret-
ical WS of the simulation noise image can be derived
from a standard deviation r of the Gaussian filter and
added noise. Simulated noise images were analysed using

the 2D-DFT method. The WS values calculated from
those simulation images were compared with the theo-
retical WS values. The WS values in the indirect and
direct FPD increased, compared to the theoretical WS
values. The average relative differences for frequencies up
to the Nyquist frequency were 27.9% and 85.2%,
respectively. The results showed that the degree of the
influence of the aliasing error of the digital WS depends
largely on the presampled MTF of the DR system.
Therefore, we should take into account the impact of the
aliasing error of the digital WS, in the comparison
between DR systems with different presampled MTFs.

Keywords
Digital wiener spectrum � Two-dimensional discrete
fourier transform method � Aliasing error

1 Introduction

Noise analysis is very important for the evaluation of the
performance of digital radiography (DR) systems and for the
optimum selection of the exposure parameters used in the
creation of clinical digital images. The wiener spectrum
(WS) of a DR system is generally used to describe its noise
properties [1–7]. The most commonly used and accepted
techniques for measuring the digital WS is the
two-dimensional discrete Fourier transform (2D-DFT)
methods. The International Electrotechnical Commission
(IEC) has adopted the 2D-DFT method as a noise power
spectrum, which is an important factor for the determination
of detective quantum efficiency (DQE) of DR systems [8].
However, the WS value obtained from these methods,
referred to as “digital WS”, contains the effect of aliasing
error. The aliasing error of the WS can significantly degrade
the DQE [9]. This aliasing error depends on the resolution
property of the DR system. To the best of our knowledge,
there is little research on them.
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We examined the influence of the aliasing error of the WS
using a simulated noise image when the presampled modu-
lation transfer function (MTF) was changed. Two types of
simulated images modelled on the resolution property of
indirect and direct flat panel detectors (FPD) were generated.
The WS of simulated noise images were analysed using the
2D-DFT method. Simulation noise images can be used to
derive the WS theoretically from a standard deviation r of
the Gaussian filter, added noise and pixel size of the image.
The WS values obtained using the 2D-DFT method were
compared with the theoretical WS values.

2 Materials and Methods

We examined the influence of the aliasing error of the WS
using simulated noise images when the resolution property
was changed.

2.1 Image Simulation

The simulated noise images were generated using ImageJ
1.46r (National Institutes of Health, USA). The images were
2 K � 2 K, 16-bit, with 100 lm pixels. All pixel values of
the image were set to 1000. Gaussian noise was added to the
images with a standard deviation of 31.62. Further, a blur-
ring process was performed on these images by using a
Gaussian filter. The blur of each image was controlled by a
standard deviation r of the Gaussian filter. In the version of
image j used in this study, the r is the standard deviation
multiplied by 2.5. Two types of simulated images modelled
on the resolution property of indirect and direct FPD were
generated. The r was set to 0.75 and 0.25 for the indirect
and direct FPD, respectively. The frequency response of
Gaussian filter can be calculated by taking the Fourier
transform of the filter. The spatial frequency response of the
filter G (u) is given by the following Eq.:

GðuÞ ¼ e�ð r
2:5

2�u2Þ ð1Þ
where u is the discrete spatial frequency, r is the standard
deviation of the Gaussian filter. The presampled MTF of
simulated noise images can be calculated from G (u) and
sinc function of pixel size, using the following Eq.:

MTFpresampledðuÞ ¼ GðuÞ � sincðp � d � uÞ ð2Þ
where d is the pixel size. Figure 1 shows presampled MTFs
of each simulated image in this study.

2.2 WS Analysis

The WSs of simulated noise images were analysed using the
2D-DFT method [7]. The WS was calculated from a 1 K
� 1 K pixel region extracted from the center of the flood
image. Regions of interest (ROIs) of size 128 � 128 pixels
were then extracted from the image by using a half over-
lapping pattern. A 2D second-order polynomial was fitted to
each ROI and subtracted. The 2D fast Fourier transform was
applied to each ROI, and the squared modulus was added to
the WS ensemble. Finally, the WS was calculated by
dividing the ensemble by the mean square value of the lin-
earized 1 K � 1 K pixel region. The WS data at discrete
frequencies were obtained by binning all WS data points
within an interval of 0.2 mm−1 around the specified
frequencies.

2.3 Theoretical WS

The simulated noise images have white noise with uniform
noise property at all spatial frequencies, and the standard
deviation is 31.62. The known WS of images are 1.00e−5,
which is the inverse of the signal value per unit area
(0.01 mm2). Theoretical WS can be calculated from the
known WS and the presampled MTF using the following
Eq. [10]:

WSthoreticalðuÞ ¼ 1:00e�5 �MTFpresampledðuÞ2 ð3Þ
where u is the discrete spatial frequency. The WS values
obtained using the 2D-DFT method were compared with the
theoretical WS values.

Fig. 1 Presampled MTF of simulated noise images with the resolution
property of indirect and direct FPD in this study
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3 Results

Figure 2 shows the comparison of WS values obtained from
the 2D-DFT method and theoretical WS values. The WS
values in the indirect and direct FPD increased, compared to
the theoretical WS values. The WS values in the indirect
FPD increased compared to the theoretical WS at 4
cycles/mm. In the direct FPD, The WS increased at 2.5
cycles/mm.

Figure 3 shows the relative differences from theoretical
WS. The maximum relative differences of indirect and direct
FPD were 146% and 284.4%, respectively. The average
relative differences for frequencies up to the Nyquist fre-
quency were 27.9% and 85.2%, respectively.

4 Discussion

As shown in Fig. 2.3, the WS values were affected in the
high-frequency domain. Large differences were observed in
measurement accuracy when the presampled MTF of simulated
noise images was different. The average relative difference for
frequencies up to the Nyquist frequency of the direct FPD is
larger than that of the indirect FPD. This is because these
images have spatial frequency components exceeding the
Nyquist frequency and the images with a high-presampled MTF
contain high-spatial-frequency components. Consequently, the
digital WS of digital systems with high resolution property, such
as a direct FPD, are more susceptible to aliasing errors, because
the 2D-DFT method cannot remove the effect of aliasing error.

According to the results of this simulation study, the degree
of the aliasing error of the digital WS depends considerably on
the presampled MTFs of the DR system. The result of this
study represents the result of only the quantum noise region.
The noise in a clinical digital radiography system contains three
main components, namely, quantum noise, structural noise, and
electric noise. For further study, it is necessary to consider the
condition including these three main components.

5 Conclusion

We examined the influence of the aliasing error of the WS
using simulated noise images when the presampled MTF
was changed.

The results show that,

1. The degree of the aliasing error of the digital WS depends
considerably on the presampled MTFs of the DR system.

2. The impact on the aliasing error of the digital WS for the
comparison of DR systems with different presampled
MTFs should be taken into account.
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Automatic Identification and Extraction
of Pectoral Muscle in Digital Mammography

Ana L. M. Pavan, Antoine Vacavant, Allan F. F. Alves,
Andre P. Trindade, and Diana R. de Pina

Abstract
Mammography is a worldwide image modality used to
diagnose breast cancer and can be used to measure breast
density (BD). In clinical routine, radiologist perform
image evaluations through BIRADS assessment. How-
ever, this method has inter and intraindividual variability.
An automatic method to measure BD could relieve
radiologist’s workload by providing a first aid opinion.
However, pectoral muscle (PM) is a high density tissue,
with the same imaging characteristics as fibroglandular
tissues, which makes its automatic detection a challenging
task. The aim of this work is to develop an automatic
algorithm to segment and extract PM in digital mammo-
grams. A hybrid methodology has been developed using
Hough transform, to find the edge of the PM, and active
contour, to segment PM muscle. Seed of active contour is
applied automatically in the edge of PM found by Hough
transform. An experienced radiologist manually per-
formed the PM segmentation. Manual and automatic
methods were compared using the Jaccard index and
Bland-Altman statistics. The comparison between meth-
ods presented a Jaccard similarity coefficient greater than
90% for all analyzed images. The Bland-Altman statistics
compared the segmented PM area and showed agreement
between both methods within 95% confidence interval.
The method proved to be accurate and robust, segmenting
rapid and free of intra and inter-observer variability.

Keywords
Mammography � Pectoral muscle � Hough transform
and active contour

1 Introduction

Mammography is a worldwide image modality used to
diagnose breast cancer, even in asymptomatic women. Due
to its large availability, mammograms can be used to mea-
sure breast density and to predict cancer development [1].
Women with increased mammographic density have a four-
to sixfold increase in their risk of developing breast cancer
[1, 2]. In clinical routine, radiologist perform image evalu-
ations through BIRADS (Breast Imaging Reporting and
Data System) assessment. However, this subjective method
shows variable intra-and inter-observer agreement [3, 4].

Furthermore, BIRADS categories are too rough to follow
breast evolution in individual women [3]. For this reason,
tasks such as selection of women who may benefit from
supplemental screening exams and prediction of breast
cancer risk, may be challenging with only subjective density
assessment [2, 5]. Therefore, studies have been made to
accurately quantify mammographic breast density. An
automatic objective method to measure breast density could
relieve radiologist’s workload by providing a first aid
opinion. Semi-automated and automated algorithms have
been developed to achieve objective breast density mea-
surements [2, 3, 5–8].

Algorithms are applied in digital mammograms in
cranio-caudal (CC) and medio-lateral oblique (MLO) views.
However, pectoral muscle (PM) is a high density tissue, with
similar image characteristics as fibroglandular tissues [9].
Furthermore, patient positioning during mammograms
acquisition may cause variations in texture, size, position,
intensity and shape of PM [10]. It is consequently hard to
automatically quantify mammographic breast density. The
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success of automatic methodology depends on accurate
differentiation between PM and breast tissue mass [11].

Therefore, it is necessary to use a pre-processing tool to
segment the PM, which may erroneously be quantified as
fibroglandular tissue. Methods such as line detection [11,
12], statistical techniques [11, 13], application of active
contours [11, 14], wavelets [11, 15] and based on pixel
intensity [16] have been proposed in literature. However, it
is reported variability in the success rate and in the accuracy
of methods [17]. Therefore, there is no specific method used
widely by researchers. The aim of this work is to develop an
automatic algorithm to segment and extract PM in digital
mammograms. The developed method could be used to
standardize PM segmentation. The methodology, presented
in Sect. 2, is based on Hough transform and active contour.
Section 3 is dedicated to compare PM segmentation results
from the proposed algorithm with manual segmentation.

2 Methodology

2.1 Dataset

The present study was developed with ethical approval from
the authors’ institutions under protocol number 50547315.8.
0000.5411.

Women aged 18 years or older undergoing screening
mammography between 2013 and 2015 at Botucatu Medical
School were included. For the purpose of this work, only
medio-lateral oblique view were selected. A total of thirty
mammograms were evaluated. Mammograms of all BIR-
ADS tissue density classes were included.

The mammography system used was a Senographe 600T
(GE Healthcare, Milwaukee, WI) with a CR-85X image
digitizer (Agfa-Gevaert Group, Mortsel, BE). An Agfa
image plate (18 � 24 cm2 or 24 � 30 cm2) with a pixel
pitch of 50 lm was employed. A Mo/Mo anode/filter com-
bination was used for all X-ray exposures.

2.2 Developed Algorithm

The algorithm, developed in Matlab® platform, uses image
processing tools to automatically segment and extract the
PM of digital mammograms. Firstly, it applies thresholding
technique in original image, shown in Fig. 1a, to remove
non-biological information, resulting in Fig. 1b.

All mammograms must be in the same orientation. In this
work, we have chosen that PM occupies the top left corner
of the image. It is necessary to standardize image orientation
because Canny method and Hough transform steps utilizes
parameters which depends on PM position. Pectoral muscle
forms a roughly triangular shape in this area of image.

Therefore, algorithm detects the presence or absence of
breast tissue in the top left corner by summing pixel’s
intensity in a triangle area. Figure 1b shows an example
where sum is equal to zero meaning that image needs to be
re-orientated. In this case, image is flipped and the PM
occupies the top left corner of the image, as represented in
Fig. 1c.

In the next step, the quadrant containing the PM is
selected and edges are detected using the Canny method.
Figure 1d shows the quadrant containing PM and the lines
representing detected edges by Canny. Then, Hough trans-
form is applied in resulting Canny image to find edge of the
PM. For this step, features as size and angular orientation of
edges were used to detect only PM limits. The green line in
Fig. 1e shows edge of PM detected by Hough transform. An
active contour model, based on Mumford–Shah segmenta-
tion techniques and the level set, is then applied to segment
PM area. The seed area used by active contour [18] is the
triangle defined by PM edge line previously detected. The
area segmented by active contour is extracted from original
image, resulting in Fig. 1f.

2.3 Validation

To validate the developed automatic method, an experienced
radiologist manually performed the PM segmentation in the
same mammograms assessed by algorithm. Both methods,
manual and automatic, were compared using the Jaccard
index and Bland-Altman statistics.

3 Results and Discussion

The Bland-Altman statistics compared both methods in relation
to area (mm2) of segmented PM, as shows Fig. 2. The analysis
revealed strong agreement and low dispersion between vari-
ables within 95% confidence interval, enhancing the accuracy
of segmentation compared to the manual method. Thus, the
method proved to be accurate and robust, segmenting rapidly
and freely from intra and inter-observer variability.

Figure 3 shows segmentation performed by automatic
(a) and manual (b) methods.

The comparison between manual and developed auto-
matic method presented a mean Jaccard similarity coefficient
of 92% with 3.1% of standard deviation, showing the effi-
ciency and accuracy of segmentation using the proposed
method. This result agrees with literature that shows accu-
racy greater than 90% [19].

Pectoral muscle segmentation has been reported to be a
challenging task in dense breasts, where a significant part of the
breast is made up of fibrous and glandular tissues [11, 19].
Therefore, it is important to note that our methodology was
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applied in all breast category showing good results. The limi-
tation of our method is that in breasts not correctly positioned,
the PM makes a fold making it difficult to extract lines with
Hough transform. In this study, such cases were excluded.
Further studies should be done to overcome this issue.

The use of methodologies combining different computa-
tional tools has been reported to have better results when

compared with only one method [20]. In the present study,
we developed an automatic algorithm using hybrid
methodology which allows to segment PM more robust and
faster when compared with manual segmentation.

Fig. 1 Steps of developed
method to extract pectoral
muscle: a Original image,
b extraction of non-biological
tissues, c image flip, d Canny
method to detect lines, e Hough
transform to delineate roughly
pectoral muscle edge and f result
image after active contour
application

Fig. 2 Bland-Altman comparing total area segmented by both manual
and automatic methods

Fig. 3 Comparison between segmentation by a automatic and b man-
ual methods
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4 Conclusion

The proposed method may be used reliably to segment PM in
digital mammography in clinical routine. The segmentation of
the PM is very important for further quantifications of fibrog-
landular tissue volume present in the breast. Literature shows
that when using both views, MLO and CC, breast density
estimation has better results when compared with only one view
[2]. In future works, we will quantify breast density in MLO
mammograms resulted from this study using our methodology
described in [21]. Therefore, we believe that breast density
quantification will present results with better accuracy.

Conflict of Interest Statement The authors declare that there is no
conflict of interest for this study.
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Fully Automatic CAD System
for Segmentation and Classification
of Spinal Metastatic Lesions in CT Data

Jiri Chmelik, Roman Jakubicek, Jiri Jan, Petr Ourednicek,
Lukas Lambert, Elena Amadori, and Giampaolo Gavelli

Abstract
Our contribution presents a research progress in our
long-term project that deals with spine analysis in
computed tomography (CT) data. A fully automatic
computer-aided diagnosis (CAD) system is presented,
enabling the simultaneous segmentation and classification
of metastatic tissues that can occur in the vertebrae of
oncological patients. The task of the proposed CAD system
is to segment metastatic lesions and classify them into two
categories: osteolytic and osteoblastic. These lesions,
especially osteolytic, are ill defined and it is difficult to
detect them directly with only information about voxel
intensity. The use of several local texture and shape
features turned out to be useful for correct classification,
however the exact determination of relevant image features
is a difficult task. For this reason, the feature determination
has been solved by automatic feature extraction provided
by a deep convolutional neural network (CNN). The
achieved mean sensitivity of detected lesions is greater
than 92% with approximately three false positive detec-
tions per lesion for both types.

Keywords
CAD � Convolution neural network � Spine analysis
Metastasis � CT data

1 Introduction

Systems for automatic computer aided diagnosis (CAD) are
increasingly important in all fields of clinical medicine,
especially in fields where large amounts of data (CT, MRI,
multi-modal data, longitudinal studies, etc.) must be pro-
cessed. CAD systems help medical staff to decrease the
duration of the routine steps that are required for assessment
of a large amount of images or signals. The lower time
requirements and high sensitivity of CAD also help to avoid
mistakes caused by the fatigue of the operator. This paper
aims to discuss the detection, segmentation and classification
of metastatic bone lesions that are situated in vertebral
bodies due to cancerous cells spreading the from primary
tumour site. It was proven that up to 70% of all metastases
are situated in bone structures and up to 20% of them are
formed in the spine [1, 2].

Some of the recent methods that have enabled the
detection of sclerotic or lytic bone lesions in thoraco-lumbar
spine are described below. The authors in [3] proposed a
CAD based on pre-segmentation by watershed, graph cut
and level set algorithms, followed by a support vector
machines (SVM) based classifier trained on several
experimentally-devised image features. This approach was
improved by a superior meta-analytic convolutional neural
network (CNN) that enabled the reduction of false positive
detection of sclerotic lesions [4, 5]. Another approach was
published in [6], where authors used three independent
classification methods based on Markov random fields,
three-layer perceptron, and graph cut algorithm. More
extensive reviews of recent methods can be found in [7].

In this paper we propose a fully automatic and fast CAD
system designed for the detection, segmentation, and
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classification of lytic and sclerotic lesions in the spine in CT
data. Our system is composed of a specific adaptive data
pre-processing steps followed by a from scratch trained
CNN classifier. The main contribution of our system is its
usability on whole-spine scans instead of thoraco-lumbar
only, enabling the detection of small lesions (depending on
CT data resolution), reduced dependence on a CT scan
protocol, and fast processing. We decided to design our
CNN rather than transfer some of the existing models to
ensure low computational demands; the proposed CNN
requires significantly less amount of computational opera-
tions and trainable parameters than most of the existing
models.

2 Materials and Methods

The proposed CAD system was implemented in the
MATLAB programming interface with the MatConvNet
toolbox [8], using the NVIDIA Titan Xp graphical processor
unit (GPU). The computational effort of the CAD system
was 4 min per whole-spine CT data (24 vertebrae). On the
standard PC without any GPU the computational effort was
19 min.

2.1 Used Dataset

The proposed CAD system was learned and evaluated on our
dataset of 17 cases that contained 88 cervical, 204 thoracic,
and 85 lumbar heavily pathologically-affected vertebrae. The
dataset was obtained by a Philips iCT 256 CT scanner with
‘pixel spacing’ 0.651 mm, ‘slice thickness’ 0.670 mm, and
‘spacing between slices’ 0.335 mm.

Both types of lesions were manually annotated by two
independent radiologists, where the first expert annotated
1,046 osteolytic lesions and 755 osteoblastic lesions. The
second expert labelled 1,205 osteolytic and 878 osteoblastic
lesions.

2.2 Data Pre-processing

The available dataset was firstly pre-processed in several
steps:

1. removal of surrounding tissues in the neighbourhood of
the individual vertebral body utilised by the spine seg-
mentation algorithm (developed in the earlier phase of
our project);

2. data re-sampling and Gaussian filtering in accordance of
the physical resolution of the data (enables processing of
CT data with different protocols);

3. slice-by-slice data centring by subtraction of the mean
intensity value measured in the spinal cord (reducing
influence of inter-patient variances, beam hardening, and
different CT protocols); and,

4. extraction of three mutually orthogonal slices, where
each classified voxel is situated in their centre (reducing
computational complexity in comparison with full 3-D
neighbourhood).

2.3 Convolutional Neural Network—
Architecture and Learning

The proposed CNN was designed specifically for the pur-
pose of segmentation by voxel-wise classification. CNN
architecture is composed of 17 layers in the training phase,
which is depicted in more detail in Fig. 1. The first part of
CNN contains three convolutional layers; the first two con-
volutions extract low-level image features and the third
convolution combines them to create more complicated
high-level features. The final FC layer classifies an input
feature vector to one of the interest classes.

The learning dataset contained 120,000 samples with a
balanced representation of classes: 60% of randomly picked
samples were used for training, 20% for validation, and 20%
for the testing of the CNN.

Fig. 1 Scheme of the proposed CNN with actual data sizes. Input data
contains a stack of three mutually orthogonal slices. Red boxes
represent convolutional layers, yellow boxes ReLU activation layers,

blue boxes MaxPool layers, purple boxes DropOut layers, and grey
boxes represent layers of objective functions. Grey blocks are output
volumes
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3 Results and Discussion

The final CAD system has been evaluated on the rest of the
available database (*45 million of samples, which not
overlaps with the learning dataset). Evaluation has been
performed by two methodologies, most frequently used by
other authors. The first, the ‘voxel-wise’ method, evaluates
the correct classification of each voxel, which is more useful
for technical comparison of CAD systems. The second, the
‘object-wise’ method, is more interpretable as a clinical
validation, because it evaluates the correct detection and
classification of whole lesions. In accordance to the same
evaluation conditions as other published methods, detected
lesions with one voxel intersection with golden standard
have been taken as correct.

Results of the voxel-wise evaluation are presented in
Table 1. Using the available method of authors Jan et al. [6],
this evaluation has been done directly from our dataset. It is
obvious that the proposed CAD system has the highest
sensitivity for both types of lesions, even in comparison with
the inter-rater agreement. A low inter-rater agreement is
probably caused by voxel-wise annotation, where two
experts are not able to label the exact same shape of lesions
on the level of single voxels. On the other hand, experts have
the highest specificity, which means that they have a great
agreement in healthy tissue. The proposed CAD system
achieved specificity greater than 0.8 for both types of
lesions, which is positive based on the single voxel
evaluation.

Table 2 summarises results achieved using object-wise
methodology. The proposed CAD system correctly detected
over 90% of all lesions with a volume greater than
1.42 mm3, which is the best sensitivity in comparison with
other authors. The lower sensitivity of the inter-rater agree-
ment could be caused by very small lesions missed by one of
the experts. From the false positive (FP) counts point of
view, it is evident that the proposed CAD also detected a
large amount (*3.0 per lesion) of false candidates, espe-
cially small lesions. It is important to notice that our data-
base includes small lesions (greater than 1.42 mm3) in

comparison with other authors, whose databases contain
only large lesions greater than 300 mm3. If we only vali-
dated the large lesions from our database, we achieved 0.99
sensitivity with *0.95 FP, which is better than most pub-
lished algorithms. Another important parameter is the slice
thickness that was 0.670 mm in our database, whereas other
authors used slice thickness up to 5 mm. In accordance to
RECIST 1.1 guideline [9], only lesions with the longest
diameter greater than twice the slice thickness are considered
as measurable by CT. In this case we validated only large
and medium lesions greater than 14.2 mm3, and we still
achieved very high (0.98) sensitivity with FP (*1.5 per
lesion) compared to other published methods. Authors [4, 5]
achieved the lowest FP (0.3 per lesion) from all mentioned
algorithms, but at the cost of a significantly lower sensitivity
(0.70).

The proposed CNN contained *850 k of parameters
(par.) and it required *5 M of operations (ops.) per one
single forward pass. Both values are significantly lower than
most of the existing CNN models (e.g. AlexNet—65 M par./
2G ops., GoogleNet—8 M par./3G ops., VGG-19—155 M
par./39G ops., ResNet-152—65 M par./23G ops.,
Inception-v4—35 M par./18G ops. [10]), which ensured a
low computational complexity (4 min per patient) of the
proposed method.

4 Conclusion

In this paper we presented a fully automatic CAD system for
osteolytic and osteoblastic lesion detection, segmentation,
and classification based on specific pre-processing and the
CNN classifier. We tested the CAD system on our dataset of
17 cases, where we achieved a sensitivity above 0.90
with *3.0 false positive detections per lesion for lesions
greater than 1.42 mm3. The CAD system was compared

Table 1 Achieved results of the proposed CAD system by voxel-wise
evaluation in comparison to the inter-rater agreement and other recently
published methods. Mean sensitivity (TPR), specificity (TNR), accu-
racy (ACC) and F1-score (F1) for osteolytic (osteoblastic) voxels are
presented

Authors TPR (–) TNR (–) ACC (–) F1 (–)

Inter-rater 0.46
(0.53)

0.97
(0.95)

0.96
(0.94)

0.27
(0.45)

Jan et al. [6] 0.33
(0.41)

0.86
(0.94)

0.83
(0.90)

0.13
(0.22)

Proposed
CAD

0.71
(0.75)

0.84
(0.83)

0.84
(0.84)

0.20
(0.27)

Table 2 Achieved results of the proposed CAD system by the
object-wise evaluation in comparison to the inter-rater agreement and
other recently published methods. Mean sensitivity (TPR) and false
positive detection (FP) for osteolytic (osteoblastic) lesions are presented

Authors # Lesions TPR (–) FP (count per
lesion)

Inter-rater 1046
(755)

0.63
(0.73)

0.02
(0.02)

Yao et al. [3] 16
(372)

0.94
(0.84)

5.90
(1.30)

Jan et al. [6] 1046
(755)

0.70
(0.80)

1.50
(1.50)

Roth et al.
[4, 5]

−(532) −(0.70) −(0.30)

Proposed
CAD

1046
(755)

0.94
(0.92)

3.30
(2.80)
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with results of other recently published methods with con-
sideration of CT slice thickness according to RECIST 1.1
guidelines, where our CAD system achieved a distinctly
higher sensitivity (0.98) with comparable (*1.5) false
positive detections per lesion. Considering the relatively low
sensitivity of the inter-rater agreement and fast computation
(4 min), the proposed CAD system in combination with an
appropriate expert validation seems to be an suitable tool
that could significantly help the radiologists diagnose not
only the initial state of bone metastases, but also follow up
the response to applied treatment.
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A Classification and Segmentation
Combined Two-Stage CNN Model
for Automatic Segmentation of Brainstem

Huabei Shi, Jia Liu, and Hongen Liao

Abstract
Accurate segmentation of brainstem in MRI images is the
basis for treatment of brainstem tumors. It can prevent
brainstem from being damaged in neurosurgery. Brain-
stem segmentation is dominantly based on atlas registra-
tion or CNN using patches at present. Nevertheless, the
prediction time and the false positive of brainstem
segmentation is relatively high. We proposed a classifi-
cation and segmentation combined two-stage CNN model
of brainstem segmentation to improve the prediction
accuracy and reduce computation time. Firstly, a
classification-CNN model was used to classify MRI
images to estimate whether transverse section images
exist brainstem. In the view of classified images, a
segmentation CNN model to segment brainstem is used to
analysis the whole image rather than patches. In addition,
considering segmentation based the whole image is a big
problem of class unbalance, we settle this problem by
changing loss function and giving the label coefficients to
get more accurate results. This method provides higher
segmentation precision and consume less time for the
segmentation task of brainstem than current methods.

Keywords
Deep learning � Image classification � Brainstem
segmentation

1 Introduction

Human brainstem is a complex structure with several small
nuclei and neural pathways. It not only serves as a conduit
for motor and sensory information, but also the location of
multiple primary nuclei that control or modulate a vast array
of vital functions including homeostasis, consciousness,
locomotion, reflexive and emotive behaviors [1]. Accurate
segmentation of brainstem in MRI images not only can
prevent brainstem from being damaged in neurosurgery, but
also is the basis for treatment of brainstem tumors [2, 3].
Currently, brainstem segmentation is mainly based on atlas
registration or CNN using patches, which need long pre-
diction time and get high false positive.

A popular approach for brain image segmentation is not
just the use of (population specific) atlases [4], but pattern
recognition methods are also used [5], sometimes in com-
bination with an atlas-based approach [6]. To obtain
anatomically correct segmentations, these methods both
require a standard atlas or database and segment images by
computing some multidimensional vectors. The value of
each pixel will not be considered in segmentation, because
they segment images base on images rather than pixels.

The explicit definition of such spatial and intensity fea-
tures could be avoided by using convolutional neural net-
works (CNNs) [7]. Moeskops et al. [8] presented a method
for the automatic segmentation of anatomical MR brain
images into a number of classes based on a multi-scale CNN.
Each pixel in the image is classified to different brain tissues
classes by using the net. Information about each pixel is
provided in the form of image patches where the pixel of
interest is in the center. But for larger images (512 � 512
pixels), it takes a long time for CNN to classify only one
pixel at a time.

Nie et al. [9] proposed to utilize the fully convolutional
networks (FCNs) to do a pixel-level segmentation for the
brain image. Considering segmentation task-based whole
image is a big challenge of class unbalance, they extract
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patches as a size of 64 � 64 for both original images and
manually segmented image. The method based on patch is
more efficient than based on pixel. However, the segmen-
tation results may be false positive for patch with similar
pixels, due to the absence of the whole image information.

In this paper, we propose a classification and segmentation
combined two-stage CNN model (CSCNN-F) of brainstem
segmentation to improve the prediction accuracy and reduce
computation time. Firstly, a classification-CNN model
(CCNN) was used to classify each MRI image to judge
whether the transverse section images have brainstem. Based
the classified images, we proposed a segmentation-CNN
model (SCNN) to segment brainstem based on the whole
image rather than patches.

2 Method

2.1 The Classification-CNN

The current methods, those segment brainstem, put a set of
images into their net without considering whether image
contains brainstem. Although processing can be accelerated
by GPU, it is undisputed a waste of time and resources on
segmenting images without brainstem. And if the algorithm
is not robust enough, these transverse section images will
have a high rate of false-positive result. In order to avoid
those preceding problems, the first module of image pro-
cessing in this paper is a classification-net, to obtain images
that contains brainstem. Compared with classifying each
pixel in the image, it’s uncomplicated to classify image
based on its abstract information.

The structure of CCNN is outlined in Fig. 1. This binary
CNN only has two convolution and pooling layers. The first
convolution layer with big kernel size 11 � 11 and strides 5
is to refine the MR image rapidly. After the maxpooling with
kernel size 2 � 2, the second convolution obtain overall
information of image and transfer these information to the
fully-connect layer. Using softmax activation function and
binary-crossentropy loss function, the CCNN output two

probability values finally, presenting whether images contain
brainstem.

For CNN, different convolution times will extract differ-
ent scales’ feature [10]. There are more image details in the
shallow convolution layers, and deep convolution layers
have more abundant overall information of image, as shown
in Fig. 2. In order to classify MR images accurately, features
should be refined by using least convolution and pooling
layers. This is the reason why we adopt those big kernel size
and strides. Assuming the convolution kernel as a size of
3 � 3 and strides 1, like VGG, the net need four convolution
layers to gain similar feature at least. The increase of layers
will greatly multiply the number of parameters, and make
the binary-CNN easy to overfitting. So CCNN is better than
VGG on the small dataset. Results of different kernel size are
compared in Fig. 2.

2.2 The Segmentation-CNN

Inspired by works [11], the SCNN was designed, as shown
in Fig. 1. Considering that brainstem contains less 700
pixels in an image (1 mm � 1 mm, 512 � 512 pixels), we
propose a model with three convolution layer groups and
three de-convolution groups. For small organs like brain-
stem, too many convolution and de-convolution layers can
impair feature and the accuracy of segmentation result.

The input of SCNN is a whole MR image (512 � 512
pixels) rather than patches extracted from image, and details
will be discussed in Sect. 2.3. The first layer consisted two
convolutional layers with kernel size 3 � 3 and a max-
pooling layer with kernel size 2 � 2 will produce feature
maps of size 256 � 256 � 32. These feature maps are put
into the second layer which also contain two convolution
layers and a maxpooling layer, leading to feature maps of
size 128 � 128 � 64. In the final convolution layer, 128
convolutional kernels with size 3 � 3 is applied to the
outputs of the second layer.

On the fourth layer, the output feature maps from the third
layer group are up-sampled through a de-convolution layer with

Input Classification-CNN

Convolution + Pooling Fully-Connected

Segmentation-CNN

Copy + Concatenate

Fig. 1 The process of classification and segmentation combined two-stage CNN model. Input MR images will be classified firstly, then the SCNN
segments brainstem based classified images
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64 filters of size 3 � 3. Then concatenate these feature to the
outputs of the second layer and put result to the fifth layer. In
this way, SCNN can utilize both the details and the global
information of images. Repeating this process, the net has a
layer with one filter at last to reshape the feature maps. The loss
function and activation function will be mentioned in Sect. 2.3.

2.3 The Segmentation-CNN Loss Function

Essentially, segmenting image is the classification of each
pixel and there may be unbalance between the positive and
negative samples. For the segmentation of brainstem, pixels
which represent brainstem are positive samples while other
pixels are negative samples. In a 512 � 512 pixels (1 mm
� 1 mm) image, the number of positive samples is about
500-700 pixels and the number of negative samples is
greater than 200,000 pixels, this kind of unbalanced class is
a big issue. At present, lots of methods keep class balance
through extracting patches from image and reducing the
proportion of negative samples. SCNN solved this problem
by changing loss and giving the label weight coefficients to
get more accurate results rather than extracting patches.

In this paper, we use ReLU, softmax activation function
and Adam optimizer. In addition, we have optimized the
mean square error loss function. Formulas are shown as
follows:

argmin
x

1
N � M �

XN

i¼1

XM

j¼1

L0ij x; xð Þ � h � Lij x; xð Þ
� �2

ð1Þ

L0Ij x; xð Þ ¼ max L0Ij x; xð Þ; 0
� �

ð2Þ

where M, N is the number of pixels in length and width of
the image. Lj x; xð Þ is the value for each pixel in label.
L0j x; xð Þ is the value for each pixel computed by the softmax
activation function. x is the grayscale value for each pixel in
image. x is network parameters. h is the weight of train-data
label. The value of h depends on the proportion of the
number of positive samples to negative samples.

3 Experiments and Results

3.1 Training Details

We trained classification and segmentation combined
two-stage CNN model on a GeForce GTX 1080 GPU and
download 210 cases of head MRI images from IDA database
[12]. IDA provides systems and resources to help collect,
manage and share data from clinical trials and clinical
research studies. We selected 168 cases as the training and
validation set randomly, and put the others into the test set.
Besides experiment enhance the training dataset.

In training phase, the CCNN with epoch = 60 takes 1 h
and the SCNN with epoch = 100 takes 8.5 h. In testing
phase, the classify accuracy, segment accuracy and time
were observed.

CCNN (proposed in this paper) VGG
(a) (b) (c) (d) (e)

Brainstem

No Brainstem

Fig. 2 The results of different convolution layers. There is the image
with brainstem in first row and the image without brainstem in second
row. a, b columns are results of first convolution layer and second

convolution layer in our binary-CNN. c–e columns are results of first
convolution layer, second convolution layer and fourth convolution
layer in VGG

Table 1 Accuracy of classification nets: AlexNet, VGG and CCNN

Parameters Net

AlexNet [13] VGG [14] CCNN

Accuracy (%) 98.12 94.23 98.45

False positive (%) 0.51 0.44 1.10

False negative (%) 1.33 5.32 0.44
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3.2 Accuracy and Running Time

The false positive in the form indicate that CCNN classify
the no-brainstem image as images contain brainstem. The
false negative is opposite to the false positive.

The bold column in Table 1 is result of the method
proposed in this paper. Result of CCNN simulation shows
that the false negative is significantly smaller than the false

positive. It means the net may put images without brainstem
into the SCNN rather than ignore images contain brainstem.

The bold column in Table 2 is result of the method
proposed in this paper. Compared with CSCNN-F, the dif-
ferences of third to fifth columns are whether there is a
CCNN and segment MR images based on the full image or
patches. The last letter of nets’ name (−F, −P) in Tables 2
and 3 means how nets process MR images, based on full

Table 2 Accuracy of different segmentation nets

Parameters Net

U-net [11] CSCNN-F SCNN-F CSCNN-P SCNN-P

Dice coefficient 0.9133 0.9219 0.9194 0.9117 0.9026

Jaccard index 0.8672 0.8903 0.8824 0.8364 0.8543

Conformity coefficient 0.8661 0.8767 0.8624 0.8721 0.8523

Average perpendicular distance 0.2869 0.2192 0.2276 0.2787 0.3093

Table 3 Running time of different nets to segment 50 MR images

Parameters Net

U-net [11] CSCNN-F SCNN-F CSCNN-P SCNN-P

Classify time (s) 0.2530 0.2646

Segment time (s) 1.2551 0.3062 1.1835 0.5414 1.5187

Total time (s) 1.2551 0.5592 1.1835 0.8060 1.5187

Reference U-net CSCNN-F CSCNN-PImage Comparisons Details

Fig. 3 Segmentation comparisons. (1) The first column shows MR image. (2) The second column shows label created by doctors. (3) The 3th-5th
columns show segmentation results of U-net, CSCNN-F and CSCNN-P. (4) The last two column shows results of reference, U-net and CSCNN-F
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images or patches extracted from images. Actually, many
current nets [10] are like SCNN-P based patches, but in this
paper we segment brainstem based full images (CSCNN-F).

Table 3 shows classifying images cost less time than
segmenting images. The CCNN can save time in whole
model.

According to Fig. 3, we can find that method proposed in
this paper is superior to U-net in details and have higher
accuracy. And CSCNN-P segment MR images based on
patches [10], there will be a great false positives because of
no global information. And as shown in Fig. 4, the SCNN
may get wrong result on images without brainstem. We will
avoid this mistake by adding CCNN.

4 Conclusion

The consequence demonstrated that our method can get
better segmentation accuracy and less running time for the
segmentation task of brainstem than many current methods.
Method proposed in this paper not only improve the accu-
racy of the image with brainstem, but also can avoid mis-
judgment in the image without brainstem. The application of
segmentation can assist preoperative planning and surgical
navigation perfectly. And we will do more works about
segmenting brainstem with tumors in the future.
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Biometrics Based on Facial Landmark
with Application in Person Identification

Aniwat Juhong, Boonchana Purahong, Supakorn Suwan,
and Chuchart Pitavirooj

Abstract
This paper presents a novel technique for face recognition
based on facial landmarks extracted automatically. Our
landmarks are those associated with eyes mouth and nose.
To extract facial landmarks, we first use Haar cascade
algorithm to detect the face ROI following by Haar
cascade algorithm for the eye, mouth and nose ROI
determination. To find landmark associated with the eye,
we convert eye ROI image to binary image using
thresholding algorithm. To exclude the eyebrow region,
we apply horizontal radon transform. The project data
will then be used to separate the eyebrow region from the
eye region. To detect eye-related landmark, vertical radon
transform is applied. With the vertical projection data, the
outermost pixel can be identified and the associated eye
landmark can be determined. The similar technique can
then be used to identify landmarks associated with the
nose and mouth area. Given the correspond landmarks on
the reference face and the query face, geometric trans-
formation can be determined using normal equation bases
on minimized mean squared error. The two faces are then
aligned. To provide the quantitative measurement, the
two aligned face are converted to edge image using canny
edge algorithm. The distance map error between the two
aligned edge facial images is then used to identify the
query face. The purposed algorithm for person identifi-
cation was tested on the face database resulting in a very
high accuracy.

Keywords
Facial landmarks � Haar casecade � Face recognition

1 Introduction

Humans have used biometric characteristics for century to
either confirm or determine the identity of an individual.
Biometric characteristics are mostly popular used in security
systems over the traditional secure measures, internet access
computer system security, secure electronic, passport control,
banking, mobile phone, credit card, secured access to build-
ing, health and social services, parenthood determination,
terrorist determination and corpse identification. Many bio-
metric features of human are typical invariant, easy to acquire
and unique for each individual. These features includes DNA
[1], ear [2], face [3], fingerprint [4], gait [5], hand and finger
geometry [6], Iris [7], keystroke [8], odor [9], palmprint [10],
voice [11], etc. Among all, face recognition is the most
widely-used for person identification. Face recognition is
technology measures and matches the unique characteristics
for the purpose of personal identification to apply in many
applications such as face recognition system at airport, patient
identification, access control and so forth. Sometimes in tra-
ditional methods, face recognition misses matching because
there are invariance factor resulted from human pose, hair-
style, acne arising, fatter etc. Hence face recognition based on
facial geometric landmarks was developed and seems
promising to solve these problems. Recently, there are many
attempts to develop face recognition based on geometry.
Panagiotis B. Perakis et al. [1] developed novel method for
3D landmark detection. 3D facial Landmarks Model
(FLM) was proposed. Although it was claimed to have high
accuracy result but the 3D technique require high specifica-
tion, spending long time to process, and it has a high cost.

This paper developed 2D technique to identify person
using facial biometric. The technique extracts landmark
associated with facial anatomical landmark including nose,
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eye and mouth. The extracted landmark can be used to
estimate geometric transformation. The 2D query face image
are aligned the reference image. Distance map error between
the edged images of the two aligned image in region of
interest are used for person identification.

2 Facial Biometrics Based on Facial
Landmarks Extraction

Our facial biometric is based on facial landmarks which are
the important fiducial points on the face including those
associated with eyes, mouth and nose. To extract landmarks,
we first applied Haar cascade algorithm to extract the region
of interest of 2D face image as shown in Fig. 1. To find
landmark associated with the eye, we can covert eye ROI

image to binary image using thresholding algorithm. The
result is illustrated in Fig. 2b. The thresholding ROI is fur-
ther used to identify landmark associated with eye using
radon transform. To exclude the eye-bow region, we first
applied horizontal radon transform. The results of radon
transform shown in Fig. 2c. The horizontal radon transform
data is used to distinguish between eye region and eyebrow
region. To detect eye related landmark, vertical radon
transform is applied. With the vertical radon, outermost pixel
can be identified and the associated eye landmark can
determine as shown in yellow dot in Fig. 3a.

To extract the nose related landmark, we convert the nose
ROI to binary image and apply vertical radon transform. The
outermost pixel can be identified and the associated nose
landmark, as shown in Fig. 4. Figure 5 shows the similar
algorithm that is applied to detect mouth-related landmark.

The extracted fiducial facial landmark points for sample
image are shown in Fig. 6.

3 Affine Transformation and Image
Registration

Image registration is used for person identification. To align
query face image against the reference image in the database,
the fiducial points are extracted. The fiducial points on the
query palm and the reference face are then used to estimate

Fig. 1 Defined ROI of facial components by Haar cascade algorithm

Fig. 2 Horizontal radon transform technique to exclude eye-bow region

Fig. 3 Vertical radon transform to extract fiducial point as associated with eye
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the affine transformation matrix based on the corresponding
key points by equation

Z ¼ XTX
� ��1

XTY
� � ð1Þ

where Z is the affine transformation matrix. X and Y are the
corresponding key points of reference and inquiry facial
image respectively. The registration of the inquiry against
the reference landmark point are shown in Fig. 7.

4 Person Identification

To identify person based on extracted fiducial point the face
image that used to align the reference image against the
query image, the face region of interest is determined using
facial border point. Facial border point, P1, P2, P3, P4, P5
and P6, are shown in Fig. 8. The definitions of facial border
points are as follows:

Fig. 4 Vertical radon transform of nose ROI

Fig. 5 Vertical radon transform of mouth ROI

Fig. 6 Fiducial facial landmark
points [12]
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P1 is defined by coordinate
�
X1� X5� X1

2
; Y1

�
ð2Þ

P2 is defined by coordinate
�
X6� X5� X6

2
; Y6

�

P3 is defined by coordinate
�
X5þX6

2
;
Y6þ Y7

2
þ 1:3�

�
Y6þ Y7

2
� Y5

��

P4 is defined by coordinate
�
X7þ X7� X5

2
; Y7

�

P5 is defined by coordinate
�
X4þ

�
X4� X5

2

�
; Y4

�

P6 is defined by coordinate
�
X2þX3

2
;
Y2þ Y3

2:5

�

 

(a) Face registration of corresponding person

(b) Face registration of different person

Fig. 7 Face registration (circle
dot: landmark of reference image,
cross dot): landmark of query
image

Fig. 8 Facial border points which are defined by facial land marks
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where

X1, Y1 is the coordinate of left eye outer landmark point
(LE1),
X2, Y2 is the coordinate of left eye inner landmark point
(LE2),
X3, Y3 is the coordinate of right eye outer landmark point
(RE1),
X4, Y4 is the coordinate of right eye inner landmark point
(RE2),

X5, Y4 is the coordinate of nose landmark point (N),
X6, Y6 is the coordinate of mouth right landmark point
(M1),
X7, Y7 is the coordinate of mouth left landmark point (M2).

Canny edge detection is further applied on the face region
of interest as shown in Fig. 9. Distance map error [13] is
then applied on the edge image between the query face
image and reference face image and used for person
identification.

5 Experimental and Result

We test our algorithm using the face images from The IMM
frontal face database [12]. The 12 different frontal human
faces were test in this paper. Figure 10 shows the sample of
inter-subject experiment between reference1 face image and
inquiry 1 face image. The Table 1 shows distance map error
result. The diagonal elements of Table 1 yield the minimum
average error as it is the corresponding person testing.

Fig. 9 a Face region of interface pair of reference and inquiry image,
b Registered image that was cropped by facial border, c Candy edge
image

Fig. 10 Instance of inter-subject experiment, a Face region of
interface pair of reference and inquiry image, b Candy edge image
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6 Conclusion

This paper presents a novel technique for face recognition
that related with facial landmark extraction, canny edge
detection and distance map error. The projection technique is
applied to extract facial landmarks after that these landmarks
are used to defined facial border for obtaining face region
only. The Canny edge is then applied to get edge image from
face region image. Eventually, distance map error is per-
formed with edge image. The result of person identification
is successful and very promising.
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A Computational Tool for Enhancing
Ischemic Stroke in Computed Tomography
Examinations

Allan Felipe Fattori Alves, Ana Luiza Menegatti Pavan,
Rachid Jennane, Carlos Clayton Macedo de Freitas, Nitamar Abdala,
João Maurício Carrasco Altemani, and Diana Pina

Abstract
Stroke is a cardio-vascular disease that currently ranks in
the fifth position among all causes of death worldwide.
Computed tomography is the first radiologic examination
performed in emergency decisions to diagnose stroke.
The earliest signs of ischemic stroke are quite subtle in
CT, thus image-processing tools can be used to enhance
ischemic areas and to aid physicians during diagnosis.
This study aimed to enhance the ischemic stroke visual
perception in computed tomography examinations. A co-
hort of 45 exams were used during this study, with 28
patients previously diagnosed with ischemic stroke and
17 control patients. Stroke cases were obtained within
4.5 h of symptom onset and with mean NIHSS of
13.6 ± 5.5. The complete series of non-enhanced images
were obtained in DICOM format and all processing was
performed in Matlab software R2017a. The main steps of
the computed algorithm were as follows: an image
averaging was performed to reduce the noise and
redundant information within each slice; then a varia-
tional decomposition model was applied to keep the
relevant component for our analysis; then three different
segmentation methods were used to enhance the ischemic
stroke area. The segmentation methods used were expec-
tation maximization method, K-means and mean-shift.

We determined a test to evaluate the performance of six
observers (physicians) in a clinical environment with and
without the aid of enhanced images. According to the
opinion of the observers who participated in this study the
enhanced images were particularly useful when displayed
together with the original images. The overall sensitivity
of the observer’s analysis changed after the evaluation of
the enhanced images with the expectation maximization
method. The overall specificity also increased. The
improvement was even more remarkable for the three
least experienced physicians.

Keywords
Stroke � Image processing � Computational algorithm
Enhanced images

1 Introduction

Stroke is one of the biggest causes of deaths being respon-
sible for 6.5 million cases worldwide only in 2013 [1]. The
evaluation and initial treatment of patients is difficult and
require a high efficiency to avoid cerebral damage [2, 3].
Multiple medical imaging modalities are capable to diagnose
early signs of stroke such as Magnetic Resonance Image
(MRI) and Computed Tomography (CT). Standard MRI
sequences are relatively insensitive to the changes of acute
ischemia [4], but diffusion-weighted imaging appears as a
sensitive and specific sequence to determine acute infarct
location [5]. Some MRI disadvantages limits its assessment
on a large number of patients, such as the higher cost, its
long acquisition time and the increased vulnerability to
motion artifacts [2]. Compared to MRI, CT is more acces-
sible, less expensive and faster.

Computed Tomography scans are usually the first radio-
logic examination performed in emergency decisions con-
cerning stroke. CT is sufficient to identify contraindications
to fibrinolysis treatment, allowing patients with ischemic
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stroke to receive intravenous therapy [6]. The earliest signs
of ischemic stroke are quite subtle on CT. Usually, after 1 to
4.5 h of symptoms onset, a slight hypodense area of
infarction in either the cortices or the basal ganglia can
become visible.

In this paper, a novel approach to enhance the visual
perception of ischemic stroke in CT is proposed. This
enhancement aims to enable less experienced viewers, to
reliably detect early signs of stroke in clinical routine. Our
new contribution consists in combining efficiently different
image processing techniques to enhance the visual insight of
ischemic stroke in CT images. We tested three different
segmentation methods to determine which performs better to
enhance ischemic stroke in computed tomography
examinations.

2 Methods

2.1 Patients and Image Selection

The study was approved by the local institutional ethics
committee. We collected retrospective CT scans of patients
with mean age of 68.89 ± 10.41 years for stroke and
66.76 ± 9.36 for control. Certified stroke cases were con-
firmed with the clinical reports including histological,
pathological and clinical results. Stroke cases were obtained
within 4.5 h of symptom onset and with mean NIHSS of
13.6 ± 5.5. After this selection, a set of 45 CT examinations
were used, from those 28 cases were from patients with
acute ischemic stroke, and 17 cases were from normal
patients. CT scans were obtained from the database of the
Botucatu Medical Hospital, Brazil, where they were
acquired on a multislice CT scanners with 120 kVp, 1 s of
exposure time, and 0.5 mm thickness.

2.2 Developed Approach

We developed a computational algorithm in Matlab software
R 2017a. to enhance the diagnosis of ischemic stroke in CT
scans. Firstly, to reduce noise and redundancies, a projection
of the slices from a specific brain region is performed. This
brain region is the same evaluated in the ASPECTS method
[7], being at the level of the thalamus and basal ganglion and
adjacent to the most superior margin of the ganglionic
structures. This step is followed by a band-pass filtering to
remove undesired structures from the slice. Then, to enhance
the contrast of the projection obtained, a variational model
(VM) decomposition is used [8]. Finally, three different
segmentation methods are applied to the relevant component

from VM decomposition to segment and emphasize the
ischemic stroke region.

To improve the contrast of the projection, a Variational
Model (VM) [8, 9] decomposition was applied to decom-
pose the image into different components. The image P was
modeled as the sum of three terms: P = u + v + w. In this
sense, v is the smooth second order part, u is related to
contours and w is linked to fine textures. Our primary
interest is in the v component since it is related to contrast
and brightness of the image.

2.3 Segmentation Methods

Expectation Maximization Method

Expectation Maximization (EM) is a segmentation method
that assigns the pixel intensities of the image into different
clusters using a probabilistic distribution such as a mixture
of Gaussian distributions [10, 11]. The mixture model is
composed of a sum of K Gaussian distributions, each dis-
tribution with its own parameters hk ¼ lk;/kgf (lk is the
mean and /k is the standard deviation). The algorithm is
iterative and starts from some initial estimate and then pro-
ceeds to an iteratively update until convergence is detected.
Each iteration consists of an Expectation (E-step) and an
Maximization (M-step) step [12]. In the E step, the mem-
bership weights (wik) for all data points, xi (1 � i � N)
and mixture components, k (1 � k � K) are computed:

wik ¼ zik ¼ 1 xij ; hð Þ ¼ pk xi zk ;hkÞ:akjð
PK

m¼1 pm xi zm; hmjð Þ:am
ð1Þ

where pk x zk; hkjð Þ are the density mixture components, z ¼
z1; . . .; zkð Þ is a vector of K binary variables that are mutually
exclusive. The membership weights are defined such that
PK

k¼1 wik ¼ 1. Next, in the M-step the membership weights
are used to calculate the new parameters values of hk. Let

Nk ¼
PK

k¼1 wik, and consider:

/new
k ¼ Nk

N
; 1� k�K ð2Þ

lnewk ¼ 1
Nk

XN

i¼1
wik:xi; 1� k�K ð3Þ

After computing all new parameters, the M-step is com-
pleted and then the algorithm returns to compute new
membership weights in the E-step. This EM cycle is repe-
ated until new parameters no longer change by a significant
amount. Each pair of E and M steps are considered one
iteration. Thus, in the final assignment, each pixel of the final
image will belong to only one cluster.
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K-means

K-Means is a clustering segmentation method similar to EM.
The goal is to choose cluster centers that minimize the total
squared distance between each point and its closest center.
Each data value is assigned to the nearest partition based
upon a similarity parameter, in this approach the Euclidean
distance of intensity [13]. At every step of the algorithm,
partitions are then recalculated based on these hard assign-
ments. The values of the partitions can alter at each suc-
cessive step. K-Means algorithms are typically faster when
compared to other clustering algorithms [14].

Mean Shift

The mean shift segmentation method is an extension of the
discontinuity-preserving smoothing algorithm [15]. Each
pixel is associated with a joint domain located in its neigh-
borhood. The algorithm delineates the cluster by grouping
pixels that are closer than hs, which is the spacial domain
bandwidth and hr, the range domain bandwidth. Each pixel
element will be assigned to a partition. The mean shift
generates partitions characterized by a nonparametric model.
We used the approach described by Comaniciu et al. [15]
with a different selection of spatial and range domains. The
best results were achieved with (hs, hr) = (16, 4).

2.4 Observers Evaluation

A test was established to evaluate the performance observers
in a clinical environment based on a scoring system [16].
Four resident radiologists from first, second and third year of
residence and two experienced radiologists worked as
observers. For each case, each observer was required to give
a score relating to the presence of acute stroke (definitely
absent: 1, absent: 2, uncertain: 3, present: 4 and definitely
present: 5). We also measured both sensitivity and speci-
ficity of the performance of the observers before and after
the enhanced images for the three different segmentation
methods.

3 Results

In this study, the results show the sensitivity and specificity
obtained for each observer both before and after evaluating
the enhanced images. We tested the observer’s ability to
detect ischemic stroke both with and without the aid of
enhanced images. Overall results with the three different
image segmentation methods are displayed in Table 1.

Representative examples of images both before and after
the application of the algorithm are presented in Fig. 1.
Enhanced images were obtained after the band-pass filtering,
followed by the VM decomposition and the segmentation
with EM method.

4 Discussion and Conclusion

In this paper, we proposed a novel approach to enhance the
visual perception of ischemic stroke in CT scans. We com-
bined different image processing techniques to achieve our
main goal, which is to enable less experienced radiologists to
improve their sensitivity and specificity scores. The Varia-
tional Model decomposition helped to enhance the contrast
and the brightness of the images.

With the observer’s evaluation, we examined the impact
of enhanced images on the score of diagnosis. We tested
thee different segmentation methods. The Expectation
Maximization method provided the best results among all
observers. Regarding the EM method the overall sensitivity
of the observer’s analysis was 63.9% and changed to 78.9%
after the evaluation of the enhanced images. The specificity
was 67.4% and increased to 78.2%. Considering the three
least experienced the improvement was even more remark-
able from 46.2 to 69.9% for sensitivity and from 57.6 to 71%
for specificity. In general, all observers agreed that the
proposed approach helps to clarify difficult cases of acute
ischemic stroke. We demonstrated that enhanced images
improved physician’s performance to diagnose early signs of
acute ischemic stroke. These results show the importance of
a computational tool to assist neuroradiology decisions,
especially in critical situations such as ischemic stroke.

Table 1 Sensitivity and specificity before and after the enhanced images for the three different segmentation methods. The overall results
accounts for the average among all observers

Sensitivity Specificity

Overall Before After Before After

EM 63.9 78.9 67.4 78.2

K-means 63.9 74.2 67.4 71.5

Mean-shift 63.9 69.5 67.4 72.3
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online)
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Improving Priors for USTC via Transmission
Tomography: A Simulation Study

Diego Armando Cardona Cardenas and Sergio Shiguemi Furuie

Abstract
The current USCT-algorithms have limitations due to the
object size and contrast to be reconstructed. To avoid
USCT-algorithms divergence, it is common to initialize
USCT-algorithms with a priori anatomical information of
the reconstructing region. This information can be
obtained from transmitted signals. Our work presents,
on simulated medium, an alternative to the Modified
Median Filter (MMF) that improves the transmission
reconstructed image, and aims to offer a better a priori
information to USCT-algorithms. Herein, it was used: 64
transducers (100 kHz) distributed around the medium;
Two sets of data were generated: the first with speed of
sound between ½1400 1680�m=s and the second with
speed of sound between ½1350 1730�m=s simulating a
higher contrast medium; Simultaneous Algebraic Recon-
struction Technique (SIRT) as the transmission recon-
struction algorithm; a Matlab toolbox (k-wave) for data
generation of ultrasound propagation on heterogeneous
medium; Spatial filters (mean, median, Gaussian), the
original MMF over several thresholds and its modifica-
tion proposed here (m-MMF), which eliminates the need
of threshold. Normalized Root Mean Square Error was
utilized over the reconstructing objects for evaluation.
Comparing the SIRT reconstructions performance, better
results were found when any studied filter is executed
with the SIRT compared to none. Among the filters, the
m-MMF yielded better results than the other studied
filters, and more importantly, the improvements were
higher for high contrast. The investigation suggests that

the use of specific filters on Transmission reconstruction
algorithm for USCT improve the extraction of informa-
tion of the medium that might be valuable as priors for
USCT of high contrast heterogeneous medium.

Keywords
Image reconstruction � Transmission tomography
Simultaneous algebraic reconstruction technique
Ultrasounography � Modified median filter

1 Introduction

Today, Ultrasound Tomography (USCT) is presented as a
promising low-cost alternative for medical imaging such as
breast tomography [1, 2]. Although the USCT has had many
advances in recent years, the developed algorithms for this
methodology have limitations due to the contrast and size of
the objects to be reconstructed [3, 4]. Among some alter-
natives to overcome these limitations and thus avoid the
divergence of USCT-algorithms, we will focus on initial-
ization of algorithms with a priori information of the region
to be reconstructed. This a priori information can be
obtained from transmitted data. In order to improve the
extraction of this information from the transmission algo-
rithms, aiming to offer better information to initialize
USCT-algorithms, our work presents, on simulated medium,
an alternative to the Modified Median Filter (MMF) [5] that
improves the transmission reconstructed image.

2 Transmission Algorithms and Filters

The transmission algorithms assume that the sound propa-
gation is given in a straight line and the reconstruction is
based on finding the q in the linear equation
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b ¼ H � q ð1Þ
where b is a measurement related vector and H is a “known”
distance matrix that represents the spatial length, in each
pixel, of the propagation in straight line between the emitter
and receiver transducers. To solve and find q, it is common
to use “Algebraic Reconstruction Technique” such as
Simultaneous Algebraic Reconstruction Technique (SIRT)
[6], which is an iterative method and finds an approximate
solution of q. The reconstructed image is noisy because the
model is inaccurate for ultrasound, for example the physical
phenomenon propagation in straight line. This noise could
generate misinterpretations of represented structures within
the reconstructed image. In order to control the noise level in
the images generated by SIRT, Whiting [5] proposed the
Modified Median Filter (MMF), which consists in the
implementation of the mean or median filter depending on
the range of pixel values in the window filter (Fig. 1). The
criterion on which filter to apply is given by comparing the
difference between the second highest and second lowest
intensity values of the filter window, centered on the pixel,
with an empirical value. In case this value is exceeded, the
pixel intensity will be the median window value. Otherwise,
the pixel intensity will be replaced by the mean window
value.

The fact that the MMF filter requires an empirical value
turns it into a dependent filter on a parameter. Consequently,
the filter parameter should be previously determined or
optimized. Aiming to eliminate this dependence, in this
work is proposed an alternative to the MMF (m-MMF),
which consists in modifying the pixel value for the mean

value between the second highest and second lowest inten-
sity values of filter window.

3 Method

This work presents an alternative to the MMF that improves
the image reconstructed by transmission algorithms. The
method proposed was divided into three parts: First, in
Model Generation, where the medium and its physical
properties was defined; Second, in Simulation, ultrasound
wave propagation in the medium was simulated in order to
provide information for the transmission algorithm; and
finally, in Simultaneous Algebraic Reconstruction Tech-
nique and m-MMF, the application of the SIRT, as the
Transmission algorithm, together with several spatial filters,
including the m-MMF proposed here, was executed.

3.1 Model Generation

In this stage, medium physical properties, size of simulated area
and work frequency are defined. Thus, to ensure wave
penetration in high contrast, it was chosen a central frequency
equal to 100 kHz. The simulated space was defined as a
square area equivalent to 441 cm2 whose size in pixels is
96� 96 pixels (Fig. 2). This space has water properties
and the simulated objects were inserted in it. The
model was designed in Microsoft office Visio 2016 and it is
assumed that the density q ¼ 1000 kg=m3ð Þ, attenuation

a ¼ 0:0022 dB=ðcm=MHz1Þ� �
and the dependence

Contorno
objeto

Contorno
objeto a2

a1

a3

a4a5

a6 a7

a8a9

Vsorted

If   μ > Imax2 - Imin2

μ = Empirical Value 

Vintensi es

gj = output
pixel 

gj = mean(VIntensi es) 
else

gj = median(VIntensi es) 

Alterna ve to the Modified 
Median Filter (m-MMF)

gj = (Imax2 + Imin2) /2

Modified Median Filter 
(MMF)

a5

a6

a9

a2

a1

a7

a3

a4

a8

a5

a6

a9

a2

a1

a7

a3

a4

a8

a1

a2

a3

a4

a5

a6

a7

a8

a9

Local intensi es

Imin2

Imax2

Fig. 1 Modified Median Filter
(MMF) and its alternative
proposed here (m-MMF)

178 D. A. C. Cardenas and S. S. Furuie



frequency factor ðc ¼ 1:05Þ are equal for all objects into the
medium. The sound speed is shown in Table 1, where the
term t will be changed according to the desired contrast.
Two sets of data were generated: the first with speed of
sound between ½1400� 1680�m=s ðt ¼ 50m=sÞ and the
second with speed of sound between ½1350� 1730�m=s in a
higher contrast medium ðt ¼ 100m=sÞ. Finally, in order to
simulate noise in the received signals, the speed sound and
density values were subject to an additive normal random
noise with standard deviation of 1% of assigned values.

3.2 Simulation

As shown in the Fig. 2, the transducers here simulated are
mono-elements uniformly distributed along the perimeter of an
elliptical area. This elliptical area simulates a tank where the
objects were submerged. The total number of simulated
transducers was 64. A Tone Burst signal of one oscillation was
used at a frequency of 100 kHz and amplitude of 0.1 MPa.
The Matlab Toolbox k-wave [7] was used to simulate the

ultrasonic waves propagation into the heterogeneous med-
ium. To make the simulation, a single transducer is selected
as emitter while all other transducers “receive” for a period
of time (TR receptors). A new transducer is chosen, and the
process is repeated until all transducers have emitted.

3.3 Simultaneous Algebraic Reconstruction
Technique and m-MMF

To generate the reconstructions, it was selected the Simulta-
neous Algebraic Reconstruction Technique (SIRT) as the
Transmission algorithm with a small relaxation parameter equal
to k ¼ 0:05. The measuring vector b is equivalent to the
difference in time between receiving an ultrasound signal in
a homogeneous medium and in a heterogeneous medium.
Since SIRT is an iterative method, q is initialized with 0.
The reconstruction is executed for 16 sweeps (here, a sweep
is the cycle of processing that considers the transmission of
all defined transducers in turn). After each sweep, a spatial
filter with size 3 � 3 pixel window is applied on the
reconstructed image. The analyzed filters are mean, median,
Gaussian (r ¼ 1 and r ¼ 1:5) [8], the alternative
of the Modified median filter (m-MMF), proposed here,
and the traditional MMF with different empirical val-
ues ð½4:5; 9; 13:5; 18; 22:5; 27; 31:5; 36; 40:5; 45; 49:5�m=sÞ.
Two restrictions were enforced in the reconstruction. First,
the analyzed TR-receptors were selected as the receptors that
are within the area between � a viewing angle (H). This
angle was defined as H ¼ 22:5�. Second, the lower and
upper limits of reconstruction speed were set as �200m=s
and þ 200m=s of lowest and highest expected values. This
means that if the set of data analyzed is ½1350� 1730�m=s
and one pixel gets a value, for instance, that is out of the
interval ½1150� 1930�m=s, a value that is closer to the
limits is set. Figure 3 shows a flowchart that describes the
applied process.

4 Results

To evaluate all simulations, it was utilized the Normalized
Root Mean Square Error (NRMSE) over the objects to be
reconstructed. The NRMSE metric estimates normalized
errors between the ideal (g) and the reconstructed image (q),
and is defined as:

NRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPJ

j¼1 ðgj � qjÞ2PJ
j¼1 ðgjÞ2

vuut : ð2Þ

The Table 2 presents the filter type, the empirical value
used (when necessary) and the respective metric evaluated in
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Table 1 Object properties in simulated medium

Simulated object Speed cðm=sÞ
Water 1540

Ob1 1450� t

Ob2 1630þ t

Ob3 1520

Ob4 1570

Improving Priors for USTC via Transmission Tomography … 179



the last sweep, and the Fig. 4 shows some reconstructions.
Onwards, ob1 is the cold object (the largest object and with
lowest velocity) and ob2 is the hot object (the object with
highest velocity).

5 Discussion and Conclusions

Comparing the SIRT reconstructions performance, it is
possible to see better results when any filter is executed
with SIRT. Among the filters, the m-MMF yielded better
results than the other studied filters, and more importantly,
the improvements were higher for high contrast.

Start

Is n < Nsweep Update  ,
SIRT applica on n = n + 1

Yes

No
q~q~ Update  ,

FILTER  applica on
q~q~

Defining
n = 0 , Nsweep = 16

= 0, λ = 0.05 q~q~
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n = 0 , Nsweep = 16

= 0, λ = 0.05 q~

͌q      q͌
~

Fig. 3 Flowchart that describes
the process applied

Table 2 NRMSE (%) evaluated over the objects to be reconstructed
(Fig. 2). The ob1 is the cold object and ob2 is the hot object

Filter Empirical
value
(m/s)

NRMSE (%)

[1400 1680] – [1350 1730]

Cold Hot Cold Hot

None – 3.96 6.28 6.68 9.02

Mean – 3.47 5.73 5.41 7.02

Gauss
ðr ¼ 1; 0Þ

– 3.47 5.69 5.42 7.05

Gauss
ðr ¼ 1; 5Þ

– 3.47 5.71 5.41 7.03

Median – 3.48 5.64 5.54 7.21

m-MMF – 3.48 5.64 5.41 6.84

MMF 4.5 3.47 5.65 5.53 7.22

9.0 3.46 5.65 5.51 7.22

13.5 3.46 5.66 5.50 7.26

18.0 3.44 5.67 5.47 7.29

22.5 3.44 5.68 5.46 7.32

27.0 3.45 5.70 5.45 7.33

31.5 3.45 5.73 5.46 7.31

36.0 3.46 5.75 5.44 7.34

40.5 3.47 5.73 5.45 7.35

45.0 3.48 5.73 5.44 7.32

49.5 3.48 5.73 5.43 7.34

Original Phantom Non Filter 

MMF m-MMF

(a) (b)

(c) (d)

Fig. 4 Image reconstructed: Original Phantom with data contrast equal
to [1350-1730] (a), and its reconstructions with No Filter (b) and using
MMF (c) and m-MMF (d)
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Furthermore, the proposed approach does not depend on
any parameter such as threshold. The investigation, based
on simulations, suggests that the use of filters on Trans-
mission algorithm for Ultrasound Tomography bring
improvements in the extraction of information of the
medium that might be valuable as priors for USCT of high
contrast heterogeneous medium.
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Brain Tumor Classification Using
Convolutional Neural Network

Nyoman Abiwinanda, Muhammad Hanif, S. Tafwida Hesaputra,
Astri Handayani, and Tati Rajab Mengko

Abstract
Misdiagnosis of brain tumor types will prevent effective
response to medical intervention and decrease the chance
of survival among patients. One conventional method to
differentiate brain tumors is by inspecting the MRI images
of the patient’s brain. For large amount of data and
different specific types of brain tumors, this method is
time consuming and prone to human errors. In this study,
we attempted to train a Convolutional Neural Network
(CNN) to recognize the three most common types of brain
tumors, i.e. the Glioma, Meningioma, and Pituitary. We
implemented the simplest possible architecture of CNN;
i.e. one each of convolution, max-pooling, and flattening
layers, followed by a full connection from one hidden
layer. The CNN was trained on a brain tumor dataset
consisting of 3064 T-1 weighted CE-MRI images pub-
licly available via figshare Cheng (Brain Tumor Dataset,
2017 [1]). Using our simple architecture and without any
prior region-based segmentation, we could achieve a
training accuracy of 98.51% and validation accuracy of
84.19% at best. These figures are comparable to the
performance of more complicated region-based segmen-
tation algorithms, which accuracies ranged between 71.39
and 94.68% on identical dataset Cheng (Brain Tumor
Dataset, 2017 [1], Cheng et al. (PLoS One 11, 2017 [2]).

Keywords
Training loss � Training accuracy � Validation loss
Validation accuracy � Overfitting

1 Introduction

On 2016, brain tumor was the leading cause of
cancer-related death in children (ages 0–14) in the United
States and ranked above Leukemia [3]. Brain and CNS
tumors are also the third most common cancer occurring
among teenager and adolescents (ages 15–39) [4]. Different
types of brain tumors require different medical interventions.
In conventional computer-aided diagnosis systems, the
tumor mass itself has to be identified and segmented before
it can be classified into different types. Upon tumor mass
segmentation, the segmented region is then subjected to
feature extraction and classification.

Recent studies of identification and segmentation of brain
tumor [5, 6] found no universal system for accurate tumor
detection system regardless of its location, shape, and
intensity [6]. There are numerous proposed algorithms in
recent studies for feature extraction and classification of
brain tumors. Grey-level co-occurrence matrix (GLCM) [7–
9] is commonly used for extraction of low-level features.
Several other feature extraction algorithms which attempt to
handle the complex texture of brain tumor are Neural Net-
work [9, 10], Bag-of-Words (BoW) [2, 8], and Fisher Vector
[2]. One recent study showed that by using a combination of
adaptive spatial pooling and fisher vector algorithm, brain
tumor classification into Glioma, Meningioma, and Pituitary
can be achieved with 71.39–94.68% accuracy [2].

Conventional brain tumor classification methods com-
monly involve region-based tumor segmentation prior to
feature extraction and classification. In this paper, we propose
an automatic brain tumor segmentation/classification method
based on Convolutional Neural Networks. CNN consists of a
convolutional network to perform automatic segmentation
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and feature extraction, followed by a conventional neural
network to perform classification task. The well-known basic
architecture of CNN involves a Rectified Linear Unit (ReLu),
a convolution, and a pooling layer [11]. In contrast to con-
ventional methods which require prior segmentation of tumor
mass, our CNN approach does not involve region-based
pre-processing step. We validate our algorithm on the same
dataset which was used in previous publications [1, 2].

2 Previous Work

Various methodologies have been developed in the past years
to recognize brain tumor in MRI images. These methods are
ranging from classical image processing to neural network
based machine learning approach. Jun Cheng et al. [2]
developed a tumor classification method that consists of two
phases: offline database building and online retrieval. In the
offline database phase, the brain tumor images are processed in
sequential steps. The steps are consisted of tumor segmenta-
tion, feature extraction, and distance metric learning. In the
online learning, the input brain image will be processed sim-
ilarly and compare the extracted feature with the learned dis-
tanced metrics which are stored in the online database. This
method does not use neural network approach but could
achieve a classification accuracy of 94.68%. On the other
hand, Gawande and Mendre [12] used Deep Neural Network
using autoencoders in order to classify the brain tumor. Image
segmentation and feature extraction had been implemented on
the image before it was processed by DNN layers. The texture
and intensity based features of the image were extracted with
help of Gray Level Co-occurence Matrix (GLCM) and Dis-
creteWavelet Transform (DWT). In the final step, DNN layers
which consist of two autoencoders and one softmax layer were
performed for classification. Furthermore, Pereira et al. [13]
also exploring the used of Convolutional Neural Networks
(CNN) with small 3 � 3 kernels in order to get to the deeper
architecture and avoid the overfitting. They also investigated
the use of intensity normalization as the pre-processing step
before getting into the CNN layers. In this study, inspired by
thoseworks, we investigate and explore the implementation of
deep CNN on classifying several brain tumor type diagnosis
problems in order to get better accuracy result.

3 Method

3.1 Convolutional Neural Network

CNN convolution layer is a network where an image will be
convolved with filters to produce feature maps. This feature

maps will be forwarded to the next convolution layer to
receive or extract another higher level features from the input
image. Between convolution layers, non-linearity functions
and down sampling operation is used to add non-linearity and
reduced the dimensionality of the image respectively. Max-
pooling usually used as the down sampling operation as it
reduced the dimension while preserving the dominant feature
in the feature maps. Just after the last convolution layer or
before the first layer of the neural network, flattening layer
exist to vectorize the feature maps. In the neural network or
classification phase, the flatten input vector will be forwarded
into the network to produce a number at each output neurons.
This number tells how much an input vector is classified as a
certain class. Usually a softmax activation function is used at
the output layer to normalize the output sum such that all
numbers at the output neuron will add up to one.

In the training phase, CNN use a learning or optimizer
algorithm to update the filters at the convolution layers and
weights at the neural network or fully connected layer. The
learning algorithm takes a classification error or loss as an
input and back propagates the error into the network to
update the filters and the weights.

3.2 CNN Architecture

In this paper, we use five different architectures to test the
accuracy of brain tumor classification. There are already well
defined CNN architecture such as AlexNet [14], VGG16
[15], and ResNet [16] but the architecture that are imple-
mented in this paper are much simpler that the one men-
tioned. The CNN architecture that are implemented in this
paper are summarize in the Fig. 1a–e.

3.3 Hyper-parameters Optimization

Hyper-parameter is a parameter in deep learning process
whose value can be set and tuned before the learning pro-
cess. This parameter will determine the algorithm to be used
in the learning process. Different model training algorithms
need different hyper-parameters that also affecting the result
of the learning process too. Hyper-parameter optimizer has
to be chosen and tuned so that the classifier will have the
most optimal way to solve the problem.

In this study, we will use ‘adam’ optimizer in the learning
process which is a method for stochastic optimization by
utilizing the stochastic gradient descent principle. ‘Adam’
optimizer which stands for adaptive moment estimation is
chosen because of it’s advantage that can handle sparse
gradients on noisy problems.
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4 Data

In this paper, our CNN is trained using 3064 T-1 weighted
CE-MRI of brain tumor images. The dataset is provided by
Jun Cheng and was previously used in his paper [1, 2]. This
dataset consists of 708 images with glioma, 1426 images with
meningioma, and 930 images with pituitary tumors. In our
training phase, we equalize the amount of images that are
used to train the CNN for each class or type of tumors. Out of
all available images, we only used 700 images from each
class where 500 of those images were used for training phase
and the other 200 images were used for validation phase. The
dataset was originally provided in matlab.mat format where
each file stores a struct containing a label which specify the
type of tumor for a particular brain image, patient ID, image
data in 512 � 512 uint16 format, vector storing the

coordinates of discrete points on tumor border, and a binary
mask image with 1 s indicating tumor region. In our paper we
only make use the label and image data in the.mat files
therefore our brain tumor classifier is a simple CNN network
which only takes image as an input. Figure 2a–c represent
example of the dataset from each of the classes.

5 Result

In our experiment, the hyperparameter at each layer such as
number and size of filters in the convolution layers, size of
maxpooling kernel, number of neurons in the fully con-
nected layers are held fixed. Only the depth of the archi-
tecture are varied between different architectures. The
architecture and hyperparameter that are used are served in
Table 1.

Fig. 1 a–e The proposed
Convolutional Neural Network
Architecture 1–5

(a) (b) (c)Fig. 2 a Glioma, b Meningioma,
c Pituitary (each labeled in green)
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Sizes of the input images that are forwarded into the
network are 64 � 64. The original images are in the size of
512 � 512. This reduction is performed because of com-
putational cost reason. All architectures are compiled with-
out a GPU therefore to speed up the training phase smaller
image size is used.

All convolution layers in the architectures use 32 filters of
size 3 � 3. We use ReLu as our activation function as it
already the standard activation function used in image
classification task. The size of the maxpool kernel is 2 � 2

and all the fully connected layer (called ‘dense’ in keras) use
64 neurons.

Finally, there are 3 neurons in the output layer since we
try to classify an image with three types of brain tumors
(glioma, meningioma, and pituitary). The activation func-
tions that are used at the output layer are softmax so that all
three output neurons are summed up to one.

Based on Table 1, each of architecture produces different
numbers of params and features depending on the depth of
the convolution layer and the fully connected network. The

Table 1 Architecture 1–5

Architecture 1 Architecture 2

Architecture 3 Architecture 4

Architecture 5
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architecture with deeper layers of convolution will have
fewer numbers of the trainable params.

Implementation of the above architectures will produce
four parameter values that will describe the success of the
classifier model in classifying the input image. The four
parameter values are loss and accuracy from the training set
and validation set. Accuracy is defined as the percentage of
the correct guesses by the classifier either for the training set
input or the validation set input. Loss is defined as feasible
error that represents the price paid for inaccuracy of pre-
dictions in classification problem. We use cross-entropy
method for loss calculation. The cross-entropy loss calcu-
lation can be represented in the mathematical form [17]
below:

Hðy; byÞ ¼
X

i

yi log
1
byi

¼ �
X

i

yi log byi ð1Þ

yi represents the result of the classifier output from class i.
While byi represents the expected output from class i. The
classification accuracy of each architecture are presented in
Figs. 3, 4, 5, 6 and 7.

Based on Figs. 3, 4, 5, 6 and 7, the values of loss and
accuracy vary according to the implementation of the
architecture. The classifier model is said to be ‘good fit’ if
the accuracy of training set and validation set tend to
increase for every epoch of training. However, if the accu-
racy of validation set tends to decrease while the accuracy of
training set increases, then the classifier model is estimated
to have overfitting. Overfitting happens when the model
learns the detail and noise in the training data thus reducing
its ability to generalize other datasets well [18].

By looking at the result of each architectures, we could
see that all architecture’s validation loss shows an increasing
trend with respect to the number of epoch except for

architecture 2. This indicates that architecture 2 is the best
architecture out of the five architectures at generalizing the
brain tumor images. The decreasing pattern in the validation
loss indicates that using the available training images,
architecture 2 could classify the unknown images in theFig. 3 Accuracy and loss of architecture 1

Fig. 4 Accuracy and loss of architecture 2

Fig. 5 Accuracy and loss of architecture 3

Fig. 6 Accuracy and loss of architecture 4
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validation set with medium performance. We conclude a
medium performance since the validation loss does not show
a perfect decreasing pattern as the number of epoch increase.
In the last epoch, architecture 2 could achieve a validation
accuracy of 84.19%.

Based on the best architectural choice on the previous
part, we try to vary the number of the filter in the convo-
lution layer into 64 filters and 128 filters we called it as
architecture 6 and architecture 7 respectively. In this
experiment, we will identify the effect of the filter numbers
in the convolution layer on the accuracy of the validation set.
The architecture and hyper parameters that are used are
served in the Table 2.

After implementation of those architectures, the classifi-
cation accuracy of those architectures are presented in
Figs. 8 and 9.

From the result, the architecture that has the highest
validation accuracy is still architecture 2 with 32 filters in the
convolution layers. Although an increase in the number of
filters in the convolution layer does not necessarily con-
tribute to better CNN performance, in our case the number of
filter in a convolution layer does influence the accuracy of
the classifier. We stick or recommend the use of architecture
2 to classify a brain tumor since it has the highest validation
accuracy.

Fig. 7 Accuracy and loss of architecture 5

Table 2 Architecture 6–7

Architecture 6 Architecture 7

Fig. 8 Accuracy and loss of architecture 6 Fig. 9 Accuracy and loss of architecture 7
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6 Conclusion

In this paper, we introduced CNN to automatically classify
the three most common types of brain tumor, i.e. the Glioma,
Meningioma, and Pituitary; without requiring region-based
pre-processing steps. We identified an optimal CNN archi-
tecture (architecture 2) consisting of 2 layers of convolution,
activation (ReLu), and maxpool, followed by one hidden
layer of 64 neurons. Architecture 2 is the only architecture
that show a consistently decreasing pattern in the validation
loss as the number of epoch increases, leading to the highest
validation accuracy out of all five architectures. The training
and validation accuracies of architecture 2 at best is 98.51%
and 84.19%, respectively. These figures, although somewhat
lower, are still comparable to the accuracies of conventional
algorithms with region-based pre-processing, which per-
formed at 71.39–94.68% [1, 2]. For future work, we con-
sider to include color balancing step into our CNN, to
improve classification accuracy of textured brain MRI pixels
[19]. Our algorithm may be implemented in as a simple
supportive tool for medical doctor in classifying brain tumor.

Disclosure The authors declare that they have no conflict of interest.
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A Novel Method for 3D Reconstruction
of Coronary Bifurcation Using Quantitative
Coronary Angiography

Ioannis O. Andrikos, Atnonis I. Sakellarios, Panagiotis K. Siogkas,
Panagiota I. Tsompou, Vassiliki I. Kigka, Lampros K. Michalis,
and Dimitrios I. Fotiadis

Abstract
Many methods have been proposed for the 3-dimensional
(3D) reconstruction of coronaries arteries by combing
information from two or more X-ray views of the
coronary tree, since the 2D representation of coronary
lesion using X-ray coronary angiographies is limited. The
aim of this study is to present a new semi-automated
method for the accurate 3D reconstruction of coronary
arterial bifurcations using X-ray coronary angiographic
views (CA). X-ray angiography was acquired from seven
patients, both pre and post angioplasty procedure, and
their data were used for the 3D reconstruction method-
ology. The proposed approach consists of 3 steps.
Initially, the 2D lumen borders and centerlines are
detected. Then the 3D bifurcation path is extracted and
the 3D lumen borders are reconstructed around the 3D
bifurcation path and finally, the main and side segments
are intersected in order to produce the finally model of the
bifurcated artery. Considering the X-ray angiography as
the gold standard, we validated the proposed method
based on the 2D versus the 3D bifurcation segment
model. More specifically, in the current dataset our results
indicate excellent correlation with the 2D angiography:

r = 0.98, p < 0.001; r = 0.97, p < 0.001; r = 0.94,
p < 0.001 and r = 0.88, p < 0.001 for the Reference
Lumen Diameter (RLD), Minimal Lumen Diameter
(MLD), Degree of Stenosis (DS) and Lesion Length
(LL), respectively. Moreover the mean values of the
Hausdorff Distance and the Dice correlation between the
2D annotated borders and the forwardly projected borders
are 0.3031 mm and 91% for the first CA while 0.3103
and 92% for the second one.

Keywords
X-ray angiography � 3D reconstruction � 3D QCA

1 Introduction

1.1 A Subsection Sample

Several studies address with the assessment of the Coronary
Artery Disease (CAD) both using clinical and imaging data.
Invasive X-ray Coronary Angiography (CA) is the one of the
most commonly used imaging methods in cardiology and is
considered the “gold standard” in clinical therapy treatment
[1]. In fact, diagnosis of CAD based on the 2D CA provides
various quantitative features of atherosclerosis progression
such as the coronary region of the lesion, the degree of
stenosis, the lesion length etc. Nevertheless, CA is funda-
mentally limited in some aspects. Actually, in many clinical
cases, the vessels overlapping, the limited visualization of all
coronary branches as well as the poor image resolution could
lead to overestimation or underestimation of the coronary
lesion and wrong decision making for the treatment
strategy [2].

Nowadays, several clinical techniques, for the accurate
diagnosis of atherosclerosis, are based on the visualization of
the coronary tree from multiple angiographic projections. In
addition, various studies propose techniques for the 3D
reconstruction of the vessels from 2D projections, providing
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thus a quantitative analysis of the coronary arteries silhou-
ette. However, the majority of them focus on the coronary
segments, omitting the side branch from the bifurcated artery
anatomy [3, 4] or reconstruct coronary bifurcations using
hybrid methods [5].

The aim of this study is to propose a novel method for the
3D reconstruction of the coronary bifurcation arteries from
CA images (3D Quantitative Coronary Angiography—
QCA). Seven coronary bifurcations, both pre and post the
Percutaneous Transluminal Coronary Intervention (PTCI)
procedure, were reconstructed into the 3D space, while the
evaluation of the proposed method was held by comparing
the 3D vessels with the accurate 2D silhouette of the arteries
on the CA.

2 Materials and Methods

The algorithm of the proposed 3D reconstruction method
consists of the following three steps: (i) the segmentation of
the vessel and the 2D centerline extraction, (ii) the 3D
reconstruction of the centerline and lumen borders, (iii) the
registration of the main and side branch to produce the final
3D model of the bifurcated coronary artery.

2.1 Data Acquisition

Totally seven patients with stenosis close to the region of the
bifurcation subjected to invasive X-ray angiography exam-
ination and angioplasty treatment therapy. Four CA images
of each patient, two before and two after the angioplasty
procedure were selected at the R wave of the Electrocar-
diography (ECG) signal, which corresponds to the end of the
heart’s diastolic time [6].

Moreover, for each pair of the selected angiographic
images, the total angle offset between the first and the second
projection view was greater than 30° [7].

2.2 Vessel Segmentation and 2D Centerline
Extraction

Initially, the user provides a “pseudo-annotation” of the
vessels by defining some points around the vessel’s silhou-
ette. Obviously, the starting and the ending point of the user
annotation must correspond to common vessels landmarks
between the angiographic projections. Then, the edged
image is computed for each CA, while a minimum cost
path-based method [8] is applied to the user-defined points
to segment the lumen borders [9]. For each CA view totally
four lumen borders are extracted: two for the main and two
for the side branch, while the bifurcated centerline is cal-
culated as the middle points of the lumen borders along the
coronary vessels.

2.3 Centerline and Lumen Borders 3D
Reconstruction

The main idea of this step is to translate the angiographic
views from the ðx; yÞ coordinates to ðu; v; tÞ coordinates,
which correspond to the real dimensions of X-ray image
intensifier system and the C-arm gantry rotation angles. In
fact, this process consists of the following steps: (i) image
calibration based on the Pixel Size, (ii) definition of the
X-ray source points to ðx; y; zÞ coordinates, (iii) translation
and rotation of the CA views and source points according to
X-ray acquisition settings of the C-arm system. Improving
the back-projection method of [10], the bifurcated 3D cen-
terline is computed in Eqs. (1) and (2):

SMB1 � SMB2 ¼ 0; ð1Þ

SSB1 � SSB2 ¼ 0; ð2Þ
where SMB1 ; SMB2 ; SSB1 and SSB2 represent the bifurcated
back-projected surfaces of the angiographic views (see
Fig. 1a).

Fig. 1 a 3D centerline
extraction, b reconstruction of the
3D lumen borders
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Regarding the lumen borders reconstruction, n planes
perpendicular to the centerline are computed while the
intersections of the Pi; i ¼ 1; . . .; n plane with i-th
back-projected lines of the annotated vessel borders are
calculated. Totally, the i-th lumen elliptical contour is
reconstructed by interpolating all the calculated 3D borders
using a spline method (see Fig. 1b).

2.4 Registration of the Main and the Side
Branch

The final morphology of the 3D bifurcation artery model
was accomplished by removing the points of the side branch
which were common with the main branch. Finally, the
lumen surfaces of the 3D model were reconstructed using a
triangulation method.

2.5 Evaluation Methodology

Considering the CA as the “gold standard” the validation of
the proposed methodology was accomplished by comparing
the 3D reconstructed models with the annotated 2D silhou-
ette of the lumen borders on the angiography. Quantitative
coronary analysis both for 2D and 3D vessels were

performed, based on the bifurcation segment model (Proxi-
mal Main—PM, Distal Main—DM and Side Branch—SB)
(see Fig. 2a). Moreover, each 3D vessel was projected for-
ward onto the angiographic projections to extract the 2D
borders of the model (see Fig. 2b, c). Comparisons between
the true 2D lumen borders and the recovered 2D model
borders were performed, using Spatial distance and overlap
based metrics, such as the Hausdorff Distance (HD) and the
Dice Coefficient (DC) [11].

3 Results

In this work we presented a novel method for the 3D
reconstruction of bifurcated arteries utilizing two angio-
graphic projections of the coronary vessels. Seven coronary
bifurcations, both pre and post the angioplasty procedure,
were reconstructed into the 3D space. Initially, the com-
parison between the 3D models and the 2D CA were per-
formed based on lumen diameter metrics such as the
Reference Vessel Diameter (RVD), the Minimum Lumen
Diameter (MLD), the Degree of stenosis (DS) and the
Lesion Length (LL) [12].

Considering Table 1, the proposed method presents high
accuracy for the reconstruction of the stenosed and the
stented coronary vessel. Obviously, expansion of the lumen

Fig. 2 Forward projection of the
3D models onto: a the first CA
view, b the second CA view
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diameter is observed in the vessels after the angioplasty
procedure, especially the Proximal Main branch.

Furthermore, the comparison between the 2D annotated
lumen borders and the retrieved 2D model borders is
depicted in Table 2. Taking into account totally 14 coro-
naries arteries, the Dice Coefficient between the retrieved 2D
borders of the models and the annotated lumen borders is
91% for the first angiographic projection and 92% for the
second one, while the Hausdorff Distance between them is
0.3031 mm and 0.3103 mm, respectively.

4 Discussion

In this study, we proposed a novel methodology for the 3D
reconstruction of coronary bifurcated arteries from X-ray
Angiographies (3D QCA) while other studies address only
with the coronary segments, neglecting the impact of the
side branch in the coronary bifurcation anatomy. To pro-
vide a proof of concept, we reconstructed seven coronary
bifurcation arteries both a priori and a posteriori of the

Table 1 Comparison of the 3D model with the CA using lumen diameter-based measurements

N = 7

Pre-procedure Post-procedure

2D QCA (mm) 3D QCA (mm) r p 2D QCA (mm) 3D QCA (mm) r p

Proximal main

RVD (mm) 3.39 ± 0.61 3.40 ± 0.55 0.99 <0.001 3.72 ± 0.64 3.69 ± 0.59 0.99 <0.001

MLD (mm) 2.77 ± 0.61 2.82 ± 0.68 0.98 <0.001 3.21 ± 0.42 3.19 ± 0.31 0.89 0.008

DS (%) 18 ± 14 17 ± 15 0.96 0.001 13 ± 8 13 ± 7 0.83 0.019

LL (mm) 7.45 ± 3.52 8.97 ± 5.59 0.87 0.012 9.59 ± 4.01 11.04 ± 4.87 0.92 0.004

Distal main

RVD (mm) 2.66 ± 0.34 2.64 ± 0.34 0.99 <0.001 2.74 ± 0.51 2.76 ± 0.54 0.99 <0.001

MLD (mm) 1.36 ± 0.65 1.48 ± 0.63 0.92 0.003 2.04 ± 0.63 2.16 ± 0.62 0.99 <0.001

DS (%) 49 ± 22 44 ± 22 0.86 0.013 27 ± 12 23 ± 11 0.97 <0.001

LL (mm) 11.96 ± 4.29 13.52 ± 4.76 0.76 0.047 13.77 ± 5.02 15.95 ± 4.48 0.83 0.021

Side branch

RVD (mm) 2.32 ± 0.47 2.39 ± 0.55 0.97 <0.001 2.48 ± 0.43 2.34 ± 0.37 0.97 <0.001

MLD (mm) 1.56 ± 0.64 1.80 ± 0.70 0.95 0.001 1.94 ± 0.53 1.94 ± 0.56 0.96 0.001

DS (%) 34 ± 25 26 ± 24 0.97 <0.001 23 ± 10 20 ± 8 0.82 0.022

LL (mm) 11.63 ± 2.40 12.83 ± 2.06 0.73 0.159 13.42 ± 6.74 15.87 ± 6.91 0.97 <0.001

Table 2 Comparison of the 2D model borders and the CA

View 1 View 2

HD (mm) DC (%) HD (mm) DC (%)

1 0.0900 97.55 0.3499 87.61

2 0.1896 93.45 0.1263 97.87

3 0.1088 95.15 0.1683 95.57

4 0.1174 97.18 0.0846 98.56

5 0.0709 98.45 0.4752 78.59

6 0.0777 97.91 0.5008 79.85

7 0.4263 94.62 0.2398 91.86

8 0.3853 94.31 0.0931 97.06

9 1.0771 74.72 0.2222 95.34

10 0.3196 95.33 0.1508 97.31

11 0.8788 77.37 0.0787 98.77

12 0.2847 93.98 0.0984 96.24

13 0.0841 98.02 1.2583 80.15

14 0.1325 96.63 0.4972 87.94
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PTCI procedure while the evaluation of the proposed
method was performed considering the X-ray angiography
as the “gold standard”. Moreover, the results show that the
3D model can be reconstructed into the 3D space with a
decent accuracy.

Regarding the pros and cons of the proposed method, 3D
QCA is a quick and accurate method to assess the CAD into
the 3D space, but limited visualization of the coronary
branches on the CA projections as well as confined angle
offset between the angiographic views, potentially leads to
failed reconstruction.

5 Conclusions

Nowadays, both the accurate diagnosis of the CAD and the
prediction of the plaque growth, are based on the represen-
tation of the coronary arteries in the 3D space. In this work
we proposed a study for the 3D reconstruction of the coro-
nary bifurcated arteries. Nevertheless, in the future the
number of the required angiographic views for the recon-
struction of the coronary tree must be addressed.
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Machine Learning Techniques
for Classification of Breast Cancer

Ahmed Osmanović, Sabina Halilović, Layla Abdel Ilah, Adnan Fojnica,
and Zehra Gromilić

Abstract
The major challenge in cancer diagnosis is the number of
patients who are incorrectly diagnosed. To address this,
we have developed and tested different expert diagnostic
systems which differentiate among patients with and
without breast cancer based on samples describing
characteristics of the cell nuclei present in the digitized
image of a fine needle aspirate (FNA). Data was collected
from the UCI machine learning respiratory, specifically
699 samples. Our results demonstrate that a Feed Forward
Backpropagation single hidden layer neural network with
20 neurons and TANSIG transfer function has the highest
classification accuracy (98.9% and 99% accuracy in
training and test set, respectively). The accuracy of
multilayer architectures was significantly lower, and
valued between a range of 74.9–86.3%, where the
average was 81.37%. A developed expert system with a
proven accuracy can be used in the future in laboratory
conditions as a promising method for early classification
diagnosis for breast cancer.

Keywords
Breast cancer � Classification � Machine learning
Artificial Neural Network

1 Introduction

According to the American Cancer Society (ACS), breast
cancer makes up 25% of cancer diagnoses in women glob-
ally [1]. Breast cancer tumors can be categorized into two
main groups: (i) Benign (Noncancerous), whereby the

immune system segregates benign tumors from normal cells,
(ii) Malignant (Cancerous), which initiate from abnormal
cell growth and invade nearby tissue. Identification of nor-
mal, benign, and malignant tissues is crucial for treatment [2,
3].

Innovative techniques have been used in various areas of
healthcare [4–11], specifically for classification and detec-
tion of disease. Artificial Neural Networks (ANNs) are ter-
med as a ‘hot’ research area in medicine due to increasing
diagnostic accuracy, reduced costs and human resources.
ANNs are integrate systems inspired by biological neuron
networks. In machine learning and cognitive sciences, these
networks estimate functions depending on inputs [12].
Researchers are currently using various algorithms to
investigate breast images depending on the demand of the
disease, the status of the disease, and the quality of the
images [2]. Santos-Andre and da Silva [13] choreographed
an ANN for the analysis of mammograms for diagnosis of
breast cancer. The system uses Kohonen’s self-organizing
map and a multilayer perceptron trained with the back-
propagation algorithm. In 2005, Revett et al. [14] presented a
breast cancer diagnosis system with a probabilistic neural
network that performed supervised classification. In a com-
parative study conducted by Padmavati [15], a supervised
feed forward neural network with one hidden layer was
implemented using a Radial Basis Function (RBF) neural
network. Additionally, the author of this study compared the
performance of the RBF neural network with the Multilayer
Perceptron network model.

This research was developed to design an ANN with a
high level of accuracy to be applied for early breast cancer
detection, thus provoking earlier diagnosis, treatment, and
survival in cancer diagnosed patients. Differentiating among
cytological attributes of the breast mass, medical analysis
has been speeded up, while labor intensive data analysis
simplified. Developed ANN not just help medical analysis
with earlier detection, but also reduces costs and human
resources required in diagnostics.
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2 Methods

A data set was obtained from UCI Machine Learning
Repository [16] containing 699 samples describing charac-
teristics of the cell nuclei present in a digitized image of a
fine needle aspirate (FNA) of a breast mass. Each sample
contained nine attributes representing cytological character-
istics of breast fine-needle aspirates. Characteristics are
represented in Table 1.

The data set was partitioned into two sets: training and
testing with a ratio of 70–30, which was assigned according
to expert recommendation [17]. The training set contained
490 samples (161 malignant and 329 benign samples), while
the test set contained 209 samples (80 malignant and 129
benign samples). The data set divisions are shown in
Table 2.

Samples obtained from the dataset, all features were
extracted and divided in training and test set. Then the
artificial neural network was designed, trained and tested.

Obtained results were compared with the given diagnosis.
Finally, accuracy was calculated and discussed.

The ANN within this study was configured with nine
input neurons (number of attributes) and one output neuron
(benign or malignant). Trial and error was used by changing
three parameters: number of layers, number of neurons in
hidden layers and transfer functions, to compare the per-
formance of different ANN architectures (as seen in Fig. 1
with the Results section). The number of neurons within the
hidden layer was 10, 20, 30, 40 and 50. The number of
hidden layers was 1, 2, 3, 4, and 5. The transfer functions
were: TANSIG, LOGSIG, and PURELINE. The perfor-
mance received from these systems were compared and are
depicted in Table 3. After changing parameters, the optimal
classifiers were identified and employed for network archi-
tecture comparison. To investigate optimal ANN architec-
ture for breast cancer classification, morphological data was
applied to four types of neural network and their perfor-
mance was compared. The trained networks were Feed
Forward Back propagation network (BPA), Radial Basis
Function (RBF), Multilayer perceptron (MLP), and Proba-
bilistic neural network (PNN). Performance obtained was
compared in terms of training and test design, and a

Table 1 Attributes representing cytological characteristics of breast FNAs

S. No Attribute Explanation

1 Clump thickness Cancerous cells (CC) are organised in multilayers

2 Uniformity of cell size CC have mismatched sizes

3 Uniformity of cell shape CC are misformed

4 Marginal adhesion CC lose the ability to attach together

5 Single epithelial cell size CC affect glandular tissue formation

6 Bare nuclei Benign tumors have a nuclei that is not surrounded by a cytoplasm

7 Bland chromatin CC have coarse chromatin

8 Normal nucleoli CC contain abnormal nucleoli

9 Mitoses CC have uncontrollable levels of mitoses

Class 2 for benign, 4 for malignant

Table 2 Divisions of morphological features of data sets

Total cases = 699

Data set Training Testing

Benign 329 129

Malignant 161 80

Total 490 209

Table 3 Accuracies of tested parameters in independent experiments. Testing of different number of hidden layers (1, 2, 3, 4, 5), different number
of neurons in hidden layer (10, 20, 30, 40, 50) and different types of transfer function (TANSIG, LOGSIG, and PURELINE)

Number of hidden layers Accuracy % Number of neurons Accuracy % Training algorithm MSE

1 86.5 10 92.8 TANSIG 0.0002

2 74.9 20 99.5 LOGSIG 0.0121

3 81.3 30 91.6 PURELINE 0.0056

4 86.3 40 93.1

5 82.98 50 96.2
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confusion matrix was designed for the highest performing
architecture.

3 Results and Discussion

It was found that one hidden layer network achieved the
highest accuracy (86.5%), whereas a two layers network
achieved the lowest accuracy (74.9%). The accuracy of
multi-layer architectures was significantly lower and valued
across a range of 74.9–86.3%. The average was 81.37%.
Single layer architectures performed with a mean accuracy
of 86.5%.

According to previous research [18], a multi-layer net-
work has higher accuracy than a single layer network despite
data set size. Number of hidden layers and data division are
not defined in their research; however, they are defined in
our work. It is shown in Table 2 that increasing the number
of hidden layers from 1 to 2 or from 4 to 5 decreases the
accuracy, while increasing it from 2 to 3 or from 3 to 4
increases the accuracy. It is concluded that increasing or
decreasing the hidden layer number by one does not corre-
late to a higher accuracy.

Accuracy of a network with one hidden layer and 10, 20,
30, 40, and 50 neurons respectively in the hidden layer are
presented in Table 3. The 20 neurons network achieves the
highest accuracy (99.5%), whereas the 40 neurons network
has the lowest accuracy (93.1%). These results indicate a
99.5% chance that by using this artificial neural network,
patients will be diagnosed with this condition (Table 3).
A poorly defined number of neurons in a hidden layer can

cause over fitting problems, which leads to a poor training
performance and an insufficient testing performance. Mean
Square Error (MSE) of a network with three different
transfer functions: TANSIG, LOGSIG, and PURELINE are
presented in Table 3. It was found that the network with
TANSIG algorithm achieves the least MSE (0.0002),
whereas the network with LOGSIG has the highest MSE
(0.0121). Similar results were obtained in previous research
[19]. It is evident that the best network architecture is a
network with one hidden layer, 20 neurons in the hidden
layer, and TANSIG as an activation function. In previous
neural network-based cancer examination has been demon-
strated that a single hidden layer, usually provides the best
compromise in terms of accurate results in a specific context,
but also allowing generalization required for classification of
cancer [20].

Accuracy of networks are presented in Fig. 1 for both
training and test sets. It was found that the Backpropagation
network achieves the highest accuracy in both training
(98.9%) and test sets (99%). The Radial Basis network has
the lowest accuracy in training (95.4%), and the Probabilistic
network has the lowest accuracy in the test set (95.7%).

Table 4 represents a confusion matrix designed for the
Backpropagation network. These results indicate that there is
99% chance that by using this artificial neural network, a
patient will be diagnosed correctly. Percentage of true pos-
itive rate or sensitivity demonstrates accuracy in terms that
benign breast cancer patients will not be classified as
malignant breast cancer patients. Specificity percentage
indicates that when benign breast cancer patients are tested
with this network, there is a 97.6% chance that they will be
negatively classified. In fact, previous research recommends
a Feed Forward Backpropagation network as a strong tool
for classification purposes [21].

Number of hidden layers, number of neurons in the
hidden layers, architecture type, and transfer function type
are parameters that effect ANN performance. Other param-
eters are not discussed here such as training time, adoption
learning function, performance function, and training func-
tion. Designing an ANN requires considering the parameters
discussed above. Concentrating on one parameter, like in [8–
10], limits the network accuracy in breast cancer
classification.

98.9

95.7 95.6
96.3

99

97.1 97.6

95.7

93
94
95
96
97
98
99

100

BPA RBF MLP PNN

Training Results Tes ng Results

Fig. 1 Performance comparison of all neural network models for
classification of breast cancer

Table 4 Confusion matrix of BPN ANN models for testing dataset

Testing sample n = 209 Classified benign breast
cancer

Classified malignant breast
cancer

Accuracy (AC) 99%

Actual benign breast cancer 80 2 True positive rate (TPR) or sensitivity
100%

Actual malignant breast
cancer

0 127 True negative rate (TNR) or specificity
97.6%
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4 Conclusion

Knowing that there is a lack of generalized neural network
system with zero mistakes for any application, an ANN with
a high and acceptable level of accuracy can be designed by
testing different number of hidden layers, number of neurons
in the hidden layer, the type of transfer functions, and the
architecture type. The ANN as a tool in diagnosis of breast
cancer can further be improved to expand its application. It
can be used as a background in developing a device that
could help doctors in more rapid diagnostics and monitoring
of patient’s condition. Additionally, with modification of the
network and further development, the system could even
provide adequate therapy for breast cancer. For the use of
this implemented ANN by the physicians, in the future
authors will also develop Graphical User Interface (GUI) [6].

Declaration of Interest The authors have no conflict of interest to
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Segmentation and 3D-Modelling
of Single-Rooted Teeth from CBCT Data:
An Automatic Strategy Based on Dental Pulp
Segmentation and Surface Deformation

Jerome Harrison, Steeve Chantrel, Matthieu Schmittbuhl,
and Jacques A. de Guise

Abstract
Individual three-dimensional (3D) models of the teeth
obtained from Cone Beam Computed Tomography
(CBCT) images are needed in orthodontics and maxillofa-
cial surgery for treatment planning and simulation purposes.
Such models can be obtained with the help of segmentation
algorithms. In order to comply with clinical needs, the
segmentation process should not rely on human interven-
tion, while providing reliable patient-specific models. In
this research, a fully automatic segmentation method based
on surface deformation of in situ reconstructed models of
dental pulps is proposed. A volume partitioning step defines
separating planes between each tooth on both superior and
inferior dental arches. A pulp segmentation strategy
followed by a hierarchical surface deformation scheme,
allows surface evolution until the tooth boundary is
reached. Accuracy of the method is assessed by comparison
of 26 single-rooted teeth randomly selected in 9 Cone
Beam CT scans with ground truths obtained from manual
segmentation. Experimental results show a Dice Similarity
Coefficient of 92:19� 2:31%, a Jaccard Similarity Coef-
ficient of 85:59� 3:89%, an Hausdorff distance of
1:54� 0:52 mm, and an average symmetric surface
distance of 0:24� 0:05 mm.

Keywords
In situ prior � Tooth segmentation � Dental CBCT

1 Introduction

Cone Beam Computed Tomography (CBCT) is a widely
used imaging approach in dentomaxillofacial radiology. The
success of this modality relies on the production of images
of higher spatial resolution while greatly reducing exposure
to radiation when compared to medical CT scan [1]. CBCT
is thus not only of clinical importance for diagnosis but it
facilitates image guided surgery and treatment planning [2].
Individual three-dimensional (3D) models of the teeth
obtained from CBCT images could be valuable tools for
accurate treatment planning in maxillofacial surgery and
orthodontics [3]. Tooth segmentation is an essential step in
reconstructing a 3D model but it remains a challenge mainly
due to the complex morphology of teeth, the similar intensity
of the alveolar bone compared to the dental tissue, and the
lack of contrast accuracy of CBCT images [4]. Conse-
quently, borders between touching structures such as adja-
cent crowns or root and contiguous alveolar bone are often
indistinguishable.

Many methods have been proposed in the literature for
tooth segmentation. Most of them are active-contour based,
and employ level-sets with different custom-made priors and
constraints [5–7]. These methods rely on slice-by-slice
contour propagation, which is prone to error accumulation.
In recent years, other methods have integrated additional 3D
models in order to perform a more reliable segmentation. For
example, in [8–10], optical scans of dental casts were used
for crown segmentation, and merged with 3D models of
corresponding roots obtained by segmentation on CT scans.
The above works rely on previously collected data that can
exacerbate clinical workflow or data processing. Moreover,
prior-shape model driven segmentation approaches often
lack generalizability and require large databases in order to
capture variability.

In this research, a fully automatic strategy for
single-rooted tooth segmentation is introduced. The main
contribution of this work lies in two aspects: first, a surface
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deformation algorithm, constrained by the shape of dental
pulp models reconstructed in situ, is applied to CBCT
images for three-dimensional segmentation; second, a vol-
ume partitioning strategy is proposed to achieve a rough
delineation of single tooth sub-volumes, while restraining
surface evolution around dental contact zones. Segmentation
accuracy and efficiency are assessed by quantitative com-
parison with manually delineated ground truths.

2 Methods

The segmentation workflow takes advantage of heuristics
derived from knowledge of tooth anatomy. While touching
teeth remain a challenging segmentation task, their respective
dental pulp can be straightforwardly obtained. On CBCT
images, they appear as darker structures enclosed in brighter
shells (dentine or enamel). As reported in [11], this inner shape
is morphologically similar to the outer tooth structure, while
encompassing information such as orientation and localization.
Thus, in this study, dental pulps are used as pre-personalized
models, and help supervise three-dimensional segmentation.
A volume partitioning step, which defines single tooth
sub-volumes inside the original DICOM space, is used as
means to avoid over-segmentation at crown level. Both steps
are described in the following sections.

2.1 Volume Partitioning

Dental arches separation. A first partition step aims to iso-
late inferior and superior dental arches. In the scope of this
study, it is assumed that CBCT acquisitions were performed
with patients’ teeth in an open bite position. Therefore, max-
illary and mandible teeth do not overlap in any slice.

An empirically determined global threshold is applied on
a sagittal Maximal Intensity Projection (MIP) of the original
DICOM stack in order to separate crown intensities of lower
and upper jawbones. A blob detector applies a different label

to both regions, and the spatial position of these labels is
used to train a k nearest neighbour classifier (see Fig. 1a).
The classification algorithm is applied to every point of the
region of interest, providing a boundary that can be gener-
alized to the entire three-dimensional volume.

Teeth separation planes. A second partition step, applied
separately on both arches, is designed to find a set of planes
that best describe the boundary between each tooth.

The same empirically determined global threshold is used
on an axial MIP, in order to obtain crown intensities from
which the shape of both arches are approximated. A second
order polynomial curve is interpolated from a sub-sample of
these data points. Positions along the curves are encoded as
i 2 ð0; . . .;NiÞ.

Candidate planes are placed along the curve at a uniform
distribution rate. An intensity and gradient-based [12] cost
function Cplane, that determines optimal positions for each
plane, is introduced in Eq. 1. To assess the likelihood of
correct positioning, plane configurations are simulated by
rotating each candidate plane along the x-axis and y-axis,
respectively represented by rotation angles /1 and /2.

CplaneðPi;/1;/2
Þ ¼ a

1
Np

XNp

n¼0

I pu
!� �þ b

XNp

n¼0

I pu
!� � rI pu

!� �

I pu
!� ��� �� �~n

�����

�����
ð1Þ

where Pi;/1;/2
is a solution plane, ~n is the plane’s normal

vector, pu!; u 2 ð0; . . .;NpÞ, is a sample point located on the
plane’s surface, I pu

!� �
and rI pu

!� �
are the respective

grayscale and gradient value interpolated at the sample
point. Weighting coefficients a and b are applied to both
terms. The cost function is evaluated for each combination
of ði;/1;/2Þ.

The minimal cost value at every position i along the
central arch curve is stored as CplaneðP0

iÞ. Local minima iloc
are identified on the latter curve to reveal potential location
of teeth boundaries (Eq. 2). Indeed, these locations have a

Fig. 1 Volume partition steps. a Superior and inferior dental arches
are separated by a boundary line obtained from a k-nn classification
algorithm. b A directed graph-based strategy finds a set of separating

planes that best describe the boundary between each tooth. Mandible
has been unrolled around its arch central curve for display purposes.
c Dental pulp segmentation is carried out on single tooth sub-volumes
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significantly lower cost than their neighbours, which indi-
cates that they are very unlikely to be cutting through
high-density bony structures.

ilocf g�i s:t: CplaneðP0
jÞ 8 P0

j 2 Diloc ð2Þ

where Diloc represents the local neighbourhood of iloc.
In order to avoid identification of false boundaries (e.g.

local minima representing a cutting plane that goes through
low density dental pulps), each potential local minima is
represented by a node N in a directed graph G ¼ ðN ;RÞ:
Possible combinations of local minimas are connected by a
set of edges R, which are then weighted by their associated
plane cost. Connections are determined by a distance rule:
two consecutive local minima (i.e. planes) must have a rel-
ative distance d that lie within a fixed interval d 2
½dmin; dmax� which is derived from manual measurements.
A legal combination of local minima, thus a legal combi-
nation of planes, would link P0

0 to P0
Ni
, and provide the lowest

cost. A shortest path algorithm is applied on the graph and
provides the optimal set of local minima (see Fig. 1b):

P0
iloc

n o
¼ argmin

XM
k¼0

CplaneðP0
iloc
Þ s:t: ðP0

iloc
; P0

iloc þ 1Þ 2 R

ð3Þ
where M denotes the number of identified planes (typically
15 for a complete dentition). Single-tooth sub-volumes can
be extracted by limiting the information contained in the
CBCT sequence to the voxels lying between two consecu-
tive separating planes.

2.2 Three-Dimensional Segmentation

Dental pulp segmentation. On CBCT images, dental pulps
appear as dark cavities enclosed in brighter shells. This
phenomenon is employed to automatically isolate dental
pulp [11] and proceed to surface reconstruction. The strategy

is based on morphological image reconstruction which
consists of sequential morphological dilation operations on a
marker F, based on information included in a mask G. This
operation is notated RGðFÞ. As dental pulps resemble holes
in the image, a hole-filling algorithm H is used on each slice
of the sub-volumes [11].

IF ¼ HðIÞ ¼ ½RIcðFÞ�c ð4Þ
where I is the slice and Ic the complement of image I. The
marker F consists of an image with pixel values set to 0,
except for those on the border which are set to 1� I. This
operation creates an image IF on which zones of
low-intensity pixels enclosed inside zones of high-intensity
pixels, such as dental pulp, appear as filled. A simple
voxel-wise subtraction of IF with the original slice I pro-
duces an image of the dental pulp alone. A three dimensional
application of this algorithm provides a set of voxels that
represent the shape of dental pulp (see Fig. 1c).

Hierarchical surface deformation. In this step, a mesh
representation of each pulp is iteratively deformed with a
Hierarchical Surface Deformation (HSD) algorithm [13]. In
this scheme, vertices of the input mesh are moved toward a
target boundary, which is identified through an intensity pro-
file search. The search is initially conducted in large areas
outside the mesh, and is gradually reduced at each iteration.
Large search areas increase the risk of false boundary identi-
fication. Thus, HSD carries out a rigid-to-flexible process: first
iterations are constrained by the general shape of the input
mesh, while last iterations allow local deformations to fit teeth
boundaries. The HSD process stops after a given number of
iterations Niter. The output mesh of the last iteration provides
the final tooth segmentation (see Fig. 2). The following
computation steps are carried out iteratively:

A. Vertex matching. Every vertex vi of the input mesh is
matched to the position of a potential characteristic of
interest gi around the surface. Intensity profiles Pðu; vÞ are

Fig. 2 HSD process. From an
in situ reconstructed surface
model of the dental pulp (a), HSD
performs iterative local
deformation (b) until the surface
matches the boundary of the teeth
(c). A 3D surface of the teeth is
then obtained (d)
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interpolated along the normal nv! of each vertex through a
mapping function M:

Pðu; vÞ ¼ XðMx;My;MzÞ
¼ Xðnvx � uT þ vx; nvy � uT þ vy; nvz � uT þ vzÞ ð5Þ

where u ¼ ½�Liter; . . .; Liter� is the profile length at the cur-
rent iteration, and X a linear interpolation method. Parameter
Liter is gradually decreased at each iteration to allow
coarse-to-fine deformation. In the initial implementation,
[13] centers the profile at vertex location. For this specific
purpose, profiles are defined from the surface outward for
the first iteration, and are moved toward a centered position
to ensure that the surface is evolving toward the outer tooth
boundary. A gradient and Gaussian-based cost function
determines the position of gi along the profile.

B. Weighted average displacement. Each vertex is mat-
ched to a set of neighbours Si, according to a distance
parameter Riter. This parameter decreases at every iteration to
allow rigid-to-flexible deformation. Neighbouring vertices con-
tribute to the calculation of the final displacement of each vertex:

v0i ¼ vi þ
P

vk2Si xkðgi � viÞP
vk2Si

with xk ¼ Riter � dðvi; vkÞ
Riter

ð6Þ
where dðvi; vkÞ is the distance between vertex vi and vk.

Even though deformation is constrained by the shape of
the input mesh, over-segmentation can still take place where
adjacent crowns touch. This issue is addressed ad hoc by
penalizing the set of points of an intensity profile that cross a
separation plane. Such points are considered as invalid for
gradient search. This eliminates the risk of a vertex being
moved on the other side of a separation plane. The invalid
points must satisfy the following criteria to be excluded:

a0iloc �Mx þ b0iloc �My þ c0iloc �Mz � d0iloc [ 0 ð7Þ

where a0iloc ; b
0
iloc
; c0iloc and d0iloc are the constants of adjacent

plane P0
iloc
. The algorithm described above is applied on

every dental pulp model independently, providing a surface
representation of each tooth.

3 Results and Discussion

Following the approval of CHUM Research Center Ethics
board, the segmentation method was evaluated using nine
Cone Beam CT exams. Acquisitions were done with a
Newtom 5G or a Newtom VGI unit (Newtom, Verona Italy)
in high resolution scan mode with a field of view of either
8 � 8 or 12 � 8 cm. Images are represented on a voxel grid
of sizes 512-820 � 512-820 � 498-656 with a resolution of
0.125-0.150 � 0.125-0.150 � 0.125-0.150 mm. The fol-
lowing parameters were used for surface deformation:
iter ¼ 20, Liter 2 ½25; . . .; 5� and Riter 2 ½40; . . .; 10�.

The validation database consists of 26 teeth randomly
selected through the available Cone Beam CT scans. Only
single-rooted teeth (11 incisors, 9 canines and 6 premolars)
were observed in the scope of this study. Ground truths were
manually produced by one observer and compared with the
automatic segmentation. The accuracy of the segmentation
was evaluated with four metrics, described in [14]: Dice
Similarity Coefficient (DSC), Jaccard Similarity Coefficient
(JSC), Hausdorff distance (Hauss) and Average Symetric
Distance (ASD). Table 1 presents experimental results on
the validation database. A surface reconstruction of
single-rooted teeth of one dataset is shown in Fig. 3a. An
error map of the upper right central incisor of the same
CBCT exam is included in Fig. 3b.

Results show that the method is able to provide the
general tooth shape from its dental pulp. The constraints
imposed by this in situ reconstructed prior model limit
improbable deformation or segmentation overflow to nearby
structures. As a case in point, Fig. 2c demonstrates that
surface evolution is able to accurately match tooth boundary
even in the presence of a touching erupting tooth and alve-
olar bone. In most cases, largest segmentation errors are
located either at the root tip (apex) or at incisal edges and
cusp locations. In the first scenario, the boundary informa-
tion is too poor because the apex is represented by only a
few pixels that share similar intensities with the neighbour-
ing alveolar bone. For the second case, it can be noted that
cusp boundaries are generally further away from the initial
dental pulp model than any other structure in the tooth.
Hence, in first iterations, when the search profile length is

Table 1 Measures of automatic segmentation performance

Type of teeth DSC (%) JSC (%) Hauss (mm) ASD (mm)

Incisor 91:73� 2:09 84:79� 3:55 1:70� 0:53 0:24� 0:06

Canine 92:21� 2:59 85:64� 4:24 1:53� 0:53 0:25� 0:04

Premolar 93:63� 2:30 88:08� 4:06 1:09� 0:23 0:20� 0:03

Average 92:19� 2:31 85:59� 3:89 1:54� 0:52 0:24� 0:05
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large enough to capture cusps boundaries, only rigid defor-
mations are allowed due to the large distance parameter Riter .
This initial constraint limits surface evolution toward distant
parts of the tooth such as the cusps. An additional surface
deformation could be carried out with the 3D models
obtained from this research as inputs, in order to capture
detailed features such as the two mentioned above.

4 Conclusion

In this work, a fully automatic tooth segmentation method
from Cone Beam CT images was introduced. Experimental
results have shown the efficiency and precision of the
method on a database of 26 single-rooted teeth. Future steps
include generalization of the algorithm on teeth with multi-
ple roots.
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A Three-Dimensional Quantification
of Calcified and Non-calcified Plaque Based
on Computed Tomography Coronary
Angiography Images: Comparison
with Virtual Histology Intravascular
Ultrasound

Vassiliki I. Kigka, Antonis Sakellarios, George Rigas, Panagiota Tsobou,
Ioannis O. Andrikos, Lampros K. Michalis, and Dimitrios I. Fotiadis

Abstract
The identification, quantification and characterization of
coronary atherosclerotic plaque has a major influence on
diagnosis and treatment of coronary artery disease
(CAD). Recent studies have reported the ability of
Computed Tomography Coronary Angiography (CTCA)
to identify non-invasively coronary plaque features. In
this study, we present a novel methodology for the
identification of the plaque burden of the coronary artery
and the volumetric quantification of calcified plaques
(CP) and non-calcified plaques (NCP), utilizing CTCA
images in comparison with virtual histology intravascular
ultrasound (VH-IVUS). The proposed methodology
includes seven steps: CTCA images pre-processing,
blooming effect removal, vessel centerline extraction
using Multistencil Fast Marching Method (MSFM),
estimation of membership sigmoidal distribution func-
tions, implementation of an extension of active contour
models using prior shapes for the lumen, the outer wall
and CP segmentation, detection and quantification of
NCP and finally three-dimensional (3D) models

construction. Bland Altman and correlation plot analyses
were performed to assess the agreement between the
presented methodology and VH-IVUS. Assessment of
volume and length of lesion length in 18 lesions indicated
good correlation with VH-IVUS. More specifically, the
Pearson’s correlation (r) is (r = 0.93, p < 0.001) and
(r = 0.92, p < 0.001) for CP and NCP volume, respec-
tively, while the correlation for the length of lesion is
(r = 0.84, p < 0.001) and (r = 0.95, p < 0.001) for CP
and NCP, respectively.

Keywords
Computed tomography angiography � Coronary artery
disease � Coronary arteries � Atherosclerotic plaque
Calcified plaque � Non-calcified plaque � Level-set
segmentation

1 Introduction

Atherosclerotic disease, the underlying cause of coronary
artery disease (CAD), is one of the leading causes of mortality
and morbidity in western societies. Atherosclerosis is char-
acterized by molecular and cellular events, such as the
deposition of low-density lipoprotein (LDL) molecules,
smooth cell proliferation, calcification and fibrosis, causing
compositional and geometric changes in coronary vessels.
Several of these changes can be identified by Computed
Tomography Coronary Angiography (CTCA), a non-invasive
imaging modality, which accurately detects the inner and the
outer wall of coronary arteries and also permits the charac-
terization of atherosclerotic plaque composition [1].
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In the literature, different studies were presented to
examine the diagnostic accuracy of CTCA for the detection
of coronary plaques. Dey et al. [2] examined the accuracy of
CTCA to detect CP and NCP using an automated
scan-specific threshold level-based approach. Similarly, in
another study, proposed by Brodoefel et al. [3], an auto-
mated software was implemented to analyze the
atherosclerotic plaque composition based on CT attenuation
values. On the other hand, Graaf et al. [4] studied the cor-
relation between the plaque volume derived by CTA auto-
matic software (QAngio CT 1.1, Medis medical imaging
systems) and the plaque volume provided by VH IVUS,
which was defined as the gold standard. Jawaid et al. [5]
implemented a SVM classifier to identify the abnormal
coronary segments and further proposed a derivative-based
method to localize the position and length of the NCP inside
the segment.

The proposed study is dedicated to present a
semi-automatic methodology, which permits the 3D models
construction of the inner wall and the outer wall, as well as
the detection and volumetric quantification of CP and
NCP. The VH IVUS is used to validate the proposed study.
Except of its semi-automated nature, the innovative aspect of
this approach is that both the active contour models and the
dynamic thresholding techniques are totally adapted to each
CTCA image, and allow accurately 2D segmentation inde-
pendently of the acquisition dose protocol.

2 Materials and Methods

The proposed methodology consists of seven steps: the
preprocessing, the blooming effect removal, the vessel cen-
terline extraction, the estimation of membership functions,
the inner wall, outer wall and CP segmentation, the NCP
segmentation and finally 3D models construction.

2.1 Preprocessing

In this step, the Frangi Vesselness filter [6] is applied on the
acquired axial DICOM CTCA images to detect the potential
vessels regions.

2.2 Blooming Effect Removal

In this stage, we aim to improve the visualization of small
high-density objects and to limit the blooming effect. The
output CTCA image is considered as the convolution result
of the input image with the system’s point spread function
(PSF). Thus, we approximate the system’s PSF using a

Gaussian kernel and we apply the Richardson Lucy algo-
rithm on high intensity regions, to acquire the deblurred
CTCA image [7].

2.3 Centerline Extraction

The implemented vessel centerline extraction approach,
proposed by Metz et al. [8], is a minimum cost approach,
based on the combination of the vesselness measure wvesselð Þ
and the lumen intensity wlumenð Þ information. The consid-
ered cost function was defined as

V ¼ wvessel � wlumen; ð1Þ
where wvessel is calculated in the pre-processing step,
whereas the wlumenð Þ is a generalized bell-shaped function.

2.4 Estimation of Memberships Functions

In this step, three membership functions were estimated to
compensate three different intensity protocols for the dis-
crimination of the lumen, the outer wall and the CP. More
specifically, the selected intensity ranges depend both on the
literature and the extracted mean luminal intensity.

2.5 Segmentation of the Lumen, the Outer Wall
and CP

In this step, an active contour model [9], which incorporates
a prior shape [10] is implemented to segment the inner wall,
the outer wall and the CP. The 2D segmentation approach
includes four different stages: the update of lumen intensi-
ties, the approximation of an initial binary image, the cal-
culation of the curve speed function and finally the sparse
field algorithm implementation. More specifically, we
modify the estimated lumen membership function. Based on
the extracted vessel centerline, we consider only the pixels
of the CTCA image, whose distance from the centerline is
lower than the value obtained by dividing an estimation of
lumen radius by the pixel spacing of the CTCA image.
Consequently, an initial image-shape u is estimated to
implement the active contour models. This image u is a
binary image, whose pixels are 1’s, when the updated lumen
membership function multiplied with a threshold value is
larger than 500 HU. Except of the initial binary image u, a
shape function w and a labelling function L are introduced
[10, 11]. In this approach, the defined speed function to
evolve the curve is defined by:

E u;w;Lð Þ ¼ Ecv þEshape þEw; ð2Þ

208 V. I. Kigka et al.



where Ecv is the Chan-Vese energy, Eshape is the shape
comparison term and Ew is the labelling term. The sparse
field algorithm algorithm implementation follows, aiming to
extract the minimal representation of u. The sparse field
algorithm is implemented twice, in order to achieve a
smooth segmented shape for the inner and the outer wall.

A similar procedure is implemented for both the outer
wall and the CP segmentation.

2.6 NCP Segmentation

The detection of NCP based on CTCA images remains a
challenging problem, since their intensity range values
depend on the luminal intensity and the acquisition dose
protocol [12]. Furthermore, the segmentation of NCP could
not be successfully achieved by implementing a level set
based approach, since NCP intensity values are close to the
ranges of the outer wall. Thus, in this study a dynamic
threshold technique is applied in the region simultaneously
outside the inner wall and inside the outer wall, which is
considered as the region of interest (ROI). The main idea of
the detection of NCP is the extraction of a critical intensity
value, the mean lumen intensity (ml). This value corresponds
to the mean intensity values of the pixels of the 50% of the
image intensities. After the definition of ml value, the
intensity value for the NCP segmentation ranges between
100 HU lower than ml and 100 higher than ml.

2.7 3D Models Construction

The 3D models for the lumen, the outer wall, the CP and the
NCP are constructed based on the Marching Cubes approach
[13], by applying a triangulation approach.

3 CTCA-IVUS Comparison

The presented methodology was compared using the corre-
sponding frames of VH IVUS modality. The accurate reg-
istration was achieved based on anatomical landmarks, such
as side-branches, ostia and CP. Furthermore, the VH IVUS
images were analyzed based on a previously published
study, introduced by Bourantas et al. [14], whereas the NCP
volume is calculated based on the Simpson-rule method
[15].

The accuracy of the presented methodology to detect
plaque burden and to quantify the CP and NCP is evaluated
using two different metrics for each plaque type, the plaque
volume and the length of lesion. The plaque volume corre-
sponds to the volume of plaque between the proximal and

distal ends of the coronary lesion, whereas the length of
lesion is the distance between the proximal and distal ends of
the coronary lesion.

4 Results

In the validation procedure, we used totally 18 coronary
arteries, 9 left anterior descending (LAD), 3 left circumflex
(LCX) and 6 right coronary (RCA). The Bland Altman
analysis and the correlation plots between the proposed
CTCA based methodology and VH IVUS images analysis is
illustrated in Fig. 1 and Fig. 2 for CP and NCP, respectively.

The evaluation procedure indicates that the CP and NCP
extracted volumes and lengths of lesion derived from the
proposed methodology correlate well with those derived by
VH IVUS images analysis. More specifically, the Pearson’s
correlation (r) is 0.93 and 0.92 for the CP and NCP volume,
respectively, whereas the Pearson’s correlation (r) is 0.84,
0.95 for the CP and NCP length of lesion, respectively.

5 Discussion

In this work, a semi-automated methodology for the recon-
struction of the lumen, the outer wall and the CP and NCP of
coronary arteries is presented. The approach relies primarily
on the active contour models, while the NCP detection is
achieved by a dynamic threshold based approach. Although,
level set based threshold techniques are promising approa-
ches in the field of 2D segmentation, in case of NCP seg-
mentation they are not applicable, due to the lower intensity
values of NCP, which are close to the outer wall intensities.

Furthermore, the methodology of the inner and outer wall
detection, proposed in this study has already been validated
[16] using both manual annotations and IVUS modality.
Thus, in this manner an accurate plaque burden region is
assumed to be accurately identified and as a result the
quantification of CP and NCP is successfully achieved.

Moreover, the basic innovative aspect of the presented
methodology is its adaption to each CTCA image. It has been
demonstrated that the mean luminal attenuation value differs
using different acquisition protocols, as well as it varies
between different patients. Contrary to others studies [2, 3], in
our approach the selected threshold values are not fixed, but
fully dynamic and adapted to different CTCA images.

Another basic innovative aspect of our approach is the
incorporation of blooming effect removal. This deconvolu-
tion procedure implementation prevents the vessel stenosis
overestimation and reduces the volumetric quantification
of CP. Additionally, our algorithm allows the 3D recon-
struction of the full arterial coronary tree and as result the CP
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and NCP can be visualized in critical regions, such as the
bifurcations.

6 Conclusions

The presented methodology provides an accurate segmen-
tation of the lumen, the outer wall, the CP and the NCP of
2D CTCA images, the plaque burden characterization,

reliable coronary reconstruction and 3D representation of
coronary anatomy and pathology. The validation procedure
indicates that the proposed methodology correlates well with
VH IVUS. Thus, its integration into a quantitative software
may contribute to the diagnostic and prognostic value of
CTCA and may provide a wide clinical and research
applicability.

Fig. 1 Bland Altman and correlation plots for CTCA and VH IVUS for the volume (a) and the length of lesion (b) for CP

Fig. 2 Bland Altman and correlation plots for CTCA and VH IVUS for the volume (a) and the length of lesion (b) for NCP
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Creation of Computational Breast Phantoms
with Extracted Abnormalities from Real
Patient Images

Nikolay Dukov, Zhivko Bliznakov, Ivan Buliev, and Kristina Bliznakova

Abstract
The current contribution presents an approach for creation
of complex computational breast phantoms, with included
breast abnormalities. In-house developed and validated
software tool, called BreastSimulator, is used to create
different models of healthy breasts, by varying parameters
like shape, size, duct tree features, Cooper ligaments, skin,
etc. Separately, different 3D tumourmodels are constructed
from segmented tumour regions on sets of real tomosyn-
thesis images from real patients. A semi-automatic algo-
rithm was developed to segment the abnormalities in the
images. The algorithm applies a series of image processing
operations and region-growing techniques with minimal
interaction from the user to find the areas of the lesions. The
flat tumour images are then correctly stacked and stored in a
3D voxel matrix, matching the desired resolution. Relevant
information about the lesion (voxel size, matrix size,
geometrical centre, etc.) is also saved. Selected tumour
models are then inserted at various locations into the
computational models of the healthy breasts. Examples of
simulated mammographic and tomosynthesis images from
suchbreast phantomsare presented to illustrate the potential
of the proposed approach. Combining mathematical breast
modelling with segmented real 3D tumour shapes results in
the creation of realistic breast phantoms. The approach
allows implementation of multiple scenarios and unlimited
number of cases, which can be used for further software
modelling and investigation of breast imaging techniques.

Keywords
Breast phantom � Breast simulator � Tumour
segmentation

1 Introduction

Early diagnosis of breast cancer can significantly increase
the probability for successful treatment of the disease.
Therefore, many efforts are focused on improvement of the
existing imaging techniques or investigations of new ones.
Along that, anthropomorphic phantoms, either physical or
computational, are widely used in the relevant research
studies.

This work presents an approach for creation of complex
computational breast phantoms, with included breast
abnormalities.

2 Materials and Methods

2.1 Clinical Data

For the current study we have used sets of tomographic
images from real patients with lesions. Twenty image sets
are acquired from the University Hospital of Leuven, Leu-
ven, Belgium, using Siemens Mammomat Inspiration, while
15 image sets are acquired from Alexandrovska University
Hospital, Sofia, Bulgaria, where a Giotto Tomo IMS is in
service. The pixel size of the tomosynthesis images provided
by the Siemens machine from the University Hospital of
Leuven is 85 � 85 lm. The tomosynthesis images are
obtained from 26 projection images acquired from a com-
pressed breast. The pixel size of the tomosynthesis images
provided by the Giotto machine from the Alexandrovska
University Hospital is 90 � 90 lm. The tomograms are
reconstructed iteratively from 13 low-dose planar transmis-
sion images. The clinical data is priori anonymized and only
technical data such as pixel values, voxel size, image
dimensions, etc., are kept for the purposes of further pro-
cessing and for the creation of the computational breast
models and subsequent simulations.
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2.2 Breast Simulator

For the creation of the breast models we use an in-house
developed and validated software tool, called BreastSimu-
lator [1, 3–5]. The tool can create models of healthy
breasts, by varying parameters like shape, size, duct tree
features, Cooper ligaments, skin, etc. A screenshot from
the software tool is shown in Fig. 1a. The generated 3D
breast phantom is then subjected to a simulation of the
compression procedure applied during mammography
imaging. This procedure is described in details in Zygan-
itidis et al. [8], as the basic parameters include the desired
breast compressed thickness and the elastic modulus of the
breast tissues.

2.3 Segmentation Algorithm

The different 3D tumour models are obtained through seg-
mentation of tumour regions on sets of real tomosynthesis
images from real patients. For the purpose, an in-house
semi-automatic algorithm is used to segment the abnormal-
ities in the images [6, 7].

The algorithm consists of four major steps shown in
Fig. 2: (i) loading the clinical data, (ii) pre-processing of the
data, (iii) segmentation of the tumour masses, and (iv) cre-
ation of a 3D tumour voxel matrix.

The algorithm requires an input from the operator (user)
for the initial selection the range of images at which the
segmentation algorithm will be performed, as well as, a
rough selection of a Region of Interest (first image from the
range of images). The region selection is then automatically
transferred to the rest of the images.

Results from the different steps of the segmentation
procedure are shown in Fig. 3 and present how the proce-
dure extracts the lesion for a given slice. Finally, a 3D
volume, containing the segmented shape is created and
stored into a MATLAB data file.

Fig. 1 A screenshot from the BreastSimulator software application, showing a the application user interface for modelling the duct tree and b the
compression of a breast phantom, generated with the this tool

Fig. 2 Segmentation steps for the in-house developed algorithm

214 N. Dukov et al.



2.4 Insertion of Extracted Abnormalities
into Computational Breast Phantoms

The results of applying the segmentation procedure on
patient data are in fact computational models of breast
abnormalities, represented as Boolean three-dimensional
voxel matrices with voxel values of 1 where the abnormal-
ity is present. The user selects the place in the breast volume
(phantom) where the breast abnormality will be integrated.
Then the properties of the abnormality are changed in such a
way that the abnormality is smoothly integrated to the sur-
rounding tissues within the breast volume. The degree of
smoothing of each voxel from the abnormality matrix
depends on its distance from the centre. The more distant the
voxels are, the higher degree of smoothing is achieved.

3 Results and Discussions

3.1 Phantoms

For this experimentation we generated a medium in size
breast phantom with a 25% glandular tissue without skin
(33% with skin) as shown in Fig. 4a. The number of Cooper
ligaments (presented as ellipsoids) is approximately 1000,

while the glandular duct tree is composed of approximately
8000 cylinders of different sizes. The model is then trans-
formed into a 3D breast voxel matrix, which contained
glandular, adipose and skin tissues. Subsequently, this
voxel-based breast model is subjected to a compression
simulation which resulted in a breast phantom with a
thickness of 4 cm, as shown in Fig. 4b.

3.2 Segmented Models

An extracted tumour model from the segmentation algorithm
is shown in Fig. 5a, b.

The tumour mass shown in Fig. 5 is segmented from 12
slices, each one with a thickness of 1 mm. The size of the
segmented tumour is 7.3 mm � 12.3 mm � 12 mm. The
size of the 3D matrix containing it is 96 � 155 � 22 voxels.
The mass was assessed subjectively by a physician (visual
inspection) before introducing it into the computational
breast phantom.

3.3 Computational Breast Phantoms
with Extracted Abnormalities

The 3D model

The selected tumour model is then inserted into the com-
putational breast phantom (Fig. 6).

Simulations

Breast tomosynthesis images with the composed breast
phantom with an introduced abnormality are simulated by
using XRAYImagingSimulator [1, 3–5]. 26 X-ray projection
images of the software phantom are produced with energy of
20 keV for monochromatic X-ray beam. Scatter and detector
responses are not simulated. Distances from the source to the
breast support table, where the phantom is placed, and to the
detector surface, are 600 mm and 650 mm, respectively. The
size of the images is 1200 � 1200 pixels with pixel size of
0.085 mm � 0.085 mm. A mammography image obtained

Fig. 3 Results from the different steps of the segmentation algorithm obtained after: (i) thresholding; (ii) morphological processing; (iii) region
growing; (iv) interpolation

Fig. 4 Modelled breast phantom of a average breast (590 ml),
b compressed version of the computer breast model
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at craniocaudal view is shown in Fig. 7a. The 26 projection
images are then used with the FDKR software application,
which is an application for reconstruction of tomosynthesis
slices [2]. Figure 7b, c show the reconstructed tomosynthesis
images at two different planes of the reconstructed breast
phantom.

4 Conclusions

Combining mathematical breast modelling with segmented
realistic 3D tumour shapes results in the creation of realistic
breast phantoms, which can be used to generate realistic
simulated X-ray projection images. The approach allows
implementation of multiple scenarios and unlimited number
of breast tumour cases, which can be used for further software
modelling and investigation of breast imaging techniques.
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Metal Artifact Reduction by Morphological
Image Filtering for Computed Tomography

Yakdiel Rodríguez-Gallo, Rubén Orozco-Morales,
and Marlen Pérez-Díaz

Abstract
When metal implants are present in the field of measure-
ment, artifacts degrade image quality. Metal artifact
reduction (MAR) methods produce images with improved
quality leading to confident and reliable clinical diagno-
sis. Currently, there are many methods developed, but no
generally accepted solution to this issue has been found.
In this work we propose a morphological image filtering
approach for metal artifact reduction (MIFMAR) algo-
rithm for image quality improvement. MIFMAR perfor-
mance was compared with three well-known MAR
methods, which are linear interpolation (LI), normalized
metal artifact reduction (NMAR) and frequency split
metal artifact reduction (FSMAR), using clinical studies.
The methods were applied to images acquired from 30
clinical studies of patients with metallic implants. Image
quality was evaluated by three experienced radiologists
completely blinded to the information about if the image
was processed or not to suppress the artifacts. They
graded image quality in a five points-scale, where zero is
an index of clear artifact presence, and five, a whole
artifact suppression. Image quality on images were
compared using the non-parametric Friedman-ANOVA
test. Inter-observer agreement was evaluated using
linear-weighted j test. MIFMAR ensures efficient reduc-
tion of metal artifacts with high image quality, preserving
all of tissues and details in CT images. Image quality and
diagnostic scores improved significantly (p < 0.01) with

good inter-observer agreement. MIFMAR is computa-
tionally inexpensive compared with other methods and
does not use raw CT data.

Keywords
Computed tomography � Metal artifact reduction
Image quality

1 Introduction

With the continuing development of new state-of-the-art
imaging equipment, the clinical use of computed tomogra-
phy (CT) is increasing in all fields of radiology [1].
A number of methods to suppress metal artifacts in CT
images have been proposed. Most conventional methods
developed for MAR can be divided mainly into six classes:
Acquisition Improvement, Physics-based Pre-processing,
Projection Completion, Iterative Reconstruction, hybrid
methods and Image-based Approaches. In order to improve
the acquisition process, dual-energy protocols have been
proposed [2]. Other MAR techniques have been developed
based on the assumption that the projections associated with
the metal objects are completely missing or corrupted and
are useless for CT image reconstruction. Missing data are
replaced by synthetic data, which can be obtained by poly-
nomial, wavelet interpolation or linear interpolation meth-
ods. Others algorithms use a normalization step [3, 4] that
compares raw sinogram data to a prior image sinogram to
improve projection completion processes.

Another strategy for reducing metal artifacts is recover
missing information using iterative algorithms [5]. Other
methods are hybrid algorithms who combine both analytical
and iterative methods in different combinations. On the other
hand, a small proportion of methods prefer to handle the
artifacts in the image domain [6].

In this paper, a new MAR technique (MIFMAR) is pro-
posed to remove the artifacts caused by data inconsistency.
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2 Materials and Methods

2.1 Metal Artifact Reduction Approaches

In this study, we selected three well-known MAR methods,
which are implemented to compare them with MIFMAR.
The first algorithm selected was linear interpolation (LI),
who was developed by Kalender et al. [7]. Although, this
method reduces the artifacts, new ones are induced. NMAR
algorithm proposed by Meyer et al. [3] was the second
algorithm chosen. To maintain the size and the edges of the
metal implant, both methods, LI and NMAR, reinsert the
metal image from the originally reconstructed image in the
final corrected image. In addition, to improve the edge
information of surrounding bone structures the application of
a frequency split metal artifact reduction (FSMAR) algo-
rithms was introduced by Meyer et al. [4], being the third
algorithm selected in this research.

2.2 Morphologically Image Filtering

The proposed method is composed by four steps (Fig. 1):
image segmentation, morphological and smoothing filters
application, interpolation, and reconstruction process.

First step of the proposed MAR method is the image
segmentation. A simple thresholding was applied to find the
image metal (IMetal) from original image (IOriginal). In this
work, 3000 HU is selected as the threshold, which is proper

to extract metal according to the literature [8]. Then, the
forward projection (FP) of the obtained IMetal is performed to
obtain metal traces, which specifies the projections affected
by metals.

Prior image (Iprior) (Fig. 1) is obtained using morpho-
logical filters (MF) and a L0 Gradient Minimization (L0GM)
smoothing algorithm [9]. Firstly, a morphological opening
and a morphological closing on the IOriginal with a disk
structuring element is applied. Next, L0GM is used to reduce
low-amplitude structures. This procedure also guarantees to
preserve and enhance outgoing edges, even if they are
boundaries of very narrow objects, obtaining Iprior. Subse-
quently, sinogram from Iprior was gotten using forward
projection. Following the well-known method developed by
Meyer et al. [3], the original sinogram is normalized (SNorm).
Moreover, all values from the INorm that lie within the metal
trace are replaced in each row by linear interpolation (See
Kalender et al. [7] for further details). Next, the corrected
sinogram (SCorr) is obtained by denormalization of the
interpolated (SInter). Finally, the final image (IFinal) is
obtained using filtered back projection (FBP) with linear
interpolation.

2.3 Patients

The images used from a kV on-board imaging (OBI) were
employed in previous research [10]. Additionally, the other
dataset was approved by Institutional Review Board in the

Fig. 1 Flowchart of the proposed method MIFMAR
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hospital where it was obtained. Informed consent was
obtained from all these patients. The scope of experiments
included images from a variety of anatomic regions covering
different types of metal implants including dental fillings,
heart valve implants, hip implants and seed implants. These
are summarized in Table 1.

2.4 Evaluation and Statistical Analysis

The diagnostic image quality was scored on CT images on a
scale from 1 to 5 (1, severely reduced image quality,
non-diagnostic; 2, markedly reduced image quality, with
impaired diagnostic interpretability; 3, acceptable image
quality and diagnostic interpretability; 4, good image qual-
ity, with high diagnostic confidence; 5, excellent image
quality, with full diagnostic interpretability). All numeric
values were reported as the mean ± SD.

In order to compare subjective image quality scores of the
datasets, non-parametric Friedman-ANOVA was performed.
P-values were adjusted for multiple comparisons using the
Bonferroni-Holm method. With the purpose of assessing
interobserver agreement Cohen’s kappa was used. The j
values of 0.01–0.20 were considered to indicate slight
agreement, 0.21–0.40 for fair agreement, 0.41–0.60 for
moderate agreement, 0.61–0.80 for substantial agreement
and 0.81–1.00 for almost perfect agreement.

3 Results

To evaluate the performance of MIFMAR algorithm, the
corrected images were compared with original images and
images corrected by LI, NMAR and FSMAR. Artifacts were
significantly lower in all images corrected compared with the
original image. Figure 2 shows the results for patients with a
heart valve implant and seed implants.

Image quality scores among MAR algorithms can be seen
in Table 2. The MIFMAR algorithm achieved the best
results as shown by the positive mean score in every
instance. Overall pair-wise comparison showed significant
differences among all combinations. The p-values for
specific anatomical regions are given in Table 3.

The j values for the three observers achieved in the
inter-observer agreement were from 0.714 to 0.930 for
image quality in all the study (all with p < 0.001). The worst
agreement was between observer 1 and 2 with j = 0.714
(p < 0.001) in presence of artifacts caused by permanent
seeds.

4 Discussion

In this study, it was evaluated a new MAR algorithm by
comparison with three well-known algorithms. In the pres-
ence of metals the effects of beam hardening, scattered
radiation, photon starvation and noise cause that FBP algo-
rithm produces reconstructions characterized by artifacts.
Radiologists observed that new streaks were often produced
by LI algorithm in some tissue regions. On the other hand,
NMAR improved image quality and proved to be better than
to LI, being depends on a good prior image with accurate
segmentation. The algorithms NMAR and FSMAR had
similar performance. Additionally, MIFMAR was able to
recover structures around the implants and reduced

Table 1 Study data

Number of patients Implants

5 Seed implants

5 Hip implants

15 Dental implants

5 Heart valve implants

Fig. 2 Influence of the MAR algorithms on image quality. Patient
with hip implant. a The original artifact CT image (FBP) and the
corrected images using the various MAR approaches: b LI, c NMAR,

d FSMAR and e MIFMAR. Window 1 level: 10 HU, width: 400 HU;
Window 2 level: 300 HU, width: 2500 HU
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significantly the artifacts in all cases, having a good image
quality score. The comparison showed significant differences
among all algorithms (p < 0.0001). Also, MIFMAR was
computationally inexpensive and does not use raw CT data.

5 Conclusions

In this paper, we presented a new MAR that work on
DICOM images. The MIFMAR algorithm significantly
reduced artifacts and improve image quality. This perfor-
mance was the best in most of the study cases used in this
work. The effect of MIFMAR was particularly noticeable in
the regions most affected by artifacts. Assessing the effect of
MIFMAR on different scanning parameters was beyond the
scope of this study but could represent an important con-
sideration to reduce the radiation dose while maintaining
image quality.
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Hip 2.00 ± 0.28 3.33 ± 0.20 4.23 ± 0.15 4.00 ± 0.01 4.23 ± 0.15

Dental 1.75 ± 0.14 1.83 ± 0.25 3.13 ± 0.30 3.33 ± 0.26 3.75 ± 0.24

Heart valve 2.75 ± 0.10 3.00 ± 0.01 3.50 ± 0.25 3.50 ± 0.15 4.00 ± 0.12

Table 3 Differences in image quality among the algorithms. P-values
for pair-wise comparison of the different reconstruction techniques
using Friedman-ANOVA and adjustment for multiple comparisons
with the Bonferroni–Holms method

LI NMAR FSMAR MIFMAR

FBP 0.057 0.0001 0.0001 0.0001

LI 0.0001 0.0001 0.0001

NMAR 0.895 0.0001

FSMAR 0.0001
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Fully Automatic CAD System for Spine
Localisation and Vertebra Segmentation
in CT Data

Roman Jakubicek, Jiri Chmelik, Jiri Jan, Petr Ourednicek,
Lukas Lambert, and Giampaolo Gavelli

Abstract
In this paper, we describe a fully automatic CAD system
for spine detection in CT data followed by vertebra
identification and segmentation. There are several basic
problems: spine detection including the determination of
spinal axis in spinal CT data, a localisation of individual
vertebrae and identification of their types (order in spine)
in case of incomplete scans of spine and also the final
vertebra segmentation. By a subjective strict expert
validation, the algorithm provides 82.6% of fully correct
vertebra segmentations. Based on that, it seems to be
routinely usable and fully applicable in preparation for the
following automatic spine bone lesion analysis.

Keywords
Spine detection � Vertebra identification and segmenta-
tion � CADx � CT data � Oncological patient

1 Introduction

Computer-aided diagnosis (CAD) systems are an essential
part of the medical decision-making process and the field of
spine imaging, particularly, includes many manual steps.
Automatic spine analysis cannot be done without previous
detection and segmentation of individual vertebrae. The
development of the CAD system within the long-term pro-
ject is targeted at pathological cases that contain severely
deformed vertebrae. This turned out to be a complicated
task. Nevertheless, the significant progress has been made in
development of the presented CAD system.

Even though that CAD systems for spine analysis consist
of several basic steps, some publications only deal with a
part of the system. The step of spine detection was solved in
publications such as [1–3]. Other authors published their
algorithms for the localisation [4, 5] and/or identification
(determining their type and order) of individual vertebrae or
intervertebral discs (IVD) in [5–7].

The semi–automatic systems were designed e.g. in
[8–12], which require a user intervention during parts of the
analysis. Whereas, in publications [13–19], the authors
describe fully automatic algorithms, which enable a spine
analysis. The advantage of these algorithms is that they can
run autonomously in the background of the system during its
routine operation.

The algorithms based on machine learning methods,
frequently fully automatic, are published in [6, 7, 14, 19],
whereas other authors in [11, 12, 20, 21] use a wide range of
advanced methods of image processing that do not use
artificial intelligence. Some methods (e.g. [8, 9, 13, 17])
utilise mean or statistical shape models of vertebrae (mesh or
intensity), which involve a priori information about ana-
tomic shape of vertebrae or their variabilities. A detailed
overview of the algorithms for spinal analysis is presented in
our review paper [22].

We present a fully automatic CAD system for the spine
detection in CT data followed by vertebra identification and
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segmentation of heavily deformed vertebrae in oncological
patients. Proposed approaches, which are part of the system,
exploit sophisticated statistically based methods utilising the
database of pathological cases. In comparison with other
methods, the proposed algorithm allows analysis credibly
scans with multiple metastatic lesions or severe vertebral
compressions.

2 Methodology

The designed system contains several steps with their con-
tinuity outlined on Fig. 1. For evaluation described in Sec-
tion Result and Discussion, there is added the option of
interruption, enabling checking and possibly correcting the
detected locations of the intervertebral discs, thus also the
disc centroids.

The rough delimitation area of the spine is obtained by
the analysis of the global and then local projections in z
direction. The finding of spine ends is based on a matched
filtration of mean intensity models; complex of C1-2 verte-
brae and sacral bone. Subsequent the tracking of a spinal
cord canal is performed by the maximum circle enables
determining the spinal axis.

From the linearised-spine, the 1D brightness profiles are
obtained, which are subsequently filtered by adaptive IIR
filters by the Butterworth filter design. The frequency
responses of the second-order filters are derived from sta-
tistical models of cut-off frequencies. The analysis of fil-
tered profiles in this way provides intervertebral disc
positions thus enabling improved delimitation of the
vertebrae.

The vertebra identification of types in the case of an
incomplete spine is based on a kernel-PCA approach with
global dynamic optimisation. The non-linear statistical
models have been determined from the aligned
intensity-gradient (by Sobel’s operator) derived vertebrae.
These models are then compared with each vertebra of the
tested spinal segment and its resulting indices are subse-
quently obtained by the global optimisation utilising a

dynamic programming, which finds the optimal path in the
derived score matrix from similarities (Euclidean distances)
between tested vertebra and k-PCA models.

In the first phase, the individual spine model for each
patient is created. The adaptation of individual vertebra
models to their position and inclination in the spine com-
pleted by affine pre-registration makes it possible to also
respect potential severe distortions. Next, the spine model is
deformed by an efficient 2–step flexible registration with a
pyramidal approach. The masks of vertebrae thus obtained
are refined by a graph-cut based method leading to reliable
and precise segmentation.

3 Results and Discussion

In our CAD system, there are two possibilities: to either let
the programme run fully automatically until the final results,
or to interrupt its running after the first phase of spine seg-
mentation in order to check and possibly correct the inter-
mediate results (IVD locations).

3.1 Our Database

In the test database, a total of 78 CT image spinal scans were
available. 49 CT scans have been acquired using Philips
Brilliance iCT scanner with 256 channel multidetector row
at the Osteo Oncology Center, Istituto Scientifico Romag-
nolo per lo Studio e la Cura dei Tumori (I.R.S.T.) S.r.l.,
Meldola, Italy and the remaining scans have been provided
by other institutions (referred as authors’ affiliations). It
should be emphasised that, different to most published
studies working with primarily healthy cases, our database
consisted of 88.3% of pathological vertebrae.

Based on medical expert validation by a visual inspec-
tion, 71.5% of vertebra segmentations performed by the
system utilising manual editing of vertebra locations were
evaluated as acceptable, especially for the following auto-
matic spine bone lesion analysis.

Fig. 1 Block scheme of proposed CAD system for vertebra segmentation in CT data
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For each pair of segmentations (i.e. the binary mask from
fully automatic uninterrupted run versus the mask obtained
utilising the option of program interruption), the Dice
coefficient has been calculated. It has been confirmed by
visual inspection that in all cases, when this coefficient was
higher than 0.8, the shape differences were negligible. Such
a congruity has been found in 82.6% of investigated verte-
brae. This leads to the conclusion that the segmentations in
both alternatives are practically of the same quality. This is
supported by the fact that the fully automatic method pro-
vides about 20% of spine segmentations identical to those
provided with possible corrections during interruption, while
the remaining cases contain on average only 21.7% of dif-
ferently segmented vertebrae. It seems that, namely for
screening purposes, the fully automatic approach might be
well acceptable.

3.2 Publicly Available Datasets

The same evaluation approach has been used for publicly
available Dataset1 2 and 15 [23]. The fully automatic method
provides coincident segmentations in 86.4% of tested ver-
tebrae. From the perspective of the success of automatic
segmentation of entire segments, which do contain different
segmented vertebrae, 70% of patient data have been
obtained.

Besides that, because the ground truth segmentations in
form binary masks are available, we present values of
MASD2 and Dice coefficient listed in Table 1. Although the
proposed system segments whole vertebra, our research
project is primarily aimed at analysis of vertebral bodies. For
this reason, we present the results for whole vertebrae and
their bodies separately.

The values of MASD and Dice, shown in Table 1, affirm
that the segmentations performed by a fully automatic
approach are comparable with the program version with a
human editing of detected vertebrae.

4 Conclusion

Based on the achieved results of the proposed CAD system
for the vertebrae segmentation, it seems to be routinely
usable and fully applicable in preparation for the following
automatic spine bone lesion analysis. Our fully automatic
system provides the same results as the semi-automatic
approach in 82.6% of cases. This leads to the conclusion that
the segmentations in both alternatives are practically of the
same quality and besides that, the mean error and Dice
coefficient of segmented masks on public available datasets
support the fact that the proposed method provides good
results and, might be well acceptable, namely for screening
purposes.
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Hyperdense Middle Cerebral Artery
Segmentation in Non Contrast Computed
Tomography

Nelly Gordillo , Alberto Davis , Felipe García , José Mejía ,
and Xavier Aymerich

Abstract
The hyperdense middle cerebral artery (MCA) sign refers
to focal increased density of the MCA in Non-Contrast
Computed Tomography (NCCT) and is the earliest sign
of acute ischemic stroke. In this paper, we present the
implementation of a method that allows the automatic
segmentation of the hyperdense MCA sign in NCCT
pathological clinical cases, as a first phase in the
development of a tool that will support the early detection
of cerebral infarction. A fully automated algorithm was
proposed for the delimitation of volumes of interest and
the segmentation of the hyperdense MCA. Volumes of
interest were defined according to the anatomical location
of the suprasellar cistern, and features of the hyperdense
MCA were extracted according to the Hounsfield Units
and entropy. The segmentation was carried out using a
model of region growing and active contours (snakes).
The results show an accuracy of 96% (99% per slice) and
a mean correlation of automatic versus manual segmen-
tation of 94%.

Keywords
Hyperdense MCA sign � NCCT � Automated
segmentation

1 Introduction

According to the World Health Organization, cerebrovas-
cular diseases (CVD) remain the second leading cause of
death, and is the leading cause of disability in adults [1].

Ischemic stroke is one of the most common CVD and is
characterized by the sudden loss of blood circulation to an
area of the brain. Identifying the early presence of an
ischemic stroke is of vital importance, since the affected
tissue can be rescued within the first hours after the onset of
the stroke.

The hyperdense middle cerebral artery (hMCA) is one of
the early signs in non-contrast computed tomography images
within the first 90 min [2], and is assumed to be a radio-
logical marker of acute intra-arterial occlusion. Despite the
clinical relevance of the hyperdense MCA sign, few con-
tributions in the literature have addressed automatic seg-
mentation techniques of this sign [3, 4].

In this paper, we propose the fully automated segmenta-
tion of the hMCA sign in NCCT pathological clinical cases.
Once the anatomical region of interest was defined, features
of the hMCA radiological attenuation index denoted by the
Hounsfield Units and the entropy were extracted. The seg-
mentation was based on a model of region growing and
active contours.

2 Methodology

The methodology was composed of five major steps: pre-
processing, anatomical delimitation of the region of interest,
feature extraction, segmentation of the hMCA, and valida-
tion (Fig. 1).

We used NCCT brain imaging, 44 cases of
non-pathological patients (male and female) with thicknesses
of 3 mm and mean ages of 30 ± 20 years, and 6 patho-
logical cases presenting the hyperdense MCA sign. Image
datasets have a resolution of 512 � 512 pixels (16-bits). The
cases were collected from 3 CT scanners from two hospitals
located in Juarez, Mexico. Their use in this research was
approved by a bioethics committee.
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2.1 Preprocessing

Since the Hounsfield Units (HU) are the main characteriza-
tion feature in clinical practice, we performed the gray scale
conversion to HU using (Eq. 1). where Y is the gray level,
m is the rescale slope and a is the rescale intercept, these two
data can be found in the information contained in the
DICOM file

HU i; jð Þ ¼ m � Y i; jð Þþ a ð1Þ
We also implemented two previously developed algo-

rithms for the automatic skull stripping and mid-sagittal
plane extraction [5], the algorithm creates an image mask of
the brain that limits processing within the mask pixels.
Based on the resulting mask, the second algorithm, extracts
the MSP by detecting the anterior longitudinal fissure.

2.2 Region of Interest

Considering that the suprasellar space contains the cere-
brovascular circle of Willis, in order to delimit the region in
which the hMCA sign can be found, an algorithm capable of
detecting the suprasellar cistern was designed. The
suprasellar cistern is located above the sella turcica, under
the hypothalamus and between the uncus of the temporal
lobes [6]. In the coronal and sagittal planes, it is around
20 mm in length. Due to its anatomical location, for the
detection of the cistern, only the slices below the middle part
of the brain and above the first quarter were considered.
Since the MSP delineation algorithm places the brain in each

slice in the center of the image, the detection could also be
limited to the center of the anterior half of the brain.

Considering that the cistern is full of cerebrospinal fluid
(CSF), the region was binarized using a threshold in the
intensity ranges of the CSF, from 0 to 20 HU. From the
binarized image an erosion was carried out using a
disc-shaped structural element to eliminate small objects.
Then, the objects were labeled and their area was calculated.
The object with the largest area was selected and a closing
operation to eliminate small holes was applied. Finally, in
order to identify the slice that shows more extensively the
suprasellar cistern, the roundness and inclination of the
segmented object in the previous step was evaluated. The
roundness indicates how close an object is to a circle (Eq. 2),
where A is the area an p the perimeter.

r ¼ 4pA=p2 ð2Þ
Having the suprasellar cistern a shape similar to a pen-

tagon, it is expected to have a considerable roundness. The
inclination of the object with respect to the center of the
image was evaluated in order to discard objects with more
than 15°, since the suprasellar cistern is very close to the
center of the brain. A volume of interest equivalent to the
thickness of the cistern (20 mm) was demarcated defining
the slice previously identified as the center of the cistern.

2.3 Feature Extraction

Subsets of non-pathologial brain tissue, white matter (WM),
gray matter (GM) and CSF, and samples containing the

Fig. 1 Steps involved in the
methodology

Table 1 Main statistical measurements in HU of NCCT brain tissues in slices of 3 mm

Tissue min max mean

CSF 0 14 5.28

WM 20 35 29.46

GM 33 57 43.8

hMCA 51 80 52.56
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Fig. 2 Six cases that present the
hMCA sign and their automatic
and manual segmentations

Hyperdense Middle Cerebral Artery Segmentation … 229



hyperdense MCA sign were selected with the aim of ana-
lyzing their HU characteristics (Table 1). Entropy (Eq. 3) is
another characteristic that was considered, it is related to the
variety of intensities of a structure, the higher the entropy,
the greater is the variety of intensities. The hMCA is a
structure whose entropy is low, since most of the pixels that
compose the hMCA have similar intensities due to the
hyperdensity.

e ¼ �
XL�1

i¼0

p zið Þ log2 p zið Þ ð3Þ

Using the characteristics of HU and entropy, a threshold
was first implemented based on the values of the hyperdense
MCA sign. Structures with areas smaller than 10 pixels were
discarded. Then, structures whose entropy was medium to
high were also excluded.

Inclination and location features of the structures were
also considered. The hMCA is located on one side of the
upper middle part of the suprasellar cistern. For this reason,
structures greater than 30° with respect to the center of the
suprasellar cistern were excluded, indicating that these
structures were not found on the sides. The hMCA is located
in segment M1, the horizontal or sphenoid segment, and part
of segment M2, the insular segment, with an inclination not
greater than 45°. Structures present in the right hemisphere
of the brain whose inclination was greater than 45° and
structures with less than −45° inclination in the left hemi-
sphere were excluded. Structures whose maximum value
was less than 55 HU were also excluded.

2.4 Segmentation

For the hyperdense MCA sign segmentation two techniques
were used: region growing and active contours. The objects
that fulfilled the characteristics of the previous section were
defined as seed points. The neighboring pixels in the range
of intensities of the hMCA with maximum distances to 2
pixels were added. From the initial approximation generated
by the technique of region growing, an active contour model

(snakes) was applied, minimizing the energy function in
Eq. 4.

Z1

0

Eint v sð Þð ÞþEim v sð Þð ÞþEext v sð Þð Þ½ �ds ð4Þ

2.5 Validation

In order to validate the segmentation algorithm, the corre-
lation of the automatic segmentations performed by the
algorithm against manual segmentations performed by neu-
roradiological physicians was evaluated. Non-pathological
cases were also evaluated.

3 Results and Discussion

Figure 2 shows six cases that present the hMCA sign and
their corresponding segmentation: automatic and manual. In
all the pathological cases, it was possible to successfully
segment the hMCA sign, while in the non-pathological cases
only 2 false positives were found, they corresponded to
hyperdense vascular structures close to the anatomical
location of the MCA. Table 2 contains the results of the
segmentation showing for each case the number of slices,
true positives (TP), true negatives (TN), false positives (FP),
false negatives (FN), sensitivity (S), specificity (E), accuracy
(ACC), the correlation of automatic versus manual seg-
mentation (corr), and finally the length and volume of the
hMCA in mm. The global accuracy of hMCA detection is
shown in Table 3.

Table 2 Results of the segmentation of the hMCA sign in pathological cases

Case Slices TP TN FP FN S E ACC corr len vol

1 65 1 64 0 0 1 1 1 0.93 9 20.25

2 63 1 62 0 0 1 1 1 0.94 7 25.5

3 61 1 60 0 0 1 1 1 0.95 6 45.75

4 62 1 61 0 0 1 1 1 0.96 3 18

5 60 1 59 0 0 1 1 1 0.94 5 11.25

6 62 1 61 0 0 1 1 1 0.93 3 12.75

7–50 2685 0 2685 2 0 1 0.99 0.99 – – –

Table 3 Global accuracy of hMCA detection

Cases TP TN FP FN ACC

50 6 44 2 0 0.96
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4 Conclusions

The selection of volumes of interest based on the detection
of the suprasellar cistern, allowed to adequately delimit the
slices where the hMCA segmentation algorithm was
implemented, considerably reducing the segmentation time.
In all cases, it was possible to locate the suprasellar cistern.
The characterization of the hMCA in terms of HU and
entropy allowed us to successfully differentiate between a
case containing the hyperdense MCA sign and possible false
positives in more than 99% of the slices of the 50 cases
evaluated (96%). Automatically segmented regions have a
93–96% correlation with manual segmentations. To the
best of our knowledge, this is the first contribution for the
fully automatic segmentation of the hMCA sign in NCCT
images.
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Joint Adaptive Beamforming to Enhance
Noise Suppression for Medical Ultrasound
Imaging

Acacio J. Zimbico, Diogo W. Granado, Fabio K. Schneider,
Joaquim M. Maia, Amauri A. Assef, Nivaldo S. Junior,
and Eduardo T. Costa

Abstract
In this work we suggest a combination of two beam-
formers (BFs) to improve the array noise-suppression
abilities using the moments of the eigenvalues (EV) of the
data covariance matrix (CM). The eigenspace minimum
variance (EMV) BF suffers from the input signal with low
SNR, while with high SNR, the dominant mode rejection
(DMR) BF degrades. Thus, the random matrix theory
(RMT) is used based on the principle that the EV of CM
allow predicting the actual moments of the EV so that the
SNR level of the proper input data is estimated based on a
specified threshold. Compared to the threshold, the higher
values of the EV function are associated with the input
signal with higher SNR level, so that the EMV BF is
adopted, otherwise, the DMR BF. The raw data of the
multipurpose phantom (84-317) were acquired using the
Verasonics ultrasound system with linear array transducer
L11-4v. The performance of the proposed BF (EMV +
DMR) was evaluated in terms of lateral resolution using
the full width at half maximum (FWHM), peak sidelobe
level (PSL) and contrast (CR). Furthermore, the resolu-
tion and contrast were improved, indicating that the
proposed approach can improve the image quality.

Keywords
Adaptive beamformer � Ultrasound � Noise suppression
Image quality

1 Introduction

Delay and sum (DAS) is the conventional beamforming
technique implemented in medical ultrasound imaging.
The DAS is a fixed weight beamformer (BF) so that different
standard windows (e.g. boxcar, hamming) can be applied
providing different tradeoffs between the sidelobe level and
the main lobe width, however, the BF output suffers from
poor resolution and contrast. Adaptive BFs which are
data-dependent by updating the weighting window could
improve the image quality [1]. Minimum variance (MV) BF
is popularly known to be accurate in signal estimation in
areas such as radar and sonar [1] and, recently, the appli-
cation of this method has gained a special attention to
medical ultrasound [2]. Differently to the fixed weight BFs,
the MV BF uses the structure of the received signals across
the array to estimate the weight which is applied to the data
to determine the BF output [1, 2]. The covariance matrix
(CM) estimation is a key step of the MV BFs by determining
the performance of the algorithm. The MV BF adapts the
steering weights in order to suppress signals that do not
match the desired response introducing benefits relative to
conventional imaging such as narrowing of the main lobe
and reducing the effects of interfering sources which can
farther darken weak targets [2]. The eigenspace MV
(EMV) BF could improve the performance of MV BF [3],
however, it performs poorly if data with low source SNR is
used while the DMR BF suffers from quality degradation if
data with high SNR level is applied [4–6]. The proper input
data need to be applied so that the abovementioned BFs do
not fail to provide better performance thus, the source SNR
need be estimated from data. The random matrix theory
(RTM) [4–6] allow predicting the moments of the eigen-
values (EV) of CM so that the source SNR level can be
estimated from data based on a predefined threshold. In this
context, a synergetic combination of the EMV BF and
DMR BF based on RTM could aggregate some benefits. In
this work, we aim to use the RTM abilities in estimating the
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source (echo data) SNR level in order to combine the
EMV BF and the DMR BF to derive a new joint adaptive
BF.

2 Beamformers

For an M element transducer in which xiðkÞ is the sampled
output from element i, the output of a BF can be described
as:

zðkÞ ¼
XM�1

i¼0

wiðkÞxiðk � DiÞ ¼ wHðkÞxðkÞ ð1Þ

where wiðkÞ is a complex weight, Di is a time delay applied
to each individual channel i in order to focus at speci-
fic image point, wHðkÞ ¼ ½w0ðkÞ;w1ðkÞ; . . .;wM�1ðkÞ� and

xðkÞ ¼ ½x0ðk � D0Þ; x1ðk � D1Þ; . . .; xM�1ðk � DM�1Þ�T [2].
For delay and sum (DAS) BF, the weights wðkÞ are prede-
termined. However, in minimum variance (MV) BF, the
adaptive weight is found by minimizing the power of the
output (wHRw) subject to the constraints as follows:

minwðwHRwÞ subject towHa ¼ 1 ð2Þ

where R ¼ EðxxHÞ is the covariance matrix (CM), Eð:Þ is the
expectation operator and, ð:ÞH the Hermitian conjugate. The
weight of the MV wMV BF is:

w ¼ R�1a

aHR�1a
ð3Þ

where a is the steering vector. The a will be a vector of ones
since the signals in xðkÞ have been delayed [2]. The CM must
be estimated from the received signal by averaging either in
temporal or spatial domain, or a combination of both
approaches. Averaging in spatial domain consists of dividing
the transducer into overlapping subarrays XlðkÞ, whose
length is limited to (L�M=2) and, averaging the spatial CMs
of each subarray. In general, the CM estimate (4) is averaged
over E ¼ 2T þ 1 time steps, where T is the number of tem-
porary samples and, F ¼ M � Lþ 1 is the number of sub-
arrays of length L: Furthermore, the CM is diagonally loaded
in order to get a robust estimate [2] as in (4),

R̂ðkÞ ¼ 1
E

1
F

XK
k¼�K

XF
l¼1

XlðkÞXlðkÞH þ eI ð4Þ

where XlðkÞ ¼ ½xlðkÞ; xlþ 1ðkÞ; . . .; xlþL�1ðkÞ�T . The diago-
nal loading (DL) factor expressed as e ¼ 1=ðDf LÞTrðRÞ was
defined in [2]. The factor Df is a constant, I is the identity
matrix and, Tr stands for trace. The BF output is formulated
as in (5) [2].

zMVðkÞ ¼ 1
F

XF
l¼1

wMVXlðkÞ ð5Þ

In the EMV BF the eigendecomposition of CM is
performed (6) as in [3] in order to identify Lxr matrix Us and
LxðL� rÞ matrix Un, the signal and noise subspace,
respectively. In (6), the EVs of CM are sorted in descending
order k1 � k2 � � � � � kL so that the eigenvectors U ¼
½v1; v2; . . .; vr� corresponding to the largest EVs K ¼
½k1; k2; . . .; kr� define the signal subspace while the eigen-
vectors corresponding to the remaining EVs K ¼
½krþ 1; krþ 2; . . .; kL� define the noise subspace, respectively [3].

R ¼
XL
i¼1

kiuiu
H
i ¼

Xr
i¼1

kiuiu
H
i þ

XL
i¼rþ 1

kiuiu
H
i

¼ UsKsU
H
s þUnKnU

H
n ð6Þ

The EMV BF weight is obtained by projecting the MV
weight onto the signal sub-space (Ps ¼ UsUH

s ) as follows:
wEMV ¼ PswMV ¼ UsUH

s wMV . In DMR BF, a version of CM
R � RDMR is determined based on (6). The estimate of CM
uses the average of the smaller EVs a as in (7) [4, 5, 7].

RDMR ¼
Xr
i¼1

kiuiu
H
i þ a

XL
i¼rþ 1

uiu
H
i ! R�1

DMR

¼ a�1½I � ðki � a
a

Þ
Xr

i¼rþ 1

uiu
H
i � ð7Þ

The DMR BF is obtained by applying the inverted ver-
sion of CM R�1

DMR (7) in (3).

3 Proposed Method

The eigenvalues ki; i ¼ 1; . . .; L used in (6)–(7) are ordered
in descending order so that they can represent the EV
function UðiÞ in (8). In (8), lj represents the real-valued
solution to (9) whose elements must be sorted in descending
order.

UðiÞ ¼
1þ Pr

i¼1

ki
kj�ki

� li
kj�li

� �
if j � rþ 1 ;

� PL
i¼rþ 1

ki
kj�ki

� li
kj�li

� �
otherwise :

8>><
>>: ð8Þ

f ðlÞ ¼ 1
L

XL
j¼1

kj
kj � l

� �
¼ E

L
ð9Þ

In (9), the consistency of the estimation procedure is
determined by E=L [4–6], the rate between the temporary
samples and the subarray length used in CM estimate in (4).
Furthermore, the definition of the required threshold (d), is

234 A. J. Zimbico et al.



performed by solving (9). In accordance with the RMT, the
middle hand of (9) has an asymptotic behavior so that f ðlÞ
will increase or decrease depending on the variable position
l [4, 5]. If j ¼ r, then UðiÞ ¼ UðrÞ and (8) can be solved as
in (10).

UðrÞ ¼ �
XL

k¼rþ 1

kj
kr � kj

� lj
kr � lj

 !
; ð10Þ

Based on (10), we can determine which BF should be
adopted so that jUðrÞj � d the SNR level is low and the
DMR BF is applied otherwise, the EMV BF should be
adopted. Moreover, jUðrÞj 2 ½0; 1� and the critical range for

threshold selection is jUðrÞj 2 ½0:1; 0:2�. For phantom
experiments, a d of 0.15 was adopted. The proposed
beamforming algorithm can be summarized in Table 1.

4 Results and Discussion

The raw data of the multipurpose phantom (84-317) were
acquired with a constant f-number of 0.75 using the Vera-
sonics ultrasound system, 128-elements linear array trans-
ducer L11-4v, 6.25 MHz central frequency, a pitch of
0.308 mm and for the channel data processing the sampling
rate of 40 MHz. In the displayed images, the phantom point
marked in the green box, Fig. 1a, presents an improved
definition in MV compared to the DAS BF. The EMV BF
presents a point with better definition compared to DMR BF
and both outperform MV BF. However, the proposed BF
outperformed the different BFs. In order to complement the
qualitative analysis, Table 2 presents the quantitative results
of resolution evaluation using FWHM and PSL. Figure 2a
presents the lateral profile of different BFs for the phantom
point target. In terms of contrast, the displayed images in
Fig. 1 allows observing that the MV has an improved con-
trast compared to DAS but the MV is outperformed by the

Table 1 The algorithm of the proposed beamformer

(I) From input data, compute the CM estimate (4) and, the MV
weight (3)

(II) Perform the eigendecomposition of CM (6) and calculate the
EMV weight

(III) Calculate the DMR CM version in (7) and compute the
DMR weight (3)

(IV) Compute the threshold (d) value using RMT (8)-(10) and,
based on estimated SNR level, chose the BF

Fig. 1 Phantom imaging for the anechoic cyst for a DAS, b MV, c EMV, d EMV, e proposed method

Joint Adaptive Beamforming to Enhance Noise Suppression … 235



EMV and the DMR BFs, respectively, however, the pro-
posed BF presents an improved contrast compared to the
different BFs. Table 2 presents the quantitative results of
contrast evaluation. Figure 2b presents the lateral profile of
different BFs at z = 40 mm for the phantom circular ane-
choic cyst of 10 mm diameter located at (x, z) = 0.40 mm.
Observing Fig. 2b, it is possible to see that the proposed BF
was superior in sup-pressing a larger part of noise in the
interior of the cyst compared to the different BFs while
preserving the speckle outside cyst which results in an
improved image contrast. Additionally, while solving (8)–
(10), the proposed method will need some computational
effort compared to EMV and DMR.

5 Conclusion

We have successfully demonstrated that the EMV and DMR
BFs can be combined using the random matrix theory
(RMT) in order to improve the image quality. The RTM
based method estimates the SNR level of the input data using
the eigenvalues of CM based on a specified threshold. The
resolution and contrast were improved, which demonstrates
that the suggested method can improve the image quality.
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Label-Free Nuclear Staining Reconstruction
in Quantitative Phase Images Using Deep
Learning

Tomas Vicar, Jaromir Gumulec, Jan Balvan, Michal Hracho,
and Radim Kolar

Abstract
Fluorescence microscopy is a golden standard for
contemporary biological studies. However, since fluores-
cent dyes cross-react with biological processes, a
label-free approach is more desirable. The aim of this
study is to create artificial, fluorescence-like nuclei
labeling from label-free images using Convolution Neural
Network (CNN), where training data are easy to obtain if
simultaneous label-free and fluorescence acquisition is
available. This approach was tested on holographic
microscopic image set of prostate non-tumor tissue
(PNT1A) and metastatic tumor tissue (DU145) cells.
SegNet and U-Net were tested and provide “synthetic”
fluorescence staining, which are qualitatively sufficient
for further analysis. Improvement was achieved with
addition of bright-field image (by-product of holographic
quantitative phase imaging) into analysis and two step
learning approach, without and with augmentation, were
introduced. Reconstructed staining was used for nucleus
segmentation where 0.784 and 0.781 dice coefficient (for
DU145 and PNT1A) were achieved.

Keywords
Deep learning � Quantitative phase imaging
Cell analysis � Cell nuclei segmentation

1 Introduction

Fluorescence microscopy is a golden standard for contem-
porary biological studies. Regardless of the staining probe
used, the purpose of such approach is to (1) identify indi-
vidual cells, (2) localize processes to cytoplasm/nucleus or to
(3) facilitate cell tracking in image analysis. Nevertheless,
the usage of any fluorescent probes, e.g. transfection-based
ones (see [1]) affect the cellular physiology due to
unavoidable photo-toxicity. This include changes in cellular
morphology, migration, division and various others. With
this in regard, a label-free approach is an promising alter-
native. While most of the other label-free microscopic
techniques (DIC, PC, etc.) suffer from artifacts like a halo in
phase contrast, a quantitative phase imaging lacks those.
Thus the image processing is dramatically easier.

Convolution neural networks (CNNs) has proved to be
efficient tool for both classification and segmentation tasks,
including applications on biological data like microscopic cell
images [2]. Major disadvantage of such process is high
demands for training data, where creation of labeled database
is highly time consuming and biological tasks often require an
expert. Our approach to deal with this task for cell nuclei
segmentation, is to use fluorescence staining from simulta-
neous acquisition of fluorescence and label-free modality. If
we train a model on such data, this model then can be used for
nuclei segmentation on data without fluorescence. This
approach therefore enables a creation of a training set with tens
of thousands of cells without the need of manual annotations.

2 Materials and Methods

2.1 Experimental Data

Adherent cell lines from prostate non-tumor tissue (PNT1A)
and metastatic tumor tissues (DU145) were used in the
experiment. All cell lines were cultured in RPMI-1640
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medium supplemented with antibiotics (penicillin 100 U/ml
and streptomycin 0.1 mg/ml) with 10% fetal bovine serum
(FBS). Prior microscopy acquisition, the cells were main-
tained at 37 °C in a humidified (60%) incubator with 5%
CO2 (Sanyo, Japan). For acquisition purposes, the cells were
cultivated in Flow chambers l-Slide I Lauer Family (Ibidi,
Martinsried, Germany).

Objective Nikon Plan 10/0.3 was used for hologram
acquisition with a CCD camera (XIMEA MR4021MC). For
the fluorescence mode a solid state light source (Lumencor
Aura II) was used and images were captured by sCMOS
camera (Andor Zyla 5.5, 2560 � 2160 px). Holographic data
were numerically reconstructed with Fourier transform
method (described in [3]) and phase unwrapping was used on
phase image. As a result we obtain Quantitative phase image
(QPI) and amplitude image, which is practically a Bright-field
(BF). Both QPI and BF images are spatially registered on
fluorescence images. Ordinarily, only QPI image is used for
image analysis, thanks to its contrast and desirable properties,
but we decided to test addition of BF image (by-product of
holographic QPI) to improve our model.

2.2 Used Models

There are plenty of CNN’s pixel-to-pixel models, where the
most popular are the encoder-decoder type. First, SegNet [4]
network (its SegNet-Basic version) was employed, because of
its ease of training, but afterwards U-net [2], which is widely
used for biological tasks, has shown to have better results.
Both of these networks are encoder-decoder type, where
SegNet uses unpooling and U-net uses transposed convolu-
tion with concatenation of decoder data with encoder data of
same degree. This block concatenation allow a better com-
bination of high and low level features. For both networks, the
original topologies from those papers were used and both
networks were optimized identically as described below.

2.3 Preprocessing

One of the main problem in fluorescence data analysis is the
fluctuation of intensities of the fluorescence between differ-
ent cells, moreover between experiments. CNN has no
chance to recognize how much fluorescence staining was
captured by each cell, thus we must somehow locally nor-
malize. Similar problem is in QPI image, where highly
adhered cells have much less contrast than mitotic/apoptic
cells, which are less adhered and round-shape. This issue
was tested to solve with local histogram equalization using
CLAHE method [5], applied on both source (QPI/BF) and
desired (fluorescence) images. CLAHE is widely used as a
preprocessing of CNNs (e.g. [6]), but we even use it on the

fluorescence (label) images. The disadvantage of this
approach is that resulting “synthetic” fluorescence is
equalized-like and the original fluorescence can not be
reconstructed. Both QPI and BF pixel intensities were
z-scored with mean and standard deviation computed from
whole training database (QPI has exactly quantified values,
thus single image z-score would lead to loss of information).

2.4 Network Implementation

For training we constructed image triples of QPI, BF and
fluorescence images—where 10/14fields of view (FOVs)were
used for training and 4/14 FOVs were used for testing and
evaluation (each FOV contains 30 time-lapse images—1.5 h
of recording, all FOVs and time points were mixed together).
Network were trained with Adam optimizer [7] (learning rate
0.001, b1 ¼ 0:9 and b2 ¼ 0:99—which is all the default set-
tings from the paper) andMean Squared Error (MSE) loss (L2
loss)was used as an optimization criteria. Small 320 � 320 px
randomly selected patches were used for training, which were
cropped from original 600 � 600 px images. PyTorch 0.3.0
was used for network implementation and training.

Many test with a dropout and data augmentation with
rotation, shearing and scaling were done, but neither leads to
good convergence of the network. However, these tech-
niques can significantly improve network generalization. For
this reason, a modified two step learning was employed—
learning without data augmentation (only random choosing
of patches were employed) for pre-training of the network
and re-training with the data augmentation (flipping, scaling,
shearing and rotation before patch selection). The typical
progress of MSE during learning is shown on Fig. 1, where
test data MSE was 0.304 and 0.364 for the two step learning
and learning without the augmentation, respectively. More-
over we tested L1 and Huber (L2 for small and L1 for large
values) loss instead of L2 (MSE), but both lead to visually
less sufficient results.

Fig. 1 Example of model MSE on training and testing datasets for
U-Net, QPI + BF images and PNT1A cells
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2.5 Nucleus Segmentation

From the “synthetic” staining, a final nucleus segmentation
was obtained by thresholding with an automatic threshold
method based on Poison distribution of the histogram [8]
(better for cell images than Otsu), followed by morphol-

ogical operations—morphological closing and elimination of
small objects and holes (<50 px). Original staining was
segmented similarly. This segmentation step has been per-
formed for both, the comparison of the reconstruction results
and proving the segmentability of the “synthetic” fluores-
cence data.

Table 1 MSE and Dice between original and reconstructed nuclear staining images (with U-net unless otherwise stated), * value is not
comparable with others

Value Cell line QPI BF QPI + BF QPI + BF SegNet QPI + BF CLAHE

MSE DU145 0.311 0.451 0.285 0.336 0.0028*

PNT1A 0.335 0.590 0.304 0.381 0.0024*

Dice DU145 0.758 0.622 0.784 0.767 0.752

PNT1A 0.712 0.542 0.764 0.758 0.781

Fig. 2 Example of results for a patch of DU145 cells reconstructed
with U-net unless otherwise stated. a QPI, b BF, c equalized QPI,
d equalized BF, e fluorescence, f equalized fluorescence, g–k “syn-
thetic” fluorescence for QPI, BF, QPI + BF, QPI + BF SegNet,

QPI + BF CLAHE, (L) segmentation results from original (purple)
and synthetic fluorescence (green) (dice 0.752 and for QPI + BF data
used), 10 � magnification and image width 200 lm (color figure
online)

Label-Free Nuclear Staining Reconstruction … 241



3 Results

The aim of this study was to (1) create artificial masks for
nuclei for further segmentation and (2) to reconstruct the
structure of the nuclei. With this regard, first the accuracy of
different networks can be well evaluated in term of MSE,
which can be well compared between different settings.
Disadvantage ofMSE is data dependency and as such different
cell lines or data with equalization are not comparable. As
shown in Table 1, addition of BF image leads to improvement
0.026 and 0.031 for DU145 and PNT1A, respectively. U-net
performed better for this task as expected. The results of
non-equalized images are incomparable with equalized ima-
ges, becauseMSE is image value-dependent, howeverwithout
using of an equalization the convergence of the network was
slower during the training and results were worse in images
with both distinctive cells and less visible cells.

One of the main motivations for nuclear staining recon-
struction is nucleus segmentation. Segmentation was evalu-
ated in term of dice coefficient (see e.g. [9]), which is also
much less data dependent and as such, thus is also better for
comparison of different data sets than original MSE. As
shown in Table 1, very similar results for both cell lines
were achieved. Despite the fact that the images reconstructed
with CLAHE are visually better, so CLAHE leads to better
results for PNT1A (by 0.018 of dice), but worse results for
DU145 (by 0.032 of dice). Maximal achieved dice (0.784 for
DU145 and 0.781 for PNT1A) can be considered sufficient
for further analysis, moreover if we consider lack of clarity
of nuclei in QPI images. As you can see in Fig. 2, the main
inaccuracy arises at the point of nearby nuclei, where they
will be interconnected in “synthetic” fluorescence image.

4 Discussion

Overall, reconstructed “synthetic” fluorescence leads to blurry
images, which may be used for localization of cell nuclei and
nuclei segmentation, but their usability for precise nuclei seg-
mentation is limited. However it is possible to consider using
higher magnification. Another improvement might be done
with enlargement of training database, which was relatively
limited for such easy to obtain data. Using a more precise
nuclei segmentation method must also be considered.

Another possible use of “synthetic” florescence could be
found in cell detection (cell counting). Further analysis
should be done for another staining for segmentation of
other cell organelles. Other possibility is to use similar
approach with staining signaling phases of cell cycle or
ongoing apoptosis for detection of such states.

5 Conclusions

The proposed method can provide an easy-to-obtain anno-
tated dataset for CNN training, which is then able to produce
fluorescence-like images usable for numerous biological
applications. Application of CLAHE on both source and
desirable images shown to be usable approach for fluores-
cence image contrast normalization. The data augmentation
prevents the network convergence, but two step learning
approach was presented to enable the use of data augmen-
tation. Reconstructed staining has proven to be useful for the
nuclei segmentation.
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Performance Comparison of Segmentation
Algorithms for Image Quality Degraded MR
Images

Galip Ozdemir, Huseyin Nasifoglu, and Osman Erogul

Abstract
Medical image segmentation is one of the most important
research areas of clinical diagnosis. Especially, brain is
the most critical organ that is tracked, investigated and
analyzed mostly by using Magnetic Resonance Imaging
(MRI). Developing a highly accurate automated segmen-
tation of brain region is a very difficult task due to
involving noise and deviation. In recent years, various
image segmentation techniques have been developed in
the literature such as clustering, thresholding
(intensity-based), active contours (surface-based), expec-
tation maximization (probability-based). In this study,
these commonly used algorithms are handled in order to
see the performance of the segmentation while degrading
the image quality and saving from memory for brain MR
images. For this purpose, the level of acceptable degra-
dation is obtained by compressing MR slice images with
different quality factors by using JPEG algorithm. Peak
signal to noise ratio (PSNR), bits per pixel (BPP), mean,
variance parameters of the MR images are used to
characterize the corresponding compressed image degra-
dation quality. On the other hand, segmented intracranial
area, white matter (WM), gray matter (GM) regions are
compared with the non-compressed MR images for
various compression ratios. Then, the area overlap ratio
for these regions is obtained in order to get segmentation
performance results. It is believed that detected optimum
parameters can be used as prior indicators to determine
which segmentation algorithm (or which group, i.e.
intensity or surface-based) should be chosen. Besides, it

will be able to occupy less space in memory by
compressing image for appropriate parameters.

Keywords
Segmentation � Compression � Brain � MRI

1 Introduction

Nowadays, many imaging modalities are utilized for the
diagnosis of diseases. Magnetic resonance imaging (MRI) is
a popular of these modalities, in the sense of high image
quality. MRI provides better results on diagnosis in soft
tissues compared to other modalities such as computer
tomography (CT), ultrasonography (US), computed radiog-
raphy (CR). Various techniques have been developed with
the use of MR images especially for segmentation of brain
regions: possible tumor tissue, intracranial area (IA), white
matter (WM) and gray matter (GM).

Kasban H. et al. proposed a fully automatic algorithm to
segment the region of interest in gamma radiographs by
thresholding method [1]. Hue T.T.M., Kim J.Y. and
Fahriddin M., emphasized that high noise levels in radio-
graphic images, low contrast and complex intensity distri-
butions are the factors that challenge medical image analysis
[2]. Ertas G., Demirgunes D.D. and Erogul E., segmented
the chest region in MR images using cellular neural net-
works [3]. Karhikeyan B. et al. have investigated the seg-
mentation success of medical images where watershed
segmentation, thresholding and K-means clustering methods
are used [4]. While the K-means is faster than the other
methods, it has been shown that the thresholding method
yields the desired part in the foreground by detecting the
imperfections in the image with high success.

In terms of storage, the downside of MRI is that it
occupies high memory space in PACS (Picture Archiving
and Communication System) due to having many image
slices for single imaging. Additionally medical images are
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generally stored in DICOM 3 format which involves no
compression and requires much space in database in this
manner. Therefore, reducing the image size while preserving
diagnostic data has become a need in recent years. It is
possible to find many studies on medical image compres-
sion. Sophia P. and Anitha J. have investigated the physi-
cian’s region of interest (ROI) in compression of MR images
[5]. ROI has been compressed lossless while the region
outside ROI compressed lossy. Researchers indicated that
higher compression rates were achieved when the ROI was
small, resulted in an average compression ratio of 4.2 times
and a PSNR of 20.76 dB. Yulianti L. and Mengko T. R.
proposed a hybrid method in which the fractal properties of
the image are compressed by Huffman coding [6]. In another
research on brain images, a method is proposed in which the
interest area is compressed by the contextual tree method,
while the remaining part is compressed by fractal image
compression [7]. In one study, researchers proposed a new
quantization table for angiocardiogram images [8]. The table
was generated from the transfer function of the angiocar-
diographic system. As a result of the objective evaluation, it
was determined that the new quantization table could be
applied on angiocardiogram images.

In this paper, brain MR images are compressed by JPEG
algorithm using several quality factors. Followingly, several
segmentation techniques are applied to both compressed and
non-compressed images to detect intracranial area, WM and
GM regions. Then the overlap ratio has been examined for
these images in order to investigate the effects of compres-
sion (degradation) on segmented brain region areas as a new
approach. Compression (degradation) effects are evaluated
by PSNR, BPP, compression ratio (CR) and variance of
error as objective criteria.

2 Methodology

There are two main methodologies in this study. One is the
compression of MR images by JPEG algorithm with several
quality factors as lossy approach. Second methodology is the
segmentation of intracranial area, WM and GM for brain
MR images with different techniques. The segmentation
techniques are also applied to the compressed images and
the overlap ratio (overlapping of segmented non-compressed
and compressed images) has been examined in order to
observe the level of degradation and performance of com-
pression algorithm on segmented regions. In Fig. 1, general
block diagram of the methodology used in this study is
shown. To investigate the success of the segmentation
algorithms, BrainWeb database has been used as reference
images for discrete model, WM and GM. These images are
anatomical models of human brains and models available in
the database are completely synthetic. IA images are
obtained from interior of skull region (is the remaining area,
after the skull is stripped).

2.1 JPEG Compression Algorithm

Having less computational complexity and being fast for
computational processes, JPEG is one of the most commonly
preferred compression algorithms [9]. Besides, being com-
patible with DICOM standard, JPEG allows compression of
medical images by lossy and lossless approach. In this paper,
lossy compression algorithm is implemented in order to
observe the loss of data in image content while segmenting
brain regions. It is possible to scale quantization by using
quality factor (QF) between 1 and 100 so that it will be able

Fig. 1 a Block diagram of methodology for non-compressed images. b Block diagram of methodology for compressed images

244 G. Ozdemir et al.



to control the loss of data (degradation level) by setting
appropriate QF parameter. Lastly, Huffman encoding is used
for compression of quantized data.

2.2 Intracranial Area, White Matter and Gray
Matter Segmentation

Otsu Thresholding

Otsu’s method aims to find the threshold value at the min-
imum to segment regions by iterating all possible thresholds
in an image [10]. For this purpose, Within Class Variance is
measured for all thresholds applied to the image. Here, the

lowest sum of weighted variance represents final threshold
value to segment image into two distinct regions. In this
study, Otsu threshold value is obtained for the image and
then binarization is applied with appropriate thresholds to
obtain IA, WM and GM.

Expectation-Maximization Algorithm

Expectation-Maximization (EM) algorithm is an iterative
method used for many signal and image processing imple-
mentations. It basically searches the maximum likelihood of
the clusters of an image with the help of Gaussian mixture
model. Using these probabilistic estimates, image is seg-
mented into different clusters (regions). Implementation of
EM algorithm is done in 2 steps: First we considered the
input image having 3 main regions which are background,
skull and IA and EM is implemented in this manner. In the
following step, IA is further segmented into multiple regions
and WM and GM regions are analyzed in results section.

Active Contour Segmentation

Active Contour (AC) algorithm is an iterative method [11]
generally used for foreground background segmentation by
deforming an initial boundary corresponding to energy
minimization around this spline. The output is critically
dependent on the initial spline. Due to this dependence, 4
square regions have been initialized located at the center of
each quadrant of the image (Fig. 2). Since AC is able to
segment the image in 2 regions, an approach of recursive AC
implementation has been used. Regions in an order as first
background elimination are extracted. Remaining input is
segmented as IA and skull at the 2nd implementation. WM
detection and GM segmentation are next steps.

Fig. 2 Initial seed regions used for AC segmentation

Fig. 3 a Segmented WM (Otsu), b Segmented WM for QF = 20 (Otsu), c Segmented GM (Otsu), d Segmented GM for QF = 20 (Otsu)
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3 Results

8 brain MR images have been used to segment related
regions. Each image is compressed by four different quality
factors QF = 20, QF = 40, QF = 60 and QF = 80 in
MATLAB environment. In total, 4 datasets (4 different
compressed images for each input) are obtained in order to
investigate the effects of compression on each segmented
region. Sample output images for Otsu Thresholding,
Expectation-Maximization Algorithm and Active Contour
Segmentation are given in Figs. 3, 4 and 5.

Segmentation results are given in Tables 1, 2 and 3.
These results are the mean values of overlapping regions for
8 MR images.

It is clear and expected that best overlap ratio is obtained
for QF = 80 among the compressed image datasets. Each
dataset is evaluated by objective criteria of CR, PSNR, BPP,
error variance and the mean results for all QF datasets are
given in Table 4. These parameters represent the degradation
level of MR image quality. Since all degraded images have
exactly the same total pixel number (362 � 434 pixels) as
the original image, segmentation process requires same
amount of time in all datasets.

Fig. 4 a Segmented GM (EM), b Segmented GM for QF = 80 (EM), c Segmented IA (EM), d Segmented IA for QF = 40 (EM)

Fig. 5 a Segmented IA (AC), b Segmented IA for QF = 60 (AC), c Segmented WM (AC), d Segmented WM for QF = 80 (AC)

Table 1 Segmentation results of intracranial area

IA area-overlap ratio QF = 20 QF = 40 QF = 60 QF = 80 Non-compressed

Otsu 0.9283 0.396 0.9440 0.9525 0.9834

EM 0.9808 0.9818 0.9840 0.9846 0.9846

AC 0.9249 0.9252 0.9258 0.9265 0.9289
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4 Conclusion

In this study, 8 images have been compressed with several
QFs and 4 datasets been formed for performance compari-
son. Three segmentation techniques have been applied on
non-compressed and compressed images in order to detect
intracranial area, white matter and gray matter. Results show
that EM has the best performance for IA, Otsu’s algorithm
for GM segmentation, where AC is better for WM area
detection. These findings suggest that a hybrid segmentation
model which implements EM, Otsu’s method and AC for
segmentation of IA, GM and WM respectively provide a
superior modality. More interestingly, it appears that AC is
almost not susceptible to image quality degradation. Over-
lapping region ratios for AC do not significantly change
when image quality is altered. Additionally, EM algorithm
has best segmentation accuracy for the IA segmentation and
this performance remains fairly constant within different
level of degraded images. Therefore, if the memory-gain is
taken into account, this dataset can be preferable for clinical
applications with acceptable degradation limits. In this way,
it is possible to segment IA and WM regions having an
accuracy of larger than 90% (implementing EM for IA and
AC for WM regions) even for compressed images with
QF = 20. However, it is suggested for GM areas that Otsu’s
algorithm can be applied with a minimum QF = 40, where
88% accuracy for overlapping regions is obtained. These
findings show that compressed images will contribute to

PACS management by occupying less storage space and
transmission simplicity while providing sufficient segmen-
tation accuracy.

Conflict of Interest The authors declare that they have no conflict of
interest.

References

1. Kasban, H., Arafa, H., Elaraby, S.M., Zahran, O., El-Kordy, M.:
Automatic Segmentation of Industrial Radiographic Images.
International Conference on Computer Engineering & Systems
(ICCES), 213–218 (2011).

2. Hue, T.T.M, Kim, J.Y., Fahriddin, M.: Hand Bone Radiograph
Image Segmentation with ROI Merging. Recent Researches in
Mathematical Methods in Electrical Engineering and Computer
Science, 147–154 (2011).

3. Ertas, G., Demirgunes, D.D., Erogul, O.: Conventional and
Multi-State Cellular Neural Networks in Segmenting Breast
Region From MR Images: Performance Comparison. International
Symposium on Innovations in Intelligent Systems and Applica-
tions (INISTA), 1–5 (2012).

4. Karthikeyan, B., Vaithiyanathan, V., Venkatraman, B., Menaka,
M.: Analysis of Image Segmentation for Radiographic Images.
Indian Journal of Science and Technology 5 (11), 3660–3664
(2012).

5. Sophia, P., Anitha, J.: Implementation of Region Based Medical
Image Compression for Telemedicine Application. International
Conference on Computational Intelligence and Computing
Research (ICCIC), 1–4 (2014).

6. Yulianti, L., Mengko, T.R.: Application of Hybrid Fractal Image
Compression Method for Aerial Photographs. MVA2OOO IAPR
Workshop on Machine Vision Applications, 574–577 (2000).

Table 2 Segmentation results of white matter

WM area-overlap ratio QF = 20 QF = 40 QF = 60 QF = 80 Non-compressed

Otsu 0.8107 0.8465 0.8598 0.8806 0.9665

EM 0.7406 0.8205 0.8778 0.9140 0.9947

AC 0.9131 0.9188 0.9335 0.9548 0.9717

Table 3 Segmentation results of gray matter

GM area-overlap ratio QF = 20 QF = 40 QF = 60 QF = 80 Non-compressed

Otsu 0.8657 0.8812 0.8870 0.8987 0.9695

EM 0.6640 0.7294 0.7858 0.8602 0.9935

AC 0.8174 0.8204 0.8271 0.8368 0.8453

Table 4 Compression evaluation results for compressed MR images

QF dataset CR PSNR (dB) BPP Error variance

QF = 20 17.31 27.67 0.46 111.27

QF = 40 11.24 29.90 0.71 66.39

QF = 60 8.60 31.93 0.93 41.82

QF = 80 5.90 35.99 1.36 16.43

Performance Comparison of Segmentation Algorithms for Image … 247



7. Kaur, M., Wasson, V.: ROI Based Medical Image Compression
for Telemedicine Application. 4th International Conference on
Eco-friendly Computing and Communication Systems (ICECCS
2015), 579–585 (2015).

8. Onnasch, D.G.W, Prause, G.P.M, Ploger, A.: Quantization table
design for JPEG compression of angiocardiographic images.
Computers in Cardiology, 265–268 (1994).

9. Gonzalez, R.C., Woods, R.E.: Digital Image Processing. 2nd edn.
Prentice Hall, Upper Saddle River, NJ (2002).

10. Vertan, C., Florea, C., Florea, L., Badea, M.S.: Reusing the Otsu
Threshold Beyond Segmentation. International Symposium on
Signals, Circuits and Systems, 1–4 (2017).

11. Chan, T.F.: Active Contours Without Edges. IEEE Transactions on
Image Processing, vol. 10, no. 2, 266–277 (2001).

248 G. Ozdemir et al.



Application of Low-Cost 3D Printing
for Production of CT-Based Individual
Surgery Supplies

Filip Górski, Radosław Wichniarek, Wiesław Kuczko,
Jacek Banaszewski, and Maciej Pabiszczak

Abstract
The main problem addressed in this paper is the use and
evaluation of low-cost additive manufacturing (3D print-
ing) techniques and CT images as tools for manufacture
of usable and individualized, anatomically correct mod-
els, assisting surgeons in their daily work. The authors
formulate own methodology of design and additive
manufacturing of medical products on the basis of
medical imaging data. A specific case was selected—a
surgical lower jaw template for use in the middle of
operation. Two Fused Deposition Modeling machines—
professional and low-cost—were used to manufacture the
same product, which was later evaluated, inspected for
accuracy (by 3D scanning) and used during the surgery.
By two 3D printing processes comparison it was found
that the low cost comes at a price of lower accuracy and
increased demand for process supervision. The authors
obtained a fully usable medical product used during an
actual reconstruction surgery. Partial clinical results are
presented—use of 3D printed templates helped reduce
surgery time and generally improved the patient recovery
process.

Keywords
Mid-surgery supplies � 3D printing � Computed
tomography

1 Introduction

Additive manufacturing (widely known as 3D printing) and
rapid prototyping have found many applications in medicine
[1, 2]. They are in use everywhere there is a need of an
individualized solution, as they allow fast obtainment of a
demanded shape with no tooling [3]. One of the main bar-
riers of widespread production of professional 3D printing is
the price of both the machines and materials [4, 5], as well as
the required qualifications and time consumption to both
prepare data and launch and supervise the additive manu-
facturing processes [4]. In recent years, 3D printing has
gained wide popularity thanks to so-called low-cost additive
manufacturing processes, which are mostly inexpensive
variations of the long-known fused deposition modeling
technology. However, they have certain limitations. Another
problem is lack of standard methodologies of designing
medical products on the basis of medical imaging data.

The mid-surgery supplies are an important aid for a sur-
geon during the stage of planning and scheduling a detailed
course of operation, as well as during the operation itself, for
example as a template for bone cutting [6, 7]. The main area
in which the authors focus their work is surgery, especially
in terms of reconstruction and implanting after resection.
The use of 3D printed metal implants is nowadays a known
technique [1], although limited in use. Use of low-cost 3D
printing to produce mid-surgery supplies is uncommon,
mostly due to lack of low-cost metal-processing techniques
and process stability and product quality problems.

All of the above-mentioned problems are premises of
research undertaken by the authors of this paper. The general
and long-term aim of the research is to establish a reliable set
of methods of building medical products of certain cate-
gories in order to make it more available for both doctors
and patients.
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2 Introduction

2.1 Research Problem

The main problem of this paper is a proper utilization of
low-cost additive manufacturing and Rapid Prototyping
techniques as tools of effective manufacturing of usable,
individualized medical products, for use both by doctors and
patients on various stages of treatment. This paper addresses
issues of design and low-cost 3D printing on the basis of CT
(computed tomography) data. The considerations are based
on examples of specific cases of medical products used by
doctors in real-world scenarios. As the main case, a
mandibular reconstruction template was selected.

2.2 Methodology of Design and Rapid
Manufacturing of Medical Products

The proposed methodology is based on other available
general methodologies [2, 8]. However, the authors have
expanded the existing methodologies with the aspects of
clear indication of required skills and involved people and
indication of proposed software at each stage, mostly aiming
at freeware or open-source software.

The best and most suitable tools, as tested by the authors,
are indicated in the full methodology, which is not included
here due to limited space. The methodology scheme is
presented in Fig. 1.

The authors have distinguished eight consecutive stages
that require at least three separate competence areas: medical
technician (stages 1 and 8), biomedical engineer (stages 2–4)
and 3D printing technician (stages 5–7). The most
demanding stage in terms of skills and time is Stage 4, where

a surface and/or solid model must be created. Stage 4 can be
especially demanding when Stage 2 is conducted improperly
[9]. Stage 3 also requires a large amount of skills of manual
processing of 3D mesh.

2.3 The Fused Deposition Modelling
Technology

The fused deposition modeling (FDM) process is currently
the most widespread additive manufacturing technology
[10]. The consistent problem of the FDM process is that
produced parts have weak interlayer bonds, which decrease
overall strength of the part [11]. Furthermore, part orienta-
tion greatly influences the obtained technical characteristics
[12]. The problems of selecting optimal parameters of the
FDM process and obtaining good properties of products has
been widely described in literature [13].

For the studies, two machines were used—a Stratasys
Dimension BST 1200 (a professional machine) and a
MakerBot Replicator 2X (a low-cost machine). To provide a
valid comparison for later evaluation, in the conducted
studies similar parameters and materials were selected for
both machines.

2.4 Mandibular Reconstruction Template—Case
Description

The main case is mandibular reconstruction using fibular
free flaps in patients after resections. Proper planning of the
reconstruction surgery using 3D data of the lower jaw,
obtained by medical imaging, has been widely described in
literature [14]. Application of rapid prototyping methods in

Fig. 1 Schematic course of
proposed methodology to design
and manufacture medical
products using 3D printing
techniques
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such a procedure is evaluated as effective and helpful,
especially in terms of reduction of operation time and better
geometrical fitting of the reconstructed jaw [15]. However,
the costs of such an approach are high.

The case presented in this paper involves a patient sub-
jected to partial lower jaw resection. The patient was male
and aged 47. The side part of the jaw body had to be
removed due to cancer and the resulting defect was recon-
structed. It was aimed at obtaining full jaw functionality,
including junction stability, mobility and cosmetic effect.
The FDM process was used to manufacture a template of the
reconstructed jaw out of ABS material, to use before and in
the middle of the surgery, to shape stabilizing titanium plates

(Fig. 2) and to be used as a template to cut the desired shape
from patient’s fibula in shorter time. The approach was
tested earlier by the authors in clinical tests, using solely the
professional BST 1200 machine, with full success.

2.5 Course of Studies

The studies were divided into two main parts. The first part
focused on using the defined methodology to manufacture
the jaw templates using both low-cost and professional FDM
processes out of ABS material, starting from medical data
processing, through design, 3D printing process preparation
and post-processing. The second part of the studies focused
on evaluation of the obtained products.

Firstly, medical imaging data was obtained, in form of
DICOM file with CT data (Stage 1). The computed
tomography images of lower jaws were converted to digital
3D models (Stage 2). The created models were exported to
the STL format. In further stages, the raw models were
processed in the GOM Inspect software, until final shape
was obtained (Stage 3). In a similar way, a digital model of
the fibula was obtained. Models prepared in such a way were
imported to a computer-aided design system. A piece of
damaged bone was removed from the lower jaw model.
Then, a missing piece was digitally recreated (Stage 4). In
the next stage (Stage 5), the FDM process was prepared.
Similar manufacturing parameters and materials were used

Fig. 2 Example of fitting of titanium plates on a lower jaw template,
before the surgery

Table 1 Comparison of basic information about manufacturing on two FDM machines

Parameters BST 1200 (professional) Replicator 2X (low-cost)

Product mass (g) 62,98 65,01

Production time 5 h 18 min 6 h 5 min

Model mat. usage 71,63 g 100,83 g (+purge walls)

Support mat. usage 14,24 g 29,81 g (as above)

Layer thickness (mm) 0,254 0,25

Fig. 3 3D printed jaw templates,
Replicator 2X (left),
Dimension BST 1200 (right)
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(see Table 1). In stages 6 and 7, the jaw templates were
manufactured and post processed. The post-processing was
the same in both cases and consisted solely in mechanical
support removal.

At this point, both products were optically measured
using Atos Compact Scan 5M 3D scanner. Measurement
field was set to 130 � 150 mm. Both scans were superim-
posed on the original, final STL export (nominal geometry),
using the GOM Inspect software and the best-fit algorithm.
Inspection points locations were consulted with the
surgeons.

3 Results

The manufactured reconstructed mandible templates are
shown in Fig. 3. Basic information regarding the manufac-
turing processes and obtained economical characteristics are
presented in Table 1.

The 3D scanning and inspection results are presented in
Fig. 4. The average scan fitting error was 0.05 mm for the
BST 1200 machine and 0.27 mm for the Replicator 2X
machine. In terms of fitting of the selected 11 points—for the
BST 1200 machine all points are within tolerance
of ±0.05 mm, while for the Replicator 2X all points are
outside this tolerance, with maximal deviation −0.56 mm in
point no. 5.

Both products were sterilized in plasma at 55 °C for
45 min. No geometrical changes were observed. Both
products were then evaluated and compared by a team of
surgeons. No visible quality defects were observed and the
surgeons marked both products as acceptable for use during
the surgery. The surgery was performed and it ended with
full success and patient recovery.

4 Discussion

In terms of product design issues, it was found that it is
required to use at most three different software tools in order
to generate the mesh out of medical data, process the mesh
and create a design. The most labor-consuming process is
the work done by a biomedical engineer, i.e. time spent
in-between raw DICOM data and a final computer-aided
model. In the presented case, the time of work was 12 h.
This is, in authors’ opinion, a rather short time, with a
standard time of 3–6 days. The paper describes a single case,
but the methodology was applied to several other cases as
well, with similar results. Still, more clinical tests would be
required, but this type of surgery is rather rare, so it will
probably take a few more years.

Out of the medical product classes available nowadays on
low-cost 3D printers, the mid-surgery supplies production
using low-cost 3D printing is the most viable option in terms
of usefulness and cost efficiency, in authors’ opinion. Its
effectiveness has been confirmed by clinical tests.

A low-cost FDM process allows the possibility to reduce
product costs by more than two times, but at the cost of
greatly limited dimensional accuracy. Fortunately, in terms
of products that resemble the shape of the human body, the
accuracy ensured by low-cost FDM is enough, as proven by
the positive results of the performed surgery (contrary to
findings by other researchers, such as in [9]. Unfortunately,
low-cost FDM processes require a considerably high level of
supervision. Examples of errors are clogging of extruders,
miscalibrated building plate, filament entanglement and
self-unsticking of the model. Each error requires operator to
perform manual actions. It is, in authors’ opinion, a large
barrier in making the 3D printing widespread in healthcare.

Fig. 4 Results of accuracy inspection—colorful deviation map, Replicator 2X model (left) and Dimension BST 1200 model (right)
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5 Conclusions

Based upon the presented studies, the following final con-
clusions may be drawn:

1. It is effectively possible to use a low-cost 3D printer to
manufacture a medical product usable by surgeons dur-
ing an operation, on the basis of computed tomography
data.

2. Use of a defined methodology shortens time spent on
searching for appropriate tools and ways of conduct, thus
reducing time of preparation of a medical product, which
is often a crucial factor in life-saving surgery.

3. Obtaining usable medical products by methods of 3D
printing requires cooperation between at least 4 special-
ists: a doctor, a medical imaging technician, a biomedical
engineer (computer-aided design specialist) and a 3D
printing technician.

Future work will focus on more clinical tests of different
medical products, such as prostheses, orthoses and
mid-surgery aids, as well as developing communication
standards between engineers and doctors.
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Examination of the Spatial Structure of Pigs’
Melanoma in Tissue Sections Based
on Histology and Mass Spectrometry

Jiri Anyz, Lenka Vyslouzilova, Vratislav Horak, Olga Stepankova,
Tomas Vaculovic, and Vojtech Adam

Abstract
We examine the spatial structure of the melanoma in
tissue sections. The pigs melanoma was examined in 10
tissue samples obtained from animals of age between 4
and 22 weeks. The tissue sections were measured by light
microscopy and Laser Ablation Ion Inductively Coupled
Plasma Mass Spectrometry to obtain spatial metal (Cu,
Zn) distribution. The exploratory analysis of the tissue
sections indicates there is clearly a pattern in the spatial
structure. Different projections of the spatial structure of
the melanoma are obtained by the different measurement
methods. The spectral clustering on the data was utilized
to describe the structure in the data. According to the
clustering results, there are distinct clusters of observa-
tions in the histological data. The spatial elemental
distribution of the metals Cu and Zn cannot be clustered
—the data form one compact cluster. The clustering of the
histological images produces clusters which are related to
the annotation of the biological samples in broader terms
—the differences between fibrous and cancerous tissue.

Keywords
Clustering � Image processing � MeLiM � Melanoma
2D maximum overlap wavelet transform

1 Introduction

The development in laboratory measurement techniques
provides us with new means to examine biological samples.
The DNA sequencing started a new research field of geno-
mics which allowed us to study the genetic traits observed in
organisms, especially humans [1]. With the advances in
measurement equipment, the genomics was followed by
transcriptomics, proteomics [2] and metabolomics [3], which
study the RNA, proteins and metabolites respectively. These
new methods produce a type of data, which stimulate the
development of new methods for dealing with their unusual
features. An example of such a data is the mapping of dis-
tribution of elements in tissue samples by Laser Ablation Ion
Inductively Coupled Plasma Mass Spectrometry
(LA-ICP-MS). The LA-ICP-MS technique allows us to
study the distribution of biologically active metals (zinc Zn,
copper Cu) in tissue samples [4, 5]. The analysis of the
biologically active compounds measured by LA-ICP-MS
may be performed manualy [5], however, we are able to
subsitute several of the manual steps with an algorithm
which can provide better, more reliable and easily repro-
ducible results [4]. The process of semi-automated analysis
of the distribution of biologically active metals in tumor
tissue samples integrates various sources of information
(LA-ICP-MS measurement, histological image, histological
annotation), but the data still has to be prepared manually
[4]. We believe that the process may be improved in such
way that any manual preparation of the data except for the
obvious tasks such as the histological annotation, where the
expert knowledge cannot be replaced, would be needed. In
order to enhance the data integration procedures, first, we
have to understand the data. A good start is to perform
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exploratory unsupervised analyses on the input data and
assess whether there are any relationships among the data
without prior knowledge.

2 Methods

2.1 Data Collection

The data were obtained by examination of tissue samples
from ten MeLiM animals with multiple skin melanomas. The
animals varied in age (range 4–22 weeks), there are clear
age-dependent changes in the development of melanoma.
One melanoma sample was taken from each animal. This
experimental treatment was performed in accordance with the
Project of Experiment approved by the Animal Science
Committee of the IAPG AS CR, v.v.i. (Libechov, Czech
Republic), following the rules of the European Convention
for the Care and Use of Laboratory Animals. For the detailed
description of the tissue sample treatment refer to [4]. The
tissue samples were sliced in order to provide tissue section
of two types—thinner section suitable for histological anal-
ysis and thicker sections for analysis by LA-ICP-MS.

Histology
The tissue sections for histological analysis were stained to
observe tissue structure. The cryosections were scanned by
the VS120 Olympus microscope with OlyVIA software
(Olympus, Japan). An expert identified histologically dif-
ferent zones. Three to eight rectangular areas of each zone
(growing melanoma tissue, early and late spontaneous
regression, fibrous tissue) per cryosection were chosen for
comparison with Zn and Cu map to detect their local con-
centration [4]. A simplified annotation of the tissue sample
histology is shown in Fig. 1.

Elemental Mapping Procedure with LA-ICP-MS
Imaging experiments were performed using LA-ICP-MS
setup consisting of laser ablation system UP213 (NewWave,
USA) operated at wavelength of 213 nm. The ablated
material is washed away by helium. This mixture is trans-
ferred into quadrupole ICP-MS spectrometer Agilent
7500CE (Agilent, Japan) equipped with collision-reaction
cell (CRC) for suppressing possible polyatomic interfer-
ences. Elemental mapping was performed using line scan
mode so that each line starts on glass substrate outside of the
tumour tissue. The laser beam moved on the sample surface

Fig. 1 Left: N115—an example of histological image. The coloured
rectangles correspond to histologically differing zones identified in
haematoxylin-eosin stained slices—red—growing melanoma tissue,
pink—early spontaneous regression, yellow—late spontaneous

regression, green—fibrous tissue. The actual dimension of the sample
is approximately 8� 5mm. Right: N115—elemental map of copper
63Cu, the colorbar indicates the values of metal signal intensity
normalized on 12C content
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continuously along straight line with constant scan rate of
200 m/s. Laser beam diameter and distance between indi-
vidual straight lines were 100 m for both. The laser fluence
was 8 J/cm2 [4]. An example of a distribution of metal in
tissue sample is in Fig. 1.

2.2 Data Integration

To integrate the data and create a dataset we utilized the
image registration procedure. The image registration creates
a reference frame for indexing among different types of data.
The integration procedure relies on extraction of a silhouette
from the studied images and finding such a transformation
which minimizes the sum of squared differences between the
silhouettes. The algorithm for sequential approximation on
image pyramid was used [4]. The image registration was
performed in the Octave software [6].

2.3 Clustering

To examine the structure of the tissue section we decided to
use standard clustering algorithms used in image processing.
We performed clustering with the state-of-the-art clustering
algorithm the spectral clustering [7]. The clustering was
carried out using the R software [8] and the package Kernlab
was used [9]. We applied the clustering algorithm to the
histological images, to the elemental matrices and to the
combination of the histological images and the elemental
matrices. We used the 2D maximum overlap wavelet
transform (2D MODWT) [10] to extract local features of the
image. The spectral clustering was performed with kernel
distance matrix. The radial basis function was used, the
parameter r of the kernel was first optimized by the heuristic
function supplied by the Kernlab package [9]. The number
of clusters was chosen as the drop in values of the distance
matrix eigenvalues.

2.4 Statistical Analysis

The results of the clustering were compared by tables of the
coincidence between cluster assignment and the histological
annotation. The tables were tested by v2 test to assess any
relationships between the different clustering experiments
and the histological zones. Consequently, the logistic
regression model was used to test each category of histo-
logical zone and each cluster. The relationship was consid-
ered significant if the p value was lower than a threshold
value of 0.05 corrected for the actual number of all test by
Bonferroni correction.

3 Results

3.1 Data Integration

The data integration process provided us with 10 integrated
data sets—each consisting from a histological image, his-
tological image silhouette, elemental map for Zn and Cu,
and annotation of histological zones. The data integration
process ensures that we are able to index all the images for
corresponding locations. The histological image and the
elemental maps were decomposed by the 2D MODWT, level
of decomposition 2, and the coefficients were used alongside
the original features for the clustering.

3.2 Clustering

Clustering of Elemental Maps
The clustering of the elemental maps showed that there are
no distinctive clusters in the elemental maps. In all the
samples, the clustering is dominated by one cluster, which
contains the majority of the observations, and the remaining
clusters represent only small fraction of the data. Only one
sample (N113) indicated possible relationship between the
clustering and the histological annotation, however none of
the consequent tests by the logistic regression showed any
significant result. Therefore, we may assume there is no
simple relationship between the elemental maps and the
histological annotation.

Clustering of Histology
The histological images contain areas which may be divided
into clusters easily. Based on the original histological image
and local features the clustering is able to assign correctly
the pixel into these categories. The clustering seems to be
consistent with the histological areas (except samples L619,
N129). In the majority of samples we are able detect a
relationship and identify the clusters which correspond to the
histological zones. Unfortunately the results don’t allow to
distinguish all the histological zones, but only the zones in
broader categories of melanoma tissue or fibrous tissue. The
visualization of the result of clustering is in Fig. 2.

Clustering of Combination of Histology and Elemental
Maps
The combination of the features was performed by com-
bining the original histological data and the elemental maps
into one data set. The results of the clustering were similar to
those of clustering elemental maps. The addition of the
elemental maps features to the promising results on histo-
logical data did not result in better clustering results. Only
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two samples passed the v2 test (L619, N129). And in the
case of these two samples the consequent test by logistic
regression model did not show any specific relationships
among the histological zones and the clustering.

4 Conclusion

In conclusion by the application of the spectral clustering
algorithm on data from pigs melanoma samples, we were able
to detect structure in the histological images, but not in the
distribution of metals (Cu, Zn) or the combination of the
histology and distribution of metals. By using the histological
annotations we were able to test the relationship between
individual histological zones and clusters obtained from his-
tological data. The procedure which consisted from testing by
v2 test for any relationship and follow up test by logistic
regression in case of positive result from v2 test to test his-
tological zones against clusters. This procedure showed that
the clusters in the histological data may be related to the
histological zones in broader terms—melanoma cells and
other types of tissue. The exploratory analyses presented in
this paper show us, that there is definitely a structure in the

data, but even though we used the state-of-the-art methods
for image processing we were not able relate the clusters and
histological information completely.
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Automatic Characterization of Plaques
and Tissue in IVOCT Images Using
a Multi-step Convolutional Neural Network
Framework

G. A. Cheimariotis, M. Riga, K. Toutouzas, D. Tousoulis, A. Katsaggelos,
and N. Maglaveras

Abstract
Intravascular optical coherence tomography (IVOCT) is a
light-based imaging modality of great interest because it
can contribute in diagnosing and preventing atheroscle-
rosis due to its ability to provide in vivo insight of
coronary arteries’ morphology. The substantial number of
slices which are obtained per artery, makes it laborious
for medical experts to classify image regions of interest.
We propose a framework based on Convolutional Neural
Networks (CNN) for classification of regions of intravas-
cular OCT images into 4 categories: fibrous tissue, mixed
plaque, lipid plaque and calcified plaque. The framework
consists of 2 main parts. In the first part, square patches
(8 � 8 pixels) of OCT images are classified as fibrous
tissue or plaque using a CNN which was designed for
texture classification. In the second part, larger regions
consisting of adjacent patches which are classified as
plaque in the first part, are classified in 3 categories: lipid,
calcium, mixed. Region classification is implemented by
an AlexNet version re-trained on images artificially
constructed to depict only the core of the plaque region
which is considered as its blueprint. Various simple steps
like thresholding and morphological operations are used
through the framework, mainly to exclude background
from analysis and to merge patches into regions. The first

results are promising since the classification accuracy of
the two networks is high (95% and 89% respectively).

Keywords
Segmentation � Intravascular OCT � Convolutional
neural networks � Deep learning

1 Introduction

Intravascular optical coherence tomography (IVOCT) is a
high-resolution (*10 lm) imaging technique of great
interest since it helps in diagnosing and preventing
atherosclerosis due to its ability to provide in vivo insight of
the artery anatomy. The clinical interest focuses on detecting
the morphological characteristics of atherosclerotic plaques,
evaluating the stent strut placement and extracting the 3D
geometry of the vascular artery. The catheter that enters the
artery gives routinely multiple cross-sectional images (100–
300 per artery). An example of a slice containing mixed
plaque (green contour) and a calcified plaque (white contour)
is depicted in Fig. 1. The substantial number of slices makes
it laborious for medical experts to classify image regions of
interest.

For this reason, various automatic methods have been
proposed recently to make lumen segmentation and tissue
characterization automatic and faster. Athanasiou et al. [1]
proposed several machine learning techniques to classify 4
kinds of tissue. Shalev et al. [2] proposed SVM to classify
plaques based mainly on statistical properties of the images
Xu et al. [3] proposed Support Vector Machine to classify
tissue using as feature among other Fisher vector, histogram
of oriented gradients and local binary pattern.

Abdolmanafi et al. [4] proposed to extract features from
OCT images using Alexnet [5]. These features are then used
to classify media and intima using AlexNet or other machine
learning classifiers. Alexnet is a specific convolutional
neural network (CNN), very successful to classify images of
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the large database ImageNet which is used to compare
computer vision algorithms performance. In general, CNNs
are neural networks that have commonly convolutional
layers along with the fully connected layers that neural
networks have and they outperform other algorithms in
computer vision tasks. AlexNet consists of five convolu-
tional layers with rectified linear unit (ReLU) activations,
some of which are followed by max-pooling layers, and
three dense layers. The network was trained with stochastic
gradient descent.

However, usually they are not trained to classify medical
images. Transfer learning is adjusting parameters of a pre-
trained CNN by retraining it with images that belong to
different classes of those used in initial training. This can be
applied to medical images.

A common task in medical image analysis, is to dis-
criminate image regions based on texture of the image.
Texture classification uses normally smaller parts of the
image that are dealt as different images with more particular
properties residing compared to full-scale images. This could
lead to a different CNN architecture in addition to adjusting
only the parameters of a state-of-art CNN.

In order, to classify texture of lung CT images Anthi-
mopoulos et al. [6] proposed a prototype CNN that is spe-
cialized in classifying small segments of the image that were
referred as patches in this paper. The main characteristics of
this network are: 5 convolutional layers, 3 dense layers,
input size 32 � 32, very small convolutional kernels 2 � 2,
no pooling layers between convolutional layers.

In this paper, we propose a multi-step framework to
detect fibrous tissue and the potential presence of plaque and
to characterize plaque regions if they are present. Its first key
step is texture classification of the part of the lumen wall of

the image in 2 categories: fibrous tissue and plaque. It is
based on Anthimopoulos et al. implementation. Its second
key step is the classification of regions that consist of parts
of the image characterized as plaques in the previous step,
into 3 categories (lipid, calcified, mixed). This classification
is implemented by an AlexNet version re-trained on bigger
patches of images artificially constructed to depict the core
of the plaque region.

2 Methods

2.1 Materials

The dataset consisted of IVOCT cross-sectional images
where a medical expert delineated fibrous tissue and plaques
according to the published expert consensus [7, 8].

For the non-overlapping patches analysis that included
splitting the image to square patches, calcium plaques pro-
vided the smaller dataset because calcium plaques are usu-
ally smaller. Therefore, we randomly selected equal patches
from the other categories. The ratio of training versus testing
patches was 5:1.

For larger scale overlapping patches analysis, we had
only 7 images with mixed plaque and so equal number of the
other 3 categories were selected to train and test AlexNet.
Therefore, we had in total 28 images. Having a small dataset,
the ratio between train and test set was 6:1.

2.2 Patches Analysis

The aim of this work was to segment fibrous tissue, lipid
plaque, calcified plaque or/and mixed plaque in an IVOCT
image. Initially, it was attempted to train first level CNN to
classify square patches with ranging size from 7 � 7 to
15 � 15 pixels. The patches were extracted by splitting the
image without overlap between them. If 95% of one patch
fell inside a region delineated by the medical expert, it got its
corresponding plaque label. In Fig. 2 there is an example of
two patches. The first level CNN is specialized in classifying
texture on medical images. Therefore, it was considered that
it would have potential to recognize differences in texture
between the 4 classes. However, it performed well only
classifying fibrous tissue against all the other plaques with
average accuracy 95%, while it did not work to discriminate
the 3 plaque patches from each other (accuracy 65%).

AlexNet was also tried, having similar performance (90%
accuracy for the first task, 62% for the second task). This is
because plaques did not present significant texture differ-
ences on the small patches level, for the dataset tested.
Larger patches may be more distinct but then there would be
plaques with less size than the patch and they would not be

Fig. 1 Manually segmented OCT image. White contour encloses a
calcified plaque and green contour encloses a mixed plaque
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identified. Consequently, we use the first level network only
to segment fibrous tissue and the segmentation of plaques is
tried with images that include bigger bounded patches of
potential plaque regions.

2.3 Classification of Plaques—Transfer Learning

We retrained AlexNet’s 3 fully-connected layers, using
stochastic gradient descent with momentum and having as
input larger scale patches to characterize plaque. These
images were constructed as follows: We kept the manually
segmented plaques from the images as they were in the
original image. The rest of the image was set to background
level 0. This was accomplished by applying a dilated binary
mask which corresponds to the handmade contour to the
original image. The intuition of using dilated mask, was to
include also close surroundings of the manually segmented
parts because plaque borders’ is sometimes more distinctive
than its texture. Finally, we selected the biggest bounding
boxes that included the masks’ region to be inputs to retrain
AlexNet’ s 3 fully connected layers with stochastic gradient
descent with momentum.

Having, only 4 bounding boxes to test the accuracy in
each of the 10-fold random permutations of the train set
resulted in an accuracy ranging from 50 to 100%. The 50%
was the most common case when mixed plaque was con-
fused for calcified plaque and vice versa. However, this was

observed on clearly delineated test set from medical experts
and to a small dataset.

We also examined the potential of classifying plaques
using as blueprint the bigger bounded patches inside their
region. We extracted from each slice, overlapping square
patches with size close to the bounded boxes observed. This
augmented both the training and the test set. Experiments
were carried out with varying size of patches and overlap
between them. One of the best results was 89% accuracy for
patches of 32 � 32 pixels with 8 � 8 pixels overlap
between them. Consequently, this trained network was
found more suitable for plaque classification.

2.4 Multi-step Processing

The training procedure described above, is preparative work
that must be done to have pipeline steps to process a new
image to segment fibrous tissue and plaques. This process is
described below.

Given the fact that fibrous tissue is normally the most
reflective part of an IVOCT image, the highest pixel inten-
sities are inside its region. However, guide wire artifacts and
other artifacts may present also high intensities and some-
times fibrous tissue is under the shadow of an artifact that
may lower the intensity of its part. Thresholding was
essential before patches analysis because sometimes, fibrous
tissue is so thin that cannot characterize a whole patch.
Therefore, we propose one high threshold which will dis-
criminate potential fibrous tissue, plaques, guide wire artifact
and other artifacts from the background.

Fibrous tissue is detected by applying the first level CNN
on the outcome of thresholding. The rest is classified as
plaque. Morphological closing is applied to the binary mask
which represents plaque to make its parts coherent. Then
morphological opening is applied to remove artifacts. These
operations are also performed to discriminate plaque regions

Fig. 2 Patches from mixed plaque and calcified plaque

Fig. 3 Results of the automatic
characterization of plaque (right
figure) versus the manually
segmented lipid plaque (left
figure)
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that are close to each other and they are potentially different
plaques and to shape them like the ones used for training.

If the outcome of the above, are multiple potential pla-
ques in a slice, equal number of specially constructed boxes
are generated to be classified. Afterwards, we extract the
bigger bounded patches (32 � 32) of the same form as the
ones used for the training set which were input to the already
trained AlexNet. The final decision for characterization of
each examined plaque is the maximum number of classifi-
cations of patches inside each plaque. An example result is
presented in Fig. 3.

3 Results

We already referred to the results of the training procedure
which indicate that this method has good potential to char-
acterize plaques in IVOCT.

Namely, the first level CNN presented high average
accuracy 95% in classifying patches of fibrous tissue and of
plaque. Many patches can be extracted from a small dataset
but there was not much diversity of samples, to reach a safe
conclusion about the performance on a different dataset. On
the other hand, having more images for training would
possibly enhance the performance.

AlexNet presented 89% accuracy, in classifying 32 � 32
overlapping patches. However, the test set was produced
with the same manner with the training set. As the visual
result show, it is not an easy task to extract the potential
plaques in the steps between the CNNs classifications.

To determine the overall accuracy of this framework, we
should test it against another dataset that it would be input to
the framework. Few images were excluded from the training
set of CNNs (images of lipid plaque) and were available to
for further evaluation. Besides, as it is observed in Fig. 3, a
plaque can be characterized correctly but its borders would
not coincide with manual segmentation and accuracy metrics
like dice for the overall evaluation would underestimate the
potential of this method. One minor reason is the subjective
manner of manual segmentation but the main reason is the
post-processing of what is potential plaque after the first
level CNN classification, which included morphological
operations. Instead of these operations, k-means classifica-
tion, watershed segmentation or other techniques could be
more efficient in splitting and determining the borders of
regions of interest getting information not only from binary
masks but also from pixel intensities inside the plaques. This
will be one of the main aspects the for further research.

4 Discussion

Other steps of this framework can be altered to enhance
overall performance. To begin with, we can process the
images in the polar coordinate as it is common for IVOCT
processing. We can also process 3D images, if consecutive
slices of the same artery are available. Furthermore, the
patches can be the outcome of superpixels algorithm instead
of square. The input to AlexNet can also be constructed in
other ways e.g. getting more information of the potential
plaque surroundings. Other CNN architectures or modified
versions of the ones used, can also enhance performance.

5 Conclusion

In this paper, we are proposing a framework to characterize
plaques in two levels: texture and region, using suitable
CNNs in each level. While the overall performance of the
framework was only evaluated by visual inspection, the two
networks demonstrated high accuracy in classifying patches
and specially constructed input (95% and 89% respectively).
There are several improvements proposed for further
research such as the use of 3D or/and images expressed in
polar coordinates, altering patches and regions extraction,
and using different CNN architectures.
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Iterative Methods for Fast Reconstruction
of Undersampled Dynamic
Contrast-Enhanced MRI Data

Hynek Walner, Michal Bartoš, Marie Mangová, Olivier Keunen,
Rolf Bjerkvig, Radovan Jiřík, and Michal Šorel

Abstract
This paper introduces new variational formulation for
reconstruction from subsampled dynamic con-
trast-enhanced DCE-MRI data, that combines a
data-driven approach using estimated temporal basis and
total variation regularization (PCA TV). We also experi-
mentally compares the performance of suchmodel with two
other state-of-the-art formulations. Onemodels the shape of
perfusion curves in time as a sum of a curve belonging to a
low-dimensional space and a function sparse in a suitable
domain (L + Smodel). The other possibility is to regularize
both spatial and time domains (ICTGV). We are dealing
with the specific situation of the DCE-MRI acquisition with
a 9.4T small animal scanner, working with noisier signals
than human scanners and with a smaller number of coil
elements that can be used for parallel acquisition and small
voxels. Evaluation of the selected methods is done through
subsampled reconstruction of radially-sampled DCE-MRI

data. Our analysis shows that compressed sensed MRI in
the form of regularization can be used to increase the
temporal resolution of acquisition while keeping a suffi-
cient signal-to-noise ratio. DCE-MRI, iterative reconstruc-
tion techniques, compressed sensing.

Keywords
DCE-MRI � Iterative reconstruction techniques
Compressed sensing

1 Introduction

Dynamic contrast-enhanced magnetic resonance imaging
(DCE-MRI) is a method for quantification of parameters
describing tissue perfusion. It is based on data capturing
spatiotemporal distribution of a contrast agent. Reconstruc-
tion of DCE-MRI data in general aims to reconstruct an
image sequence from the raw k-space data. The result is
subsequently used for pharmacokinetic modeling and
perfusion-parameter estimation for each reconstructed-image
voxel. In more recent years it is benefiting from both parallel
imaging [1] and compressed sensing (CS) [2] due to their
abilities to significantly reduce the number of acquired
k-space data. The latter technique relies on adding sparsi-
fying transformations to the acquired image sequence, such
as the Fourier or the Wavelet transform [3], spatiotemporal
finite differences [4], or combinations of these [5] and
exploiting underlying temporal dynamics by employing
principal component analysis (PCA) [6]. These data-driven
sparsifying transforms assume that the image sequence can
be represented by a matrix of low-rank or as a combination
of low-rank and sparse components. Namely, this is the case
of L + S model applied in [7, 8], however, these models
presume global separability of the dynamic data and the
background and such a separation is not generally applica-
ble. A current improvement of this approach employs a
patch-based decomposition [9] or applies PCA to obtain
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temporal basis functions from low-resolution data [6]. These
are used as L1-penalized model-consistency constraints
rather than imposing strict low-rank assumptions, while the
model order needs to be determined heuristically. General-
izing CS approaches, variational models for image recon-
struction allow to introduce different assumptions on an
unknown object which weights regularization against data
fidelity. A possible extension of the well-known total vari-
ation (TV) is the total generalized variation (TGV) func-
tional [10], which balances between different orders of
differentiation, enforcing linear or polynomial smoothness
while still allowing sharp discontinuities [11]. Such a model
was shown to be useful for still images [12] and highly
parallelized CINE cardiac data [13]. This paper aims to
assess selected approaches to reconstruct DCE-MRI image
sequences from signal attained at small animal scanners, that
have usually small parallelization (fewer elements of array
coils) than clinical scanners and can have a smaller
signal-to-noise ratio (SNR).

2 Models

2.1 TV Regularization with Pre-estimated
Temporal Basis

Proposed variational formulation using total variation as a
spatial image prior [14] combining temporal regularization
using a PCA basis of the given data [6] (PCA TV) can be
written as

min
u

X

t;i

1
2

yt;i � FtSiBtu
�� ��2

2
þ k rBtuk k1

( )
; ð1Þ

where index t enumerates time frames, i receiver coils. In
our study, non-Cartesian golden angle k-space sampling is
assumed as one of the most popular compressed-sensing
MRI acquisition method. Therefore, the Fourier transform
for the time-frame t, denoted by Ft, is automatically assumed
in its non-uniform variant [15]. All coil sensitivity maps Si; i
being a coil index, were estimated using the ESPIRiT
algorithm proposed in [16]. Temporal basis functions at time
frame t are denoted by Bt and are estimated using the PCA
method from low-resolution data. Order of the basis is given
to the model as an input parameter, �k k1 is the sparsity
enforcing L1 norm and Frobenius norm �k k2 measured
closeness to the measured k-space data yi; t for time-frame t
and coil i. Solution x�t ¼ Btu for each time-frame t can be
achieved using iterative technique Alternating Direction
Method of Multipliers (ADMM) [17].

2.2 Low-Rank Plus Sparse (L + S)

The L + S decomposition method [8] assumes that each
time-frame xt can be decomposed into a sum of two matri-
ces, xt ¼ lt þ st, where matrix lt represents the low-rank part
of the signal and matrix st is assumed sparse in the sense of a
linear transformation T (in this case temporal Fourier
transformation). The overall formulation is

min
l;s

X

t;i

1
2

yt;i � FtSiðlt þ stÞ
�� ��2

2
þ kl lk k� þ ks Tsk k1

( )
;

ð2Þ
where �k k� stands for the nuclear norm giving the sum of
singular values and enforcing low rank. Contrasting with the
previous model the temporal basis functions are estimated
automatically.

2.3 ICTGV Model

A possible extension of the TV regularization is employed in
the ICTGV model proposed in [13]. This formulation reg-
ularizes data by weighting two TGV by infimal convolution

min
x

X

t;i

1
2

yt;i � FtSixt
�� ��2

2
þ kICTGV2

b1;b2;c
ðxÞ

( )
; ð3Þ

The ICTGV model itself was not implemented, but the
reconstruction software AVIONIC written by its authors
[13] was rather used for comparison with other methods.

3 Data Acquisition and Evaluation Methods

Synthetic data were generated from a real DCE-MRI dataset
(rat with brain tumor) [18]. 42 manually segmented regions
of interests (ROIs) were assigned its reference perfusion
parameters based on the values estimated from the real
dataset as described in [18]. The concentration curves were
constructed using the same pharmacokinetic model as the
one used in [18]. 2D golden-angle radial-sampling k-space
data were then constructed assuming a 2D SPGR acquisition
with TR = 15 ms, flip angle = 20° and acquisition time =
15 min, 128 samples per echo signal, a 4-element surface
coil (sensitivities derived from the real recording), with
additive corruption by Gaussian noise to average SNR =
26.7 dB (calculated as SNR ¼ 10 log10ðPsignal=PnoiseÞ,
where Psignal is the mean power of the echo signals and Pnoise

the power of noise) to match the real data.
Real data originate from an in vivo experiment with a

normal Sprague-Dawley rat on a 9.4T Bruker BioSpin small
animal scanner, 2D golden-angle SPGR acquisition with
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TR = 17 ms, flip angle = 25°, acquisition time = 14 min,
128 samples per echo signal, 4-element surface coil.

For both datasets, different levels of subsampling (skip-
ping projections in the measured signal) were tested to
explore the abilities of the models to reconstruct comparable
intensity curves with higher temporal resolution. As a ref-
erence for evaluation of the algorithms, gridding [15] of
fully-sampled data (i.e. 200 projections per time-frame) was
used. In order to provide comparability between different
models with various parameter settings, output curves were
scaled to the ½0; 1� interval.

4 Results and Discussion

Firstly, the selected models (L + S, PCA TV and ICTGV)
were evaluated on a synthetic dataset. Image sequences were
computed using various settings of parameters, levels of
subsampling and ranks of temporal basis. Fidelity of
reconstruction for a typical benchmark voxel (corresponding
to a simulated tumour) can be found in Fig. 1. It can be seen,
that the nearest solution (in the sense of mean squared error,
see Table 1) was achieved by the L + S model and the
PCA TV reconstruction with a priori estimated basis func-
tions of rank 3. The ICTGV method was not resulting in
good fits to the reference curves, but it was the best at
localising the position of the intensity peak.

Overall, it can be stated, that both L + S and PCA TV
proved to be the best and the most robust (in terms of sub-
sampling stability) models for synthetic data.

However, comparison on the real data showed a different
situation. In order to avoid over-fitting of the models to the
one specific experiment, rank 3 was assumed for both the
PCA TV and the L + Smodel. Temporal basis functions were
exploited from the regridded data and are shown in Fig. 2.

The PCA TV model with estimation of the temporal basis
of rank 3 led to a stable solution (in terms of mean square
error). It seems to allow to downsample (and thus increase the
temporal resolution) up to the factor of 7 (see Fig. 3). Sur-
prisingly, the L + S model did not achieve as good results as
for the synthetic data and the output intensity curves notably
differed from the reference. The ICTGV model resulted in
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Fig. 1 One time-frame of the reference phantom image sequence
(upper left) and the corresponding reconstructed time-frame (lower left)
with output intensity curves for the marked pixel (tumour).

Fully-sampled data use 200 radial projections per time-frame, subsam-
pled reconstructions take 28 projections (i.e. 7 � subsampling)

Table 1 Mean squared error of reconstruction methods for synthetic
data (MSEs) and real data (MSEr) and selected ROI

Method MSEs MSEr

PCA TV, fully-sampled 0.0083 0.0136

PCA TV, subsampled 0.0162 0.0126

L + S, fully-sampled 0.0052 0.0272

L + S, subsampled 0.0071 0.0447

ICTGV, fully-sampled 0.0134 0.0148

ICTGV, subsampled 0.0365 0.0184
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quite noisy, but with overall good fit to the reference. It is
possible, that this behaviour can be improved by fine-tuning
the reconstruction parameters. In selected regions, given the

information about the temporal basis, the PCA TV model
gave the best results for the measured data (see Table 1).
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Fig. 2 Temporal basis functions of the real data ordered by significance
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Fig. 3 Image reconstruction of real data with signal intensity curves of different methods in marked pixel (temporalis muscle)
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5 Conclusions

We have evaluated three different iterative methods for
reconstruction of DCE-MRI data. The evaluation was done
on both generated and real data, where it showed quite
different results. It can be stated that models assuming a
low-rank temporal basis (smaller than 3) were outper-
formed by those without this presumption or with the
PCA-TV model working with a priori information about
the character of the temporal dynamics. This can be due to
the inability of a small basis to correctly describe the
dynamics of the data or due to a lower SNR and fewer
array-coil elements of a small-animal NMR scanner com-
pared to clinical NMR scanners. In our experiments,
PCA TV was the best reconstruction method in terms of
image quality and computational speed (enabling increasing
time resolution up to the factor of 10). To draw stronger
conclusions, the evaluation will be extended to include
both comparison of the reference and reconstructed data on
the level of estimated perfusion parameters for various
pharmacokinetic models and datasets of mouse tumours
where higher levels of SNR (and consequently more pre-
cise results) are expected.
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Multimodality Image Fusion of the Liver
Using Structure-Guided Deformable Image
Registration in Velocity AI—What Is
the Preferred Approach?

S. Kuznetsova, P. Grendarova, N. Ploquin, and K. Thind

Abstract
This study looked at the impact of using different volume
segmentation in deformable image registration (DIR) for
multimodality imaging, specifically planning computed
tomography (CT) and post stereotactic body radiation
therapy (SBRT) magnetic resonance imaging (MRI),
where liver was the target of the registration. Planning CT
and post-SBRT MRI scans for 9 previously treated
patients were used in this study. The MRI scan was
deformed on to the planning CT using structure-guided
DIR using the commercial software Velocity AI. Three
different deformation methods were employed based on
different contoured regions of the liver and liver itself.
The Dice similarity coefficient (DSC) was quantified for
all of the structures within the liver along with the average
voxel displacement. The registration method that was
based only on the liver contours had the largest DSC for
some of the internal liver structures, which suggests a
preferred approach when using structure-guided DIR for
the liver.

Keywords
Deformable image registration � Stereotactic body radi-
ation therapy � Liver MRI

1 Introduction

The deformable image registration (DIR) is a common tool
in both the clinical and research setting for the registration of
image volumes each containing particular information cen-
tral to the user in radiation therapy. As more DIR algorithms
become available, commercially and on open source [1], it
becomes essential to determine the best approach to register
a set of multimodality images to reach the highest accuracy
in the registration. Unlike rigid registration which is limited
by rotational and translation motion, DIR is able to account
for the volumetric changes of structures by shifting each
voxel individually within the image volume. This becomes
especially useful in radiation therapy where internal
anatomical structures can undergo volumetric changes
throughout patient’s treatment timeline [2].

The liver is one of the examples of anatomical sites that
can undergo volumetric changes [3]. Past study that looked
at rigid registration associated with liver for 4D-CT and
respiratory gated MRI (obtained on the same day) found the
distance between manually chosen points to be more than
5 mm [4]. Higher rigid registration error can be expected for
planning CT and post-SBRT MRI, where image volumes are
acquired prior to treatment (planning CT) and after treatment
(MRI). The purpose of this study is to look at
structure-guided DIR which is a commercial DIR solution
provided by Velocity AI 3.2 (Velocity Medical Systems,
Atlanta, GA) for multiple volume segmentation image reg-
istration of planning CT and post-SBRT MRI.

Structure-guided DIR is a B-spline [5] hybrid registration
method which consists of rigid registration followed by DIR
[6]. In addition, this registration method uses corresponding
structure pairs to minimize the distance between points on
the surfaces of the structures and puts an emphasis on voxels
within the outlines [6]. Velocity AI implements intensity
based DIR method [7] using mutual information similarity
metric [8], while structure-guided DIR includes a
feature-based component based on the sum of squared
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differences as part of the registration. The approach to DIR
that includes structure component can result in better regis-
tration of structures undergoing volumetric changes [9].

In this study, we employ three different methods for
structure-guided DIR on the liver to find the best approach
that will maximize the conformality between image objects.

2 Materials and Methods

2.1 Structure Segmentation

Non-contrast enhanced planning CT along with post-SBRT
MRI were obtained for nine patients with liver tumors
(hepatocellular carcinoma, cholangiocarcinoma or liver
metastasis). The mean age of the patient cohort was 73 years
old (range: 62–82), where seven out of nine patients were
male. Patients in the study underwent liver SBRT treatment
where the prescription dose of 40 Gy to 50 Gy was deliv-
ered in five fractions in seven out of nine patients; in two out
of nine patients, the prescription dose was 30 Gy delivered
in 5 fractions. The liver, along with the following three
structures within the liver were contoured and approved by
Radiation Oncologist: left lobe (LL) which included seg-
ments 2 and 3, portal region (PR), and inferior vena cava
with caudate lobe (IVC-L). In order to assess the perfor-
mance of DIR for entire liver volume, the three minor liver
volumes were subtracted from the liver contour, thus
resulting in the major liver volume (MLV). Contoured
structures were chosen based on the visibility of specific
liver regions on both the MRI and the CT.

2.2 Deformable Image Registration

Structure-guided DIR in Velocity AI consists of the estab-
lishment of the region of interest (ROI) followed by the rigid
registration, followed by the selection of structure pairs, and
finally followed by the DIR. The three methods used for the
structure-guided DIR were:

(1) Using the entire liver contour only; one registration per
patient

(2) Using internal liver structures (LL, PR, IVC-L, MLV);
Four registration per patient, where each internal
structure corresponded to one registration

(3) Using individual internal liver structures along with the
entire liver contour; four registrations per patient where
the internal liver structure along with the liver contour
contributed to one registration.

In all of the cases mentioned above, MRI scans were
deformed on to the planning CT. Following the DIR, the

displacement vector field generated within the software
allowed for the transfer of structures from the planning CT
on to the MRI or vice versa. Using structures in the same
image volume, Dice Similarity Coefficient (DSC) was cal-
culated for each interior liver structure. The DSC is defined
as the volume of the overlapping region between structures
A and B, multiplied by two and divided by the sum of vol-
umes; it has the following form:

DSC A;Bð Þ ¼ 2 A\Bj j
Aj j þ Bj j :

If the DSC is equal to one, then that implies that the
structures have perfect overlap and high conformality;
If DSC is equal to zero, then that indicates that structures
have no overlap. In addition to DSC, the average voxel
displacement was measured for the corresponding structure
for each registration method.

3 Results

Figure 1, displays DSC results for the three registration
methods on an entire patient cohort for the four liver
sub-segments. The first method of registration resulted in
higher DSC for LL, PR, and IVC-L structures for the
majority of patient cases. Specifically for LL and IVC-L,
the DSC was higher using the first registration method in 7
out of 9 patients (78%); for PR, this was the case in 6 out of
9 patients (67%). For the MLV, the DSC for all of the three
registration methods did not vary by more than 2% for each
patient in 8 out of 9 cases, the only exception being
patient-7 where DSC for registration methods 1 and 2
varied by 7%.

Table 1, contains the summary of the median and range
corresponding to three registration methods and four con-
toured structures. The portal region has the lowest median
DSC (0.54–0.64) compared to other structures and varies the
most among the patient group. The MLV, on the other hand,
varies the least and has the highest median DSC (0.89, 0.9).
The LL has the second highest DSC (0.86), while IVC-L has
the second lowest median DSC (0.72, 0.76) for all regis-
tration methods.

Figure 2, displays average voxel displacement through-
out the structure volume, which was measured to assess the
magnitude of the voxel shift during DIR. Highest average
voxel displacements were observed for the PR structure,
specifically for patient-1 and patient-2 where average voxel
displacement was as high as 41 mm.

The percentage of Planning treatment volume (PTV) in
each of the four interior liver segments was briefly assesssed.
In seven out of nine patients, the PTV primarily resides in
the major liver volume (*62–86%).
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4 Discussion

The PR volume had the lowest DSC, suggesting that
structure-guided DIR struggles with deformation of this
specific region within the liver. Since MRI was registered
to non-contrast CT, the lack of contrast in CT resulted in a
more homogeneous intensity distribution throughout the
liver which could have impacted the DIR. For PR structure,

the DSC for the first registration method for patient-1 was
0.03; This was also the case for patient-2 for the second
and third registration method. In these three low DSC
instances, the average voxel displacement was as high as
3.5–4.1 cm. This shows a correlation between the high
displacement of voxels (above 3 cm) and low DSC.
Recording the average voxel displacement could be used as
a flagging metric in order to alert the user of possible
discrepancies in the DIR.

Fig. 1 DSC calculated for the four sub-segments of the liver for the patient cohort using three different registration methods. For each plot, the
horizontal axis corresponds to the patient number, and the vertical axis corresponds to the calculated DSC

Table 1 Median DSC and corresponding range for the nine patient group

Liver sub-segments DIR method 1 DIR method 2 DIR method 3

LL 0.86 (0.58–0.90) 0.86 (0.46–0.90) 0.86 (0.54–0.90)

PR 0.64 (0.03–0.76) 0.55 (0.03–0.71) 0.54 (0.03–0.61)

IVC-L 0.76 (0.43–0.84) 0.72 (0.48–0.84) 0.72 (0.48–0.81)

MLV 0.89 (0.86–0.94) 0.90 (0.86–0.98) 0.90 (0.86–0.94)
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The correlation between DSC and voxel displacement
was observed for the IVC-L structure, where with the
decrease in DSC with respect to other registration methods
had an increase in the voxel displacement relative to the
same registration methods. This relationship was observed
for 8 out of 9 patients.

The MLV had the largest DSC out of all of the structures,
and in majority of cases, it had the largest PTV encompassed
within its contours (*60%). The conformality of this region
is high (� 0.86) regardless of the registration method sug-
gesting that if PTV is primarily contained within MLV,
using liver contours in structure-guided DIR will yield
similar registration results as other methods. The median
DSC for the liver structures after undergoing the first reg-
istration method was 0.90 (0.86–0.98) and average mean
voxel displacement for nine patients was 9.7 mm which is
similar to MLV with average voxel displacement of 9.6 mm.
These results suggest that all three registration methods will
yield similar result specifically for MLV region of the liver.

5 Conclusion

Structure-guided DIR allows the focussing of the registration
on the specific organ(s). The results shown in the study
demonstrate that the first registration method which utilized
only liver contour pairs, either had a higher median DSC
specifically for PR and IVC-L structures (median DSC 0.64
and 0.76); or it was equivalent to other registration methods
with respect to LL and MLV structures where median DSC
did not vary by more than 0.01.

It was also shown that average voxel displacement of the
structure volume can serve as a flagging metric. In this
study, average voxel displacement above 3 cm was corre-
lated with DSC as low as 0.03 for PR structure. Further
research will concentrate on using the structure-guided DIR
on contrast-enhanced CT scans and post-SBRT MRI where
additional metrics such as the Jacobian, mean surface dis-
tance, and target registration error will be assessed.

Fig. 2 Average voxel displacement measured for the four sub-segments of the liver for the patient cohort using three different registration
methods. For each plot, the horizontal axis corresponds to the patient number, and the vertical axis corresponds to the average voxel displacement
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First Validation of Semi-automatic Liver
Segmentation Algorithm

Philipp Matthies, Jan Wuestemann, Francisco A. Pinto,
and Julius C. Neba

Abstract
Selective internal radiotherapy (SIRT) is a treatment
modality in advanced liver cancer. A careful treatment
planning including an angiographic evaluation of the
hepatic blood supply and determination of liver and tumor
volume by imaging (e.g. contrast-enhanced MRI) is part
of the pre-therapeutic workflow. Treatment is performed
by an intra-arterial angiographic application of
90Y-labeled microspheres. Particularly, the segmentation
of the liver and calculation of tumor burden are
time-consuming activities, but they are a prerequisite of
state-of-the-art dosimetry models. In this study, we
validated an interactive software tool, which provides a
semi-automatic segmentation of co-registered image data
(e.g. contrast-enhanced abdominal CT, SPECT/CT, and
MRI). A reader experienced in manual liver segmentation
for SIRT work-up employed dosimetry software to
segment abdominal CT and MRI scans and documented
the completion time. A first database contains ten cases
(contrast-enhanced CT data) from the Liver Tumor
Segmentation (LiTS) Challenge. Results from
software-guided semi-automatic segmentation were com-
pared to the published ground truth using Sørensen-Dice
coefficient (mean score = 92.9 ± 1.5%). The average
time for semi-automatic liver segmentation was 3.8 times
faster compared to the manual slice-by-slice delineation.
Main deviations between both approaches were observed
in the areas of the gall bladder, vena cava inferior and
hepatic vascular network. Furthermore, a second analyzed
database consists of SPECT/CT and MRI datasets (or CT

in case of contraindication for MRI) from pre-therapeutic
imaging in 20 patients scheduled for SIRT. All 20
datasets were segmented manually and by using the
semi-automatic algorithm of the analyzed software. The
examination of the second database does not show any
significant difference between both applied methodolo-
gies. Using the present tool, segmentations of the liver
can be achieved with high accuracy while speeding up the
physician’s workflow.

Keywords
SIRT � Radioembolization � Liver segmentation
Hepatic tumor burden

1 Introduction

Selective internal radiotherapy (SIRT) is an effective and
safe treatment in patients with advanced primary and sec-
ondary liver malignancies. Under angiographic monitoring,
resin or glass microspheres labeled with the beta-emitting
radionuclide 90Y are administrated into the tumor supplying
arterial vessels. However, the pre-therapeutic evaluation
requires an immense working process [1] of the individual
patient including angiographic exploration of hepatic arterial
branches, administration of 99mTc-labeled macroaggregate
albumin (99mTc-MAA), and detection of extrahepatic shunts.
The latter can be seen in a post-interventional SPECT/CT
measuring the 99mTc-MAA distribution. Beyond that, the
physician must carefully determine the liver volume and
tumor burden. This elaborate and time-consuming process
step is usually done in a T1-weighted MRI series performed
with liver-specific contrast agent. Otherwise, e.g. in presence
of contraindication for MRI, the segmentation must be per-
formed in a contrast-enhanced CT dataset. The determina-
tion of liver and tumor volume (Vliver and Vtumor,
respectively) is essential to calculate the treatment activity
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according to the body surface area (BSA) model, where A is
the activity of 90Y microspheres to be injected:

A[GBq� ¼ BSA� 0:2þVtumor=ðVliver þVtumorÞ ð1Þ
A promising approach to optimize the current workflow is

to shorten the preparation effort. Several solutions for whole
liver segmentation in CT and MRI datasets are available [2–5],
among them dedicated ones for SIRT planning [3]. In this
work, we validated an interactive software tool, which provides
a semi-automatic segmentation of the liver and the intrahepatic
lesions in anatomical three-dimensional datasets as well as
dividing the liver into left and right lobe. Moreover, this
dedicated tool promises to cover almost the entire workflow of
an individual SIRT preparation. Object of this study is to create
first evidence that the present software reproduces results
from conventional manual segmentations of the liver and
intrahepatic malicious lesions.

2 Methods

A physician with experience in manual liver segmentation
for SIRT dosimetry used the dedicated software (DosePlan
[6], SurgicEye GmbH, Germany, see Fig. 1) on two different
databases. The first one comprises ten randomly selected CT
datasets out of the 130 public available datasets from the
Liver Tumor Segmentation (LiTS) Challenge [7] including
the provided ground truth segmentations of the liver, which

were acquired by a board-certified radiologist and verified by
another expert. While no timings are provided for these
datasets, published timing data based on 35 manual liver
segmentations yielded 32:48 ± 6:54 min [8].

The software provides an interactive segmentation based
on user-defined initial seeds of the foreground and back-
ground regions of several slices in orthogonal views. The
segmented region is then computed based on these seeds by
employing a graph-based segmentation algorithm. We per-
formed this procedure for contrast-enhanced CT datasets of
these ten patients and documented the completion time.
Segmentation quality versus the ground truth was evaluated
using the Sørensen-Dice coefficient.

Moreover, we used a second database comprising of a
cohort of 20 patients (male/female 15/5, age
69.2 ± 10.9 years) with hepatocellular carcinoma (HCC,
N = 9) or metastatic colorectal cancer (mCRC, N = 11)
scheduled for SIRT. Except for two patients having
contrast-enhanced CT of the abdomen instead of a liver MRI
because of contraindications, all other patients underwent
complete imaging of T1-weighted liver MRI and
post-angiographic SPECT/CT after 99mTc-MAA application.
Apart from that, general preconditions for SIRT applied to
all individuals. Patient characteristics including liver vol-
ume, tumor burden, number of individual lesions, and lung
shunt fraction (LSF) have been determined using conven-
tional software (OsiriX, version 5.9, Pixmeo SARL,
Switzerland), which is utilized in clinical routine and allows

Fig. 1 User interface for semi-automatic segmentation of (co-registered) MRI and CT abdominal datasets for SIRT planning
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manual segmentation of volumes in three-dimensional scans.
Although time for the conventional segmentation method
was not explicitly measured, a careful liver segmentation can
take over 30 min, a similar time requirement as published in [8].

Utilizing the available software tool, MRI and low-dose
CT for anatomical mapping of SPECT are automatically
co-registered in a first step. The next step is similar to the
one in the first cohort; segmentation of the liver and visible
individual malicious lesions (see Fig. 2) was performed.
After finishing liver segmentation, the user has the option to
divide the liver into left and right lobe by drawing a plane.

In addition, the user can assign each metastasis to a liver
lobe before the results are exported as a PDF report. Pro-
cedure time was measured for each examination. Differences
between the segmentation variables (liver volume, tumor
volume, number of metastases, and tumor burden) were
assessed by the Wilcoxon signed-rank test. Time differences
referring to different cohorts were compared to each other
using the Wilcoxon rank sum test. Values were expressed as
mean ± standard deviation. We assumed statistical signifi-
cance at p < 0.05.

3 Results

The first examination of ten contrast-enhanced abdominal
CT scans (database one) served to verify concordance
between semi-automatically and manually contoured liver
shape. The corresponding average Sørensen–Dice score for
the reader was 92.9 ± 1.5%. The average time to segment
the entire liver using the interactive algorithm was
8:45 ± 1:13 min, a factor of 3.8 times faster compared to
the manual slice-by-slice delineation published in [8].

The analysis of the second available database of 20 SIRT
patients yielded no significant difference between

semi-automatic and conventional manual segmentation in all
considered quantities (see Fig. 3).

The expenditure of time averaged to 6:03 ± 5:12 min,
whereas a closer observation indicated differences depending
on the underlying cancer entity. In 9 patients with HCC, the
time requirement yielded 03:54 ± 1:50 min; in 11 patients
with mCRC the procedure took 07:48 ± 6:25 min. The time
dependency on the considered type of cancer was significant
(p = 0.0248).

4 Discussion

We examined a software tool providing a user interface dedi-
cated to cover laborious pre-therapeutic procedures during SIRT
planning. We tested the software on two existing databases,
analyzing validity compared to conventional methods or given
standard of truth. The results were promising and showed no
significant differences to previous data. Based on published data
and own experience, the time effort was significantly reduced.

While our results statistically reproduce the physicians’
findings, we must discuss and hypothesize several points
that need clarification with further research. First, small
discrepancies in absolute metastatic volume can reflect a
more precise determination of what recognizable malignant
tissue is and what is not. The main deviations in the seg-
mentations occurred patently in those areas where the liver
tissue adjoins the gall bladder, near the lower vena cava,
and around the visible hepatic vascular network. Some-
times a manual redefinition of the volume border was
necessary to exclude extrahepatic structures. In the utilized
version, a missing step is the calculation of the LSF, which
is a determinant factor for the activity to be administered.
Therefore, a tool suitable for clinical routine must have
LSF determination capabilities. Segmentation on liver MRI

Fig. 2 Direct comparison of manual (left) and automatic (right) segmentation of liver and two intrahepatic lesions contoured in the same slice
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Fig. 3 Comparison of
segmentation values of main
variables that have been obtained
by both DosePlan and OsiriX as
boxplots: a liver volume, b tumor
volume, c number of metastases,
and d fractional tumor burden.
The depicted p-values refer to the
performed Wilcoxon signed-rank
test without indicating any
significant differences between
each examined distribution pairs

datasets was much faster than the same procedure in
contrast-enhanced CT scans. The whole preparation
workflow that has been already integrated was investigated
using the second database where segmentations were pre-
dominantly performed on MRI datasets. Because of higher
contrast in MRI, the liver contour produced more accurate
results on the first run. Corrections of obvious segmenta-
tion errors were less frequently necessary.

However, retrospective imaging data with known seg-
mentations of the liver and corresponding intrahepatic lesions
were used to test the success of the implemented
semi-automatic segmentation algorithm. Hard evidence of
benefit in clinical usage can only be obtained in a prospective
trial with SIRT patients of different cancer primaries. Fur-
thermore, the inter-reader reliability has still to be proven.

5 Conclusion

Using the semi-automatic segmentation algorithm in Dose-
Plan, segmentations of the liver can be achieved with a
clinically acceptable accuracy of >92% in under 9 min,
greatly speeding up the physician’s workflow when com-
pared to manual slice-by-slice segmentation.
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Image Quality Optimization and Soft Tissue
Visualization in Cone-Beam CT Imaging

Aude Castonguay-Henri, Dmitri Matenine, Matthieu Schmittbuhl,
and Jacques A. de Guise

Abstract
Cone Beam CT is a well-established diagnostic tool for
numerous applications. While providing better spatial
resolution and exposing the patient to lower radiation
doses than conventional CT, it is also subject to spatially
dependent bias due to the beam energy spectrum,
resulting in a very limited capacity for soft-tissue and
quantitative imaging. The goal of this work is to improve
image contrast resolution and density quantification, to
reinforce diagnosis efficiency and accuracy. An iterative
polyenergetic approach is adapted to CBCT in order to
reduce the artifacts caused by the beam hardening
phenomenon and monoenergetic approximations at
reconstruction level. It integrates the X-ray spectrum of
the source and the cone-beam geometry, and is based on
the Iterative Maximum-likelihood Algorithm for CT
(IMPACT), which defines the energy-dependent attenu-
ation coefficient as a linear combination of photoelectric
and Compton effects. Our preliminary results demonstrate
reduction of cupping and successful quantitative recon-
struction of simple phantoms using simulated and exper-
imental CBCT data.

Keywords
Cone beam CT � Iterative reconstruction � Spectral
reconstruction � Soft tissue imaging

1 Introduction

Cone beam computed tomography (CBCT) has recently
become a leading technology in medical imaging and is
gaining new applications such as ear, nose and throat
imaging or osteoarticular exploration of extremities. It has
proven its value in comparison with multidetector CT
(MDCT) by offering radiologists high-resolution images of
bony structures, while using less ionizing radiation for the
patient. However, even with a better resolution than the
MDCT, CBCT of dental and bony structures is subject to
various artifacts arising from beam hardening, with many of
the structures being composed of compact bone, and also
due to routine presence of metallic dental restorations. In
addition to this, CBCT suffers from artifacts due to scattered
radiation, due to its large cone opening. The combination of
beam hardening and scattering limits the diagnostic use for
soft tissue. Therefore, improving contrast in soft tissue
would lead to a low-dose and high-resolution imaging sys-
tems for a broader range of diagnostic applications.

Computed tomography imaging estimates a 3D map of
radiodensity or radiation attenuation coefficients of the
subject. The methods currently used for clinical CBCT
reconstructions are usually based on filtered backprojection,
like the Feldkamp, Davis and Cress (FDK) approach [1].
They have the advantage of requiring low computational
resources, but rely on empirical corrections for sources of
artifacts. In order to allow for accurate CBCT imaging of
soft tissue, the most promising approaches are model-based
iterative reconstruction algorithms [2]. Such iterative meth-
ods have the advantage over analytical ones to allow for the
incorporation of prior information on the system and the
imaged object. The prior information we aim to use is the
emission spectrum of the source, while the attenuation
model is largely based on Alvarez-Macovski decomposition
[3], in order to reduce the spectral artifacts typically
encountered with analytical reconstruction methods. More-
over, a quantitative imaging algorithm is desirable, so that a
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low bias in radiodensity estimation is ensured in the whole
3D volume. Therefore, it may become possible to visualize
and eventually segment soft tissues based on their linear
attenuation coefficient, and to evaluate the feasibility of
accurate quantitative cone-beam imaging. The approach
adapted to CBCT in this paper is the Iterative Maximum-
likelihood Polychromatic Algorithm for CT (IMPACT) by
De Man et al. [4]. It is to note that the goal of this paper is
not to attain the high spatial resolution typically expected
from CBCT systems nor to propose a fast numerical
implementation, but mostly to propose a proof of concept of
enhanced soft tissue imaging in CBCT.

2 Materials and Methods

2.1 Attenuation Physics

In the IMPACT algorithm selected for image reconstruction,
the attenuation coefficient of each voxel is estimated itera-
tively by interpreting the intensity measured by the detector
and comparing it with the expected intensity given the tis-
sues and materials encountered by the photons. It therefore
needs a model of attenuation adapted to the radiation source,
the detector and the expected attenuating behaviour of dif-
ferent tissues. The selected direct model is the polychromatic
Beer-Lambert attenuation law discretized over space and
photon energy spectrum:

ŷi ¼
X

k

IkEkSk exp �
X

i

xijljðEkÞ
 !

; ð1Þ

where ŷi is the expected intensity at detector bin i, Ik is the
normalized intensity emitted at energy k, Ek is the energy in
keV, Sk is the detector’s sensitivity at energy k, xi is the
distance travelled by ray i inside voxel j in cm and ljðEÞ is
the attenuation coefficient of voxel j in cm−1. In this model,
the emitted spectrum and the detector sensitivity may be
estimated once and used as sets of constants. However,
ljðEÞ depends on the subject composition, which is
heterogeneous.

The definition for l arises from modelization of the
physical phenomena encountered by the x photons [2, 4, 5],
as we aim to represent the CBCT system and its associated
phenomena with enhanced accuracy. Three main interactions
take place in kV x-ray imaging: Rayleigh scattering,
Compton scattering and photoelectric absorption [6]. The
first one can be omitted, as photons are scattered at low
angles and do not lose energy in the process, and the
interaction cross-section strongly decreases with higher
energies. Compton scattering is an interaction where a
photon loses energy and changes direction via an inelastic

collision with an electron essentially considered free, and is
prevalent in soft tissues. The photoelectric effect is the
absorption of photons by ejection of bound electrons of
atoms, prevalent in bones and metallic restorations [6]. The
energy dependence of the photoelectric cross-section is
approximated by UðEÞ ¼ 1=E3, while Compton scattering
cross-section is modelled by the Klein-Nishina function
HðEÞ ¼ fKNðEÞ [3]. These relationships allow for estimation
of relative occurrence rates of both phenomena, where
photon energy is the independent variable. A second set of
weighting factors is determined by the equivalent atomic
number of the tissue or material. This leads to the following
definition of l:

l ¼ / � UðEÞþ h � HðEÞ; ð2Þ
where / and h are respectively the photoelectric effect and
the Compton effect coefficients of the tissue based on a
limited number of base materials. Equations (1) and (2)
define the attenuation model that will be used for the
reconstruction, while geometrical modelling follows Sid-
don’s ray-tracing method, which considers a space of square
voxels and infinitely thin linear x-ray attenuation paths [7].

As most iterative methods, an initial image is assumed
and then modified after each iteration. We used a uniform
image with l ¼ 0:1 as initialization. The attenuation coef-
ficient of each voxel in then associated with its Compton and
photoelectric components by interpolating on the /ðlÞ and
hðlÞ curves drawn with the values shown in Table 1, pro-
posed by De Man [4].

Projections of the estimated image are calculated based
on Eqs. (1) and (2), and are then used to determine the
correction Dlnj needed for voxel j at iteration n. The objec-
tive function to maximize is the log-likelihood L:

L ¼
XI

i¼1

ðyi � lnðŷni Þ � ŷni Þ; ð3Þ

where yi is the measured intensity at detector bin i. the
maximum-likelihood algorithm for transmission tomography
(ML-TR) [8] was employed to maximize Eq. (3). We
applied a 3� 3 median filter on the image every 10 itera-
tions to reduce aliasing artifacts.

Table 1 Attenuation coefficients at 70 keV and associated Compton
and photoelectric coefficient for common substances

Substances h (1/cm) / (1/cm) l (1/cm)

Air 0.0002 1.7e−05 0.0002

Soft tissue 0.1777 0.0148 0.1935

Water 0.1783 0.0144 0.1946

Aluminium 0.4274 0.2125 0.6523

Iron 1.3904 5.32734 7.0748
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2.2 Experiments

Our main hypothesis states that the reduction of beam
hardening artifacts will enhance the contrast in CBCT
imaging. We therefore tested our algorithm on numerical
and physical phantoms in order to observe the impact of
polychromatic iterative reconstruction on the cupping arti-
fact. Those images were compared with a monochromatic
iterative method, the ordered subsets convex algorithm with
total variation regularization (OSC-TV) proposed by Mate-
nine et al. [9], as well as with FDK. The latter was imple-
mented using the OpenRTK library [10] and OSC-TV was
implemented in-house using C++. IMPACT was imple-
mented using Matlab®. Two types of input sets of projec-
tions or sinograms were used: simulated and real.

Two different phantoms were reconstructed using exper-
imental projection data. The water phantom was a
thin-walled plastic cylinder filled with tap water and a
diameter of 8 cm. It was used to observe the algorithm’s
effect on the cupping artifact. The polytetrafluoroethylene
(PTFE) wedge phantom was similar in construction to the
water phantom, with a water cylinder of 11 cm in diameter
and a quarter-disk PTFE insert held in place by a thin
polymethyl methacrylate (PMMA) plate. It was used to
analyse the capacity for quantitative imaging of highly
attenuating objects. The expected profiles were estimated
with data from the XCOM database [11].

A simulated sinogram of the wedge phantom was
acquired via Siddon’s ray-tracing in a voxelized numerical
phantom of equal dimensions, using attenuation coefficients
for photon energies from 1 to 110 keV with increments of
1 keV, retrieved from the XCOM database for the materials
of interest. Matlab was used for the numerical implementa-
tion. This allowed us to compare reconstructed images based
on simulated projections with the physical phantom recon-
structions and in turn compare quantification accuracy. It is
important to notice that simulated sinograms did not include
scatter readings, while real sinograms were affected by
scatter. Comparison of reconstructions of simulated and real
sinograms permitted to quantify bias due to scattered radi-
ation. Real projections were acquired with the NewTom 5G
(Verona, Italy) cone beam CT scanner, see Table 2 for
acquisition parameters.

The x-ray source spectrum used for simulated scans was
generated at 1 keV increments using the SRS-78 application
[12], which uses the scanner tube anode angle, filtration and
peak voltage (kVp) as inputs. The same estimated spectrum
was used in the IMPACT reconstruction algorithm, with a
more coarse discretization over 20 energy bins. The detector
sensitivity profile was considered uniform with respect to
photon energy for the simulated and real data studies.

The central slice was reconstructed using FDK, OSC-TV
and IMPACT. Still, the cone beam collimation was that of
clinical CBCT protocols and scattered radiation contributed
to the central slice sinogram. Line profiles of the recon-
structed slice were acquired on the central sagittal axis in
order to evaluate cupping. For the water phantom, cupping
was quantified by computing a polynomial fit on the part of
the profile which represents water only, using the model
below:

lðxÞ ¼ aðx� bÞ2 þ c; ð4Þ
where a is the coefficient which increases with increasing
cupping and b; c are translation parameters. The bias on l
was quantified on a circular region of interest (ROI), cen-
tered on a uniform region of the phantom and excluding
borders. Mean value and standard deviation of l over the
ROI were calculated. The l values were compared for a
reference energy of 70 keV, which, in a clinical setting,
ensures a good contrast between soft and bony tissues.

3 Results

3.1 Water Phantom

Figure 1 shows profiles and images for a real water cylinder
reconstruction with IMPACT, OSC-TV and FDK. The
polynomial fit led to a ¼ ð1:31 � 0:16Þ � 10�5 for
IMPACT, a ¼ ð2:28 � 0:10Þ � 10�5 for OSC-TV and a ¼
ð3:2 � 1:0Þ � 10�5 for FDK. This indicates that the
monochromatic approaches suffer from more severe cupping
than IMPACT.

The mean and standard deviation in the circular ROI
inform us on the bias in the image. Higher values of standard
deviation indicate that the attenuation coefficients are held
within a larger range of values, which includes noise and
spatially-dependent bias. Figure 2 shows the analysis of all
the water voxels of the water cylinder phantom, excluding
borders, for each method. On a relative scale, we observe a
(2:5 � 0:9)% l bias for IMPACT, (12 � 2)% for OSC-TV

Table 2 Real sinogram CBCT acquisition protocols and correspond-
ing image pixel sizes for reconstructed slices. The slice thickness is
equal to the pixel side

Experiment FOV: diameter (cm) �
axial coverage (cm)

Reconstructed
pixel size
(mm � mm)

Water phantom 8 � 8 1:5 � 1:5

Wedge
phantom

15 � 5 0:6 � 0:6
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and (12 � 2)% for FDK, when compared to the ground
truth. In general, we observe that monochromatic approaches
yield a systematically higher l estimate and suffer from
severe cupping, while IMPACT yields a more uniform
profile closer to the expected value. The remaining cupping
for IMPACT is likely due to scattered radiation, which also
causes cupping.

3.2 Wedge Phantom

Figure 3 shows the reconstructions of the wedge phantom.
While OSC-TV and FDK seem to lead to very similar
images, IMPACT reconstructions show lower contrast
between the water and the PTFE. This is explained by the
lower l calculated with IMPACT for PTFE, as shown by the
profiles in Fig. 4a, b. The bias values were also calculated in
circular regions of interest excluding borders for PTFE.

For the simulated phantom, a (0:6 � 1:0)% l bias was
observed for IMPACT, (32 � 3)% for OSC-TV and

(32 � 3)% for FDK in the wedge region. The lower stan-
dard deviation for IMPACT still indicates a reduction in
cupping, in addition to the visual aspect of the profiles.
Moreover, we observe an important reduction of streak
artifacts with IMPACT, compared to FDK.

For the real wedge phantom, the l bias in the wedge
region was of (11 � 1)% for IMPACT, (3 � 3)% for
OSC-TV and (3� 4)% for FDK. The reconstructed l are
closer to the phantom’s values with OSC-TV and FDK for
the central region, but cupping is prominent on the edge of
the phantom. IMPACT yields a systematic under-estimation
of the profile, but a successful cupping correction.

4 Discussion and Conclusions

IMPACT shows definitive potential for both quantitative
reconstruction and cupping reduction. The latter was
reduced in all cases, simulated and real. Discrepancies
between reconstruction of simulated and real projections
give us indications as to how well the system is modelled.
The main difference is that scattered radiation was not
considered, but only beam hardening artifacts were. In
consequence, IMPACT seems to interpret scatter signal as
beam hardening, so the reconstructed profiles are relatively
flat, but are somewhat biased. Another source of bias is
the detector sensitivity profile. It is currently approximated
as a constant for lack of an experimentally obtained
sensitivity profile. An additional source of bias is the
emission spectrum, which was estimated instead of being
measured for the individual x ray tube. Having the indi-
vidual emission spectrum could lead to a better estimation
of polychromatic phenomena, and therefore more accurate
values of linear attenuation coefficients. It should be noted
that even though the simulations were performed in 2D,
experimental projection data were affected by substantial

IMPACT OSC-TV FDK

Fig. 1 Reconstruction of the
central slice of the real water
phantom and l for each voxel
along the central line of the
image. Some cupping is present
in the IMPACT reconstruction,
likely due to scattered radiation,
but more accurate attenuation
coefficients are obtained

Fig. 2 Analysis of reconstructed water phantom attenuation coefficient
for each method. IMPACT leads to more accurate and more precise
values. The dashed line represents the ground truth
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scatter and the final results are representative of accuracy
attainable by IMPACT in CBCT.

The next step will be to evaluate the behaviour of
IMPACT with respect to more complex objects, including
anatomical phantoms, and implement a practical scatter
correction. In order to handle larger amounts of data, a
parallel implementation of IMPACT is envisioned.
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Fig. 4 Profiles of the reconstructed wedge phantoms. An important difference regarding cupping between the monochromatic and polychromatic
methods was observed with both a simulated and b experimental sinograms

Fig. 3 Comparison of both simulated and real wedge phantoms, reconstructed using IMPACT, OSC-TV and FDK. Reduced streaking was
observed for IMPACT
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A Method to Detect Potentially Malignant
Skin Lesions Through Image Segmentation

Carlos A. Wilches, Óscar J. Perdomo, and César A. Perdomo

Abstract
Melanoma is a form of skin cancer responsible for most
cancer deaths. The detection of melanoma in an early
stage is still a challenge with high importance. The aim of
this paper was the design of a system to analyse the
mole’s characteristics, based on the ABCDE criteria, for
identifying potentially malignant skin lesions. The seg-
mentation was based on Otzu thresholding, chain code
and skeletonization methods were used to compute the
main features: asymmetry, border, color and texture, for a
future classification of skin lesions as normal or poten-
tially malignant melanoma. The system was evaluated
successfully using 92 images with 27 benign and 65
malignant melanomas from Dermatology Information
System (DermIS).

Keywords
Asymmetry � Border � Color � Melanoma
Segmentation � Vector of features

1 Introduction

The skin is the largest organ in mammals with the important
function of protecting the body from multiple environmental
factors. One of the factors that generates health problems in
the skin is ultraviolet radiation exposure, mainly UVA and
UVB, from sunlight and artificial sources. The skin has cells
called melanocytes that produce melanin, a pigment that

dissipates 99.9% UV radiation. As a consequence of over-
exposure to UV radiation, benign or malignant skin lesions
are generated [1].

Melanoma is a type of skin cancer accounts for less than
5% of all types of skin cancer, but it is the most dangerous
and responsible for most number of deaths [1]. The detection
in an early stage is vital for an accurate diagnosis and
effective treatment. Medical personnel is trained to observe
and detect possible signs for making a diagnosis, but this
task depends of experience and in some subjects produce
diagnosis can be subjective. In a study at the University of
Illinois with 190 fourth-year medical students, only 29%
correctly diagnosed a melanoma [2].

Early signs of a potentially malignant melanoma are
based on the ABCDE criteria: Asymmetry, Border, Color,
Diameter and Evolution [3]. A characteristic that also
identifies a possible malignant lesion is texture, being gen-
erally rougher in a potentially malignant than in a benign
lesion [4]. For this reason, it has sought to develop systems
to support the physician in the early detection of melanoma
using image processing and classification [5–11].

The main objective of this work is to segment images of
skin lesions and extract their main features, for allowing
their identification as benign or potentially malignant. The
remainder of this paper is organized as follows: an overview
of the methods implemented and data is presented in Sect. 2.
The results are reported in Sect. 3. Finally, Sect. 4 draws
discussion and conclusions.

2 Materials and Methods

The image database was obtained from DermIS—Derma-
tology Information System [12], and pictures of skin lesions
minimum size: 100 � 100 pixels were selected. These
images have neither a size reference for the diameter of the
lesion, nor time evolution required for monitoring subjects.
Due to these reasons, the only extracted features were
asymmetry, border, color, and texture.
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2.1 Region of Interest

The images consisted on two regions: The background is
usually clear, and it is related to healthy skin; and the
foreground or Region of Interest (RoI) than contains the
darker skin lesion. The Otzu thresholding method is applied
to the raw images to binarize images and to highlight the RoI
from the background. Additionally, several gaps are elimi-
nated on the RoI, and then object with the largest area is
cropped for next step, avoiding that small gaps affect the
feature extraction. A circular averaging filter is applied in
order to remove segmentation noise without losing the shape
of the lesion (Fig. 1b).

2.2 Asymmetry Criterion from ABCDE Rule
for Melanoma Detection

According to ABCDE criteria, the first criterion for identi-
fying potentially malignant skin lesions is the assessment of
asymmetry [3]. Furthermore, a benign lesion is defined
through a bilateral symmetry, while the malignant lesion is
asymmetric with a non-common definite shape as shown in
Fig. 2.

Symmetry assessment is performed by dividing the image
in half by its axis of symmetry, and counting the number of
pixels in common. This method was simple but not robust.
Otherwise, if the axis of symmetry of the image is not the
vertical axis, the image will be considered asymmetrical and
misidentified as potentially malignant.

To avoid asymmetrical misidentification, a method to find
the axis of symmetry of the object was assessed. Different
simple objects, such as squares and ellipses, have axes of
symmetry which are mainly in the corners, so this method
searches these corners to find all possible axes of symmetry.
Then, the object is rotated so that every axis of symmetry is
vertical and the quantification method of the symmetry
explained above is applied as reported in Fig. 3. The sym-
metry calculated as the highest symmetry value measured
from all possible values found with each axis.

2.3 Border Criterion from ABCDE Rule
for Melanoma Detection

The second criterion used in ABCDE rule is border
smoothness [3]. A benign lesion has a roughly elliptical
shape defined with a smooth border. A malignant lesion has
an irregular border, with protrusions. Two methods were
assessed: chain code and skeletonization.

The chain code method consisted on coding the contour of
an object through a code representing the way the pixels are
connected. The coded contour is processed to eliminate con-
secutive numbers and to identify abrupt changes. An elliptical
contour contains no abrupt changes (Fig. 4b), while an
irregular contour contains multiple abrupt changes (Fig. 4e).

The method of skeletonization consisted on obtaining the
contour skeleton, a thin representation of the object, pre-
serving the original geometric and topological properties of
the object. The number of branches of the skeleton is pro-
portional to the number of irregularities of the contour. The
skeleton of a circle, like in lesions with regular borders, has
four branches (Fig. 4c), while a lesion with irregular borders
has more branches (Fig. 4f).

2.4 Colour Variation Criterion from ABCDE Rule
for Melanoma Detection

The colour variation is defined as the third criterion to asses
in ABCDE criteria [3]. The background is removed and only
the grayscale histogram of the skin lesion is obtained to

Fig. 1 a Raw image with melanoma from DermIS database; b Binary
mask with RoI detection obtained using the thresholding Otsu method

Fig. 3 a Ellipse shape with four axes and eight intersection points;
b asymmetric skin lesion with possible axes and intersection points.
red: corners. green: axes

Fig. 2 a Symmetric lesion from a subject without melanoma;
b Asymmetric lesion from a subject with melanoma
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observe the colour variability. The variance of the histogram
is related to the variability of color of the lesion, being a high
value when the color of the lesion is variable (Fig. 5).

2.5 Texture Parameter for Melanoma Diagnosis

The proposed method assess the texture in the images as a
complement of ABCDE criteria for classifying potentially
malignant skin lesions [4]. A benign lesion has a smooth
texture, while a potentially malignant skin lesion has a rough
texture. The method determines the roughness of the skin
lesions by extracting the borders of the grayscale image
(Fig. 6a, b). The elevations or protrusions on the surface are
highlighted by edge detection, using canny operator. Smooth
surfaces contains no open edges, so obtaining the extreme

points of the edges is a measure of texture roughness, as
shown in Fig. 6.

3 Results

The experimental results for border, symmetry, colour and
texture assessment in malign and benign lesions are pre-
sented in Fig. 7. Benign lesions have symmetry values close
to 100%, while malignant lesions have lower percentages of
symmetry, as shown in Fig. 7a. The chain code method to
assess border irregularity found that lesions with smoother
contours have less abrupt changes (1–17), compared to
rough contours (5–108). The results from skeletonization
method shown that smoother contours have less branches
than irregular borders, presented in Fig. 7b. Color variability

Fig. 4 a Circle contour; b circle
contour using Chain code
method; c circle contour using
skeleton method; d skin lesion;
e skin lesion contour using chain
code method; f skin lesion
contour using skeleton method

Fig. 5 a Grayscale image with a normal skin mole; b Grayscale image
with melanoma lesion; c grayscale image histogram of normal skin
mole; d grayscale image histogram of melanoma lesion

Fig. 6 a Border detection in a normal mole; b border detection in a
melanoma lesion; c texture detection using dots in a normal mole;
d texture detection using dots in a melanoma lesion
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was assessed by calculating the variance of the grayscale
histogram, which is higher in images with high color vari-
ation, corresponding to malignant lesions, as shown in
Fig. 7c. The texture was calculated by counting the extreme
points of open edge detected. The results shown that rougher
textures from malignant lesions presented a higher number
of points, compared to benign lesions, as shown in Fig. 7d.

4 Discussion and Conclusion

The methods presented in this project to extract relevant
features of the images of skin lesions satisfactorily.
Thresholding is enough for extracting the region of interest,
although can be improved by controlling the brightness
during acquisition.

The extraction of features is appropriate to classify skin
lesions between benign and potentially malignant. The
methods used to extract symmetry, border irregularity using
chain code and skeletonization, color variability, and texture
roughness, proved to be effective.

While the texture analysis conducted in this project is not
a formal analysis of this feature, this method shows clear
trends in both groups, which could be used as an indicator of
roughness.

Conflict of Interest The authors declare that they have no conflict of
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A Gait Character Analyzing System
for Osteoarthritis Pre-diagnosis Using RGB-D
Camera and Supervised Classifier

Xiwen Cui, Zhe Zhao, Cong Ma, Fang Chen, and Hongen Liao

Abstract
The gait-related disease, such as osteoarthritis (OA) is a
crippling disease which is the most prevalent form of
arthritis in the elderly with an incidence rate of more than
50%. In today’s clinical diagnosing, the physicians always
judge and record the gait of a patient qualitatively.
Therefore, a cheap, easy-to-use gait analyzing system is
important to achieve a quantified description and record-
ing for both newly diagnosed patients and the follow-up
patients. This study proposed an accurate gait analysis
method by using RGB-D camera and supervised classifier.
Firstly, we set up a gait assessment framework for OA
patients using the RGB-D camera; design a joint data
acquisition software to build a clinical setting. Secondly,
the joint data of both patients and healthy controls from the
sensor are analyzed to acquire fourteen quantitative gait
parameters. Finally, a supervised SVM classifier is trained
on the gait parameters of OA patients to help automatically
diagnosis the gait anomalies. Experimental results demon-
strated that gait parameters between OA patient and
healthy controls shows significant different according to
unpaired t-test. The average accuracy of the gait classi-
fication could reach 97%. Therefore, our study offers a
scientific approach for quantitative, non-interactive and
low-cost analysis of the gait, which can facilitate the
diagnosis and treatment of the gait-related disease.

Keywords
Gait analysis � RGB-D camera � Osteoarthritis

1 Introduction

Gait analysis is important for judging the status of a patient
with osteoarthritis (OA), which is the most prevalent form of
arthritis in the elderly with symptoms of pain, stiffness and
decreased range of motion of the joints. However, gait
analysis is always simply performed by physicians or ther-
apists through observing a patient’s gait and documenting
subjective assessments. Motion analysis devices such as
high-speed infrared cameras [1], force plates and elec-
tromyography (EMG) system [2] are restricted to laboratory
settings, for they are expensive and require expert operation,
involving an intrusive and cumbersome marker setup pro-
cedure. Compared with these methods, depth camera pro-
vides the best solution for clinical gait assessment, for it is
low-cost, easy-to-use and has eligible tracking speed.

As one kind of the most commonly used depth cameras,
Kinect has been clinically validated by a number of
researchers [3, 4]. Clark et al. [3] adopted Vicon system as
gold standard, which has an acquisition rate of 120 Hz,
results show that the acquired gait parameters such as step
length, velocity etc. match well on the two systems.
Baldewijns et al. [4] took a GAITRite Electronic Walkway
as gold standard, and the two systems also show excellent
agreement.

Several researchers study the abnormal gait based on
Kinect while most are focusing on neuro-degenerative dis-
eases and neurological disorder, such as Parkinson, Hemi-
plegia [5], which could be classified into neurological gait
disorders, without focusing on OA gait measurement. Higa
et al. [6] studied the gait pattern of hip OA with Kinect
sensor and force plates, however this study lacks certifica-
tion test on real patients.

In this study, we use a single Kinect setting in the clinic,
develop a program to gather data. Gait parameters are cal-
culated to train a machine-learning model which can classify
knee OA patient and healthy controls. Experimental results
validate the gait character analyzing system using RGB-D
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camera and supervised classifier is feasible for clinical knee
OA pre-diagnosis and quantitatively recording rehabilitation
status.

2 Materials and Methods

2.1 Gait Data Acquisition and Analysis

The data is acquired from a single Kinect with a laptop
connected to it. The depth camera is approximately 1.20 m
high, which is slightly changed according to the height of the
volunteer, and the depth camera remains horizontal.

Data of 25 joints from a single person is recorded in a
time sequence. The sequence is cut into unidirectional
sequence, and each sequence becomes a test unit. During the
acquisition process, the center and the skeleton size slightly
changed, so the normalization procedure is essential.

The noise reduction procedure could delete the unrelated
people who happen to be caught in the view zone and also,
apply a low-pass filter to the skeleton data to delete the
outlier. Then the data is linear interpolated to achieve the
same length. The overall procedure is described in Fig. 1,
including the data acquisition and analysis procedure and
classification procedure.

2.2 Gait Features and Classifier

Fourteen gait features are calculated based on a gait cycle.
The gait cycle consists of two phase, swing phase and stance
phase, the phase could be defined by the periodically
changed distance between the two ankles. The stride length
is the moving distance of the same side foot during a gait
cycle, and step length is the distance between two feet during
a gait cycle [7], as seen in Fig. 2.

Dynamic time warping (DTW) is a useful method for
comparing the difference between time series, such as knee
angle [8]. It defines a cost function and uses a nonlinear
transformation to warp the two sequences in order to mini-
mize the cost function: the optimal value of the cost function
could be regarded as a “distance measure” between the two
series. The DTW is computed for each patient gait cycle
with all the healthy gait samples and get a mean value for it.
We denoted the healthy group size to be Nh, for patient k, the
mean DTW distance for knee and hip angle could be defined
as:

Dk ¼ 1
Nh

XNh

j¼1

DTW hk;uj

� �
 !

ð1Þ

Gait features which could reflect the clinical differences
between OA patients and healthy people are selected
according to the t-test value. The selected features of OA
patients and healthy people are input into a classifier of
support vector machine (SVM), which can solve the binary
classification problem by formulating the learning problem
as a quadratic optimization [9].

3 Results

3.1 Experimental Set up

The experiment is performed in the clinic room of Beijing
Tsinghua Changgung Hospital. The gait-capture system
consists of a single Microsoft Kinect V2, a tripod and a
computer with windows 10 (i7-7700HQ CPU @ 2.80 GHz).
The Kinect SDK could extract 25 joints from a person. The
sketch and real scene is shown in Fig. 3.

The acquisition software is developed using C++, which
could save both color picture and depth picture and

Fig. 1 The flow chart of gait analysis system
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recording the joint information at a framerate of approxi-
mately 30 fps. There are 65 walking sequences in experi-
ment group from 19 patients, and 56 walking sequences in
control group from 19 healthy volunteers. The detail infor-
mation for the subjects is presented in Table 1.

According to imaging diagnosis, 7 patients have OA in
both knees, 3 are infected in left knee, and 9 in right knee.

3.2 Calculating Parameters

Unpaired t-tests are applied for both groups to reveal the
statistical differences. All the parameters and their p-value
are illustrated in Table 2. The parameters with t-test’s
p-value less than 0.05 are chosen to be the characters used in
supervised classifier.

The static parameters such as velocity, stride length have
significant difference, which is in accordance with the clin-
ical features of osteoarthritis [10], that OA patients walk
slower than normal people and shorter stride length.
The DTW value for right knee angle varies from patients to
healthy controls, the value for both space angle and
abduction-adduction angle could be put into classifier, for
most patients in the data set have right knee OA. Box plots
for important static and dynamic parameters between healthy
volunteers and patients are illustrated in Fig. 4.

3.3 Classification for OA Patients

The selected features of OA patients and healthy people are
input into a classifier of SVM. The size of training data set is
58/50 (patient/healthy), and test set is 7/6 (patient/healthy).
We adopt 10-fold cross validation to test the classification
result, and promise each gait sequence to be in test group
once. The average accuracy of SVM with different kernel
function is shown in Table 3. The best accuracy could
achieve 99% for classifying the OA patients out from
healthy adults.

Fig. 2 Definition for step length
and stride length

Fig. 3 a The scene photo of the
system. b The schematic of the
system. A Kinect camera is
connected to laptop, the definition
of coordinate is shown in (b),
after inputting the patient’s
information to the program, both
joints’ position and figures are
recorded at the same time

Table 1 The information of subjects in different group

Number of
sequences

Average
age

Female/male

Experiment
group

65 50.6 10/9

Control group 56 51.0 11/8
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4 Discussion and Conclusion

We establish a gait analyzing system based on RGB-D
camera. Data from patients with knee OA and healthy adults
are collected. Gait features are selected for the supervised
SVM classifier. The average accuracy of the classification is
97%, and the best accuracy is 99%. Results show that our
easy-to-operate gait analyzing system could record the
skeleton position at a pretty high speed and thus we could
generate gait features which have clinical meanings. The
proposed system would be beneficial for the pre-diagnosis of

knee OA patients, and also for the recording of follow-up
procedure.
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Table 2 Gait parameters and definition

Parameter (unit) Definition Parameter abbreviation (patient/healthy) t-test p-value

velocity ðs�1Þ Walking velocity p-V/h-V 4.07846e-55

Step length (m) Step length of both side p-Lsl/h-Lsl (left) p-Rsl/h-Rsl (Right) 0.0039 (left) 0.752 (right)

Stride length (m) Length of a single stride p-Str/h-Str 3.19696e-55

Step difference (m) The difference between left and right
step

p-Sdiff/h-Sdiff 1.03609e-06

Step width (m) Distance between the two ankles in
double support phase

p-sw/h-sw 0.0053

Knee angle range
(deg)

The range of knee angle in a gait cycle
on both side

p-klr/h-klr (Left) p-krr/h-krr (Right) 0.2205 (left) 0.9788
(right)

DTW for knee angle
(deg)

DTW distance for knee angle sequence
on both side

pD-kl/hD-kl (Left) pD-kr/hD-kr (Right) 0.1052 (left) 9.4845e-5
(right)

DTW for knee angle
in yz plane/xy plane
(deg)

DTW value for abduction-adduction
(x-y plane), extension-flexion angle (y-z
plane)

pD-klz/Hd-klz (Left) pD-krz/hD-krz
(Right) pD-klx/Hd-klx (Left)
pD-krx/hD-krx (Right)

0.2269 (left) 0.0415
(right) 0.9097 (left)
0.1686 (right)

Fig. 4 a Difference in static
parameters; b Difference for
dynamic parameters

Table 3 The average accuracy of SVM classifier with different kernel function

Kernel function Linear Gaussian Polynomial

Accuracy (%) 98 95 99

Average accuracy (%) 97
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Architecture and Organization
of a Computational System
for the Management of Data
from Individuals with Parkinson’s Disease

João Paulo Folador , Luciene Chagas , Marcus Fraga Vieira ,
and Adriano O. Andrade

Abstract
The volume of data for monitoring wellbeing and health
of individuals, and the number of devices used to perform
tests in patients remotely, have grown substantially.
Following this trend, over the past years we have seen an
increase in the number of studies reporting the monitoring
of the cardinal signs (e.g., tremor, stiffness and bradyki-
nesia) of Parkinson’s disease (PD) during prolonged
activities for hours or days. A major challenge in the area
is to monitor the progress of the disorder objectively so
that treatments can be customized. In addition, patients
suffer from the lack of predictive information regarding
their health condition in the future. In this context,
customized systems, i.e., database, that can group infor-
mation from the motor symptoms of PD are of paramount
relevance. By using such systems, one can track the
progress of the disorder and more importantly can use
data mining for seeking hidden patterns in the data. To
contribute for the organization and management of

information obtained from patients with PD this research
proposed the architecture and organization of a multi-
platform system with customized user control, modules
and permissions to manipulate information on each
screen. This system has three modules, being the first
for storing and organizing information from data collec-
tion with distinct types of data; the second for the
management of information from the application of the
Unified Parkinson’s Disease Rating Scale (UPDRS); and
the third for promoting technological innovation in the
area. These three modules in a single system can be part
of the clinical routine of hospitals and research centers
dedicated to the understanding, treatment and research in
PD.

Keywords
Parkinson’s disease � Computational system
Biomedical data

1 Introduction

Parkinson’s disease (PD) is a progressive disease of the
central nervous system that affects the individual’s move-
ment. Despite scientific advances, the disease remains
incurable, but should be treated by controlling the symptoms
as well as slowing its progress [5]. In this context, the cure of
PD remains one of the greatest challenges, in which multi-
modal information collected from individuals and its
understanding play a fundamental role in the diagnosis and
monitoring of the progress of the disorder [10].

The amount of information in the world is growing very
fast. In 2020, the projection to this scenario is 7.6 billion of
people against 50 billion of devices, an average of 6.58
devices per person [2]. Healthcare data are part of this
context, representing, in 2013, the amount of 153 Exabytes
against a projection of 2,314 Exabytes in 2020 [4]. It means
the data in health care is growing 48% per year [2].
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The use of computational systems, such as Electronic
Health Record (EHR) are increasing the volume of data in
healthcare. EHRs can provide different ways to obtain
information from patients. These systems allow the user to
include or get data from radiology, medicines, patient doc-
umentation and others [11].

Following this trend, we have seen an increase in the
number of studies reporting the monitoring of the cardinal
signs (tremor, stiffness and bradykinesia) of PD for hours or
days [3, 10]. A major challenge is to objectively monitor the
progress of the disorder to customize treatments. In addition,
patients suffer from the lack of predictive information
regarding their health condition in the future. Thus, cus-
tomized systems that can group information from motor
symptoms of PD are of paramount relevance.

PD does not have good biomarkers that can confirm its
diagnosis. Thus, the expertise of a clinical specialist in PD is
necessary to do the assessments. Over the years, different
approaches have been proposed to aid diagnosing PD, by
means of analyzing information from the brain, tremor,
speech, gait, handwriting and others. This generates a lot of
information with different structures that must be secured for
future analysis [3].

Based on the studies of the Centre for Innovation and
Technology Assessment in Health (NIATS) (Uberlândia,
Brazil), focused on multimodal data collection from PD
patients (e.g., Electrocardiogram—ECG, Electroencephalo-
gram—EEG, Electromyography—EMG, Inertial Sensors
and Images), it became necessary to organize all these data
in a structured way, to be easily managed and shared among
researchers.

Data organization allows for the management of data
input and growth, prevention of data loss (the process of data
acquisition from individuals with PD is expensive), under-
standing the progress of the disorder, and for data mining to
seek hidden patterns. There is a lack of specific system
architectures for PD management, integrating health man-
agement systems and data organization of different types of
exams (such as subjective rating scales, EEG, ECG and
EMG) performed in individuals with PD [1, 9, 10].

EHR and pervasive healthcare systems provide an
effective solution for monitoring the wellbeing of patient
recovery and monitoring the progression of neurodegener-
ative diseases, such as PD. For this challenge, in this
research it is proposed an architecture of an EHR system for
the management and organization of data from individuals
with PD. A proof of concept application, so-called SIDABI
(Integrated Biomedical Data System), was developed. It is a
multiplatform-based software and it has been built to include
different software modules in a common place. The main
features of SIDABI and the modules that have been imple-
mented so far are discussed in the next sections.

2 Materials and Methods

2.1 Model-View-Controller Architecture
and Development Environment

To standardize and modularize the implementation of
SIDABI the Model-View-Controller (MVC) pattern, which
proposes software implementation based in layers, was
employed. This approach make access to reliable database
while providing a clean, organized, reusable, scalable and
efficient code. MVC is the most acceptable and used pattern
in different languages to develop customized web applica-
tions [6].

The MVC adopted in this project is illustrated in Fig. 1. It
considers the interaction of system user and the response of
the system to the user. The View component shows the
layout of the application in HTML (the language used to
build pages on the web), the Cascading Style Sheets (CSS),
which is the mechanism to give style on the pages, and JS,
which is the program language used on client-side to make
possible the interaction between the user and the system [6].

When the user interacts with the system, e.g. click on a
save button, the request made is passed through JS that sends
it to a controller. The controller uses Hypertext Preprocessor
(PHP) to code the server-side system. The View controller
assembles the results brought by the model controller or a
simple page requested and shows it in the browser. The
Model controller interacts with the Model component and
brings information from the database and apply the rules.
The Model have a Class that manages the application data
and allows database connections [6, 7].

Rapid Application Development (RAD) was adopted in
the process of development. This methodology is incre-
mental, emphasizing fast and reusable coding for the
development of application modules [8].

The hardware used to test the software was a computer
with Windows 7 Pro 64 bits, Processor Intel Core i5-2500 k
(3.30 GHz, 1 CPU, 4 cores), 32 GB RAM DDR3 memory,

Fig. 1 The MVC pattern applied to the development of SIDABI
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Hard Drive with 3.5 Terabytes, video card NVIDIA
GeForce GT 630 and network card Intel 82579 V 7 Giga-bit.
On this server it was installed the Apache HTTP web server
2.4, PHP program language 5.6.31 and the database Post-
greSQL 9.5.2.

The web application was built by using libraries and
plugins that provide faster development and facilitate the
software use in different devices. The concept of Responsive
Web Design (RWD) [12] was employed for designing views
with optimum experience, good ergonomics and usability
while navigating through the pages.

For software development it was employed jQuery 3.1,
which is a library of functions made in JavaScript (JS) lan-
guage that interacts with Hypertext Markup Language
(HTML) in the web browser; Bootstrap 3.3.7, which is a
framework front-end component to build responsive pages
and cross-browser applications; AjaxFileUpload, which is a
class to help the management of uploading files. All libraries
used are Open Source. The pgAdmin III was used to manage
and build the database, and the Netbeans program was used
to codify the project.

3 Results

Figure 2 depicts the web application diagram, which repre-
sents the architecture of the implemented software. The user
accesses SIDABI by an authentication with a user name and
password. The user is registered with personal information
(name, password, e-mail and user profile) to get access to the
system. The password is informed by the user and a
Message-Digest algorithm 5 (MD5) is applied to securely
store it. After the user gets access to the system, he can
visualize all the modules that he has permission to access.
Currently, SIDABI has three modules named: BIODATA,
INOVA and UPDRS, which are briefly described in Table 1.

The tables of each module are created in the same data-
base but separated by schemas (logical groups that makes
the database more manageable). All the common tables in

different modules are stored in the same schema named
public.

The BIODATA module has a report screen to show all
the file collection inserted by the user and it is possible to
download the selected files in a compact way. Similarly, the
UPDRS module permits the user to export data from the
assessments to be used in another program.

4 Discussion and Conclusion

With an increasing amount of data in the health area over the
last years, there is a lack of integrated technologies
emphasizing the possibilities of research [2–4]. To meet the
identified needs, it was proposed an architecture for data
management with the integration of software modules for
organizing, seeking and finding information from people
with PD, comprising two specific modules for managing
data collected from individuals with PD: UPDRS and
BIODATA.

To be easily accessed on the internet from a personal
computer, tablet or smartphone the proposed platform,
SIDABI, is a web-based and responsive application, whose
information flow is presented in Fig. 2.

The module BIODATA contains all data collected from
different equipment and experimental protocols. In the
future, all data will be assessed through additional modules
integrated in the platform, to seek patterns for grouping and
classification. This will be a valuable tool for the diagnosis
and management of PD.

Furthermore, SIDABI will integrate new modules capable
of monitoring and implementing data acquisition from
wearable sensors, as shown in [1, 9, 10], using the integra-
tion capability proposed in this paper. This integration
facilitates different applications to share information, reuse
of data, increase the efficiency for managing the information
of patients, enabling the automation of processes to find
hidden information for objective PD diagnosis and
follow-up.

Fig. 2 Web application diagram
of SIDABI
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Table 1 Description of the modules of SIDABI

Module Description

SIDABI
Setup

This module allows the system administrator register new users, control permissions to create and access modules, screens and
user actions

BIODATA Through this module the user can upload and manage files resulting from data collections (e.g., ECG, EEG, EMG). It allows
for the recording of information such as type of equipment, description of the study, group of study and its participants,
assignment of participants to a group and experimental protocols

UPDRS This module allows the management of UPDRS (Unified Parkinson’s Disease Rating Scale) assessments, patients and
medicines. The user can learn how to apply the UPDRS in individuals with PD by a video prepared by a specialist and
available in the tutorial area

INOVA This application is used to promote technological innovation in the area. The user register ideas or problems faced by
individuals with PD. These ideas/problems are analyzed and considered in research proposals and technological development
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Developing an Automated Clinical Trending
Tool for the Neonatal Intensive Care Unit
(NICU)

M. Frize, A. Esty, J. Gilchrist, J. Harrold, and E. Bariciak

Abstract
The purpose of this work was to develop a clinical
trending tool which tracks patient vital signs and gener-
ates alerts for deviations from a defined baseline. This
work analyzes four types of patients: a stable patient, a
patient who left the Neonatal Intensive Care Unit for an
extended period, and two patients who experienced a
clinical deterioration. By displaying visual tools which
are more intuitive and user friendly for physicians and
alerting for short term vital sign deviations of these
different patients, we aim to identify trends which may
precede clinical deterioration in patients.

Keywords
Trending physiological parameters � Heart rate
Oxygen saturation �Warnings and alerts � Visualization
tools

1 Introduction

The primary objective of this work was to develop algo-
rithms to display heart rate (HR) and oxygen saturation
(SpO2) data in a useful manner for clinicians; additionally,
the tool should issue alerts for major changes according to
ranges set by our physician partners. Current ICU monitors
can display physiologic parameters such as: heart rate, blood
pressure, oxygen saturation, and respiratory rate. But nurses

and physicians have to integrate several rapidly changing
physiologic parameters with clinical signs to understand a
patient’s current condition. In the case of an unexpected and
potentially life-threatening deterioration, the clinician needs
to interpret the changes in patient data to intervene quickly.
By providing the clinical team with vital sign trending
information and alerts for pre-defined deviations, in an
efficient and easy to interpret manner, a reduction in the time
needed to detect changes in clinical status may be achieved.
Currently, monitors are not designed as cognitive aids for the
rapid detection of changes in patient status [1].

De Giorgia et al. state: “Most devices have data output
ports for data acquisition but there is no universally adopted
standard that facilitates multimodal data acquisition and
synchronization in a clinical setting; each device often has a
unique communication protocol for data transfer and often
the time base for each device is independently set rather than
determined from a standard source. Commercial products do
not support high-resolution physiologic data acquisition,
archiving, or annotation with bedside observations for clin-
ical applications. Such systems have been developed in
academic settings, mainly for clinical research” [2]. Because
they are not open source, most of these systems are not
readily accessible.

In 2009, our research group developed a Clinical Data
Repository (CDR) which allows for the real time collection
of data from infants admitted to the 20 bed Neonatal
Intensive Care Unit (NICU) at the Children’s Hospital of
Eastern Ontario (CHEO). The CDR stores data in a manner
which is secure and easily retrievable. It uses open-source
tools and collects data from the cardiac monitor, ventilator,
pulse oximeter, test results from the laboratory, admissions
and discharge information, and discharge diagnoses.
The CDR integrates patient data into a single location,
facilitating the implementation of clinical decision support
tools. Our design allows for the use of multiple data types in
a single table. By using NULL values in the columns that are
not used less space is wasted as a NULL value requires little
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memory. Our design includes time. Since 2010, tens of
millions of data points have been collected [3, 4].

2 Methodology

2.1 Displaying the Heart Rate Data

Four widely different cases of patients admitted to the NICU
were used to develop the trending tool: (i) a patient who
deteriorated after undergoing surgery; (ii) a patient who
deteriorated due to a complex infection; (iii) a patient who
had surgery; (iv) a clinically stable patient. The purpose of
looking at these different cases was to examine which of our
analytic approaches performed optimally and would best
meet physicians’ needs. These four cases were representative
of various patient scenarios seen in the usual population in
the NICU. Different case types were chosen to explore how
their HR data differed. Predictions are only useful if there is
some way to detect abnormalities that are beyond back-
ground variation. The data of a stable patient can be used to
determine the level of normal background variation. Two
sick patients were selected to assess their degree of vari-
ability compared to that of a stable patient. Another question
investigated was: could data trends be found in the hours
before the patient became obviously clinically unwell, pro-
viding an early warning (alert) to physicians and nurses
about the patient’s deterioration?

The data were divided into 24-h periods (1440 min) and a
baseline HR was obtained by averaging the data over the full
24-h for a given day. Trends and alerts were tracked by
comparing 4-h trendlines, which were obtained by averaging
the HR data over a 4-h period, to a 24-h baseline which
occurred 2 calendar days prior. Two calendar days was
chosen to ensure that a stable baseline is used for compar-
ison and gradual changes of HR that are part of clinical
deterioration do not affect the baseline and mask the trend.
This guarantees a stable background as the physician knows
that the patient did not clinically deteriorate in the interval.

For instance, if physicians were looking at patient data on
Wednesday, they would see a 24-h baseline from Monday
overlaid against Wednesday’s HR data (see Fig. 1). Six
trendlines representing 4-h of averaged HR data can be
displayed daily. An alert is triggered when there is a 10%
increase in HR data for a given trendline when compared to
the 24-h baseline which was derived from 2 calendar days
prior.

Variable length windows were explored in order to
determine the window that best eliminates background
fluctuations due to nursing or parent care (diaper changes,
feeding, x-rays) and patient movement and different sleep
states. The time of clinically noted deterioration was known
for the patients having surgery or developing infection. The

24-h period prior to the clinical deterioration was examined
in detail to determine the duration of the change in HR trend
and the best averaging window to pick up this difference
from the baseline.

We found that multiple 4-h trendline periods allowed for
capture of differences in patient status in comparison to an
8-h trendline periods when looking at HR trending. Figure 1
shows HR data from a patient who showed signs of deteri-
oration over a 24-h period. Alerts are displayed (dashed
lines) as the trendlines exceeded the 24-h baseline value
which was obtained from two calendar days prior by more
than 10%. The figure shows six, 4-h averaged trendlines
superimposed onto the 24-h HR filtered data. Figure 2
shows HR data from a stable patient over the same 24-h
period, where no alert was triggered.

2.2 Using a Filter

To reduce the noisy raw heart rate data and obtain a
smoother tracing, we needed to average HR data points. HR
data was obtained every minute for each patient. One
approach was to query the database and only obtain data
points every 5 or 10 min; however, this resulted in a loss of
clinically important information, especially when looking
over a 24-h period. We decided to use a moving average
filter with a window size of 60 min. For each 24-h time
period we averaged the first 60 HR data points, then frame
shifted this 60 point average over by 1 min to average the
next 60 HR data points, then shifted the window over again

Fig. 1 24-h period (1440 min) heart rate data with six, 4-h averaged
trendlines for a deteriorated patient. The x-axis is time (minutes) and
the y-axis is heart rate (BPM). The alerts are represented by the dashed
lines
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by a minute and continued this averaging successively to
achieve a smoother plot. For the moving average filter,
several different window sizes were tested; but a window
size of 60 was a good balance between reducing the fluc-
tuations and not losing too much information from the HR
data. The filter was applied to all the raw HR data graphs.
The purpose of applying the moving average filter was so
that visually the graph was understandable for clinicians by
removing large amounts of noise from the raw HR graph.
However, the moving average filter was not applied to the
baseline or trendline data; only the raw HR data was used for
these calculations.

2.3 Displaying the Oxygen Saturation Data

For optimum patient care, clinicians target a narrow range of
oxygen saturations. It would be clinically useful to have a
system to alert them when patients are spending too much
time outside of this target range. This was implemented by
tracking how much time within a day (1440 min) each
patient spent at a certain SpO2 level. The ideal saturation
ranges are from 92 to 95% SpO2 (we aim for at least 70% of
the time in this range). For the SpO2 variables, this data was
obtained each minute by the CDR. Our clinical partner
wanted to track and generate alerts for the following infor-
mation over each 24-h period:

(1) Was the patient’s SpO2 level less than 92%, more than
288 times (20% of the day)?

(2) Was the patient’s SpO2 level greater than 95%, more
than 144 times (10% of the day)?

The most appropriate method for visualizing these
parameters for the clinician was a histogram. The data was
ordered in Excel, to stratify the saturation ranges for the 4
types of patients used in our tool design. Through analysis
using Excel, it was found that the deteriorated patients spent
most of the time in the lower levels of the SpO2 region
(<92%) and the stable patient spent most of the time in the
high level of the SpO2 region (>96%), and the patient who
left the unit to undergo surgery spent most of the time within
the 92–96% region. Once the data was displayed in a his-
togram, the next step was to display visual alerts. We used
conditional logic to count the number of times the SpO2
value was less than 92% or greater than 95%; once this count
value exceeded 288 or 144 min (20% and 10%) of the day
respectively, an alert was triggered. This alert was commu-
nicated by displaying the text readout for a histogram (see
Fig. 3). The alerts are as follows: red text when the SpO2
level is less than 92% more than 288 times and yellow text
when the SpO2 level drops to 92%. This same alert pattern is
repeated with the 95% SpO2 level more than 144 times and
will display green when the SpO2 levels are within the target
range. This will be displayed in colour on the screens at the
hospital. Figure 4 shows this visual display in black and
white.

2.4 Visualization Tools

Most of the analysis was done in either MATLAB or Excel,
and although each program has visualization tools, we
wanted to use a program which could easily connect to a
database so that we can use the algorithms developed in this
research work with real time data streaming. We decided to
use RStudio (https://www.rstudio.com/) in R because this
program contains many packages which make graphs easily
accessible, are user-interactive, and can connect to databases
using the RMySQL (https://cran.r-project.org/web/packages/
RMySQL/index.html) package. For instance, R has a pack-
age called ShinyR (https://shiny.rstudio.com) which is used
for app development. This allowed us to create a heart rate

Fig. 2 24-h period heart rate data with six, 4-h averaged trendlines for
a stable patient. The x-axis is time (minutes) and the y-axis is heart rate
(BPM)

Fig. 3 Example text readout for a histogram based on clinical alerts
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graph which the user could manipulate with a zoom-in,
zoom-out feature, using a slider, to allow the clinician to
focus on various time frames. ShinyR allowed for condi-
tional fill to colour in the histogram based on the parameters
provided to us by the clinician for app development.

3 Results and Discussions

Initially we looked at 4-h and 8-h averaged baselines, but
since HR fluctuations naturally occur, especially during
feedings and handling of the patients, which influences the
overall heart rate baseline, we chose a 24-h baseline to
compensate for these consistent recurrences of HR devia-
tions. These 24-h baselines were used to trigger alerts when
comparing subsequent days’ averaged 4-h trendlines. In
addition, another visual element was to add 4-h trendlines
for a 24-h period which were then compared to a 24-h
baseline derived from 2 calendar days prior, and overlaid
within the 24-h period (see Fig. 1) being monitored to see
the general trend.

One important step when displaying HR data was to
reduce the noise from the raw HR data before displaying the
graphs seen in Figs. 1 and 2 by applying a moving average
filter. This type of filter was chosen against other filters, such
as Gaussian methods, because of its superior performance
using time domain signals whereas other filters perform
better with signals in the frequency domain [5].

For the oxygen saturation data, specific parameters were
outlined for alerts. When the target saturation level was

within the ideal SpO2 range (92–95%) the histogram text
readout was colored green, and when the target saturation
level was out of range the histogram text readout was col-
ored yellow or red depending on the amount of time this
deviation from the target range occurred over. This alert
system was applied by using conditional logic to count the
number of times the SpO2 value was less than 92% and or
greater than 95% and if this value surpassed 288 or 144
which represented 20 and 10% of the day, then the his-
togram text readout can be shown in colour based on the
alert conditions.

4 Conclusions

This research was done in collaboration with our physician
partners, with suggestions from other care providers in the
NICU at CHEO. The physician involved found the visual
tool most helpful and looks forward to its implementation in
the NICU, in the near future, following a usability study
planned for next summer.

Future developments of this work include connecting to
the hospital system and applying these algorithms to
real-time data instead of the pre-loaded data which was
analyzed in this project. In addition, we plan to integrate this
tool to our Physician-PArent Decision Support tool
(PPADS) which includes a module for physicians and a
module for parents of infants in the NICU [4].
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Data Analytics for Metabolic Syndrome
Diagnostics

Ľudmila Pusztová, František Babič, and Ján Paralič

Abstract
Metabolic syndrome (MS) represents an important risk
factor for the development of cardiovascular diseases, as
well as type 2 diabetes mellitus, which as one of a few
clinical syndromes affects more than 25% of the world
population. The diagnosis is often associated with various
negative activities like little physical exercise, poor diet,
stress, genetic predisposition, and excessive alcohol
consumption. The aim of this paper is to provide a
literature review of the current state of the art in the area
of MS diagnosis by means of data mining methods. We
structure our literature review by means of the
CRISP-DM methodology, which is typically used to
organize the analytical process. The reviewed problem
was most often approached as a binary classification
problem and frequently used methods have been decision
trees, neural networks and logistic regression. Some of
the authors applied also suitable statistical methods like
Welch’s t-test, Pearson’s chi-squared test. Mostly, the
size of analyzed data samples was more than one
thousand patients.

Keywords
Metabolic syndrome � Prevalence � OR � Regression
methods

1 Introduction

The Metabolic syndrome (MS), otherwise called the syn-
drome of insulin resistance, belongs to the set of significant
risk factors of some cardiovascular diseases (CVD) and type
2 diabetes mellitus [1]. A serious problem in MS diagnostics
is a selection of common criteria for identifying patients
suffering from this disease. In the past, various expert groups
like WHO [2], AACE [3], and NCEP [4] attempted to
specify common diagnostic criteria, that in general consist
of: insulin resistance, abdominal obesity, atherogenic dys-
lipidemia (increased triacylglycerol [5], high LDL choles-
terol and low HDL cholesterol levels [5] and raised blood
pressure. These factors belong to the most widespread fac-
tors of the MS [6]. The overall prevalence of MS is rapidly
increasing [5, 7–11], which supports the importance of its
prevention, diagnostics, and treatment throughout the
population.

We focused on papers describing applications of suitable
data analytics methods on different data samples related to the
MS. We identified the following crucial challenges related to
the analyzed problem: integration of heterogeneous data;
inconsistent data representation; original large number of
variables; missing or incomplete data; a relatively large
number of results; validation of the knowledge extracted
from the data; privacy and ethical aspects. We organized our
paper according to the CRISP-DM methodology, typically
used for data analytics tasks [12]. This approach enables us to
consider different aspects of the machine learning-based
diagnostic process. CRISP-DM represents an iterative and
interactive process containing six main phases: business
understanding, data understanding, data preparation, mod-
elling, evaluation, and deployment.
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2 CRISP-DM

2.1 Business Understanding

The first phase is to understand what the customer wants to
accomplish from a business point of view. Customer in our
case can be not only a doctor but also hospitals or health
insurance companies. Their business perspectives can cover
cost containment in diagnostic and treatment phase,
improved quality of life or quality of the healthcare services.
Data analytics can support these objectives with reliable
inputs to the relevant decision processes. But, MS diagnosis
is not a simple task. The doctors have to consider various
symptoms, patient’s history and other necessary factors.
Data analytics can help to identify the most significant
symptoms, and relations between them. The obtained find-
ings are further used in the modeling phase to improve the
model accuracy or to extract most helpful rules for MS
diagnostics.

We identified two main directions appearing in the most
of the existing works. The first group of authors approaches
the problem as a typical predictive modelling task, usually a
binary classification [13–16]. The second group of authors
focused on an investigation which input variables are the
most important for the target diagnosis. For this purpose,
they used suitable regression methods, especially binary
logistic regression [17–22].

2.2 Data Understanding

Authors used different data samples representing various
target groups of patients around the world like USA [23, 24];
Africa [5, 25]; Asia [8, 9, 14, 21] or Europe [25–27]. We
observed two possible approaches how to obtain data suit-
able for this task. The first covers free available data from
appropriate surveys like the National Health and Nutrition
Examination Survey NHANES [7, 17, 23, 28, 29]; and the
second is a data collected from clinical practice from blood
tests and/or selected questionnaires. A sample size varied
from several hundred samples [5, 18], through a few thou-
sands [9] to almost 40 thousand participants [8].

The patients are typically described by socio-demographic
characteristics, lifestyle behaviors (e.g. alcohol consumption
or smoking status), personal medical and family history,
biochemical measurements (e.g. glycemia, triglyceridemia,
total cholesterol, and HDL cholesterol) or obesity indicators
like BMI and waist circumference. Some of the studies
involved patients older than 50–60 years [9, 13, 30, 31]; and
the second group analyzed a larger group of patients aged
19 years and older [5, 8, 18, 20]. Some authors considered
also non-traditional factors like resistance exercise RE [17],

leptin-to-adiponectin ratio or insulin resistance [18],
myocardial infarction and brain stroke [29].

In our case [13], we extended conventional combination
of variables determining the MS with new potentially
influential variables easily available in the everyday physi-
cian’s practice. We have experience with a smaller sample
(100–200 records) containing anonymized medical infor-
mation about elderly patients collected within a family
practice located in an urban area of the town of Osijek in
Croatia [13, 32]. Currently, we’ve been working on an
investigation of a relation between menopause and MS
diagnosis.

2.3 Data Preparation

Data preparation is focused mainly or data cleaning and
feature selection. In [29] authors excluded e.g. patients older
than 89 years, pregnant or breast-feeding women and
patients with fasting times less than 7 h based on analyses
indicating no difference in the prevalence of hypertriglyc-
eridemia and insulin resistance. Patients who had serious
chronic illness, ongoing or recent acute illness, or were
currently taking any medication were also removed [18, 33].
Some authors removed the missing or incomplete data [28,
33, 34], or data about the patients who had already died.
Other authors focused on the differences between male and
female or various modifications of the age structure [35].
Most studies work only with a single data sample (training
set), in contrast with the study [36], where authors divided
the input data into three datasets: training, validation and a
dataset for external validation.

In one of our experiments we dealt with a data sample
representing anonymized medical information about elderly
patients extracted from their health records. This data sample
contained almost 100 records described by more than 60
variables. It affected expected results from various points of
view like statistical significance or reliability. We tried
several feature selection methods to identify only those
really important variables for predictive modeling.

2.4 Modelling

In general, we divide the modelling phase into several
directions: descriptive, predictive and prescriptive mod-
elling. The first one is typically represented by exploratory
data analysis to summarize the main data characteristics
through suitable visualization methods. The second one
covers tasks like classification, regression, and clustering or
association rules. Both approaches provide the basis for
medical data analytics.
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The investigation of possible relations between input
variables or between them and the target diagnosis uses
typically regression methods like multiple [7] or binary
logistic regression [18, 21]. The outputs are evaluated by
odds ratios (ORs) and 95% confidence intervals (CIs). Some
authors used the statistical tests like Welch’s t-test or Pear-
son’s chi- squared test to investigate an association between
input attributes (continuous or categorical) and target binary
MS diagnosis [5, 8, 9, 28]. Authors in [8] reported for
continuous attributes the mean ± standard deviation and
compared them using ANOVA test. Spearman’s analysis
was used in [18] to calculate the correlations between con-
tinuous attributes. Predictive modelling is represented by
classification methods like Decision trees, Support Vector
Machine or k-Nearest Neighbors used in [1, 14–16]. Hier-
archical clustering was applied to the standardized preva-
lence ratio of MS in [35].

In our experiments, we analyzed several directions. First
one covered an application of various algorithms like CART
[32] or C4.5 [37] to generate as accurately as possible
decision tree models. The second one [25, 32] dealt with a
searching of optimal cut-off values for the most important
attributes by Youden’s index [38]. The final one covered
statistical tests like Pearson’s chi- squared test, logistic
regression and some methods for attributes reduction like
LASSO [39], forward or backward stepwise selection [40].
In this case we used Mallow’s Cp [41] and Bayesian infor-
mation criterion [42] to evaluate the generated regression
models.

2.5 Evaluation

In this section, we present briefly some interesting results
and findings from referenced works. The prevalence of MS
was higher in rural than urban residents (39.9% vs. 32.8%),
among both men (39.7% vs. 33.3%) and women (40.2% vs.
32.3%, respectively) [7]. Smoking was an independent risk
factor for MS in women, and female smokers who smoked
more than 10 cigarettes per day or over 25 years were
associated with 96% or 74% increased MS risk, compared
with non-smokers [8]. The abdominal obesity was present in
70.41% of women aged 50–59 years, where the prevalence
of MS was 53.57% [5]. Patients with high triglyceride were
71 times more likely to develop MS than patients with
normal triglyceride [21]. Our initial results show an impor-
tant role of the level of Folic acid (for males) and an average
level of blood glucose over the previous 3 months, mono-
cytes % in White Blood Cell differential and Thyroid-
stimulating hormone (for females). New results are in
progress.

3 Conclusion

This paper represents a literature review of current state of
the art in the diagnosis of Metabolic syndrome using the data
analytics. We have highlighted some of the important chal-
lenges for the data analysts. Relatively large number of
results and their validation requires a tight interaction with
end-users to utilize the expert and domain knowledge.
Missing or incomplete data problem can be solved with
clustering or k-Nearest Neighbor algorithm based on
patient’s similarities. The original set of input variables can
be reduced through features selection methods like Principal
Component Analysis, LASSO or stepwise regression. From
a business point of view, it is important to consider security,
privacy (GDPR), ethical aspects and a relative lack of local
clinical studies which means that it is hard to consider an
applicability of medications.
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Medical Expert System with the Properties
of Artificial Intelligence

Sergo Dadunashvili

Abstract
Elaboration of synergetic-sinarchic concepts of structural
harmonization of systems. Creation of the ideological and
methodological instrument of structural research and
design based on the theory of structures-attractors.
Introduction of objective invariants of evolution and
self-organizing. Efficiency of developed based on the
discussed principles expert system determined by the fact
that it can be “embedded” into the environment of
potential users, adapting to their requests. Due to this, the
expert system provides a new information technology that
approaches intellectual activity in those areas where there
is accumulated experience of experts based on under-
standing the structure and purpose of specific knowledge.
Support for the intellectual activity of the user of the
expert system with a synarchy algorithm in generating
new knowledge is the rapid implementation of the cycle
of building models, their analysis and evaluation.

Keywords
Structural harmonization � Artificial intelligence
Expert system

1 Introduction

Monitoring of functioning of social, biological and technical
systems shows a set of objective features, pointing out that
existing ways of research and description of these systems
have already exhausted themselves. It is necessary to transit
to the following, essentially new level that will allow iden-
tifying the phenomena invisible until now. These data will
promote deeper understanding of reality and new reflection
on scientific achievements about nature and society.

Today, there is a broad spectrum describing the system
dynamics. The commonality of these theories is that their
complex systems always form in self-development, in the
unity of macro and micro scales of their features, movement
and extent. Under self-development of the real system, we
understand the process of inducing necessary internal
diversity, thus creating excessive structures used as a
reserve, orienting the system towards stereotype of optimal
organization [1–3].

The leading role in this mechanism is played by the
principle of saving and regulating definite number of levels
of freedom. Based on this, the unity of internal orders,
proportions and compositions, relations and connections,
that guaranty the livelihood of the system in the conditions
of increased aggressive environment, is being realized.

In parallel, the new jet of ideas has flown into the theory
of self-organizing, related to understanding of coherent
interaction of distributed sources of activity, to the “order
parameters”. Each feature of the system, certain way of
action, was attributed with order of integral parameter of the
system. Self-organizing has stratified into “homogeneity
zones”. In the same self-organizing process, we can identify
merging conditions with substantial differences in the course
of time, differences in intentionality of neighboring
“tempo-worlds”.

Study of the concepts described above has shown that
they lack the understanding of tolerance as a landmark of the
system evolution and invariants of this evolution. The issue
of tolerance, as a defining criterion of optimality, even for
the cases of stationary condition has in fact not been raised.
With elimination of the time factor, this representation still
reflected static proportionality of its wholeness, harmonious
orderliness. Everything was evaluated from the position of
“here” and “now” and thus was a ready-made material for
measurement, comparison and harmonization.
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2 Integrality and Meta Logic

In the hierarchical system, the correlation between two fac-
tors could directly take place only based on the two laws: by
analogy, if they lay in different layers of hierarchy, but at the
same time are connected by identity of essence, and by
opposites of antinomies, if they lay in the same section of
hierarchy. All other more complex correlations are only the
combination of the above two main types.

The bifurcate unity and identity of opposites, as a fun-
damental principle and a starting point in building the basic
theory of self-organizing allows to investigate the process of
self-organizing in its most general terms and draw the rele-
vant invariants—centers of “tolerance zones” on knotted line
of measures.

Determination of regularities of self-organizing as
self-organization, finding invariants, forming the knotted
line of measures, opens up the basis of the law of harmony
of tolerance in the framework of the bifurcate unity. Thus,
bifurcate unity in the process of self-organizing and struc-
tural development of systems determines the law of con-
servation of diversity together with the measure of the
structural organization of systems.

Within the tolerance-genesis, we are talking about the
measure of correlation of the members of the relationship
forming the bifurcate unity, and about its result—harmony
of measures. The analysis is based on a separate consider-
ation of elementary variant of “space”, in which the corre-
lation—binary opposition with certain weight characteristics
of its elements (members of relationship)—takes place.

The dimension of space of the “chosen” conditions is
expressed through integer values, rational parameters, in the
same way as their metric. These conditions exactly are
realized by the nature in the process of system genesis, using
modularity and self-similarity. The transition from one
dimension to another quantifies the measure of organization.

Any binary opposition is the change space for the
members of relationship that is mutually oriented, lacking
any other standards, measures of comparison, except for
those that they present for themselves, or those that one
bears for another. In other words, any binary opposition is a
self-contained world, the simplest out of those, where the
“gravity” of sides are spread throughout the space, aspiring
towards each other in a self-search of measures of their
harmonious connection.

Naturally, because such movement is localized and is free
from entry influences, reason for establishing a measure,
rules of measure-genesis, mechanisms of realization of
principle of identification of extremes and establishing their
harmonious unity should be searched only in the framework
of this limited space, having attributes of the elements—
members of the binary opposition as a unified attitude.

In the synarchy, a transition made from the imperative
(ideal) of completeness, to the imperative (ideal) of whole-
ness. The laws of the change of the whole determine the
movement of each part of it, thus, the program actions of the
parts take place.

If we understand everything as consisting of simple
components, because of the formation of complex ensem-
bles, the problem arises: knowing the measure of each
component as a member of the ensemble, to find the integral
measure of the ensemble as a whole. Having reduced the
individual measures of the individual components to one
general measure, we shall have an integral measure of the
ensemble (of the whole system as a whole). In addition, as
such, it is equivalent (identical) to the harmony of simple
measures of its structural subunits. A measure, one and the
same for parts and for the whole, is able to tie together
everything that is projected, what appears in the plans and
what is then embodied in the material.

The metaphysical adjustment matrix concentrates the
basic codes of such large systems as space, society, eco-
nomics, culture, etc., codes governing their schemes of
perception, exchange, their forms of expression and repro-
duction, values, hierarchy of their practices. Thus, this
matrix acts as a source of “pre-established harmony.”

Self-organizing systems as ensembles, cooperative for-
mations of various subject specificities and profiles, com-
pound mixes, statistical distributions, alliances of different
agents of action, and aggregates of structural subunits that
form organic integrity are just some of the natural arenas of
the effective operation of the law of synarchy.

There are the original system matrices. They necessity
and value lies in the fact that they is a condition for the
possibility of simultaneous communication between actors
and their freedom from each other. Systemic qualities of the
Universe do not contain any opposites; they are an expres-
sion of its harmony. Moreover, they are so necessary for its
existence that even local conflicts and the disintegration of
elements within the Universe are possible only under the
condition of preserving at least a minimum of their harmony,
unity and organic structure.

As part of the universe, the most visible is the real being,
i.e. Space-time or temporal processes (physical and mental).
The spatial and temporal extrapolation of parts of real being
is capable of forming a systematic unity and meaningfulness
of the sphere of reality only insofar as it based on an ideal
being. The cause gives rise to temporal and spatial processes.
Wherever there is an action, where is a time process, the
source of it is a substantial actor.

On the real plane, there are objects whose unity is
determined from the ideal plan, and life—by a real being.
Objects of reality are embedded as an organic whole, which
is not composed externally from its parts. The whole exists
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in the field of the ideal plane, and the parts are able to arise
and exist only in the system and under the guidance of the
whole. Parts are derived and relative; their multiplicity
generated from a single whole. Within the real being, the
primacy of the rational, systemic aspects of the Universe
acts.

The notion of an expedient connection applies not only to
a series of processes that are consistent in time, but also to a
multitude of coexisting things or parts of the whole. Expe-
diency of the body corresponds the fact that parts of the
organism exist not only because of each other, but also for
the sake of each other, and also for the sake of the whole.

Let us single out those possible original principles, thanks
to which the plurality on the real plane, firstly, has the
character of the system and, secondly, preserves the side of
integrity. The system is possible only where there is a
relationship between the elements. Each side of reality
consists of the similarity and difference to all other aspects of
reality. All sides of reality, to which the concept of magni-
tude applies, contain countless quantitative relations. Add
here the relationship in time, in space, etc., and then it
becomes clear that the network of relationships is something
all-pervading and all entangling.

Relationships are not independent, they cannot exist on
their own, without members of the relationship. Conse-
quently, relations are only an expression of the organization
of real being, but they are not the primary source of it,
explaining how it was created. But how does the attitude
itself relate to these members? Members and their relation to
each other are represented as one whole, in which each side
exists together with the rest based overall. Spatiality and
temporality belong to specific whole objects and events, as
for relations, even spatial and temporal, they are moments of
a concrete whole, not spatial and not temporary.

The presence of relations is a condition of the possibility
of every order, of any systems nature and all that gives the
nature of the Universe, and not chaos, to a multitude of
beings and events, the character of a reasonable sense.

The spatial form of a thing exists only in the relationship
with the environment. The relativity of spatial forms mani-
fested in the fact that they are many-sided objects. Multi-
facetedness is inherent in the subject not in one and the
same, but in different respects to the environment. In the
relative multiformity of a thing, the organic character of the
structure of the world, the existence of an object not in itself,
but only in the system of the whole, is particularly striking.

Non-locality not seen as Unity, which includes the
world’s multitude, but as the creator of the Universe.
Non-locality creates an ideal plan filled with perfect unity
and harmony. All his members, living the life of the One,
live not only in him and for him, but also in each other and
for each other. This is not an abstract, but a real unity, a

sphere of harmony. The multiplicity in this world is due only
to the ideal differences of one member from the other;
individualized opposites, without any participation of
opposites. The unity of the sphere of harmony is not the
functional dependence of abstract ideas, but the communi-
cation of beings living in an infinite life. Life in such a world
does not tire and does not satiate because there is no
one-sidedness in it.

Non-locality does not destroy the empirical character of a
man with his creative omnipotence, but at every moment of
his life gives countless reasons to perceive and experience
the intrinsic absolute value of non-locality. Man is created as
the bearer of a creative meta-logical force and released to
freedom for free creative activity, which illuminated by the
guiding star of an individual idea as an individual norm, but
not a law that restricts freedom. Hence the opportunity to
rise up into the realm of super-temporal rest and
supra-spatial integrity.

As a super-temporal and supra-spatial existent,
non-locality can enter into relation to any time and space, but
this is not enough, because of its infinite power, its con-
nection with every time and place is topical, in other words,
non-locality is omnipresent in space and time. Being in unity
with non-locality, all members of the ideal plan are in unity
with each other directly. All relations in this communication
have an internal character and there is no opposition between
form and content, not because, in the ideal plan of forms,
there was not, on the contrary, a comprehensive, infinite
interpenetration of the fullness of individual and, at the same
time, harmoniously combined contents.

3 Tolerance and Harmonization

The new concept of self-organizing based on its natural
basis—the theory of tolerance and theory of harmony and is
presented through especially informative, with all the com-
monalities and involvement in the subject specificity of the
most diverse areas of knowledge.

This independent direction of the research of the mech-
anism of self-organization, self-organizing processes,
self-organizing systems, in which, on the first place there is a
measure that serves as a logical-organizational configurant—
that eternal existence, which in objective world defines the
optimum; and characterizes evolutionary maturity and
quality of a self-developing system whole.

The concept of self-organizing, in which the central role
is played by the notion of tolerance and tolerance-genesis,
harmony and harmonization, obtaining in the given process
the form of self-organization, having as a source the
intrasystem mechanisms of coordination of changes in sub-
systems and other system components.
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In the framework of the binary opposition there is a
synthesis of its constituent parts, the identity manifested,
connection in proportion to their qualitative and quantitative
characteristics takes place. In relation to the more complex
areas of the universe that are structurally dissected, having
certain internal diversity, and are able to process to the
evolutionary mature condition of whole objects, then, we are
able to talk about the phenomenon of harmonization.

The nature of a structural harmony of self-organizing
systems is defined by the mechanisms of the tolerance
development process. The structural harmonization of the
complex whole carried out in a self-organizing manner and
thus receiving the form of the self-organization, directly
connected to its restructuring—redistribution of specific
weights of structural elements. In order to carry out such
transformations and to secure the newly obtained condition—
maintenance of a stationary mode of self-reproduction of
integral quality of a whole, it is necessary to have additional
flow of a resource, material and informational costs, inten-
sification of the energy exchange.

Disharmony is associated with the incommensurability of
intrasystem interactions and therefore—increased waste of
resources, energy costs. The inability of the system to
overcome such state of duality, the coexistence of uncon-
jugated extreme positions and therefore it being doomed to
carry the opposites within, which cannot reach the phase of
synthesis, and exist separately. Each of them influences it in
their own way, and serves as a source of every kind of
anomalies and misbalances, leading to its accelerated
extinction.

Harmonization, on the contrary, means the
self-consistency of the inhomogeneous, correlation of
grounds and norms, commensurability and co-operability of
actions and processes of self-realization of the subsystem
potential, alien to any double installations, with a nature of
intrasystem relationship. This creates preconditions to the
operation of universal law, turning subunits of whole,
structural elements of the system, from mutually indifferent
members to the aggregate of subjects of the same exchange
process. Thus, the “collective subject” is being formed,
centered in its own, already unified action.

Harmony is an inner connection of things, without which
the universe could not exist. Harmony is objective, it exists
independently of our consciousness and is expressed in the
harmonious arrangement of everything that exists, beginning
with the Universe and ending with the micro world. Har-
mony reigns throughout the world, it is the ordering and
creative beginning of all nature and the Universe.

The invariant aspect of any system is its structure, which
always has a certain level of diversity. By its means, the

system harmonization receives a nonequilibrium state, which
is necessary for its effective life activity. The system
becomes open and flowing with the exchange processes on
which life is based. Thus, the system acquires an optimal
mode of existence, distinguished by a new functional
quality.

4 Conclusions

An experimental verification of the considered synarchic
regularities will allow creating a new instrument for probing
and controlling systems of various nature.

In general, the whole has a definite “net” scale for
streamlining its parts. The “net” of knots are symmetrically
and non-linearly situated between the poles of a unity thus
are the products of the geometry of a whole, and it exists
independently from presence or absence in it of a substrate,
which only discovers it, through being distributed in a
whole, in one way or another.

Leaving the space for individual freedoms, mechanism of
coordination of self-reproduction of system quality, in which
the “mystery of organism” is contained, is “anchored” on a
solid, all-penetrating attitude, playing the role of structural
invariant, which keeps the mode of functioning of the system
in the given parameters of stationarity.

Synergetic—synarchic concept of structural harmoniza-
tion of systems in nature and society served as the basis for
creating an original expert system [3–5]. Efficiency, devel-
oped based on the discussed principles, the expert system
determined by the fact that it can be “embedded” into the
environment of potential users, adapting to their requests.
Due to this, the expert system provides a new information
technology that approaches intellectual activity in those
areas where there is accumulated experience of experts
based on understanding the structure and purpose of specific
knowledge.

Support for the intellectual activity of the user of the
expert system with a synarchy algorithm in generating new
knowledge is the rapid implementation of the cycle of
building models, their analysis and evaluation. At the same
time, the processing of partial, fragmentary knowledge
accompanied by an increase in the level of its systematic and
integrated.

Real differences in the ways of thinking people of dif-
ferent professions not found. The interactive participation of
the expert system using various interfaces in a real thought
process will lead to leveling out the difference between the
system and the user and may be evidence of the emergence
of hybrid intelligence.
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A Simple Room Localization Method to Find
Technology in a Big Trauma Center

J. Regolini, F. Frosini, E. Ciagli, A. Benassi, D. Cocchi, R. Miniati,
P. Tortoli, and A. Belardinelli

Abstract
Trauma Center is a big operating theatre of over 4000 m2

on two floors and 14 operating rooms. In this context, the
share of the equipment is fundamental to reduce expedi-
tion but may cause an excessive loss of time by medical
staff that needs devices for the clinical therapy. Therefore,
knowing localization is useful for health monitoring of
important electromedical devices. In recent years, a lot of
technologies have been developed for the indoor local-
ization, like the Bluetooth wireless standard technology.
In particular, Beacon technology is very interesting,
which uses the Bluetooth low energy (BLE) technology.
However, due to the complexity of internal ambiences,
the development of an indoor localization method is
always associated with various problems, mainly for the
presence of obstacles among the direction of propagation
of signals. Application of BLE for the localization of
medical equipment could help to save time during an
emergency. With this preliminary study, using Beacon
devices like tag, three mathematical average methods for
reducing variability in indoor localization techniques are
performed. Although mathematic average methods can
reduce variability, it is very difficult to eliminate the
calculation error of the tag-reader distance. Nevertheless,
in this preliminary analysis the mathematical method
using the average of RSSI measures present a constant
error pattern, along distances, ranged between 0 and 8 m
not too big for a room localization method.

Keywords
Indoor localization�Medical emergency �Bluetooth low
energy

1 Introduction

In recent years, overcrowding at hospital emergency
departments is a common problem in many countries in the
world. Because of limited resources, both human and tech-
nological, the medical staff often could lose a lot of time to
look in the various rooms of the ward for devices that are
necessary for therapies [1, 2]. This situation can lead to
reduce efficiency in the Emergency Room, especially when
physicians have to look for important devices, like defibril-
lators and ventilators. Therefore, knowing the exact position
of devices is useful for health monitoring, in particular,
during emergency situations.

In recent years, many technologies have been developed
for internal tracking, mainly based on infrared (IR), radio
frequency (RF) or ultrasound (US) [3, 4]. Among this, RF
systems are especially attractive for actual widespread
availability of wireless network infrastructure existing and
their facility of positioning and implementation. In particu-
lar, the Bluetooth technology is a wireless technology very
popular, because most of mobile devices have already an
integrated Bluetooth module. Advantages of this technology
are high security, low cost, low power required and small
size [5, 6]. Between most recent proposals, it is very inter-
esting iBeacon technology. This system uses Bluetooth Low
Energy (BLE) technology implemented by Apple that acts as
an emitter for transmitting continuously Bluetooth signals.

In general, the localization systems based on RF, as
Bluetooth, is composed of two main components: a tag and a
reader [7, 8]. Readers receive data transmitted by tags
through a defined radio frequency using a precise protocol to
transmit and receive information. Tags are assigned to
objects to be monitored, while readers are installed in the
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area where it requires the recognition. Trough tags, close
readers, whose positions are known and fixed, perceive
objects involved. In this way, it is possible to determine
positions of objects through different methods.

However, due to the complexity of the interior environ-
ments, the development of a localization method is always
accompanied by a series of problems, like the presence of
obstacles—such as walls, equipment and people—along the
direction of propagation of signals. For this reason, many
researchers have spent energies for the development of
robust algorithms to improve the location accuracy.

In the present study, it is decided to use Beacon devices
such as tags, to search a hypothetical electro-medical device,
while Raspberry Pi implemented with appropriate Bluetooth
4.0 modules are used as readers for tag detection.

To increase efficiency in the Emergency Room, the goal
of this research is to lay the groundwork for a future
implementation of a tracking system. Specifically, in this
study it is evaluated three mathematical average methods to
assess the reduction of variability suffered by indoor local-
ization systems. In particular, tags positions can be achieved
through two steps [9]:

• To select and detect some parameters of signals between
tags and readers for measuring of distances;

• to assess the position of objects using appropriate com-
putational algorithms.

The three main methods used are based on timing, angles
or intensity of received signals (RSSI) [10]. Regarding
parameters involved in the first phase of location process the
following method have been used [11–13].

In Time Of Arrival method (TOA), the distance D
between tag and reader is calculated by the time of trans-
mission T, note C the speed of the signal.

One of the disadvantages of TOA technique is that
require a precise time synchronization of all devices.
Therefore, measurements need the presence of additional
server, which increases the cost of the system.

Time Difference-of-Arrival (TDOA) uses two different
types of transmission signals that differ in speed (C1 and
C2). The difference between T1 and T2 of the transmission
timing of the two signals is used to assess the distance D of
the tag. In TDOA method, only readers require time syn-
chronization. This approach is quite suitable in environments
where the number of sensors is reduced.

Round Trip Time (RTT) method has been developed with
the aim to eliminate the need of readers synchronization of
the TOA method. In the RTT method, the distance is cal-
culated using Trt, that indicates the amount of time required
for a signal to be transmitted from one node to another and
vice versa, DT, that is the known time delay necessary for

the receiving node for retransmitting the signal, and C, the
speed of the signal. In this way, the measurement uses only a
node to record transmission and arrival times, eliminating
the need of synchronization. However, this method increases
the complexity of the system. Furthermore, in RTT tech-
nology other uncertainty factors, such as noise, co-exist
during the time of the measurement process.

The main method employing angular measurements is
Angle-of-Arrival technique (AOA). This method is based on
the fact that the tag or the reader is able to measure the angle
of arrival of the transmission, for example with directional
antennas or array of antennas. This method does not require
any synchronization between schedules of various nodes.
The principle behind the measurement AOA via antenna
arrays following this: from the differences in arrival times of
a signal input to the different antenna elements is possible to
deduce the angulation of the transmission, given the geom-
etry of the array of antennas. The main limitation of the
AOA method is associated to its high sensitivity to envi-
ronmental interference. This aspect that can make the
internal localization process very difficult, especially when
distances increase. Furthermore, antenna systems increase
complexity and cost of the system.

In techniques based on the Received Signal Strength
Index (RSSI), the distance is measured on the basis of the
attenuation introduced by the propagation of the signal from
the tag to the reader.

On the basis of this RSSI, several methods have been
proposed to estimate the position of tag, and can be classi-
fied as parametric or non-parametric. Parametric methods are
based on propagation models that link detected RSSI values
with tag-reader distances. These models introduce a certain
degree of simplification, which leads to a corresponding
approximation. The most widely used mathematical model is
the following:

RSSI ¼ A � 10 � N � log10ðDÞ ð1Þ
where A represents the value of the RSSI detected at 1 m,
and N is the index of the signal attenuation due to the
environment.

1.1 Methods for Position Calculation

On the basis of parameters measured in the first phase and
known coordinates of readers, then it is possible to proceed
to the second phase of the location and calculate the physical
location of tags [14]. To proceed with this calculation,
several algorithms have been developed, although those
most commonly used are triangulation and trilateration
techniques.
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Triangulation algorithm could be selected when there was
take AOA measurements. Unlike trilateration, in the trian-
gulation technique the position of tags can be determined by
the intersection of different pairs of lines, requiring only
two-reference reader.

Trilateration algorithm uses three reference readers to
calculate the physical location of tag. This method creates
circles centred in the three readers whose radius is deter-
mined by the single reader-tag distance based on the signal
parameters. On the basis of the coordinates of three reference
nodes and the produced circumferences, it is possible to
trace the coordinates of the tag by taking the centre of
gravity of the triangle formed by the cords between the
points of intersection of the three circles.

1.2 Methods for Reducing the Variability
of Signals

Considering that RSSI measures present value fluctuations,
it becomes impossible to determine a two-way relationship
between RSSI and distance. This aspect makes difficult the
direct use of the data recorded in triangulation and trilater-
ation algorithms [15]. To improve the accuracy of localiza-
tion is necessary to reduce the variability of the data, through
the use of filters. The filters are mathematical methods used
for the prediction of an unknown variable from some sur-
veys carried out from the system. From this point of view,
the most widely used method is mathematical average of the
data.

2 Methods

2.1 Selected Methods for Study

In reference of analysis conducted on the literature and
considering that the level of precision required can be hire as
satisfactory if method is able to show us the room, or the
corridor region, in which is positioned the device, it is
selected an approach based on the evaluation of RSSI,
detecting 45 measures each reader and using the model
previously shown in Eq. (1) for the calculation of the dis-
tance between tag and reader, where the parameters A and N
were obtained by autoregressive model based on measure-
ments between 1 and 7 m between tags and readers.

It is initially made an analysis of performances of readers
to understand the variability of measures taken. In particular,
accuracy is defined as the mean of localization errors (dif-
ference between real distances and estimated distances with
RSSI), while precision is evaluated by the standard deviation
of localization errors.

In result, it is passed to the application of three different
types of media, to evaluate the reduction of variability:

• Average distanceDd, calculated from single distancesDm−i

obtained by the RSSIi of every measurement;
• Average distance DR, calculated with RSSIm that is equal

to the average of the single RSSIi;
• Average distance DRC, calculated with RSSIm−cmax that

is equal to the average of the three RSSIi−cmax appearing
several times during the detection (count max).

Performances of these models have been evaluated with
relative error between real and estimated position, defined as
error index (EI). Regarding analysis of Beacon tags, there
are selected 8 different random positions of the tag (M),
while holding the positions of the three Bluetooth readers
(BS). The Fig. 1 shows the design of the experiment.

3 Results and Discussion

It exposes the results for the calibration phase of readers. For
example, in Fig. 2 it is presented only one of the three
devices. The calibration phase of the other devices is similar
to this one.

Fig. 1 Map of readers (BS1, BS2, BS3) and 8 tag (M) positions

Fig. 2 Calibration process of reader RS1, with the curve experimen-
tally obtained (in red) and the curve extrapolated from the logarithmic
regression model (in blue)
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From the curve obtained by logarithmic regression
model, it is possible to get values of A and N, amounting to
−59.01 dBm and 2.23.

The effect of variability of the signal can be observed by
analyzing the result of precision and accuracy for each
player in each of the 8 measurements. The result is that each
test is affected by low precision and accuracy, and this data
became significantly worse with increasing of distance
tag-reader distance and in presence of walls between tag and
reader (M7–M8). Therefore, it is proven the absolute
necessity of methods to counter this excessive uncertainty.

Turning to the application of the selected mathematical
average methods, it can be observed that all methods present
considerable error indices. Therefore, from EI it is difficult to
establish the true superiority of one method over the others.

Going to group the measurements obtained according to
the actual distance tag-reader (up to 2, 2.4, 4.6, 8.6 and over
8 m) and achieving the average of the errors obtained is
presented in Fig. 3.

From this graph, it is possible to note that the method of
calculation of the distance based on the average RSSI
(proves to be the one with the most constant EI into the
range in analysis (DR mean value at 27.6 Vs. 28.8% of Dd

and 29% with DRC).

4 Conclusions

The aim of this study is to find a localization method able to
detect a technology with the precision of a room. This study
shows the high variability of indoor localization system
based on RSSI signal emitted from Beacon tags. To fix this
problem, we study the effect of three mathematical averaged
methods. From this analysis, it is emerged that method based
on the calculation of the distance with the average RSSI
present the more constant behavior of the error index. This

conclusion has a considerable importance, since it consti-
tutes a factor of greater solidity of this method. Certainly, in
the future, it is expected to also use other methods and more
complex filters already used in localization systems, such as
Kalman, Monte Carlo and Gaussian filters.
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The Influence of the Voice Acquisition
Method to the Mental Health State
Estimation Based on Vocal Analysis

Yasuhiro Omiya, Naoki Hagiwara, Shuji Shinohara,
Mitsuteru Nakamura, Masakazu Higuchi, Shunji Mitsuyoshi,
Eiji Takayama, and Shinichi Tokuno

Abstract
Mental health disorders have become a social problem,
and countermeasures are thus required. Previously, the
authors developed the MIMOSYS (Mind Monitoring
System) algorithm to evaluate an individual’s mental
health state using their voice. An individual’s mental
health state is detected using aspects of emotions that are
present in their voice; however, since emotions change
subtly, influence to emotions will be concerned owing to
voice acquisition methods such as a natural conversation
with someone else or reading fixed phrases. The aim of
this research was to evaluate the influence of the type of
voice acquisition method on the estimation of emotion
and mental health state using the vocal analysis in
MIMOSYS. In the experiments, we collected emotions
and MIMOSYS analysis results from voice recordings
during calls and during readings of fixed phrases from the
application for over two weeks. In addition, the Beck’s
Depression Inventory (BDI) test was used to evaluate
participants’ subjective depression levels at the beginning
of the experiment. In the evaluation, we analyzed
recordings of calls and readings of fixed phrases for the
participants in the normal range of the BDI test. Results
indicated that the expression of emotions was suppressed
in the recordings of readings of fixed phrases when

compared to the recordings of calls, and the analysis
result by MIMOSYS tended to be lower. Consequently,
when measuring an individual’s mental health state from
their voice, it may be necessary to match the type of voice
acquisition methods or correct the estimations according
to acquisition method.

Keywords
Vocal analysis � Voice � Mental health care

1 Introduction

Mental health disorders have become a worldwide social
problem. To deal with this issue, we need screening methods
that can detect depression and stress. Self-administered
psychological tests [1, 2] have been used as traditional
methods to do so, and biomarkers [3, 4] have been used as
experimental methods. However, these methods are associ-
ated with various problems, including reporting bias,
inspection costs, analysis time, high-cost burdens, and
requirements of dedicated devices on the examinees.

The authors have been engaged in the development of a
method that estimates stress and depression using vocal data
[5]. In doing so, we developed a core technology, MIMO-
SYS (Mind Monitoring System) [6], which measures an
individual’s mental health state from their voice. We also
implemented MIMOSYS on the Android OS smartphone.
An individual’s mental health state is detected from aspects
of their emotions that are present in their voice; however,
emotions can change subtly, and influencing emotions will
be an issue owing to voice acquisition methods such as
having a natural conversation with someone or reading a
fixed phrase without having someone with whom to talk. In
this paper, our aim was to evaluate the influence of the type
of voice acquisition method on the ability of MIMOSYS to
estimate an individual’s emotion and mental health state
using their voice.
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2 Materials and Methods

2.1 Vocal Analysis

We used the Sensibility Technology (ST) software (AGI
Inc., Tokyo, Japan) [7–9], which measures a variety of
emotions, including “calmness,” “anger,” “joy,” and “sor-
row.” The amplitude of each emotion detected in the input
voice is an output value that is rated as an integer value from
zero to ten. The intensity of “excitement” is also an output
value that is calculated and rated as an integer value from
one to ten.

In addition, we used the MIMOSYS software, which
estimates mental health status using emotions present in the
voice. Based on the aspects of emotions present in the voice,
MIMOSYS calculates “vitality,” which is a short-term
mental health indicator. Vitality is an output value that is
rated as a real number value from zero to one. The recording
format was a linear pulse-code modulation, the sampling
frequency was 11,025 Hz, and the quantization bit rate was
set to 16 bits. MIMOSYS is an application that operates on a
smartphone, and it automatically records and analyzes voi-
ces during telephone call recordings and displays the results.
It is also possible to analyze voice recordings manually. In
addition to “vitality,” MIMOSYS calculates “mental activ-
ity,” which is a medium- and long-term mental health indi-
cator, as an index of mental health. These indices are output
as real values from zero to one. The vocal analysis flow is
shown in Fig. 1.

2.2 Beck’s Depression Inventory

The Beck’s Depression Inventory (BDI) test is widely used
for screening depression and consists of 21 questions about
how the participant has been feeling over the last few days,
including the current day. Each question has four possible
sets of answers. When the test is scored, a value from zero to

three is assigned for each answer, after which the total score
is compared with the key to determine the severity of
depression. The standard cut-off scores according to the Ref.
[10] are shown in Table 1. In this research, participants who
had a score of 9 or less were considered mentally healthy
and were used in the study.

2.3 Experiment

Prior to this current research, we conducted a pilot exami-
nation that found a difference based on the type of voice
acquisition method [11]. In this study, our goal was to verify
that difference by using data from a larger sample of
participants.

In the experiment, we collected BDI scores and vocal
analysis results using the application installed on an Android
smartphone. The BDI test was incorporated into the
MIMOSYS application and was completed when the appli-
cation was first launched at the start of the experiment.
Moreover, we implemented two ways to obtain the partici-
pants’ voices over the smartphone: the user’s voice reading a
variety of sentences (hereinafter referred to as fixed phrase
recordings) and their voice while talking on the phone
(hereinafter referred to as call recordings). The fixed phrases
that the participants read included 17 phrases. Additionally,
to verify differences in the voice between the fixed phrase
recordings and call recordings, information about which
method was used to obtain the recordings was included. The
application erased the recorded voice file after the analysis,

Fig. 1 Vocal analysis flow by
ST and MIMOSYS

Table 1 Categories for the BDI scores

BDI score Level of depression

0–9 Minimal depression

10–18 Mild depression

19–29 Moderate depression

30–63 Severe depression
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but the analysis results and user information were sent over a
network to be collected and stored in a database. All the
analysis results were obtained via this database.

The experiment was conducted with the cooperation of
various companies, organizations, and volunteers. Partici-
pants were assigned to one of three groups and completed
either one or both of the voice acquisition methods,
including the call recordings or fixed phrase recordings. This
research was approved by the Research Ethics Review
Committee and carried out with the participants’ consent.

2.4 Analysis of Data

The results, including the emotions, vitality, and mental
activity obtained by the MIMOSYS application, were
exported into a csv file via the database. We then excluded
participants who had abnormal BDI scores or a low
recording count (less than six recordings). In the analysis, we
first calculated the mean values of the five emotional indices
and vitality for each participant for each recording method.
We then calculated the overall mean values for each
recording method. We used Microsoft Excel functions and
analysis tools to analyze the data.

3 Results

Participants’ voices were recorded and obtained in the
experiment via two different voice acquisition methods.
Group A conducted only call recordings, group B conducted
only fixed phrase recordings, and group C conducted both.
In addition, there was no duplication of participants between
groups. The number of participants with valid data used in
the analysis from each group is shown in Table 2.

3.1 Effect of the Recording Method

We analyzed and compared the mean values of the five
emotional indices and vitality for each participant for each
recording method. The mean values for calmness, anger, joy,
sorrow, excitement, and vitality are shown in Table 3.

The t-test results revealed that there were significant
differences between the mean values in all of the indices for
call recordings and fixed phrase recordings for participants
in group C. Moreover, as shown in Fig. 2, the t-test results
revealed that there were significant differences in all of the
indices between the mean values for call recordings and
fixed phrase recordings all together.

4 Discussion

As a result of comparing the emotional indices and vitality
obtained by analyzing the fixed phrase and the call respec-
tively, the fixed phrase tended to have a lower value. Past
research found that although the execution rate declines with
fixed phrase recording with the passage of time, on the other
hand, the frequency of telephone use has declined [12].
Therefore, for useful monitoring, it is necessary to use both
in combination, but it is necessary to correct both results. In
fixed phrase recordings, it is necessary to compare differ-
ences between the phrases and to search for more effective
phrases. On the other hand, in call recordings, natural

Table 2 The number of participants with valid data

Group Call recordings Group Fixed phrase recordings

A 294 A –

B – B 843

C 29 C 29

Table 3 The mean values of the emotional indices and vitality

Calmness Anger Joy Sorrow Excitement Vitality

Call recordings

A 4.58 ± 0.74 1.56 ± 0.37 2.18 ± 0.58 1.68 ± 0.45 3.78 ± 1.00 0.49 ± 0.10

B – – – – – –

C 4.76 ± 0.89 1.48 ± 0.39 2.00 ± 0.68 1.76 ± 0.34 3.48 ± 1.07 0.47 ± 0.08

Total (A + C) 4.60 ± 0.75 1.56 ± 0.37 2.16 ± 0.59 1.68 ± 0.44 3.75 ± 1.01 0.49 ± 0.10

Fixed phrase recordings

A – – – – – –

B 5.09 ± 0.94 1.49 ± 0.44 1.08 ± 0.59 2.34 ± 0.53 2.54 ± 0.63 0.31 ± 0.09

C 5.52 ± 1.02 1.25 ± 0.41 1.16 ± 0.69 2.07 ± 0.67 2.77 ± 1.12 0.36 ± 0.12

Total (B + C) 5.10 ± 0.94 1.49 ± 0.44 1.08 ± 0.60 2.33 ± 0.54 2.55 ± 0.65 0.31 ± 0.09

Note Mean ± standard deviation
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conversation depends on the communication content and
partner. Thus, this research is limited. We are currently
working on a project that directly measures an individual’s
mental state from voice characteristics other than emotions
[13]. Combined with these indicators, it may be possible to
adjust the results between a reading voice and conversation
voice.

5 Conclusion

In this paper, we evaluated the influence of the type of voice
acquisition method on the estimation of an individual’s
emotions and mental health state by MIMOSYS. We ana-
lyzed recordings of participants’ call voice and recordings of
participants’ reading voice for the participants in the normal
range, as measured by the BDI test. The results indicated
that the expression of emotions was suppressed in the fixed
phrase reading recordings when compared to the call
recordings, and the analysis result by MIMOSYS tended to
be lower. Consequently, when measuring an individual’s
mental health state using their voice, it is suggested that it
was necessary to take measures such as matching voice
acquisition methods or correcting estimated result by
recording method.
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Using Artificial Neural Network to Predict
Functional Recovery of Patients Treated
by Intravenous Thrombolysis in Acute
Ischemic Stroke

Hung-Wen Chiu, Yu-Ting Huang, and Chun-An Cheng

Abstract
In general, cerebrovascular diseases are composed of
approximately 80% ischemic strokes. They are both
expensive and time consuming while physicians take care
of the acute ischemic stroke (AIS) patients. It is
well-known that thrombolysis treatment in AIS patients
can reduce disability and increase survival rate, however
only one-half of patients have good outcomes. Therefore,
we designed a functional recovery prediction model by
artificial neural network (ANN) for AIS patients after
intravenous thrombolysis to help make better clinical
decisions. In this study, we retrospectively collected 157
AIS patients who received intravenous thrombolysis at a
medical center in north Taiwan. The outcome defined
Modified Rankin Scale � 2 after three-months follow-up
as favorable recovery. 80% data were selected for training
this predictive ANN model and 20% data were used for
validation. The performance of models is evaluated by
Receiver Operating Characteristic (ROC) Curve Analysis.
An ANN with 5 inputs and 6 neurons in hidden layer was
obtained. The performance of this model was with
accuracy 83.87% and the area under ROC curve 0.87.
This results showed that this ANN model could achieve a
high prediction accuracy for functional recovery evalua-
tion. It is an important issue to predict prognosis of
treatment for personalized medicine. Risk and benefit
should always be balanced before any treatment is to be
applied. The developed prediction models may help
physicians to individually discuss and explain the likely
recovery probability to patients and their families within
short therapeutic time before thrombolysis treatment in
the emergency room.

Keywords
Ischemic stroke � Artificial Neural Network
Decision support

1 Introduction

In general, approximately 80% of all cerebrovascular disease
cases are ischemic strokes. The management of acute
ischemic stroke (AIS) is both expensive and time consum-
ing. Intravenous thrombolysis can increase the survival rate
and reduce disability or length of hospital stay in patients
with AIS [1–3]. Since some patients may have unfavorable
outcomes, patients and families are concerned with the
recovery probability before electing to undergo intravenous
thrombolysis treatment. Hence, the intravenous thrombolysis
rate is low in previous researches [4, 5]. To increase the
thrombolysis rate and reducing the in-hospital delay, a useful
tool is required to help for early treatment decision-making
and as the bridge between the doctor and patient for com-
munication. The majority of previous studies classify only
well or poor recovery situations without quantifying the
degree of recovery, and thus, physicians are not able to use
recovery probability data to persuade AIS patients and rel-
atives to consider intravenous thrombolysis during short
therapeutic windows.

Younger age and lower National Institute of Health
Stroke Scale (NIHSS) score are associated with a better level
of recovery [2]. The DRAGON score [6] is a functional
prediction system based on immediate pretreatment param-
eters that was established to predict good (modified Rankin
Scale [mRS]: 0–2) or poor recovery (mRS: 5–6) with
acceptable sensitivity and specificity for acute ischemia
stroke patients; however, the patients with an mRS of 3 and
4 were missing from the evaluation [6]. The Stroke Prog-
nostication using Age and NIH Stroke Scale (SPAN)-100
index evaluates age and the NIHSS score of neurological
impairment to predict the clinical response and risk of
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haemorrhagic complications after thrombolysis in AIS
patients, but it has limited efficacy for recovery prediction
[7]. Hence, we need to develop a tool for functional recovery
probability assessment so that stroke treatment physicians
may to be able to estimate the likelihood of functional
recovery before recommending intravenous thrombolysis
during the early stage of AIS.

Artificial Neural Networks (ANN) are widely used for
prediction of disease prognosis and support medical decision
making [8, 9]. ANN uses machine learning algorithms to get
the relations between features (independent variables) and
outputs (dependent outcomes) and forms a model for further
prediction. ANN outperforms the traditional statistical model
in some aspects especially in nonlinear problem and multiple
output system. In this study, we attempted applying ANN to
create a model to predict the functional recovery of patients
treated by intravenous thrombolysis in acute ischemic
stroke.

2 Materials and Methods

2.1 Data Collection

In this study, we collected the retrospective data of 157 AIS
patients who received intravenous thrombolysis treatment
without contraindications within 3 h of stroke symptom
onset from January 1, 2011 to December 31, 2016 in the
Tri-service General Hospital according to the Taiwan Stroke
Association guidelines. The Tri-service General Hospital is a
tertiary medical center and the Armed Taoyuan Hospital is a

community hospital in northern Taiwan. The study was
approved by the Institutional Review Board of the
Tri-Service General Hospital.

The input feature variables of ANN model including age,
NIHSS score measured at the emergency room within 3 h,
gender, onset of treatment time (OTT), estimated glomerular
filtration rate (estimated GFR), internal carotid artery
occlusion, hypertension (blood pressure more than
140/90 mmHg or was previously receiving antihypertensive
therapy), diabetes mellitus (fasting blood sugar more than
126 mg/dl at two readings or was previously taking
anti-hyperglycaemic agents), previous stroke, coronary
artery disease, atrial fibrillation, anaemia (haemoglobin
<13 mg/dl in males and <12 mg/dl in females) were col-
lected. In outcome of ANN model, mRS was adopted to
evaluate the stroke recovery situation; an mRS � 2 within
3 months after thrombolysis treatment was defined as
functional recovery (recovery group). The others were
grouped as poor.

2.2 ANN Model Construction and Evaluation

The ANN model was constructed by Statistica Academic13
with 80% patients (125 cases) selected randomly as training
set and remained 20% patients (32 cases) for validation. The
structure of ANN is multiple layer perceptron (MLP) with
one hidden layer. The number of neurons and activation
function of hidden layer was selected by a trial-and-error
procedure embedded in software to get acceptable models.
Five input features (age, NIHSS score, estimated GFR,

Table 1 Patient characteristics between two groups. Continuous values (mean ± std) were tested for significance (p < 0.05 marked with *) with
t-test and the categorical variables were testes by Chi-squared test

Poor (75) Recovery (82) p-value

Age 66.6 ± 10.3 59.7 ± 13.0 <0.0001*

NIHSS score 17.7 ± 4.5 13.3 ± 5.3 <0.0001*

Hemoglobin 14.0 ± 1.7 14.0 ± 1.8 0.98

Onset of treatment time 132.1 ± 34.3 124.8 ± 43.6 0.25

Estimated GFR 79.6 ± 26.4 87.2 ± 31.8 0.09

Gender (Male) 45 (60.0%) 52 (63.4%) 0.66

ICA occlusion 11 (14.7%) 8 (9.8%) 0.79

Hypertension 57 (76.0%) 48 (58.5%) 0.02*

Diabetes mellitus 18 (10.7%) 12 (14.6%) 0.14

Previous stroke 10 (13.3%) 16 (19.5%) 0.29

Hyperlipidemia 47 (62.7%) 61 (81.7%) 0.11

Coronary artery disease 18 (24.0%) 14 (17.1%) 0.28

Atrial fibrillation 37 (49.3%) 23 (28.0%) 0.006*

Anemia 7 (9.3%) 8 (9.8%) 0.93
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hypertension, atrial fibrillation) were selected by logistic
regression method. Total accuracy and area under receiver
operating characteristic (ROC) curve are used to present the
performance of the constructed model.

3 Results

Table 1 showed the statistic test results of features candi-
dates applied to create the predictive model. The results
revealed that there were significant different in age, NIHSS
score, hypertension and atrial fibrillation between the poor
and recovery groups.

The ANN models were trained with different structures,
among them a model with better performance was chosen as
the predictive model for functional recovery treated by
intravenous thrombolysis. Figure 1 showed the structure of
this ANN model (MLP 7-6-2) with input features. The input
eGFR is estimated GFR, HTN is hypertension and AF is
atrial fibrillation. The categorical data HTN and AF are
coded as dummy variables with 2 neurons. The prediction
outcome data is recovery or poor also coded as dummy
variable with 2 neurons in output layer. The accuracy of this
model is 83.87% with validation set test. When setting
recovery as positive condition, the sensitivity is 90.9% and
the specificity 80.0% in validation. The arear under ROC
curve is 0.869.

4 Conclusions and Discussion

The present study aimed to demonstrate the possibility of
applying ANN predicting the outcome of recombinant tissue
plasminogen activator (rt-PA) treatment in ischemic stroke
patient. Our result revealed that this ANN model can achieve
above 80% accuracy such that it can help physicians in
informing and discussing treatment options with patients and
their families. We hope this tool can efficiently shorten the
time in communication between the medical members and
patient’s family. Therefore, a more confidence and quality of
medical care can be expected. Because of our limited sample
size, these results need to be further verified with a larger
prospective study.
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Estimation of the Heart Rate Variability
Features via Recurrent Neural Networks

Mihaela Porumb , Rossana Castaldo , and Leandro Pecchia

Abstract
Heart rate variability (HRV) analysis has increasingly
become a promising marker for the assessment of the
autonomic nervous system. The easy derivation of the
HRV has determined its popularity, being successfully
used in many research and clinical studies. However, the
conventional HRV analysis is performed on 5 min ECG
recordings which in e-health monitoring might be
unsuitable, due to real-time requirements. Thus, the aim
of this study is to evaluate the association between the
raw ECG heartbeats and the HRV features to further
reduce the number of heart beats required for the HRV
estimation enabling real time monitoring. We propose a
deep learning based system, specifically a recurrent neural
network for the inference of two time domain HRV
features: AVNN (the average of all the NN intervals) and
IHR (instantaneous heart rate). The obtained results
suggest that both AVNN and IHR can be accurately
inferred from a shorter ECG interval of about 1 min, with
a mean error of <5% of the computed HRV features.

Keywords
Heart rate variability � Long short-term memory (LSTM)

1 Introduction

Over the last decades heart rate variability (HRV) analysis
has become a popular method for the assessment of the
autonomous nervous system in diverse fields of research.

Depressed HRV has been proven to be an independent
predictor for several clinical outcomes, such as death in
chronic congestive heart failure [1], myocardial infarction,
mental stress detection [2], risk of accidental falls in
hypertensive patients [3] and many other. HRV analysis
attempts to assess cardiac autonomic regulation by quanti-
fying the sinus rhythm variability [4], which is usually
derived from the consecutive QRS intervals (RR) of the
electrocardiogram (ECG).

The HRV features are usually divided into two cate-
gories: time-domain and frequency-domain measures [1].
Time-domain measures treat the normal sinus to normal
sinus (NN) interval as an unordered set of intervals and
employ different statistical methods to express the variance
of such data. The frequency-domain measures perform a
power spectral analysis of the ordered NN intervals and
show how these NN intervals distributes as a function of
frequency. Commonly, both time-domain and frequency
features are computed using a long term (24-h) ECG
recording, however recent studies have shown that some of
these features can be reliably computed and used from
shorter ECG recordings (less than 5 min). The HRV features
computed from an ECG segment that is less than 15 and
5 min are often referred to as short-term and ultra-short
HRV features, respectively [1]. The need for reducing the
ECG monitoring period is crucial, especially for real-time
applications where decisions are usually taken from the
analysis of the most recent ECG beats. Shorter ECG
recordings can be easily recorded without significant
increase in healthcare costs using wearable devices and they
can be easily translated in the out-patient clinical life. Thus,
being able to reduce the ECG recording interval without
compromising the analysis results represents an important
step towards using the HRV analysis in real-time
applications.

The aim of this study is to evaluate the association
between the time and space representation of the heartbeats
and some of the HRV features to further reduce the number
of beats required for the HRV estimation. Recent studies
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[3, 5] performed both short and ultra-short term HRV
analysis for the comparison of their prediction capability on
different clinical outcomes. Instead, we are interested to find
out whether the HRV features computed on a 5 min ECG
can be inferred using a shorter ECG interval. In order to
achieve this, we developed a framework based on deep
learning methodologies that proved to be appropriate for
learning time series representations in recent studies [6, 7].

1.1 Related Work

Deep learning methods have been successfully employed for
different time series analysis tasks, for problems such as
classification and time series forecasting. Recurrent neural
networks (RNN) are capable of large scale learning as
showed in recent studies, being used for speech recognition
[8], language translation models [9], or mental stress clas-
sification based on ECG data [10], thus proved to be suc-
cessful in learning temporal dependencies between the
inputs.

However, a significant limitation of the simple RNN
models which integrate state information over time is known
as the vanishing or exploding gradient effects, both referring
to the ability of RNNs to backpropagate an error signal
through a long-range temporal interval. The RNN version,
known as Long Short-Term Memory (LSTM), first proposed
in [11], are recurrent modules which enable long-range
learning. LSTM units consist of hidden states augmented
with nonlinear mechanisms to allow a state to propagate
without modification, be updated, or be reset, using simple
learned gating functions. Thus, in this study we propose a
LSTM based model for the HRV features inference.

2 Methods

2.1 Dataset Description

This study was carried out using the publicly available
dataset from the Sleep Heart Health Study (SHHS) [12].
The SHHS is a multi-center cohort study implemented by
the National Heart, Lung and Blood Institute (United States
of America) to determine the cardiovascular problems of
sleep-disordered breathing. Out of the total 6441 subjects

enrolled in the study, a subset of 500 subjects with
high-quality ECG recordings (125-Hz sampling frequency)
were selected for a sub-study to quantify the HRV by sleep
stage. The computed 5-min HRV features for the 500 sub-
jects together with the original ECG recordings were made
available. Some of the available HRV features are summa-
rize in Table 1.

The available data for each subject comprises a mean of
7 h of ECG recordings, which represent around 70 intervals
of consecutive 5-min ECG segments together with the cor-
responding HRV features for each segment. A histogram
presenting the distribution of the 5-min segments for the 500
subjects is presented in Fig. 1.

It has been previously shown that some of the HRV
features are highly correlated with each other, and so for
short term data only the time-domain measures of AVNN,
SDNN, rMSSD, pNN10–pNN50 and the frequency-domain
measures of total power, VLF power, LF power, HF power
and LF/HF ratio can be reliably computed [4]. Considering
all these observations, this study focuses only on prediction
of 4 HRV features: AVNN, SDNN, HF and IHR.

2.2 ECG Preprocessing

The ECG recordings were segmented into consecutive 5-min
excerpts with no overlap, followed by a QRS-complex
detection algorithm similar to the one proposed in [13]. In
order to filter the noisy segments from the actual beats an
additional check was performed for each extracted beat.

Table 1 Some SHHS 5 min HRV features

Time-domain features Frequency-domain features

AVNN (the average of all the NN intervals)
IHR (Mean value of instantaneous heart rate. For a given NN interval, the
IHR is calculated as 60/NN
SDNN (the standard deviation of all NN intervals)

TOTPWR (total NN interval spectral power up to 0.4 Hz)
HF (high frequency power: the NN interval spectral power
between 0.15 and 0.4 Hz)
LF/HF ratio (the ratio of low to high frequency power).

Fig. 1 Distribution of the 5 min ECG intervals for the 500 subjects
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Specifically, it was checked that the minimum and the
maximum values of each detected heartbeat lie close to the
annotated R peak. In case this condition was violated, the
beat was discarded from the list of beats that correspond to
the 5-min interval. In addition to restricting the analysis to
RR intervals <1.5 and >0.75 s, only the 5-min excerpts with
at least 200 heart beats but no more than 400 were analyzed.
The distribution of the beats in the 5-min intervals is pre-
sented in Fig. 2. The final number of filtered 5 min intervals
used in the study is 29945, that were split into three different
datasets for training (21945), validation (2718) and testing
(2282) of the proposed model. The number of samples for
each dataset were obtained by randomly splitting the sub-
jects into these three different groups (400 subjects for
training, 100 for validation and testing) then performing the
above filtering. Thus, the proposed system was trained and
tested on different subjects.

2.3 LSTM Architecture for the ECG Analysis

For the HRV features inference problem, the input is
sequential consisting of consecutive heartbeats in a 5-min
window. Thus, the aim in this work is to investigate whether
LSTM-based networks are able to learn a sequence of ECG
beats for inferring the ultra-short term HRV features. The
intuition behind employing an LSTM-based model is that
the time-varying beat dynamics are explained by the HRV
features and in the same time RNNs are specialized in
learning temporal dependencies.

The LSTM model employed in this study is shown in
Fig. 3. The architecture consists of three parts: (1) data
preprocessing, (2) aggregation of beats across time,
sequence-learning, and (3) single/multiple stacked linear
layers for performing a linear regression. Different number
of beats extracted from each segment were considered as
inputs to the LSTM cells, the tested values were: 250, 200
and 100, 50. The number of units in the LSTM cell was set
to 60, the dense layer size was set to 100.

2.4 Training and Evaluation

For training the network, we used the mean squared error
(MSE) as optimization objective, the learning rate was set to
0.01 and the used optimizer was the Adam optimizer [14].
The batch size was set to 100. Furthermore, we used dropout
with probability 0.5 for all cells and an early stopping cri-
terion based on the minimum MSE obtained on the

Fig. 2 Distribution of the selected beats in the 5 min intervals

Fig. 3 The LSTM architecture used for HRV feature regression
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validation dataset. We trained the model for a maximum
number of 15,000 steps that correspond to about 68 epochs.

We evaluated the regression performance of the proposed
LSTM model on the SHHS dataset. The regression perfor-
mance was assessed using multiple measures: the MSE,
median absolute error (MedAE), mean absolute error
(MAE), the Pearson correlation coefficient (R) between the
predictions and the correct HRV values and for measuring
the agreement we used the Bland-Altman plot [15].

3 Results

The regression results obtained by employing the proposed
LSTM architecture, using a maximum number of 250 time
steps, for the selected four HRV features are presented in
Table 2. Table 3 shows the regression results for the AVNN
and IHR variables that could be predicted with a satisfactory
error, as shown in Table 2, but using less time steps: 200,
100 and 50. The results were obtained on the test dataset,
after training the model for the maximum number of epochs.
The results for the early stopping criteria are not shown here
as they are very similar to the presented ones.

The number of samples that are predicted correctly on the
test dataset within an error range of 5% of 10% of the correct
value are presented in Table 4.

4 Discussion

The results presented in Sect. 3 indicate that the aggregation
of beats across time using and LSTM network is effective for
the HRV features estimation that are AVNN and IHR. The
prediction errors for the AVNN are between 5 and 6% when
using 250 down to 50 beats for a 5 min ECG segment,
which for AVNN is less than the known measurement
error <10% [4]. This implies that the AVNN can be pre-
dicted with an average error of 5% and if this satisfactory for
the study then the proposed method can be used to infer the
AVNN value by using around 50 ECG beats (<1 min ECG),
in contrast to a 5 min segment. The IHR was predicted with
less than 5% mean error even when using only 50 time steps.
Figures 4 and 5 present the errors distribution between the
computed HRV feature and the predicted one. It can be
observed that for IHR the variance of the errors distribution
is smaller than for AVNN and the peak of the distribution
lies very close to 0, which represent a perfect prediction.
Figures 6 and 7 present another view on the agreement
between the measurement and the prediction, reveling that
the majority of the points lie within ±1.96 std of the mean
difference for both of the variables.

We developed and evaluated a deep learning model
employing an LSTM network for the HRV features infer-
ence based on the raw ECG signal. We investigated the

Table 2 Test dataset LSTM regression results corresponding to four HRV features: AVNN, SDNN, HF and IHR for 250 time steps (250 input
beats)

Variable MSE MedAE Correlation (R) MAE/Mean value (%)

AVNN 3951 37.58 ms 0.843 48.27 ms/953.42 ms (5%)

SDNN 615.5 13 ms 0.603 17.55 ms/52.1 ms (33.6%)

HF 163.3 311 ms2 0.04 552.9 ms2/593.5 ms2 (93.2%)

IHR 13.4 2.09 bpm 0.89 2.71 bpm/63.86 bpm (4.2%)

Table 3 Test dataset—LSTM results obtained for AVNN and IHR features considering different number of time steps

# beat AVNN IHR

MSE MedAE (ms) R MAE (ms) (% of mean) MSE MedAE (bpm) R MAE [bpm] (% of mean)

200 4743 39.69 0.79 51.8 (5.4%) 15.4 2.268 0.87 2.95 (4.6%)

100 4728 41.43 0.8 52.3 (5.48%) 22.61 2.51 0.80 3.34 (5.2%)

50 5437 46.55 0.78 57.04 (5.9%) 21.4 2.76 0.81 3.49 (5.4%)

Table 4 # of correct predictions for AVNN and IHR using of 5 and 10% error threshold

Variable # of correct predictions out of a total of 2718

5% error 10% error

AVNN 1624 (59.7%) 2387 (87.82%)

IHR 1866 (68.6%) 2493 (91.72%)
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number of beats that are necessary to predict some of the time
domain features with a satisfactory mean absolute error, and we
showed that 50 beats are appropriate. However, changing the
network architecture and cascading a CNN with the LSTM are
interesting directions to be explored in the future.
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Study on Non-contact Heart Beat
Measurement Method by Using Depth
Sensor

Hirooki Aoki , Atsushi Suzuki, and Tsuyoshi Shiga

Abstract
For the purpose of simple observation of the mechanical
phenomenon of the heart, we propose a new non-contact
heartbeat measurement using a depth sensor. The depth
sensor is an image sensor applying infrared light projec-
tion, and by using this sensor it is possible to calculate the
three dimensional shape of the chest. In addition, it is
possible to measure minute displacement appearing on
the body surface by heartbeat. By visualizing the
distribution of shape change using computer graphics,
visualization of the heart beat is realized. Since the
method is non-contact measurement, it does not prevent
simultaneous measurement with the electrocardiogram.
Therefore, it can be expected to be used as a means for
simultaneously observing mechanical and electric phe-
nomena of the heart. Simultaneous measurement using
the method and electrocardiogram was performed. As a
result of the measurement of three subjects (two males in
20 s and one male in 40 s), it was confirmed that the peak
interval of the waveforms obtained by the two methods
shows high consistency. The difference between the two
peak intervals was less than 0.04 s. In the measurement,
subjects stopped respiration, by applying the filtering
process, it is also possible to detect the heartbeat
waveform during breathing. During respiration, fluctua-
tions are included in the measured waveform. In the
simultaneous measurement of the two methods, the
difference in the peak intervals is less than 0.05 s. This
value is slightly larger than when breathing is stopped. In
addition, as a result of the visualization of heart beat, the
phase of vibrations by the heartbeat is different at each
position on the chest surface. Specifically, a phase lag
occurred upward direction from the abdominal, and it is

visible by animation. This result suggests that the
observation of the mechanical phenomenon of the heart
may be realized by the method.

Keywords
Heartbeat measurement � Non-contact measurement
Depth sensor

1 Introduction

Conventionally, the time series analysis of the heartbeat was
performed only on the electric phenomenon of the heart by
the electrocardiogram. It is considered clinically difficult to
treat the mechanical phenomena (contraction/expansion
mode) of the heart as clinical information.

For example, the actual condition has not been suffi-
ciently clarified about the contraction/expansion style of the
heart in which Excitation-Contraction Coupling (EC cou-
pling) in the heart failure or ischemic heart is impaired.
Although CT scan can be used as a method to know the
mechanical phenomenon of the heart, frequent implemen-
tation is difficult due to the problem of damage from
radiation.

We have clarified that cardiac pulsation can be detected
without contact by measurement of shape change of the
chest wall applying 3-dimensional image measurement by
the active stereo method [1]. In addition, visualization of
cardiac beat is performed by outputting minute changes in
body surface shape caused by heartbeat as color images.

In our previous research, a commercially available LCD
projector was used as the pattern light projecting means in
the active stereo method. To reduce the size and weight of
the system, we have studied replacing this LCD projector
with a dot matrix pattern projector using a combination of a
transmission type diffraction grating and an infrared laser
light source. So far, we have applied this dot matrix pattern
projector to non-contact respiration measurement [2].
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As a result of applying it to the measurement of the
prototype system, the following two problems to be solved
were mentioned.

1. In the near-infrared image of the dot matrix pattern, since
only the dot matrix pattern is imaged, it is difficult to
confirm the state of the pattern projection by the monitor,
and positioning is troublesome.

2. The dot matrix pattern has periodicity, so it is not a
unique pattern. In order to restore the three-dimensional
shape of the chest using the active stereo method, it is
necessary to acquire the approximate distance between
the sensor and the chest in advance.

Therefore, in recent years, inexpensive three-dimensional
image sensors have been marketed since Microsoft’s Kinect
(1st generation), which was released in 2010. Intel’s Real-
Sense launched in 2015 is one of them and it is small and
inexpensive because it is developed on the premise of
incorporation into a PC.

Since Kinect and RealSense use the active stereo method
as the 3-dimensional measurement principle, there was a
possibility that it could be applied to the non-contact
heartbeat measurement proposed by us. However, since the
baseline length between the imaging device and the pat-
terned light projection device is short, it has been confirmed
that they do not have sufficient distance measurement sen-
sitivity to detect the displacement of the body surface due to
the heartbeat.

In this paper, we will use a green laser as a light source to
solve the above first problem and the RealSense as an
imaging device to cope with the second problem. We con-
struct a prototype system based on the proposed method and
examine the feasibility of non-contact heart rate
measurement.

2 Method

2.1 System Configuration

In the proposed method, Intel RealSense F200 is used as an
imaging device for active stereo measurement. The RealSense
sensor was developed by Intel as a device installed to PC for
performing PC operation by gesture recognition, voice recog-
nition, and facial expression recognition. The RealSense sensor
has a function of photographing a depth image based on the
active stereo method. In the proposed method, this function is
used to acquire the three-dimensional shape of the chest.

The RealSense sensor carries a color camera separately
from the infrared camera for depth image acquisition, and it
is possible to acquire a VGA color image at a frame rate of
60 fps. The frame rate of Kinect’s VGA color image is 30
fps. The depth measurement range of RealSense is from
20 cm, and compared with Kinect, it has the feature that
measurement of a short distant object is possible. This fea-
ture seemed to work advantageously to capture the variation
of minute body surface of heartbeat.

Figure 1a shows the system configuration for imple-
menting the proposed method. The sensor section of the
system is composed of a RealSense sensor and a dot matrix
pattern projector.

The dot matrix pattern projector is formed by combining
a green laser and a transmission type diffraction grating. In
the transmission type diffraction grating, a sheet in which
two optical fibers are arranged in a reed like shape is fixed so
that the directions of the optical fibers are orthogonal [3].
When a laser-beam is incident on the transmission type
diffraction grating, a dot matrix pattern is projected. The dot
matrix pattern projected on the chest and abdomen of the
subject is imaged by the RealSense color camera as shown in
Fig. 1b and the cardiac mechanical phenomenon is

Fig. 1 a System configuration
and b dot-matrix pattern projected
on chest
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monitored by calculating minute motion of the chest surface
with the heartbeat by image analysis.

As a laser light source of the dot matrix pattern projector,
it is also possible to use a laser (red, blue) having a color
different from that of green. However, although a red laser is
inexpensive, it penetrates into human skin and diffuses more
easily than green or blue. Blue lasers are more expensive
than green lasers. For this reason, we decided to adopt green
laser in the proposed method.

2.2 Detection of Heart Beat

From the color image of the dot matrix pattern projected on
the chest, the green region corresponding to the dot light is
extracted.

Specifically, a region corresponding to the dot matrix
pattern is extracted by converting the color image from the
RGB color space to the HSV color space and setting
threshold values in the hue, saturation, and lightness range
corresponding to the green laser. The binary image of the
region extracted as the dot matrix pattern is shown in
Fig. 2a.

As a result of the above-described green region extraction
processing, a hole-like defective region is generated inside
the extracted dots, so that filling is performed by morpho-
logical processing. Figure 2b shows an image after the fill-
ing process.

The dots constituting the dot matrix pattern move in the
image due to the change in the body surface shape. The

barycentric coordinates of each dot are obtained for each
frame, and each dot is tracked by associating dots between
frames based on the barycentric coordinates of the dots.

Then, time series data of the interframe movement
amount of dots is obtained. Changes in the body surface
shape causing the movement of the dots are caused by res-
piratory motion, convulsive tremor and heart beat when the
subject is in a rest state. The cause of the appearance as the
movement amount of dots includes not only the shape
change of the body surface, but also the electronic noise in
the moving image and speckle noise of the laser. Therefore,
the time series waveform of the movement amount of the dot
shows a waveform dominated by the high frequency com-
ponent like the waveform shown in green in the upper part of
Fig. 3.

This waveform contains biological signals such as res-
piratory motion and heartbeat. A respiratory component
waveform is extracted from this waveform by performing
Low-Pass Filtering (LPF) processing that passes through a
frequency band of less than 0.4 Hz. By performing
Band-Pass Filtering (BPF) processing that passes through
the frequency band of 0.4–5 Hz, the heart beat component
waveform is extracted.

3 Experiment and Result

A prototype system was constructed to conduct fundamental
studies on the validity of the proposed method. The sensor
section consists of Intel RealSense, a green TTL laser

Fig. 2 a Binary image of the
region extracted as the dot matrix
pattern and b image after the
filling process

Inter-frame depth change of raw data

Inter-frame depth change of cardiac beat component

Inter-frame depth change of respiration component

FFT filter

0.4-5 Hz

Below 0.4 Hz

BPF

LPF

Fig. 3 Separate extraction of
heartbeat and respiration
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manufactured by Laser Create Co., Ltd. Image data acquired
by RealSense is captured by a PC (Panasonic CF-SX 3). We
use the microcontroller (Arduino UNO R3) connected to the
PC to control emission and supply power of the laser.

Two men in their twenties and one male in their forties
are measured. For the measurement, explanation concerning
measurement was orally and written to the subjects, and
consent form from the subjects was obtained.

Three examples of measurement results are shown in
Fig. 4. Subjects stopped respiration for about 12 s from the
start of measurement. In the waveform extracted by the LPF
process, a flat waveform was shown for about 12 s at the
start of measurement, and then the large fluctuation associ-
ated with respiration was observed. In the waveform
extracted by the BPF process, a periodic vibration waveform
was obtained.

Simultaneous measurement by electrocardiogram was
carried out to confirm that this vibration waveform was due

to extraction of heart beat. The electrocardiogram used to be
a compact wireless ECG logger manufactured by
LOGICAL PRODUCT.

As a result of comparing the peak interval of the vibration
waveform extracted by the proposed method and the peak
interval of the ECG waveform, the difference was 0.04 s or
less in either subject. During respiration, fluctuations are
included in the measured waveform. In the simultaneous
measurement of the two methods, the difference in the peak
intervals is less than 0.05 s. The value is larger than when
the breath was stopped, but the interval of the vibration
coincided with the peak interval of the ECG waveform.
Therefore, it was considered that the displacement of the
body surface caused by the heartbeat could be extracted by
the proposed method.

The heartbeat component and the respiratory component of
the dot velocity were calculated, and the distribution was pre-
sented as a color map (Fig. 5). By outputting the time change of
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Fig. 4 Measurement results (a subject I, b subject II and c subject III.)

Fig. 5 Color map animation of
velocity (a heartbeat component,
b respiratory component)
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the color map as an animation, we could visualize respiratory
motion or heartbeat motion on the chest wall. By presenting it
as a moving image, it can be visually recognized that there is a
phase difference in the surface movement at each part on the
chest surface. It can be confirmed that the phase lag increases as
it goes upward from the abdomen. This result suggests that the
proposed method may be useful for grasping mechanical phe-
nomena of the heart (expansion/contraction mode).

4 Conclusion

By combining a green laser light source and a RealSense
sensor, we proposed a new heartbeat measurement method
based on active stereo measurement system. As a result of
fundamental examination by the prototype system, it is

suggested that the proposed method can visualize chest
surface vibration accompanying heartbeat.
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Design Reflection on Mobile Electronic Data
Capturing Forms in African Rural Settings

Ole Andreas Krumsvik , Ankica Babic , and Alice Mugisha

Abstract
This paper presents a literature review of the existing
tools for data capture in African rural settings. The
objective has been to investigate and understand design
approaches, usability, user satisfaction, as well as feasi-
bility of capturing data using mobile device forms.
Existing open source solutions are most commonly used
in a variety of applications such as maternal care, new
born child health, and routine health care monitoring. The
common design issues involve customizing forms for the
intended purpose and for semi- or non-literate user
groups. User evaluation is also not often reported,
however some of the studies suggest a high satisfaction
as compared to the traditional paper-based approach.
Typical barriers include: cost, user input, user motivation,
limited graphical user interface, and availability of
technology in rural areas. Some of these barriers could
be addressed by practicing User-Centered Design. We
suggest including all future user groups in the develop-
ment of mobile electronic data capturing forms to increase
usability, data accuracy, and the user satisfaction.

Keywords
User-centered design � HCI � Mobile electronic data
capturing forms � Rural Africa � Pregnancy

1 Introduction

In recent years, there has been a shift regarding forms that
are used for data collection in African rural areas. The tra-
ditional paper-based approach has gradually been replaced

by mobile Electronic Data Capturing (EDC) tools. These
have become cheaper and easily obtainable, and at the end of
2015 there were more than half a billion unique subscribers
to mobile services in Africa [1]. Moreover, such tools pro-
vide automated support for data collection, reporting, query
resolution, randomization, validation, and other features
depending on the context of use.

The data collection forms are used to collect data from
user groups in vulnerable situations, e.g. pregnant and
recently delivered women. The maternal mortality rate in
developing countries is 239 per 100 000 live births versus 12
per 100 000 in live births in developed countries, reported by
the World Health Organization [2].

The most commonly used tools in rural areas for mobile
EDC are open-source applications such as ODK (Open Data
Kit), REDcap (Research Electronic Data Capture),
OpenClinica, and EpiCollect [3–6]. In addition, lightweight
mobile EDC solutions facilitated by short message services
are also utilized [7]. With the introduction/implementation of
these tools several challenges arise. These challenges include
implementation cost, user participation, availability of
technology or lack of it, constraints to the graphical user
interface, software installation, user communication, and
technical support [8]. Therefore, it is imperative that the
tools emphasize usability and a user experience which could
aid high quality data collection.

In this paper, we reflect on the existing form solutions for
mobile EDC tools that are used to collect pregnancy related
data in rural areas in Africa, as well as the most viable design
approach for enabling efficient mobile EDC.

2 Method

A literature review was conducted using PRISMA [9].
Inclusion criteria for the paper retrieval was
pregnancy-related articles published during the 2006–2017
period which included peer-reviewed articles, open source
mobile electronic data capturing forms, and usability

O. A. Krumsvik (&) � A. Babic � A. Mugisha
University of Bergen, 5007 Bergen, Norway
e-mail: lncs@springer.com; oa.krumsvik@gmail.com

A. Babic
Linköping University, 581 83 Linköping, Sweden

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/1, https://doi.org/10.1007/978-981-10-9035-6_63

347

http://orcid.org/0000-0001-8185-2819
http://orcid.org/0000-0002-7532-6828
http://orcid.org/0000-0002-0359-855X
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_63&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_63&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_63&amp;domain=pdf


evaluation as topics. Exclusion criteria were projects not
located in Africa and non-handheld devices. The literature
review was carried out in August and September of 2017 by
two authors (Krumsvik and Babic). Search engines used
were Google Scholar, PubMed, and ScienceDirect.
778 records were identified through PubMed and Science-
Direct, whereas 1942 records were identified in Google
Scholar. Duplicate articles were automatically removed
using Mendeley and resulted in a total of 2652 records [10].
2652 records were screened, which led to an exclusion of
2625 records. 27 full-text articles were assessed for eligi-
bility, and 24 of these were excluded in accordance with our
criteria. All study designs were included if they had elements
of the User-Centered Design (UCD) approach, which is a
part of the Human-Computer Interaction domain.

UCD is an iterative development approach and consists of
four primary stages: analysis, design, evaluation, and
implementation [11]. Additionally, UCD is recommended
when designing for health care [12]. Usability is defined as a
quality attribute that assesses how straightforward user
interfaces are to use. It consists of 5 components: learn-
ability, efficiency, memorability, errors, and satisfaction
according to Nielsen [13].

3 Results

The typical tools used for mobile EDC by default are very
simple in terms of graphical outlay [3–6]. All of them offer
vertical scrolling in the forms, something which should be
kept to a minimum for mobile device forms, since the
objective should be to reduce the inputs required from users.
Furthermore, user data input in forms, e.g. free-text typing,
is usually avoided as it is error prone and time-consuming. It
is also recommended to include hint text above free-text
labels, to reduce the likelihood of user error [14, 15]. The
forms, in addition, are highly customizable and it should
therefore not be an issue to follow recommended form
design principles to increase their usability.

According to Rothstein et al., a high degree of usability
and user acceptance is of importance in mobile EDC. This
could increase the accuracy of gathered data and enhance the
delivery in this context of maternal, neonatal, and child
health services, leading to improved health outcomes [16].
Additionally, Rothstein et al. conducted an evaluation
assessing the feasibility, usability, and acceptability of
MOTECH’s mobile Client Data App which gathers data
through mobile EDC forms to improve care regarding
maternal, neonatal, and child health in rural Ghana.
23 community health nurses, 2 midwives, 2 district health
directors, and 2 district health information officers were
interviewed to evaluate the application. 2 were below
26 years of age, 20 were between 26 and 29 years of age,

and 7 were 30 years or above; 24 females and 5 males [16].
The evaluation’s key findings impacting the usability were:
improved productivity due to simplified data gathering,
technical errors leading to incomplete tasks, lacking inter-
operability with the national health information system, and
interruptions in network connectivity [16].

A study carried out by Velez et al., assessed the usability
of an mHealth EDC application for rural Ghanaian midwives
named mClinic [17]. Seven midwives previously trained as
nurses with 2–42 years of clinical practice experience par-
ticipated in the evaluation. mClinic captured patient data
such as encounter date, weight, blood pressure, gestational
age, fundal height, and iron folic acid tablets given. The
usability problems of mClinic were attributed to the touch
screen while capturing data, no application-level password
was required, and there were issues with modifying patient
data. The participants believed that the application would be
helpful to them, however, as it could reduce the time spent
on creating monthly reports [17].

Diversity of the user groups involved in mobile EDC
concerning pregnancy in rural Africa ought to be taken into
consideration when designing for usability. In Munro et al.’s
research, the data collectors were 63 Traditional Birth
Attendants (TBA) [7]. The TBA were semi- or non-literate:
60.3% had no formal schooling, 7.9% had attended 2nd to
6th grade, and 6.4% of them 7th to 12th grade in school.
Their age ranged from 38 to 60 years, however 39.7% did
not know their exact age. The training that the TBA had to
undergo involved elementary mobile phone skills, such as
turning on the mobile phone, make calls, create text mes-
sages, and send text messages [7]. The participants trans-
mitted real-time pregnancy case data on the number of
women who had become pregnant within each geographic
region, serviced by a rural primary health facility and
encouraged these women to seek antenatal care at the closest
facility. The data transmitted contained a personal ID code,
health facility ID code under which the woman lives, her
age, and if the TBA referred the pregnant woman to ante-
natal care [7].

4 Discussion

Mobile EDC forms could either be designed for technically
low-skilled users [16], involve technically competent users
[17], or have the users undergo extensive training [7]. It is
crucial that the collected data is of high quality, as it involves
vulnerable user groups with a high maternal mortality rate
[2].

We recommend utilizing mobile UCD for improving the
usability and user experience of mobile EDC forms. There
are similar successful experiences with applying UCD in the
context of maternal, newborn, and child health services in

348 O. A. Krumsvik et al.



rural areas of India [18]. Implementation of the UCD
approach when creating such forms could result in more
usable systems, increased user satisfaction, improved per-
formance, long-term cost efficiency, improved credibility,
and a more enjoyable user experience [11]. Furthermore,
UCD requires involvement of stakeholders, domain experts,
and the intended users through every stage of the design
process [11]. While this could be more time-consuming than
other approaches, the long-term consequences could be
constructed forms that are of high usability, increased data
accuracy, cost-effective over time, and lead to a pleasant user
experience. As stated by Waugaman, UCD is also recog-
nized as the best practice for development technology [19].
An overview of the main features of mobile UCD can be
viewed in Table 1 [20].

Features of the Table 1 are common for mobile devices
but could be applied to the mobile EDC forms. The differ-
ences in context and user groups could be modifying factors
for tailoring design to suit specific needs. For example, if
low educated staff is expected to collect data, the design
must accommodate such user group needs.

Although the UCD approach could be highly beneficial in
improving mobile EDC forms, one should reflect on limi-
tations related to the devices that are available, as well as the
infrastructure in rural Africa. Several studies in this literature
review address the constraints concerning the accessibility of
mobile devices [7, 16, 17]. All the devices are low-cost, and
some of the devices that have been used for mobile EDC
could be technically restricted. As previously mentioned,

much as the number of mobile subscriptions are increasing,
with the decrease in the prices of mobile phones, rural Africa
is still resource-limited. Additionally, infrastructure limita-
tions are present. Poor internet connectivity, high patient
volumes, and staff shortages negatively impacts the useful-
ness of mobile EDC [17]. Recent research carried out by
Cunningham et al. address similar issues concerning mobile
EDC in rural Africa, as well as suggesting UCD principles
for improving healthcare services [21]. The goal of UCD is
to generate products that have a high degree of usability, and
the aforementioned components ought to be taken into
consideration as displayed in Table 2 [22].

5 Conclusion

Our strong final recommendation would be to encourage
mobile EDC designers and developers to adapt the mobile
UCD approach, as it could have a positive impact on the
applications directed towards mobile EDC. In addition,
proper training must be given to data collectors to facilitate
an accurate, timely, and agile data collection. That in turn
could lead to improved user-satisfaction and better data
capture, both essential for securing patient care. Limitations
are not solely constrained to technology and infrastructure.
There is a clear need to improve the design, and UCD is also
recommended for developing countries, as well as health-
care. This is based on the potential of UCD to involve users
and suggest design close to the user needs.

Table 1 Mobile UCD feature overview and our recommendations

Main features of mobile UCD Practical recommendations

1. Assess the current situation Collect data from form users about the tools they currently use

2. Understand the users Assess the form user’s technical skills and user needs

3. Mobile user experience Emphasize usability goals

4. Mobile design considerations Create several design alternatives. Have form users evaluate them

5. Review and refine Collect and implement user feedback on low-, mid-, and high-fidelity prototypes

Table 2 Usability quality components and our recommendations

Usability quality
components

Practical recommendations

Learnability Ensure that one is not overstepping the users’ level of education, making it a difficult learning experience: involving
users in the development process could increase simplicity and learnability

Efficiency Involve users into carrying out tasks in order to measure the efficiency after they have learned how to use the system.
This should be sequential and logical

Memorability Users should agree with the features used in the design and these should be recognizable to them: icons, colors,
work flow, navigation, list pickers etc.

Errors Limit the possibility of user errors. Minimize the user workload when correcting errors by implementing real-time
validation, use of informative labels, and tracking of user errors when testing

Satisfaction Include users in selecting the final design. An easy to use and pleasant design is of importance
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Evaluation Methodology and Measurement
of Physiological Data to Determine
Operational Preparedness of Air Defense
Staff: Preliminary Results

Vaclav Krivanek, Patrik Kutilek, Radek Doskocil, Jan Farlik, Josef Casar,
Jan Hejda, Slavka Viteckova, Petr Volf, and Pavel Smrcka

Abstract
The aim of the article is to introduce new evaluation
methodology to determine operational preparedness of air
defense staff based on measurement of physiological data.
The individuals working with air defense systems are
under very high level of stress and long‐term monotone
air picture observation workload during the mission. We
designed an experiment and a method of measuring the
biomedical signals for monitoring the actual operator
condition during long‐term work on air picture simulator
that shows real‐time aircraft flight information. Long‐term
monitoring and recording of potential airborne targets in
the area of interest to which operators are subjected is
accompanied by monitoring the physiological data such
as heart rate, body temperature, movement activity and
perspiration intensity of operators. The proposed method-
ology and measurements were tested on four air defense

system operators of the Army of the Czech Republic.
Operators took part in a 4‐h intensive measurement
without any break and their training was evaluated.
Designed methods could help to monitor, on the base of
physiological data and data from simulators, the stress
load level and operational preparedness.

Keywords
Operational preparedness � Tiredness � Physiological
data � Air defense � Simulator

1 Introduction

The requirement for the selection and participation of com-
plex system operators in practice is to identify their pre-
paredness. Intensive research is currently underway on the
development of for monitoring the health condition, i.e.
physical and psychological readiness, of employees in army
[1]. The objective of health condition measurement is to use
this information to increase safety, i.e. to exclude the less‐
prepared operators of complex systems from the control or
decision‐making process [2, 3]. However, in the develop-
ment of prospective systems, monitoring of anti‐aircraft
missile system operator has never been presented or men-
tioned. Nevertheless, the health state monitoring of other
personnel in army such as pilots or soldiers of ground troops
of special units, is given high attention.

The aim of the article is to describe our contribution to
development of evaluation method of physical and psycho-
logical readiness, training simulators and systems for mea-
surement of the physiological data of ground based air
defense missile system operators. The reason for physio-
logical data monitoring is to test the possibility of usage
them to estimate the physical and psychological readiness
and for identification of dangerous situations in the staffing.
The assumption is that, for example, heart rate and
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perspiration level are related to stress level and this is related
to the subject’s readiness.

For the evaluation of data, it is possible to use standard
evaluation methods. The parameters determined by the
evaluation methods include the average values and maxi-
mum of the measured data, but also the correlation coeffi-
cient determined for the measured data.

2 Methods

Based on the above mentioned drawbacks, measurement
methodology and measurement and evaluation methods of
physical and psychological readiness of the anti‐aircraft
missile system operators can be designed. Methods assume a
direct measurement of the performance indicators by the
simulators of air situation and physiological indicators of the
health condition of operators. In our case, operators are
members of air defense and monitoring should allow head-
quarters and identification of dangerous situations in the
condition of operators during training or military mission.

2.1 Participants

Four soldiers (aged 24) were recruited for measurement.
Soldiers were cadets of University of Defence which is the
only military institution of higher education of the Czech
Armed Forces. Students were future members of air defense
staff preparing for the profession of anti‐aircraft missile
system operator. Cadets were subjected to diagnostic eval-
uation focused on detailed disease history, a neurologic
examination, and routine laboratory testing. The study was
performed in accordance with the Helsinki Declaration. The
study protocol was approved by the local Ethics Committee

of the Faculty of Biomedical Engineering of the Czech
Technical University (CTU) in Prague. The subjects were
measured on same days.

2.2 Measurement Equipment

Measurement systems can be divided into two groups:
simulators of air situation for training and system for phys-
iological data monitoring.

The base for the design of physiological data monitoring
was the FlexiGuard system, originally developed at the
Faculty of Biomedical Engineering, Czech Technical
University in Prague [4]. The FlexiGuard system is modular
biotelemetric system for real‐time monitoring of soldiers of
the ground troops of special military units, see [4, 5]. The
system consists of a set of sensors for monitoring body
temperature, heart rate, acceleration and humidity [4, 5], see
Fig. 1b. The modular sensing units records the measured
data and send them wireless to the visualization unit [1].

Simulators for training of anti‐aircraft missile system
operators is based on Flightradar24 web site (Flightradar24
AB company), see Fig. 1a. It includes flight tracks numbers,
origins and destinations, flight numbers, aircraft types,
positions, altitudes, headings and speeds [6]. Subjects only
monitor the airspace and record the air situation over a
defined area, it was also necessary to create software for the
automated monitoring of the air situation. Software is
designed to count the number of airplanes flying in and out
of the area of interest (i.e. the Czech Republic). It is created
in MatLab software (MatLab R2010b, Mathworks, Inc.,
Natick, MA, USA) [7]. The general concept is presented in
Fig. 2.

The software for video processing and definition of the
boundary of the area of interest is created in MatLab

Fig. 1 Simulators of air situation
during training of operators
(a) and application of modular
sensing unit (b) for measurement
of physiological data
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software. The coordinates of each airplane are calculated and
compared with the predefined zone along the boundary. The
coordinates of each airplane in each video frame are detected
in the pictures automatically using the contrast between the
yellow color of airplane (the yellow mark for aircraft is
defined by the Flightradar24) and the color of background. If
the detected airplane coordinates are in a defined zone along
the boundary, they are further considered in the calculation.
The sum of all the airplanes in the zone along the boundary
is counted. The velocity vectors of airplanes in the zone
along the boundary is determined, i.e. the flight direction of
the each airplane is determined from coordinates in two
consecutive video frames. After that, it is determined in
which direction each place is moving in the border zone. If
the velocity vector is pointing towards the predefined area, it
is an airplane passing through the area, if the velocity vector
directs the opposite, it is an airplane flying out of the area.
Then custom-written program divides the total number of
airplanes in the border zone into number of airplanes flying
in and out of predefined area.

2.3 Test Procedure

The proposed systems are used for simultaneous measure-
ment of the working performance and physiological data of
the four operators during their training. Before each mea-
surement, four portable systems for the monitoring physio-
logical data were placed on the trunk of each cadet in
accordance with [3, 4], see Fig. 1b. Then, four simulators of
air situation were used for training of four operators. Four
subjects conducted real‐time air tracking and manually
enrolled potential targets flying in or out of the Czech
Republic’s airspace. The measurement was carried out

continuously for 4 h. After the measurement, simulators
determined the numbers of airplanes flying in and out of the
monitored area. The data obtained from the simulators are
then compared with the biomedical data monitoring system.

2.4 Data Processing

Four‐hour long recordings of physiological data, the number
of the airplanes in the border zone and the number of
manually enrolled potential targets are synchronized. Due to
synchronization of data, better interpretation and faster
processing, all recordings were resampled to 1 Hz. This
process was done using a custom-designed MatLab program
based on the functions of the MatLab software.

3 Results

In preliminary research of performance and physiological
data to determine operational preparedness of air defense
staff, authors present, how the monitoring system, simulator,
methodology of measurement and data processing were
designed and selected. Preliminary results showed that the
number of the airplanes in the border zone and the number of
manually enrolled potential targets by operators did not
change significantly, i.e. is approximately constant, during a
4‐h measurement. Thus flight identification results (e.g.
border crossings) are constant during measurement.

If we focus on the behavior of biomedical data during a 4‐
h measurement, data show some trends, see Figs. 3 and 4.

The most interesting results came from a preliminary
assessment of heart rate and humidity. At the beginning of the
measurement, the dispersion of heart rate values of four

Fig. 2 Concept of the
identification of the flight
directions and the number of
airplanes above the border of the
Czech Republic which is area of
interest
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operators was greater. For some operators, the maximum and
or minimum values were measured immediately at the start of
the measurement. However, within 1 h of measurement, the
heart rate value of all operators is approximately 76. Between
the first and the third hour of the measurement, the heart rate is
oscillating around the above‐mentioned value. After the third
hour of the measurement, the dispersion of the heart rate vales
of the operators decreases. In the case of humidity of the body
surface under the suits, group of operators can be divided into
two, at first the humidity changes and the other does not
change. Interesting is the drop of humidity (i.e. sweating)
during the first hour of measurement and subsequent increase
of humidity after 2 h, which persists until the end of the
measurement. Preliminary results showed higher correlations
among the subjects above.

4 Discussion

Authors present, how the monitoring system was selected and
designed, training simulator designed, and measurement and
tests were performed. Testing of the functionality of the
methodology took place in laboratory environment. In the case
of carrying out the measurements on four air‐defense operators,
the performance is evaluated based on number of recordings,
and biomedical data monitoring. Preliminary results show dif-
ferent results in biomedical data of operators during measure-
ment. From the results, we can assume that the monitoring
system and training simulators are suitable to determine oper-
ational preparedness. We can say that low sweating and heart
rate with the same work performance show better preparedness

Fig. 3 Example of the output from user sw: real‐time heart rate graphs of four operators during training

Fig. 4 Example of the output from user sw: real‐time graphs of the humidity of the body surface under the suits of four operators during training
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[3]. Thus, the systems and technique can offer information,
which may help to monitor the stress load level.

There are limitations to our study. The most important one
is that the sample of the subjects was small and probably not
representative of the larger population. However, to test the
basic attributes of the method proposed for the study of
operational preparedness in this preliminary study, a sample of
subjects is sufficient.

5 Conclusion

The proposed systems, methodology and measurements were
tested on the four operators. Described preliminary findings
demonstrate the ability of the proposed systems and technique
to identify differences in the states of air‐defense operators.
Next goal is to verify the method on more subjects measured
over a longer time period, and integration into practice.
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A Multiple Criteria Decision Making System
for Setting Priorities

Sergio Miranda Freire, Aline Nascimento, and Rosimary Terezinha de
Almeida

Abstract
The demand for improvement in the quality and cost
control in health care stimulates the utilization of the
Multiple Criteria Decision Making (MCDM) approach,
which is a sub-discipline of operations research that
explicitly evaluates multiple conflicting criteria in deci-
sion making. The aim of this paper was to develop a
user-friendly multiple criteria decision making support
system in order to facilitate the application of an MCDM
method by decision-makers. The system was developed
in Java and compares alternatives (i.e., technologies or
projects) by a single or a group of individuals with a set of
criteria evaluated by means of an ordinal or numeric
scale. An ordinal scale is used to set the weights for each
criterion. Then an MCDM method, known as TODIM
(Tomada de Decisão Interativa Multicritério, in Por-
tuguese), aggregates the values attributed to each alter-
native for each criterion in order to obtain a ranking of the
alternatives for each individual. Finally, some fuzzy
aggregation methods are applied in order to reach a group
decision. The preferences of eleven decision-makers,
members of a graduate course in Health Technology
Assessment at Rio de Janeiro, based on seven criteria,
was obtained for three oncological medicine alternatives.
Besides allowing the decision-makers to set the scenario
of the priority setting process (specification of alterna-
tives, criteria, evaluators and criteria scales), the system
shows all the intermediate steps of the decision process,
and how individual preferences are formed. Through its
output, it is possible to identify patterns in the individual
preferences, the most influential criteria, and to perform a
sensitivity analysis in order to show how the outcome is
sensitive to changes in the alternatives’ evaluations. In

this way the system brings transparency to the decision
making process.

Keywords
Multiple criteria decision making � Priority setting
Group decision

1 Introduction

Decision making in healthcare is usually characterized by a
low degree of transparency due to the lack of a systematic
evaluation framework [1]. In addition, such decisions rarely
have simple solutions because of several factors, such as
limited resources, patient group pressures for the “new”
treatment, an increasing number of technologies in the
market, and often information that is not available or with
weak evidence about these technologies [2]. The use of
economic evaluations such as cost-effectiveness analysis
may not be sufficient for decision making [1, 3].

In this context, Multiple Criteria Decision Making
(MCDM) methods have emerged as a technical approach of
interest for Health Technology Assessment [2, 4]. MCDM
can be conceptualized as a set of methods in which two or
more criteria are used to explore the relevance of individual
or group decisions. Thus, these methods have the capacity to
aggregate, in a comprehensive manner, all the characteristics
considered important, including non-quantitative ones,
allowing for the transparency and systematization of the
decision process [4, 5].

There are different MCDM methods which are usually
classified into three types [2, 4]: value measurement models;
reference-level models; and outranking methods.

The value measurement approach is the most used and
has the objective of constructing a global value for each
alternative in order to compare them and to define those with
more preference. Two such methods are the Hierarchical
Process Analysis (HPA) [6], and MACBETH (Measuring
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Attractiveness by a Categorical Based Evaluation Tech-
nique) [7]. In the reference level models there is a search for
the alternative that most closely matches the predefined
minimum standards of performance in each criterion. The
Technique for Order of Preference for Similarity to Ideal
Solution (TOPSIS), Goal Programming and Data Envelop-
ment Analysis (DEA) [2, 8] are such examples. In the
outranking methods, paired comparisons of the alternatives
are made that generate a measure of dominance among the
alternatives for each criterion. From this measure, an
ordering between the alternatives is defined [4]. Two such
systems are: the ELECTRE (Élimination et Choix Tradui-
sant la Réalité) and the PROMETHEE families (Preference
Ranking Organization Methodology for Enrichment Evalu-
tations) [9]. Finally the so-called hybrid methods have
technical elements of more than one of the approaches
quoted above. An example of this is the TODIM (Tomada de
Decisão Interativa Multicritério, in Portuguese) method [5].

This paper presents a prototype computer system,
AOGrupo (Agregando Opinião em Grupo, in Portuguese),
designed to allow decision-makers to apply a multiple cri-
teria method through a graphic user interface.

2 Materials and Methods

The details of the multiple criteria method implemented in
AOGrupo are presented elsewhere [10]. Here only a brief
summary of it will be presented, in order to give a context on
how the system works.

A decision problem is based on a set of finite alternatives
A:{a, b, c,…} and a set of judgement criteria C:{1,…, k,…
p}. Given the alternatives and criteria, a matrix V:{Vk(a)} is
obtained, reflecting the viewpoint of the decision maker
(DM), where Vk(a) corresponds to the evaluation of alter-
native a (a 2 A). Value judgement for each criterion can be
expressed on either a cardinal or an ordinal scale. These
scales are employed for ordering alternatives with respect to
criteria and to weight the criteria. By directly using ordinal
scales, judgmental statements are converted into numerical
values read on the cardinal scale.

In prospect theory, the key element is a value function,
obtained for each criterion reflecting the gain and losses of
the alternative as compared to a selected reference criterion
[11]. Based on the prospect theory, an interactive multiple
criteria decision making method (TODIM) has been pro-
posed by Gomes [5]. In this method, the matrix V, repre-
senting the value judgement of the DM, is normalized across
alternatives obtaining a matrix of p criteria x n alternatives
W:{wc(a)}, which is called the position matrix of the DM.
From matrix V, a position matrix W, representing the nor-
malized value judgement of the DM, is obtained using a
normalized set of weights, G(gc). The transformation is

based on expressing the scores of each alternative as positive
or negative deviations (gains or losses) from all other
alternatives. For each DM and criterion, an n � n matrix, Uc,
called partial dominance is generated. The elements Uc(i, j)
are obtained using a function that closely describes the shape
of the prospect value function.

TODIM can be used either for a single DM or for some
group of decision agents. In both cases, the analyst con-
structs an n � n dominance matrix D:{d(i, j)}. d(i, j) are
obtained using a function expressing the sum of the partial
dominance for the criteria. If d(i, j) > 0, then alternative i is
said to dominate alternative j, that is, alternative i is
preferable to alternative j; if d(i, j) = 0, alternatives i and j
are equivalent. The overall values of the various alternatives
are combined to produce a rank ordering.

When more than one agent is involved in the decision
process, the viewpoint of all DMs must be considered in the
final result. One alternative to aggregate different opinions is
through fuzzy aggregation [9]. This allows us to deal with
uncertainty and imprecision that are always present in
decision-makers’ mind. As originally proposed by Znotinas
and Hipel [12], the set of criteria can be viewed as a fuzzy
set F, and the DM is required to provide a value reflecting
the degree of membership directly, using some qualitative
scale. Here, the degree of membership is derived from each
partial dominance matrix Uc to obtain what is termed the net
benefit evaluation matrix for position P of the DMs. Four of
the aggregation methods proposed by Znotinas and Hipel
[12] were implemented in AOGrupo: pessimistic aggrega-
tion, mean aggregation, optimistic aggregation, and modified
pessimistic aggregation. The pessimistic aggregation con-
siders the worst viewpoints in an attempt to minimize risk.
The mean aggregation is simply an averaging calculation.
The optimistic aggregation considers the best viewpoints.
Finally, the modified pessimistic aggregation is obtained by
averaging the mean aggregation with the pessimistic
aggregation. The method tries to nullify the effects of
extreme responses while maintaining the risk minimization
characteristic of the pessimistic aggregation.

3 Results

3.1 AOGrupo

This is a system that can compute all the steps necessary for
the MCDM process described above. The system was
developed in Java 1.8, through the Netbeans Integrated
Development Environment 8.2, and the JFreeChart 1.0.13
was used as the graphics library. Data, either the problem
structure or the results, are stored in a relational schema in a
MySQL database, version 5.5. The system is available
through a contact with the first author.
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Through a menu, the user can configure the problem
scenario: alternatives, evaluators, criteria, and scales for each
criterion (Fig. 1). Configurations from previous problems
may be reused. After the configuration phase, the DM must
attribute weights/values to each alternative with respect to
each criterion, according to the criterion scale. The system
does not allow values outside each scale range. Results are
not computed until all data are entered.

The results are shown for all the phases of the priority
process, either through a series of tables or charts, so that
users can follow all the steps from data entry to the final
aggregation. By going to the configuration screens and
changing values in the evaluation matrix, the user may
remove or add criteria, DMs, alternatives, and change scales.
The change in the results can be seen with the new
configuration.

3.2 An Application of AOGrupo in a Real
Scenario

A pilot study was performed with 11 members of a graduate
course in Health Technology Assessment with the objective
of prioritizing three drugs for the treatment of cancer:
Carfilzomib, Nivolumab, and Palbociclib. The decision
problem was evaluated by means of 7 criteria: (a) Epidemi-
ologic relevance; (b) Relevance to health polices; (c) Impact
on the reduction of mortality; (d) Relevance to the current
treatment; (e) Impact on the Brazilian Unified Health System
budget; (f) Impact on the healthcare unit cost; and (g) Safety.
All the criteria scales were ordinal. The weight for each
criteria is given by the following scale: 1—very low
importance, 2—low importance, 3—medium importance, 4
—high importance, 5—very high importance.

Fig. 1 Problem setting screen. Users select the list of alternatives, decision-makers involved, criteria and the corresponding scale of measurement
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The individual preferences of each DM were calculated
by means of the TODIM method. The final order set,
according to the modified pessimistic approach, was: 1—
Nivolumab, 2—Palbociclib, 3—Carfilzomib. Figure 2
shows the spider web chart for the group preferences for
each drug and each criterion, where it can be seen that the
area under Nivolumab is the greatest of the three drugs.

4 Discussion

In the health sector, MCDM methods have been applied
relatively recently. According to Marsh et al. [13], the first
MCDM study in the health area dates back to 1990, with
more than half of the studies published since 2011. One
challenge to a more widespread use of MCDM methods in
healthcare is the lack of familiarity of healthcare DM with
the diversity of MCDM methods and their theoretical
underpinnings [1].

The proposed system offers a user-friendly interface that
enables users to apply a hybrid MCDM method in order to
support the priority setting process. It also shows
decision-makers how the preferences are formed, trans-
formed, and supported. An important aspect in the applica-
tion of MCDM methods is the need of a sensibility analysis
of the decision process because it can validate the final
result. A review of the literature has shown that this aspect is
little emphasized [14].

This system may not only support the decision making
process, but also help the diffusion of the MCDM methods
to the appropriate audience. The process of deciding which
technologies should be prioritized gains greater transparency
and efficiency, as recommended by health technology
assessment prioritization guidelines [15].
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Towards Computer Supported Search
for Semiological Features in Epilepsy Seizure
Classification

Michaela Nova, Lenka Vyslouzilova , Zdenek Vojtech,
and Olga Stepankova

Abstract
Seizure semiology has always been an important part of
seizure classification. Value of the most common ictal
signs for localization and lateralization of a seizure focus,
as well as their sensitivity and specificity for certain focal
epilepsies, is well known. All over it, there still remain
many signs and poorly described patient behaviours
during a seizure whose relation to a seizure focus have yet
to be specified and confirmed. Some new signs have been
introduced recently but all of them have been based on
data provided from just a few dozens of patients. This is
no surprise since checking for presence of a specific ictal
sign in a patient requires lengthy manual review of video
records documenting his/her seizures. We suggest a novel
approach toward identification/verification of new ictal
signs based on computer supported systematic review of
unique extensive dataset of Na Homolce Hospital
containing approximately 1.000 seizures (representing
data of 400 patients with up to 5 seizures annotated). This
requires transforming the original set of patient records
into a database consisting of annotated ictal video-EEG
recordings in a structured form suitable for statistical
analysis as well as for analysis of sequence patterns. This
contribution describes our SW tool ASTEP designed and
developed for this purpose and demonstrates some
properties of ASTEP database, namely advantages of
the used seizure description as a sequence of considered

ictal signs complemented by detailed information on
timing, duration, repetition and mode of appearance of
these signs. Finally, some preliminary results are
reported.

Keywords
Epilepsy � Seizure semiology � Video-EEG analysis

1 Introduction

The epilepsies are one of the most common neurological
disorders. In some cases treatment with antiepileptic drugs
does not render the patient seizure-free. In a subgroup of
focal epilepsies the proportion of intractable patients is about
30%. Important part of them will be epilepsy surgery can-
didates [2].

The aim of presurgical evaluation is to ascertain the
localization and extent of epileptogenic zone (i.e. the cortical
region in which seizures are arising and after resection of
which they are abolished). Symptomatogenic zone is defined
as a region of cerebral cortex responsible for the initial
seizure semiology. Apart from meticulous seizure history the
most accurate method for its diagnosis is video-EEG anal-
ysis. Ictal signs may not provide unequivocal evidence of
localization of the epileptic focus but often they help to
direct subsequent investigations leading to the ultimate
localization [11]. Their topical relation to the epileptogenic
zone is variable [7], because each of the used methods has its
shortcomings (e.g. surface recordings have problems to
identify seizure onsets occurring in cortical regions located
relatively deep with respect to the scalp surface).

There are many ictal signs that are recognized for their
sensitivity and specificity when used for localization and
lateralization of a seizure focus of certain focal epilepsies
[13]. There has been developed a widely used semiological
seizure classification [6] and a classification of seizures and
epilepsies [1] that are both based on seizure semiology.
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Current ILAE classification deals even with ictal signs that
have been described by witnesses of the seizure or patients
themselves, only—such description is often unclear [4].
A video-EEG record of a seizure allows more detailed
analysis of seizure semiology and ictal signs. Some ictal
signs and patient behaviours during a seizure are still poorly
described and their relation to the focus has to be found, yet:

1. Some new ictal signs are described only in case reports,
especially if they are conspicuous or bizarre [10]. Less
conspicuous signs could be missed, although their value
for the localization or lateralization could be crucial.

2. In some ictal signs (e.g. automatisms, convulsions),
additional subtle features, beyond their general character,
are important (timing, duration, repetition, mode of
appearance) [3]. These features are described only in
small cohorts of patients and their sensitivity and
specificity is unknown. Careful inspection of activities
occurring during seizures of much bigger groups of
patients will probably result in identification of new ictal
signs. We expect further clinical use of these additional
subtle characteristics that could significantly contribute to
accuracy and reliability of the presurgical evaluation.

3. With respect to the rapid spread of epileptic discharge,
several ictal signs may coexist during the same seizure.
Sequence of their appearance [9] could be correlated with
results of other diagnostic methods (i.e. neuroimaging)
and epilepsy surgery. This knowledge could contribute to
improved diagnostics of focal epilepsies [8].

In 2016, our PubMed search for papers dealing with
seizure semiology brought 767 results and only minority of
them was devoted to description of seizure semiology.
Nevertheless, the analysis of seizure semiology remains still
a “hot topic” [5] where new attempts to integrate semio-
logical and other clinical data in the diagnostic process start
to appear [12].

All over general agreement on importance of ictal signs
or their sequences for epilepsy diagnostics there are no
modern articles about semiological characteristics of both
epileptic and non-epileptic seizures performed on a large
group of unselected patients. This is a surprising finding
because lot of relevant data is collected in epilepsy centres
all over the world. For example, our home institution Na
Homolce Hospital as a comprehensive tertiary epilepsy
centre functioning since 1993 succeeded to collect a unique
dataset of approximately 1.000 video recorded seizures
most of which can be further complemented by information
from the hospital archive about future development of the
patient and his/her disease. Unfortunately, this format of data
makes it far from ready to be subjected to thorough analysis.
The mayor problem of such a plan is that the revision of such

a large material would have to be done manually and this
represents an extremely laborious and time-consuming
activity. To face the curse of this complexity we have
decided to extract all relevant information contained in the
video-EEG recordings into a structured database that will
store information implicitly present in the videos in a digital
format that will contain information about the seizures and
its ictal signs with respect to its timing, duration, repetition
and mode of appearance. Transition to this new representa-
tion of considered observations will make them ready for
detailed statistical and data mining analysis.

The Sect. 2 of this paper describes basic features of an
original software tool ASTEP we have designed and
developed and indicates its advantages by explaining few
preliminary findings based on current content of the created
database. The Sect. 3 reviews our user experience with this
tool during the process of seizure annotations and identifies
some novel aspects of the used data representation and
highlights benefits of the suggested approach for analysis of
video-EEG. In the concluding Sect. 4 we review our further
plans how to work with the content of our database and what
additional features we would like to implement into ASTEP.

2 ASTEP: Annotation and Statistical Tool
for EPilepsy

The SW tool ASTEP has been designed to support a physician
who annotates the video-EEG recordings with intention to store
all relevant information in a structural database consisting of
annotated ictal video-EEG recordings performed in patients
with (epileptic and non-epileptic) seizure disorders. Figure 1a
shows the main window of ASTEP tool which helps the
neurologist in doing following three activities.

First, he/she inputs the patient’s anamnesis (process analo-
gous to working with the hospital info system). Second, the
EEG part of the video-EEG recording is used to determine the
exact time of the beginning and end of the electrographic ictal
activity. Now, the third and core ASTEP activity starts. At this
moment the neurologist can fully focus on the video record
annotation: he/she follows the time-stamped record in the right
part of the screen. The video can be frozen whenever the
neurologist identifies something worthy of recording. He/she
selects from the drop-down menu (offering all formerly used
elementary signs) the observed sign and registers it in the
patient record together with its start and end time. If a new (not
yet used) sign appears, it is given its correct name according to
[6] and it is added to the drop-down menu.

ASTEP offers a graphical summary of all signs identified
in a seizure—a picture showing not only the list of occurring
signs but also their sequence in time and their duration; see
the central part of Fig. 1a. This is useful e.g. for visual
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comparison of the course of several seizures of a single
patient (see the graphical summaries on Fig. 1b–d comple-
mented by the comments given in the last paragraphs of this
section).

Figure 1c, d allow comparing two different seizures
present in one patient whose final diagnosis is left mesial
temporal sclerosis. It is clearly visible that the variability of
seizure semiology in the considered patient is very small.
This is typical for epileptic seizures, while in psychogenic
non-epileptic seizures their ictal semiology can vary a lot).
Both depicted seizures begin with an agitation of the patient,
continue with oroalimentary automatisms and via vocal-
ization to secondary generalization with tonic phase
including asymmetric limb posturing (figure four sign) and
end by clonic phase of generalized seizure. The tonic head
deviation seen in first seizure (indicated by an arrow) was
not present in the second one. Only little differences in the
semiology like this were found in so far annotated seizures
of a single patient. This is why we decided to annotate 5
seizures for each patient maximally. On this patient we can
also show the localization/lateralization value of several
signs. For example the oroalimentary automatisms are typ-
ical sign for temporal lobe epilepsy as well as the figure four
sign with extended right upper limb implies the epilepto-
genic zone is in contralateral (i.e. left) hemisphere.

Patient whose seizure is depicted on Fig. 1b suffered from
epilepsy due to a cavernoma in left frontal lobe. It is already
known that seizures coming from frontal lobe have various
semiology (but stereotypical in one patient as it was already
mentioned). In this patient the seizure begins from sleep, at
the beginning the non-tonic head deviation and pedal
automatisms are present (frequently seen in frontal lobe
epilepsy) and rapid secondary generalization introduced by
vocalization. As well as in the previous patient figure four
sign is seen—the extended upper limb (right) again corre-
sponds to the origin of seizure in contralateral (left) hemi-
sphere. And last but not least another typical sign with high
lateralization value is shown—asymmetric ending of clonic
phase of secondarily generalized tonic clonic seizure.

3 User Experience and Preliminary Results

Up to now, the ASTEP tool has been utilized for annotation
of approximately 60 seizures selected from the video-EEG
recordings archive of Na Homolce Hospital. The average
length of such video-EEG records is approximately 10 min.
The traditional manual annotation of seizures is very
demanding—it requires full attention of a medical expert and
according to our experience it takes 1–2 h. All over this

Fig. 1 a The screenshot of ASTEP interface for video annotation. The image was edited to anonymize the patient. b Graphical summary of a
seizure. c and d are graphical summaries of two different seizures of a patient with left mesial temporal sclerosis
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demanding procedure has to be ensured for all EEG-video
recordings most of its results are never reused and they
remain finally hidden in the verbal description of the neu-
rologist’s assessment of a single patient. ASTEP does not
speed up the annotation—it brings another benefit: all the
observed signs remain safely recorded in a searchable
database and thus they are ever ready for further detailed
analysis. The resulting database can be gradually comple-
mented by additional recent cases. It is simple to query the
newly created database on statistical relevance of individual
ictal signs e.g. seizure focus or on specific features of all the
patients with specified symptoms.

Very friendly user interface offered by ASTEP is highly
appreciated by the neurologist responsible for video annota-
tion, because it significantly simplifies systematic annotation of
seizures, storage of unique data as well as their interpretation.
The current content of ASTEP database is expected to grow
during the coming years. But already now it is ready to answer
questions on existence of additional novel complex patterns
characterized by sequences of ictal signs and check for their
occurrence in all our annotated data. This transition from the
separate ictal signs towards their sequences can bring richer
possibilities for diagnosis of epilepsies and non-epileptic sei-
zures and assess their occurrence in respect to timing, duration,
clustering, repetition etc., as well as study their value for
definitive diagnosis. For example, it is commonly assumed that
closed eyes during a seizure point to non-epileptic nature of the
attack. Nevertheless, timing, context (whether it is found dur-
ing automatisms or generalized convulsions is early/late ictal
sign etc.) and sensitivity of this sign are unknown.

Such problems cannot be tackled with the other current
relevant databases, e.g. ACTIVE database (http://www.active-
fp7.eu) storing information about a seizure in the form of a bag
of signs expressed or present in the seizure. Such a represen-
tation can neither provide any claims about duration of the
signs nor distinguish between the seizures where sign A pre-
cedes the sign B and the seizures where B occurs before A.

4 Conclusions

Storing annotations of seizures in the structured database
makes it possible to perform statistical and sequence anal-
ysis repeatedly over ever larger datasets and consequently
obtain more accurate results on elementary signs that can
improve semiological seizure classification. This is very
helpful in searching for already described or newly found
semiological signs and their relation to chosen patients’
characteristic (mainly the diagnosis/localization of the
epileptogenic lesion) which is useful in planning the epi-
lepsy surgery. Moreover, the identified sequences will be

offered for extension of newly created epilepsy and seizure
ontology (EpSO) using a four-dimensional epilepsy classi-
fication system that integrates the latest International League
Against Epilepsy terminology recommendations and
National Institute of Neurological Disorders and Stroke
common data elements [12]. Special attention will be given
to analysis of groups of ictal signs during a seizure and
appropriate machine learning methods will be made avail-
able for that purpose in ASTEP tool.
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Scoring System for the One-Year Mortality
Prediction of Sepsis Patients in Intensive
Care Units

Javier E. García-Gallo, Nelson J. Fonseca-Ruiz,
and John F. Duitama-Muñoz

Abstract
Sepsis is a life-threatening organ dysfunction induced by
a dysregulated host response to infection and carries a
high mortality and morbidity, therefore, after patients are
admitted in an ICU it is necessary to synthesize the large
volume of information that is collected in a value that
represents their condition. Traditional severity of illness
scores seek to be applicable to all patient populations, and
usually assess in-hospital mortality. However, people
who survive sepsis may have permanent organ damage
and eventually suffer from a sepsis-related death. This
study presents the development of a score for the one-year
mortality prediction of the patients that are admitted in an
ICU with a sepsis diagnosis. 5650 ICU admissions
extracted from MIMICIII database were evaluated and
divided into two groups (70% development, 30% valida-
tion). LASSO and SGB variable importance methodolo-
gies were used over the training subset to select the set of
predictors that make up the score. Cut-off points that
divided the cohort into two groups with different risks
were found for each of these variables, and the numeric
data were converted into binary. These predictors were
used in a LR model, and its coefficients were rounded to
the nearest integer, resulting in the point values that make
up the score when multiplied with each binary variable
and summed. Then, the one-year mortality probability
was estimated using the score as the only variable in a LR
model. The score, was evaluated using the validation
subset, obtaining an AUROC of 0.73, which outperforms

the results obtained with three commonly used severity of
illness scores on the same subset.

Keywords
Intensive care unit (ICU) � Least absolute shrinkage and
selection operator (LASSO) � Logistic regression (LR)
Mortality prediction � Sepsis � Severity of illness
Stochastic gradient boosting (SGB)

1 Introduction

More than twenty years ago, sepsis was defined as a sys-
temic inflammatory process in response to an infection; and
from that moment the systemic inflammatory response
syndrome (SIRS) was used together with the presence of
infection to diagnose sepsis [1]. However, advances into the
pathobiology, management, and epidemiology of sepsis led
to the reexamination of the definitions. The most recent
consensus, held in 2016, suggests that Sepsis should be
defined as life-threatening organ dysfunction caused by a
dysregulated host response to infection. Organ dysfunction
can be represented by an increase in the Sequential Organ
Failure Assessment (SOFA) score of 2 points or more [2].
The consensus also evaluated which clinical criteria best
identified infected patients most likely to have sepsis. The
evaluated criteria were: SOFA, Logistic Organ Dysfunction
System (LODS) and SIRS; In Intensive Care Unit
(ICU) patients with suspected infection, discrimination for
in-hospital mortality with LODS and SOFA were not sta-
tistically different but were statistically greater than that of
SIRS, and since SOFA is better known and simpler than the
LODS, the consensus recommends using SOFA to represent
organ dysfunction [2, 3]. The Consensus also introduced a
new clinical score termed quick Sequential Organ Failure
Assessment (qSOFA) for identification of patients at risk of
sepsis outside the ICU, however, its performance within the
ICU has also been evaluated, and it has been concluded that
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was statistically greater than SIRS [3, 4] criteria but signif-
icantly less than SOFA [3].

Despite advances in care, recent studies suggest that
sepsis remains a major cause of mortality [5], with a high
in-hospital mortality rate ranging from 25 to 30%, besides,
epidemiologic data for sepsis are scarce for low- and
middle-income countries [6], therefore the mortality rate
could be even higher. Moreover, sepsis survivors suffer from
additional morbidities such as higher risk of readmissions,
cardiovascular disease, cognitive impairment and death (one
in six sepsis survivors die in the first year following the
sepsis episode) [7]. For these reason this work presents the
development of a score for the one-year mortality prediction
of the patients that are admitted in an ICU with a sepsis
diagnosis, which could help to identify risk factors during an
ICU stay and lead to a better understanding of the long-term
consequences and events occurring after hospital discharge.

2 Methods

2.1 Data Description

MIMIC-III (Medical Information Mart for Intensive Care) is
a large, single-center database comprising information
relating to patients admitted at the ICUs of Boston’s Beth
Israel Deaconess Medical Center between 2001 and 2012
[8]. MIMIC-III contains data associated with 53,423 distinct
hospital admissions for patients aged 16 years or above; of
which 14,105 admissions with a diagnosis of sepsis
according to the Angus criteria [9] were extracted; of those
admissions 269 admissions were discarded because the ICU
stays were shorter than 24 h, then 4,456 admissions were
descanted because they had less than 70% of the laboratory
measurements listed in Table 1, and 3,730 were disposed of
since they had Less than 70% of routine charted data

presented in Table 2; resulting in a study cohort of 5650
admissions, which was randomly divided into two groups: a
training subset with 70% of the admissions and a validation
subset of 30% of the admissions. The maximum and the
minimum values of the data listed in Tables 1 and 2 during
first 24 h of each ICU stay were calculated as possible items
in the scoring system, beside those candidate predictors, the
following data, related to patient and his stay in the ICU,
were extracted and evaluated:

i. Data taken at the time of ICU admission: Gender, Age.
ii. Comorbidities: Immunosuppressive diseases, Malig-

nancy, Hematologic malignancy, Metastatic cancer,
Heart failure, Pulmonary diseases, Hypothyroidism.

iii. Organ dysfunction: Cardiovascular, Hepatic, Hemato-
logic, Renal, Mechanical Ventilation.

2.2 Score Development

The laboratory measurements and routine charted data
described in the previous section were converted into 40
predictors (maximum and minimum values of each variable),
then two methodologies were implemented over the training
subset, in order to select the set of predictors used to develop
the score; the first one is Least Absolute Shrinkage and
Selection Operator (LASSO), a method that performs both
variable selection and regularization [10]; the second one is
variable importance using Stochastic Gradient Boosting
(SGB), a procedure that indicates the contributions of each
of the predictors to the predictive ability of a SGB model
[11]. SGB is an ensemble methodology based on decision
trees, and the relative contribution of each predictor is based
on the number of times a variable is selected for splitting,
weighted by the squared improvement to the model as a
result of each split, and averaged over all trees [12, 13]. The
impact of each variable is scaled so that the relative
importance of all predictors amounts to 100, higher numbers
represent a greater influence on the output [12]. R software
were used to implement the models; the R-packages used
were caret [14], gbm [15] and glmnet [16]. Unlike LASSO,
the SGB variable importance methodology does not auto-
matically select the predictors, however it indicates which
have a stronger influence on the response; Therefore, it is
possible to select a set of predictors that allow developing a
model that presents a performance similar to the model with
all the predictors. A cutoff point (CP) for the age, and each
of the variables that were selected with both methodologies
(the intersection of LASSO and SGB variable importance
predictors), were obtained; for this a set of values were used
to divide the dataset into two groups, those below the CP and
those above, afterwards the mortality rate of each group were

Table 1 Laboratory measurements variable included in the study

Laboratory measurements Unit

Platelet count 109/L

Bilirubin mg/dL

Creatinine mg/dL

White Blood Cell (WBC) count 103/mm3

Potassium mEq/L

Sodium mEq/L

Bicarbonate mEq/L

Lactate mg/dL

Arterial pH pH

Hematocrit %

Hemoglobin mg/dL
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calculated and the number of admissions in each group were
assessed, Thus, the CP was selected taking into account the
following criteria:

i. The smallest group contains at least 30% of admissions.
ii. The biggest difference between the mortality rates

between the groups.

After the selection of the CP, all predictors were binarized,
for this, a one is assigned to each predictor, if its value is within
the population with a higher mortality rate. Then the binary
data were used in conjunction with the data taken at the time of
ICU admission, the comorbidities and the organ dysfunction
information to develop a logistic regression (LR) model, the
coefficients of that model were rounded to the nearest integer
and used as the point values of the scoring system, when this
point values are multiplied with each binary variable and
summed generate the final score; then, the one-year mortality
probability was estimated using the final score as the only
variable in a LR model. Model discrimination was examined
using the Area under Receiver Operating Characteristic
(AUROC) of the LR model with the final score.

The admissions of the validation subset were divided into
ten equal size groups according to the increasing estimated
probabilities of one-year mortality given by the model, so
that in the first group are those admissions that have the
lowest probabilities of dying, and in the last group are those
admissions with the highest probabilities of dying. For each
group the observed and the estimated number of deaths were
calculated and compared graphically.

3 Results

According to the methodology described in the previous sec-
tion, a score was developed using the rounded coefficients of a
LR model that used the binary form of the predictors of the
LASSO and SGB variable importance intersection, the data
taken at the time of ICU admission and the comorbidities and

organ dysfunction to estimate the one-year mortality. The
scoring system is presented in Table 3.

The final score is a number between 0 and 99 (however
no patient gets the maximum score in our study). Figure 1,
presents the relation between the final score and the pre-
dicted probability of one-year mortality. Observed versus
predicted numbers of deaths were compared graphically
(Fig. 2) within the ten different groups of increasing prob-
ability of one-year mortality. The probability of one-year
mortality on the validation subset was estimated using the
final score as the sole variable in a logistic regression model,
the obtained AUROC was 0.73. To benchmark the scoring
system, the AUROC of SOFA, qSOFA and Oxford Acute
Severity of Illness Score (OASIS) [17] on the validation
subset were calculated. The AUROC values for qSOFA,

Table 2 Routine charted data variables included in the study

Routine charted data Unit

Temperature °C

Heart rate bpm

Arterial blood pressure systolic mmHg

Arterial blood pressure diastolic mmHg

Arterial blood pressure mean mmHg

Urine output mL

Base excess mEq/L

Glucose mg/dL

Peripheral capillary oxygen saturation (SpO2) %

Table 3 Scoring system

Parameter Value Score

Gender Male 2

Age >66 12

Heart rate Max >117 2

Systolic ABP Min <80 3

Systolic ABP Max <142 2

Temperature Min <36.2 1

Temperature Max >37.6 4

Urine output <1041.8 10

Blood urea nitrogen Max >23 4

White Blood Cell Count Min >11.9 3

Potassium Min >3.9 1

Bilirubin Max >0.7 2

Glucose Min <90 5

Hemoglobin Max <10.9 5

Lactate Min >1.4 2

Platelet Count Max <171.4 3

Comorbidities

Hematologic malignancy 4

Metastatic cancer 8

Immunosuppressive diseases 1

Malignancy 4

Heart failure 4

Pulmonary diseases 1

Hypothyroidism 1

Organ dysfunction

Cardiovascular 2

Hematologic 1

Hepatic 2

Renal 2

Mechanical Ventilation 8
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SOFA and OASIS scores on the validation subset were
0.5565, 0.5885 and 0.6317 respectively.

4 Conclusions

The developed score accurately estimated the probability of
one-year mortality in sepsis diagnosed patients. AUROC
analysis shows that the presented score outperforms other
scoring systems, even more, the predictive capacity of the
score is better, in this study, than the SOFA and qSOFA,
that are the scoring systems used for the most recent sepsis
and septic shock consensus [2, 3]. The objective of this
score is to early alert of a worse prognostic, however it is
possible to use the values of the variables listed in Table 3
to develop a non-lineal model for the one-year mortality
prediction of ICU patients diagnosed with sepsis.
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Computerized Cognitive Assessment System
for Dementia Screening Application

Jia-Yun Wu, Sheei-Meei Wang, Kuo-Sheng Cheng, and Pei-Fang Chien

Abstract
The occurrence of dementia is increasing in an aging,
even aged society. According to the previous research
reports, early diagnosis and treatment of dementia may
slow down the progression of illness and reduce the cost
of care-giving. There are several assessment measures
currently applied in clinics, such as Mini-Mental State
Examination (MMSE), Clinical Dementia Rating (CDR),
Cognitive Abilities Screening Instrument (CASI), Mon-
treal Cognitive Assessment (MoCA), etc. However, their
common feature is the need of instructors to guide one
patient at a time. In addition, most of the tests are based
on western culture. In Taiwan area, the hospital visiting
rate of dementia patients is very low. This points out the
problem that the clinical assessments are not often used
for screening. In this study, a game based computerized
measure for assisting the assessment of the suspected
subjects is developed and its efficacy is discussed. The
proposed system is developed and embedded in an
interactive game based on Taiwanese culture theme. This
system can work on Android and Windows platform, and
it includes obtaining the user background and testing
different cognitive domains, including attention, lan-
guage, memory, visuospatial abilities, executive function
and orientation.

Keywords
Dementia screening � Computerized � Cognitive
assessment � Game

1 Introduction

1.1 Background

Dementia is shown to be an age-related disease and becomes
an important issue among elderly population. According to
the world Alzheimer report in 2015, it is revealed that the
rapid growing of population with dementia is about 46.8
million, and in average, there will be one more dementia
case every 3 s [1].

In 2015, the global cost of care for dementia is about 818
billion dollars [1]. This is due to the increases in numbers of
people with dementia and in per person cost [2]. From a
statistical estimation of previous study, the costs for mod-
erate dementia patients were 1.4 times compared to the cost
for mild dementia. Furthermore, for severe dementia, it is
doubled [3]. This implies that the total cost increases sig-
nificantly by the disease severity. Early detection and diag-
nosis of dementia offers a number of benefits that health care
providers can deliver better care to help affected cases and
their family, further more improve those reversible cognitive
impairment condition.

However, according to the population report provided by
National Development Council, Taiwan [4], about 73% of
dementia patients are not diagnosed and treated. It shows the
early detection of dementia among people with an easy
assessment measure is needed and important.

1.2 Cognitive Assessments

General clinical assessments such as Mini-Mental State
Examination (MMSE) [5], Cognitive Abilities Screening
Instrument (CASI) [6] and Montreal Cognitive Assessment
(MoCA) [7] and so on, have been often used.

MMSE and MoCA have different criteria to set cut-off
points for different years or education and age. CASI even
concerns the sex as scoring criteria, for example, cut-off
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point is 63 for male who is under 79 years old and didn’t
receive education, but for female, it is 49. They are usually
applied with paper format and administrated by professional
psychologists.

A comparison for these assessments is listed in Table 1.
Although these tests are validated clinically, they are not
easily employed for general use without appropriate
knowledge.

1.3 Computerization

Personal computer and mobile device applications have been
developed for psychology evaluation recently. They are able
to enhance clinical judgment, reduce testing time, improve
ecological validity, optimize models for treatment planning,
and incorporate new assessment theories [8]. Computerized
assessment is likely to enhance efficiency through rapid
scoring, and novel presentation [9]. According to Finger
et al., computer-administered results also have been found to
have negligible differences in scores compared to
paper-pencil method [10].

Though there are many advantages, computerization
report should not replace the judgement from clinicians [9].
The proper application of computerized assessment will be
the assistant tool for clinicians to judge or interpret [8].

1.4 Serious Game

Tong et al. compared the differences between the traditional
paper-and-pencil cognitive assessments and serious games,
the serious game can be administrate by non-clinicians and
has the advantages of repeatability and more entertainment
to motivate subjects to perform the test [11]. Sea Hero Quest
is a mobile serious game designed to help early diagnosis for
dementia [12]. However, to finish whole game needs much
time. In addition, it focuses on memory and orientation
measures, but not other domains.

As mentioned above, in this study we try to develop a
mobile game which covers general cognitive domains, and
design it with a friendly user interface. We hope it can be

applied as an assistive tool for clinical assessment, or help
general people for self-assessment.

2 Materials and Methods

2.1 Computerized Cognitive Assessment
System

The computerized cognitive assessment system (CCAS) is
proposed and developed according to the general clinical
cognitive assessments as previous mentioned. It includes
obtaining the user basic information, and testing the orien-
tation, attention, calculation, naming, language, memory,
executive function and visuospatial abilities, as the main
domains of the diagnosis criteria.

The game elements in the CCAS are based on Taiwanese
culture. The user interface is designed with big pictures and
buttons, and displays instructions with live leading speaking
[13], to make it more friendly and easier for elder users and
the subjects with illiterate to operate. As shown in Fig. 1, the
form of CCAS is in mobile game, which is played on 13-in.
touch screen in a well illuminated environment for the
experiments.

In CCAS, we set the total score as 100 points. User will
get a score and a corresponding suggestion in the end of the
game. The points are divided into 3 levels: 80–100 describes
that users’ cognitive abilities are normal, 60–79 means users’
cognitive abilities are not bad but they should try to exercise
brain often, and under 59 is for those whose cognitive
abilities probably have impairment or degradation and
should receive treatment.

2.2 Subject Information

The ages of enrolled participants range from 50 to 95 years
old. They are recruited from Tainan Hospital, Ministry of
Health and Welfare with the written informed consent and
IRB approved. Clinical Dementia Rating (CDR) [14] score
is used to classify the participants into 3 groups. Normal
Control (NC) includes the participants whose CDR score is

Table 1 Comparison of different clinical assessment

Test Time Administrator Form

MMSE 10–15 min Yes Paper-and-pencil Health insurance payment condition in Taiwan; Iess sensitive to high
educated patients

MoCA 10–25 min Yes Paper-and-pencil More sensitive to MCI and interesting

CDR 15–20 min Yes Paper-and-pencil Detailed for staging dementia severity

CASI 20–30 min Yes Paper-and-pencil More assessment details on different domains

Sea Hero Quest 75 levels No Mobile game An interesting game with vivid story; Need time to finish all levels
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0; Mild Cognitive Impairment (MCI) is CDR score is 0.5;
Dementia is whose CDR score is 1–2. Exclusion criteria is
the patient who has (1) significant listening or visual dis-
ability, (2) significant hand dysfunction, (3) the diagnosed
mental illness, (4) the addiction to alcohol or medicine, and
(5) CDR score equal to 3 or higher, those who obviously are
unable to understand or follow the instructions.

All the 3 groups are asked to perform the standard cog-
nitive assessment, including Mini-Mental State Examination
(MMSE), Cognitive Abilities Screening Instrument (CASI),
Montreal Cognitive Assessment (MoCA), Activity of Daily
Living Inventory(ADL-I), and also to play the computerized
cognitive assessment system (CCAS) that proposed and
implemented in this study.

2.3 Experimental Design

The flowchart of experimental protocol is designed and
depicted in Fig. 2. The pilot test is set to check the system
primarily. Some part of interface design has been modified
by the users’ feedbacks. Then we conduct clinical trial
including different assessment tools and a questionnaire
about the system, to get at least 50 normal controls and 50
dementia cases, and all of them have to be confirmed by
doctors. For the results we will calculate the cut-off score,
reliability, validity, sensitivity of the system, and do corre-
lation between the system and other tests. Finally, the sta-
tistical results are analyzed and discussed about its
performance.

2.4 Questionnaire

In this study, a brief questionnaire is used to figure out
whether the CCAS is acceptable to be applied for cognitive
assessment. It includes questions about user background
(sex, age, education etc.), whether it is easy for user to use
tablet, how users feel interesting and familiarity to the game
story, user experience of the interface design (typesetting,
color, instruction etc.), and compared to other assessments
whether the CCAS is more interesting, more clear to
understand, and easier to operate on their own. The scale of
each question is 5-point, the more points means the more
user agrees with the statements.

3 Results and Discussion

3.1 Results

The pilot test results are shown in Table 2. We recruited 5
normal cases and 5 dementia cases whose age is ranged from
53 to 89 years old. The value under each cognitive abilities

Fig. 1 An example of the game interface for testing attention and
calculation ability. a Display the question with text and live speaking,
and b guide the user to answer

Fig. 2 Flowchart of experiment
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Table 2 Pilot test results

No. Group Age Orientation Attention Calculation Naming Language Verbal fluency Visuospatial abilities Memory

A Normal 53 1 1 1 1 1 1 1 0.4

B Normal 68 0.8 1 1 0.8 1 1 1 0.2

C Normal 70 1 1 0.8 0.8 1 1 1 0.2

C Normal 78 1 1 0.4 0.8 0.8 0.9 1 0.2

D Normal 85 0.6 0 0.4 0.6 0.2 0.8 1 0

F Dementia 68 0.6 1 1 0.7 1 1 1 0

G Dementia 80 0.8 1 1 0.8 1 0.9 1 0.4

H Dementia 83 0.2 0 0.6 0.6 0 0.8 0 0

I Dementia 84 0 0 0 0.5 0.4 0.8 0 0

J Dementia 89 0.2 0 0 0.6 0.2 0.7 0 0

is the correct rate, which is the ratio of the numbers of
correct answers and total questions. More data will be
reported during conference.

3.2 Discussion

The pilot test results are shown to have good correlation.
The correct rate in dementia group is approximately lower
than in normal group, and it is also age-relative. Case F and
G show the noticed performance, it’s probably because they
are diagnosed as slight Alzheimer’s disease, they may still
keep cognitive ability. As to memory domain, the result
seems not so significant, so we would modify the question
and instruction. The current small data helps us to improve
this system, and we expect the results from clinical trial
would be more complete and reliable.

From subjects’ experience feedback, it showed that they
like this game and think it is interesting, the play-time is
acceptable, and family of some patients even want to obtain
the CCAS that they can play it at home. Generally, the CCAS
is potential.

4 Conclusion

Due to the aging problem of our society, it is an important
issue to deal with the dementia. If the patients can be
diagnosed and treated earlier, not only can slow down the
disease degradation, but also can save more labors and cost
on caregiving. Nowadays, smart phones and tablet are easily
available, so the App-based game assessment is proposed
and developed in this paper for early detection. Based on the
comparison analysis, the proposed system is demonstrated
to be a potential tool for dementia screening.
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Modeling Biological Data Through Dynamic
Bayesian Networks for Oral Squamous Cell
Carcinoma Classification

Konstantina Kourou, Costas Papaloukas, and Dimitrios I. Fotiadis

Abstract
We propose a computational approach for modeling the
progression of Oral Squamous Cell Carcinoma (OSCC)
through Dynamic Bayesian Network (DBN) models.
RNA-Seq transcriptomics data, available from public
functional genomics data repositories, are exploited to
find genes related to disease progression (i.e. recurrence
or no recurrence). Our primary aim is to perform a
computational analysis based on the differentially
expressed genes identified. More specifically, a search
for putative transcription factor binding sites (TFBSs), in
the promoters of the input gene set, as well as an analysis
of the pathways of the suggested transcription factors is
conducted. Activities of transcription factors which are
regulated by upstream signaling cascades are further
discovered. These activities converge in certain nodes,
representing molecules which are potential regulators of
OSCC progression. The resulting gene list is further
exploited for the inference of their causal relationships
and for disease classification in terms of DBN models.
The structure and the parameters of the models are
defined subsequently, revealing the changes in gene-gene
interactions with reference to disease recurrence after
surgery. The objectives of the proposed methodology are
to: (i) accurately estimate OSCC progression, and
(ii) provide better insights into the regulatory mechanisms
of the disease. Moreover, we can conjecture about the

interactions among genes based on the inferred network
models. The proposed approach implies that the resulting
regulatory molecules along with the differentially
expressed genes extracted, can be considered as new
targets, and are candidates for further experimental and in
silico validation.

Keywords
Biological data � Classification � Dynamic Bayesian
Networks � Transcription factors

1 Introduction

One of the most complex and heterogeneous disease with
different subtypes is cancer [1]. The different subtypes of this
multi-parametric disease are characterized by body cells that
proliferate uncontrolled within tissue. The most common
type of Head and Neck Squamous Cell Carcinoma (HNSCC)
is Oral Squamous Cell Carcinoma (OSCC). It mainly occurs
in any part of the oral cavity or oropharynx [2]. Because of
the high mortality rates of the disease, the clinical signifi-
cance of an early detection of a disease recurrence and/or
diagnosis has impelled the researchers to improve the clas-
sification of OSCC samples through the utilization of gene
expression profiles. Gene expression profiling, through high
throughput technologies, enables the simultaneous moni-
toring of the activity of thousands of genes, i.e. their
expression as it changes during the disease progression [3].
The huge amount of experimental data produced by
high-throughput technologies, reveal the importance of
identifying and discovering these genes that may be
co-expressed and may participate in important regulatory
mechanisms. Gene selection from expression profiling
results has been studied widely aiming to identify molecules
that are expressed differentially under certain experimental
conditions [4, 5]. These approaches state the problem of
gene identification which plays a crucial role in disease
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progression, while encompass statistical methods for more
accurate feature identification. Hence, the classification of
cancer samples into distinct subgroups for disease prediction
is related to the detection of highly differential gene
expression profiles. In addition, the amount of such experi-
mental data can be utilized subsequently to provide an
overview of how genes interact with each other, thus
forming a gene network. Analyzing and modeling tran-
scriptomic data in order to identify significant genes and
their structure of the underlying causal network is very
appealing. Moreover, the extraction of transitions between
nodes in biological networks may provide additional insights
for the molecular processes in cancer.

Towards this, several studies in the literature have pre-
sented computational methods for the inference of gene
network models by utilizing different sources of biological
data. Specifically, in [6] a network model has been proposed
for the reconstruction of gene regulatory networks in ovarian
cancer. Different topologies in the resulting networks have
been identified with reference to the regulatory mechanisms
associated with the different types of the disease. Moreover,
similar approaches have been published which employ
Dynamic Bayesian Networks (DBNs) for the inference of
gene regulatory networks [6, 7]. These methods integrate
data from genome wide association studies and implement
DBN algorithms for learning the structure accurately.
A slightly different algorithm has been presented recently in
the literature that scores regulatory interactions between
genes through the use of DBNs [7]. The authors validated
their method in mRNA time series data extracted from breast
cancer samples and identified significant co-expressed genes.

The proposed approach provides a way to systematically
discover and examine the predictive power of genes and
their transcription factors for classifying patients into disease
groups through DBN modeling. Moreover, the presented
workflow is an exemplar of integrating biological informa-
tion with reference to the regulatory mechanisms underlying
the disease progression; hence, new targets for validating
experimental and in silico models can be considered in the
disease management and therapeutic protocols. In compar-
ison with other studies from the literature, the proposed
approach exhibits quite promising results with reference to

the transcription factors of differentially expressed genes
among different phenotypes.

2 Materials and Methods

Figure 1 illustrates the steps followed in the proposed work
aiming to identify an indicative gene set that contributes to
the OSCC progression in terms of disease recurrence.
Transcription factors are discovered based on the identified
differentially expressed genes between patients that have
suffered a disease relapse and those who have not. The
overall proposed gene list is further utilized by a DBN
technique, as presented below, for classifying the disease
progression.

2.1 Transcriptomic Dataset

RNA-Seq-based transcriptomics data available from the
Gene Expression Omnibus (GEO) public functional geno-
mics data repository [8] were utilized. A search query was
applied containing the keywords “gene expression profiling
of OSCC” AND “Homo sapiens”. A total of 33 GEO
datasets in the database were found. These results were
sorted based on the number of samples in each study and the
year of publication. It should be noted that datasets that are
referred to: (i) metastasis, or (ii) treatment or (iii) other than
microarray data (i.e. Single Nucleotide Polymorphism data)
were excluded. Additionally, GEO projects with less than 50
samples in their datasets were also omitted. The sample size
cut-off was explicitly determined concerning the predictive
classification in terms of the selected algorithms [9]. The
final representative dataset selected for further analysis in the
current study was derived based on a thorough user selec-
tion. More specifically, we searched and found this dataset
that had the largest number of samples analyzed in order to
achieve more accurate results. In addition, it should be noted
that only datasets that have been uploaded to GEO with
representative citations were considered during our search.

To this end, GSE85446 series was selected which con-
tains the expression profiling of primary oral cavity

Fig. 1 Workflow of the
proposed computational approach
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squamous cell carcinoma (OSCC) samples. More specifi-
cally, in this project gene expression profiling of 66
HPV-negative OSCC primary tumor was performed to
identify gene expression that is related to disease recurrence
and poor prognosis. This dataset contains the expression
values of 37,662 probes. 13 out of 66 patients were suffered
a disease relapse after surgery, while the remaining ones are
disease free. It should be mentioned that the expression
profiles of 84 OSCC primary tumors from another study that
were combined with the GSE85446 series by the contribu-
tors were removed. Moreover, the expression values of all
samples were transformed in a log base 10 scale and the
processed data were further considered in the proposed
computational workflow.

2.2 Differentially Expressed Genes

Differential expression analysis was performed in the R
Bioconductor environment with the utilization of the Limma
package [10]. Limma has the ability to fit gene-wise linear
models to microarray or RNA-seq data, aiming at perform-
ing differential analysis for gene expression data. Towards
this, two matrices are specified, namely the design and the
contrast matrix. The design matrix provides a representation
of the different samples within the experiment of interest,
while in the contrast matrix all the pair-wise comparisons
among the groups of interest are specified. In our work, we
examine which genes has responded differently at the
follow-up period after surgery in the patients that have suf-
fered a disease relapse with reference to those who have not.
Limma package provides function, namely topTable (),
which summarizes the results of the linear model. Hence,
only the most statistical significant genes are extracted in
terms of calculated p-values and adjusted p-values.

2.3 Transcription Factors

The upstream analysis of the resulting differentially
expressed genes was performed by employing the geneX-
plain [11] comprehensive bioinformatics platform. The
geneXplain platform is a commercial online workbench that
comprises a number of bioinformatics and systems biology
modules. It also facilitates a number of standard analyses
through pre-composed workflows. Upstream analysis is an
approach to analyze gene expression data and indicates the
reason why a certain set of genes has been up- (or down-)
regulated in the disease under study.

In the current work, potential transcription factor binding
sites (TFBSs) were identified in all promoters of the differ-
entially expressed genes identified previously. This was
implemented with the TRANSFAC library [11] of positional

weight matrices (PWMs). Activities of transcription factors
are regulated by upstream signaling cascades. Hence, a
complete upstream analysis was performed including a
search for putative TFBSs in the promoters of the input gene
set. As mentioned above, the input gene table is the list of
the most differentially expressed genes among patients that
had suffered a disease relapse after surgery and those that
had not. Subsequently, the top differentially expressed
genes, which exhibited the lowest p-value, along with the
identified transcription factors are further considered for
assessing their predictive value in OSCC.

2.4 Dynamic Bayesian Network Modeling

The approach of Dynamic Bayesian Networks has been
widely used for the inference of gene regulatory networks
from transcriptomic data; thus, they constitute an appealing
choice for modeling the progression of OSCC by utilizing
gene expression profiling measurements. DBNs are an
extension of Bayesian Networks (BNs) which encode the
joint probability distributions over a set of random variables.
They are defined by a graphical structure and a set of
parameters. Therefore, in order to construct a DBN we need
to specify the intra-slice topology (connections within a
slice), the inter-slice topology (connections between two
slices) and the parameters for the first two slices. Our models
were implemented using MATLAB and the Bayes Net
Toolbox [12]. Figure 2 illustrates a simple structure of a
DBN with two time slices (t = 0 and t = 1). Intra and
inter-slice topology can be observed between the variables.

Fig. 2 A simple example of a DBN structure
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3 Results and Discussion

Our primary aim was to detect a limited set of representative
genes and transcription factors that contribute to the OSCC
patient classification.

3.1 Differentially Expressed Genes

A total of 71 genes were identified with a p-value < 0.005.
Small p-value indicates the strong evidence regarding the
null hypothesis (no differential expression between genes).
In order to select the most representative ones, we further
picked the top ten genes (those with a p-value < 0.005), that
showed significant changes in their expressions between
relapsers and no-relapsers. These genes exhibited also the
lowest calculated adjusted p-values.

3.2 Transcription Factors

Site search was performed using the TRANSFAC library of
PWMs. The output of this step is a list of PWMs (i.e.
transcription factors) the hits of which are overrepresented in
the submitted gene list (i.e. differentially expressed genes).
For each potential regulatory molecule, the Score [11], and
Z-score [11] were calculated and the results were filtered by
Z-Score > 1.0 and Score > 0.2 to select the statistically
significant transcription factors. Table 1 presents the top

three transcription factors with Z-score > 2.0, as provided by
the platform among the total number of identified tran-
scription factors, along with an indicative description.

3.3 Modeling OSCC Through DBNs

In order to estimate the performance of our predictive
methodology, the leave-one-out cross validation technique
was employed. Based on the fact that our dataset is char-
acterized by a limited number of samples, this technique is
well suited for the assessment of our predictive models. As
cross validation does not exploit all the data in order to build
a model, it is a widely used method to prevent overfitting
during the training phase [9]. The overall accuracy reported
by our methodology towards the prediction of oral cancer
recurrence is 66.7% and the area under the curve (AUC) is
0.43, which constitutes an accurate result for further inves-
tigation by the medical experts. However, thorough inves-
tigation and biological interpretation by the medical experts
is needed to extract more adequate knowledge, with refer-
ence to the prediction of a possible relapse for a specific
patient. The inferred interactions through the DBN models
were further explored through the NCBI database [13]. From
all the detected interactions, it is worth to note that interac-
tions between the REPS2 gene and the transcription factors
E2F1 and HTm4 should be validated computationally and
experimentally as well.

Table 1 The top three transcription factors that found to regulate the differentially expressed genes along with a brief description

Name Description

MS4A3
(HTm4)

A hematopoietic cell cycle regulator that interacts with CDKN3 and regulates dephosphorylation of CDK2

CDKN3 Cyclin-dependent kinase inhibitor 3, plays a role in G1-S transition of mitosis, cell proliferation, and cell migration,
upregulated in hepatocellular and breast cancers

E2F1 Binds to DNA, regulates neurogenesis, aberrant expression is associated with Alzheimer disease associated with Down
syndrome, breast and several neoplasms
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4 Conclusions

Concerning the steps followed in the proposed methodology,
the structure and parameters between the differentially
expressed genes and their transcription factors within the
first time slice and across the first and the second time slice
were inferred, in terms of DBN models. Subsequently, we
were able to conjecture about the causal relationships among
genes within the same time-slice and between consecutive
time-slices. Moreover, the mapping of these interactions to
known and verified pathways that have been found in the
literature to be associated with the disease progression could
provide better insights into its underlying molecular pro-
cesses. In a future work, the enrichment of our dataset with
more experimental data, either from GEO or other published
studies, would lead to more reliable predictions.
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A Process Modelling and Analytic Hierarchy
Process Approach to Investigate
the Potential of the IoT in Health Services

K. Tsiounia, N. G. Dimitrioglou, D. Kardaras, and S. G. Barbounaki

Abstract
E-health’s ultimate vision is to empower stakeholders,
such as patients, families and societies to engage in the
decision-making and management of their own health
status. The proliferation of the Internet of Things (IoT) is
expected to change the way that health services are
designed, implemented and delivered. However, little
research has been done to investigate the IoT potential in
the health sector. The IoT represents a significant
technological field with enormous implications for both
patients and health organizations. This paper combines
process modelling and the Analytic Hierarchy Process
(AHP) multicriteria analysis method in order to investi-
gate and assess the potential of the IoT in health services
quality. First, this paper, utilizes process modelling in
order to capture the workflow of delivering health
services to patients. It suggests that workflow modelling
provides the conceptual foundation for the systematic
consideration of the opportunities stemming from the IoT
deployment. Further, this paper utilizes the AHP, in order
to measure the potential of the IoT opportunities that can
be identified along the workflow, in terms of its
contribution to health services quality. An AHP ques-
tionnaire was structured and data were collected and
analyzed from a group of health care experts. The results
advocate the wide use of IoT in health services and argue
for the applicability of the suggested approach as a means
for medical organizations to design and deliver quality
health services.

Keywords
Internet of Things � Multicriteria analysis
Process modeling � E-health � Health service

1 Introduction

It is widely cited that the healthcare industry is under-going
fundamental changes. Health care companies took steps to
prove their integrity, high quality of care, and
cost-effectiveness of their methods. E-health has played a
significant role in this transformation. However, it should not
focus merely on these aspects. Currently, patients are con-
cerned more often with their personal well-being decisions,
which indicate a shift from curing medical problems to
preventing health problems. E-health can empower
stake-holders, such as patients, families and societies to
engage in the decision-making and management of their own
health status. Therefore, it is urgent for the healthcare
industry to develop advanced and practical health-related
technologies and services. To this end, the proliferation of
the Internet of Things (hereinafter IoT) is expected to change
the way that health services are designed, implemented and
delivered.

As a promising paradigm, IoT has gained vital attention
during the past decade. IoT realization of the IoT concept is
possible through integration of several enabling technolo-
gies, such as Radio Frequency IDentification (RFID) sys-
tems, Wireless Sensor Networks (WSN), middle-ware, cloud
computing and IoT application software [1]. Currently, the
IoT is penetrating a wide range of industries including
manufacturing, logistics, transportation, maritime and
healthcare [2, 3]. The benefits of the IoT implementation in
the healthcare domain can be grouped in three categories:
(i) tracking of objects and people (medical team, staff, and
patients), (ii) identification and authentication of people and
(iii) automatic data collection and sensing [3]. However, the
use of IoT in the healthcare domain involves extra data
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transfer cost, and thus, novel metrics and methods have to be
introduced maximizing the capabilities [4]. The rapid
development of modern information and communication
technologies can contribute in IoT application in a more
widespread and efficient way by resolving significant chal-
lenges. In particular, specific issues to be considered are the
interoperability among interconnected devise, the degree of
smartness, as well as the security and privacy of the users’
data [5].

The potential of IoT in hospital industry is expected to be
of paramount importance for both the patients and the health
service providers. In particular, the implementation of IoT in
such asset-intensive and extremely information-intensive
environments, emerges plentiful possibilities and potential
outcomes. For instance, the medical equipment and related
health care objects can be connected and monitored in order
to achieve numerous benefits. However, little research has
been done to investigate the IoT potential in a hospital
environment until now. This paper aims to propose an
evaluation model by combining process modelling and the
Analytic Hierarchy Process (AHP) multicriteria analysis
method. It is suggested that workflow modelling provides
the conceptual foundation for the systematic consideration of
the opportunities stemming from the IoT deployment. By
identifying these opportunities along the workflow, the AHP
is utilized, in order to measure the potential in terms of its
contribution to health services quality.

2 Method

Figure 1 shows the steps of the methodology adopted for the
evaluation the IoT potential in health services. A process
modeling is firstly performed in order to identify tasks and
information flow. Key Performance Indicators (KPIs) are
identified to evaluate the process. By monitoring and
improving the KPIs, an organization can improve its total
performance and finally achieve goals. The KPIs are defined
so that they firstly reflect the health services quality and
subsequently they are refined at the process level so that they
reflect the process performance. The definition and stan-
dardization of KPIs regarding a process is not an easy task,
and thus, in depth knowledge of the industry particularity is
necessary.

Based on the KPIs, the AHP model is constructed.
The AHP model is used to compare and contrast the current
process with an IoT based process. Both criteria and alter-
natives are used to establish the AHP hierarchy. Experts with
many years of experience in healthcare are eligible to eval-
uate the relevant importance of the criteria and relevant
preference of the alternatives. The data are collected and
analyzed in order to draw conclusions. Particularly, the
AS-IS and the IoT based processes are compared according

to the AHP model considered in this study. The final rank-
ings reveal the potential of the IoT, in terms of its contri-
bution to the health services quality. Furthermore, the AHP
model analysis is utilized to measure the contribution of the
IoT to the process performance. “Time to complete admit-
tance” and “Diagnosis accuracy” are chosen as two impor-
tant performance indicators. To estimate the KPIs’ values,
simulations were conducted for five scenarios using ADO-
NIS. The Time to complete admittance is the summation of
times of each task that are estimated through observations.
Due to great dependence on the surgery type [6], a mean
surgical time of 2.7 h was taken granted for every scenario.
The values of diagnosis accuracy are drilled through hospital
data. The geometric mean of the results is calculated and
used for the AS-IS process’ performance respectively. The
IoT based process performance is measured by quantifying
experts’ judgments.

For the purposes of this study, a service to admit patient,
operate a surgery and provide medical treatment is chosen as
a case of study. The steps for initiating a patient’s operating
procedure with potential problems are represented in
Table 1. The five dimensions of health service quality,
aiming to measure patient’s satisfaction [7] are: tangibility,

Fig. 1 The proposed methodology for the evaluation the IoT potential
in health services
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reliability, responsiveness, assurance and, empathy. In par-
ticular, an excellent health services hospital has up-to-date
facilities (buildings, equipment, X-ray department, labora-
tories, etc.). It is reliable by acting proactively, providing its
services on time and being precise regarding the schedule of
operations, treatment etc. Moreover, the personnel in an
excellent hospital gives prompt service to patients (ap-
pointments, advice, etc.) and is always willing to help
patients.

For a surgery process, tangibility, reliability, respon-
siveness, time to complete admittance and diagnosis accu-
racy are chosen as criteria. Tangibility is an important
dimension, since IoT concept is based on the idea where
objects store, process and communicate information. For
instance, the surgery equipment can be monitored and the
availability of any room (operating, surgery, recovery, ICU)
can be checked.

Responsiveness and reliability can be accomplished by
tracking the hospital personnel (staff, medical team, anes-
thesiologist, surgical team), as well as the patient. Cus-
tomized services, on time operations and treatments can be
achieved by these actions. Furthermore, lack of data in
medical records could be crucial in diagnosis accuracy.
Delay to fill in documents or errors could be prevented by
transmitting personal medical data from a smart watch or a
mobile application. The criteria reliability and responsive-
ness are expanded to drill down to a lower level of details.
The sub-criteria are validated by in-depth interviews with
two experienced hospital managers.

2.1 Process Modeling

Figure 2 illustrates the flowchart of a surgery procedure.
Depending on the added value, the tasks can be grouped in

three categories: (i) tasks that create value for the
client-patient (ii) tasks that are necessary for the service
delivery, although value is not created, and (iii) tasks that do
not create any value and should be removed from the pro-
cess. IoT can assist in removing of unnecessary tasks or
improving the necessary and added-value tasks. For
instance, sanitation of the surgical room is a necessary
procedure, however, it does not create value for the patient.
In this case, IoT implementation can potentially contribute to
the process performance and health service quality. Fur-
thermore, the patient’s medical file filling procedure can
negatively impact the time to complete admittance or the
diagnosis accuracy due to delay or incorrect filling
respectively.

2.2 Analytical Hierarchy Process

The AHP is utilized to capture medical experts’ opinions and
to quantify the relevant importance of IoT implementation in
a surgery procedure. Saaty’s nine point scale is used and
preferences between alternatives are given as equally,
moderately, strongly, very strongly, or extremely preferred.
The pairwise comparisons can be represented as:

A ¼ aij
� � ¼

1
1=a12
..
.

1=a1n

a12
1

� � � a1n
a2n

..

. . .
. ..

.

1=a2n � � � 1

2

6664

3

7775
; ð1Þ

where aij represents the value that experts compare the cri-
terion i with the criterion j. The relative weights of the cri-
teria in this matrix are estimated by comparing the priority of
the criteria. Therefore, the eigenvalues and eigenvectors are
estimated using the following equation:

Table 1 Steps of a surgery procedure with potential problems

Procedure steps Potential problems

Patient pre-admission Delay to fill in documents. Lack of data in medical records and health insurance information

Patient transfer to the operating
room

Unavailability of operating rooms. Late delivery of the required pre-operational medical check-ups from
the appropriate departments

Patient transfer into the surgical
room

Late update to complete the previous process, Delay of a cleaning team to sanitize the operating room
from previous procedures

Anesthesia Anesthesiologist’s unavailability, Malfunctions in the anesthetic gas supply system

Performing surgical procedure Unavailability of surgical rooms, Insufficient number and proper specialization of staff, Lack of resources,
medical tools, equipment

Transfer patient to recuperate Lack of coordination between surgery and recuperation, Lack of stretcher bearer

Stay on recuperation until full
recovery

Post-operative complications requiring re-introduction of the patient, Problems of patient’s recovery that
prolong their time in the room

Patient transfer to a room or ICU
if required

Inadequate bed allocation for patient hospitalization, Delay of transfer
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A � w ¼ kmax � w; ð2Þ
where w is the eigenvector of the matrix A, and kmax is the
largest eigenvalue of the matrix A.

The reliability of judgments is tested by calculating the
Consistency Index (CI) and the Consistency Ratio (CR) that
are respectively defined as:

CI ¼ kmax � n

n� 1
; ð3Þ

CR ¼ CI

RI
; ð4Þ

where n is the number of criteria being compared in this
matrix, and RI is the Random Index.

3 Results

One-to-one interviews were conducted for the purposes of
this research during December, 2017. Each interviewer was
informed beforehand of the research object and the interview
duration. Six medical experts were invited to evaluate the
potential of IoT in healthcare. The reliability of the judg-
ments was examined by calculating the CR of each matrix.
The total number of questionnaires submitted was eight.
However, the final results were extracted from five

questionnaires, as these only fulfilled the requirement of
consistency (CR < 0,1).

Figure 3 illustrates the AHP model and the related
weights. With respect to the hierarchy, the weights of each
criterion and sub-criterion are represented in Table 2.
Diagnosis accuracy is by far the most important criterion, in
terms of its contribution to the health services quality.
Reliability and Time to complete admittance ranked second
and third respectively. From reliability perspective, cus-
tomization is the most crucial factor, while helping patients
is the most important criterion from responsiveness
perspective.

The rankings per criterion and final ranking of the alter-
natives are represented in Table 3. The results reveal that
IoT based process is the most preferable by far in terms of its
contribution to the health services quality. Moreover, IoT
based process is much better in respect to each criterion
compare to the current process.

Simulations were conducted for five different scenarios.
The geometric mean of Time to complete admittance
(T) was estimated 4.2 h for AS-IS process, while the geo-
metric mean of Diagnosis Accuracy (DA) was estimated
89%. The range used to quantify experts’ judgments was
3.4 h � T � 5.0 h. Process performance regarding the
KPIs are represented in Table 4. One can observe that the
IoT based process’ performance in respect to T and DA is

Fig. 2 Flowchart of a surgery procedure

384 K. Tsiounia et al.



Fig. 3 Analytical hierarchy model

Table 2 Weights of criteria and sub-criteria

Criteria Weight Rank Sub-criteria Weight Rank

Reliability 0.172 2

Act proactively 0.040 3

Surgery 0.032 5

Medical exams 0.020 7

Treatment 0.032 4

Customization 0.048 1

Tangibility 0.063 5

Time Adm 0.105 3

DA 0.561 1

Responsiveness 0.098 4

Appointments 0.020 8

Return calls 0.010 9

Advice 0.021 6

Help 0.047 2
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higher in both cases. The results reveal that the use of IoT
decreases the T by 0.36 h and increases the DA by 2%.

4 Conclusions

This paper combines process modelling and the AHP mul-
ticriteria analysis method in order to investigate and assess
the potential of the IoT in health services quality. The aim of
this study was to propose a methodology to evaluate the
potential of IoT application in health service procedure in
respect to perceived quality and at the same time quantify the
process performance. The KPIs were defined regarding
service quality and were refined at the process level.

The results advocate the wide use of IoT in health ser-
vices and argue for the applicability of the suggested
approach as a means for medical organizations to design and
deliver quality health services. IoT based process is the most
preferable in terms of its contribution to the health services
quality. Furthermore, IoT implementation has the potential
to improve service’s quality by enhancing the reliability, the
responsiveness and the tangibility of the delivered service, as
well as, by ameliorating the diagnosis accuracy and time to
complete admittance. Furthermore, the results reveal that the
use of IoT have a positive impact on the performance of the
process in respect of two KPIs, e.g. Diagnosis accuracy and
Time to complete admittance. It is proposed that the com-
prehensiveness of KPIs have to be validated in other pro-
cesses (checkup, hospitalization, etc.).

Conflicts of Interest The authors declare that they have no conflict of
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Table 3 Ranking per criterion and final ranking

Criterion AS-IS IoT
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Time Adm 0.192 0.020 0.808 0.085

DA 0.205 0.115 0.795 0.446

Responsiveness 0.273 0.027 0.727 0.071
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Table 4 Process performance regarding T and DA

Expert T (h) Difference DA (%) Difference (%)

1 3.6 −0.6 91 +2
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3 4.0 −0.2 92 +3
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A Virtual CPR (Cardio-Pulmonary
Resuscitation) Learning System Using
Motion Capture Device

Yasushi Yamauchi and Tae Hayashida

Abstract
The general content of CPR (Cardio-Pulmonary Resus-
citation) includes chest compression and electrical shock
by an AED (Automated External Defibrillator). In order
to disperse CPR, we have developed a virtual CPR
learning system that includes patient, an AED and chest
compression simulation. Our virtual CPR is implemented
using Unity 5.4.1 game engine and a Leap Motion motion
capture device. The trainee can move ‘virtual’ hand to
operate ‘virtual’ AED and compress chest. Our CPR
scenarios include the phases of booting the AED, pasting
electrode pads on appropriate position of the virtual
patient’s chest, waiting for ECG analysis, electrical shock
and chest compression. In the phase of chest compression,
Leap Motion detect the position of trainee’s hand while
he/she repeatedly compresses chest of virtual patient.
Then the system evaluates the position, depth and tempo
of the compression. If the compression is insufficient, the
system visually alerts it to the trainee. Our evaluation
revealed that we have succeeded to implement three
scenarios of CPR, and that the mismatch of hand-eye
coordinate may affect the performance of learning CPR.

Keywords
Cardio-Pulmonary Resuscitation � AED � Motion
capture

1 CPR Training for Non-medical Persons

CPR (Cardio-Pulmonary Resuscitation) is a medical proce-
dure to rescue patients who have cardiopulmonary arrest. It
includes consciousness confirmation, chest compression,
artificial respiration and electrical shock by an AED.

AED (Automated External Defibrillator) is a medical
device that treats ventricular fibrillation (VF) using electrical
shocks. In 2014, cumulative shipments of AED in Japan
have exceeded half-million. Japan and other countries have
permitted non-medical persons to use AEDs in emergency.
Besides, earlier use of CPR is important to save patient’s
life. However, only 31.7% of adults answered that they
could use AED when they see persons of sudden illness or
injury [1]. One-in-four (27.3%) answered that they could
chest compression in the same situation. In contrast, this
survey revealed that 65.8% want to learn how to CPR that
includes AED.

Life-saving course is an official and common opportunity
of learning CPR for non-medical persons in Japan. The
trainees must visit fire departments, and at least spend 3 h to
learn. The trainers (mostly emergency lifeguards) use an
AED trainer, combined with a patient simulator equipped
with several sensors and actuators. The high price of training
equipment (e.g. 1,000USD for an AED trainer and
4,000USD for a patient simulator) and limited professional
trainers are the main cause of insufficient learning opportu-
nity of CPR.

To fill the needs of learning CPR of non-medical persons,
we have decided to develop a low-cost virtual CPR learning
system that includes AED and chest compression simulation.
This system can be used for self-learning at home, school
and office using their own computers.

2 Hand Motion Capture Device for Simulator

The key points for successful CPR are proper ‘actions’ as
well as ‘decision making’ of rescuers. Most of the CPR
operations, including chest compression, are performed with
fingers and palms. For example, according to the American
Heart Association (AHA) Guideline 2015 [2], untrained lay
rescuers “should continue compression-only CPR” and the
characteristics of chest compression include position, rate
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and depth. In use of an AED, two electrode pads should be
pasted on appropriate positions on the patient’s chest.

We chose Leap Motion (Leap Motion, Inc.) as a motion
capture device specialized in fingers and hands motion
capturing. The Leap Motion can acquire the movement of
the user’s palm and fingers by holding the user’s hand over
Leap Motion. Its field of view is approximately 135° with 8
cubic feet of 3D space, and sufficient for hand motion in
CPR. The cost of Leap Motion is lower ($69) than existing
AED trainer.

3 CPR Training Scenarios

3.1 Reference AED Trainer

To determine training scenarios of our system, we investi-
gated an existing AED trainer (TRN-2100, Nihon Kohden
Corporation) as a reference (Fig. 1). TRN-2100 is equivalent
to the real AED (AED-2100, Nihon Kohden Corporation),
except that it has no defibrillation function.

As real AEDs, TRN-2100 has function of artificial voice
announcement to urge rescuers to perform the next action.
Although the AED trainer is widely used for CPR training
courses, the AED trainer itself is intended for use with
healthcare provider, not for self-education.

3.2 CPR Scenarios

The TRN-2100 has five scenarios (No. 1–5) of CPR
including AED operation. Among them, we have selected
and implemented three scenarios (No. 1, 4 and 5), that are
more common than the others are. To start the system,
trainee touches the start button by virtual hand. Then, one of
the three scenarios is selected randomly.

4 Implementation of Virtual CPR Learning
System

4.1 System Development Environment

We develop virtual CPR learning system using Unity 5.4.1f1
as implementation software of virtual CPR behaviors and
Leap Motion Orion 3.1.3+41910 as the operation device.
The computer specifications are as follows: Windows 8.1
Pro 64-bit as the operating software, Intel(R) Core(TM)
i7-4790 CPU @ 3.60 GHz (8 CPUs) as the CPU, NVIDIA
GeForce GTX 750 Ti as the GPU. A text-to-speech software
VOICEROID + Tamiyasu Tomoe EX is used to generate
voice announcements.

Figure 2 shows a scene of use of our learning system.
A trainee moves his/her hand over the Leap Motion.
A ‘virtual’ hand, shown as a skeleton hand, appears in the
simulator and moves as the real hand moves. The trainee
hears the announcements of usage by a headphone.

4.2 Simulated Procedure of AED Usage

Figure 3 shows a simulated procedure of AED usage, as #1
to 4, 6 and 7 in Table 1.

Figure 3a is the initial situation. The trainee activates the
AED, and ‘undress’ the patient by touching the AED and the
clothes (Fig. 3b). The trainee removes the electrode pads
from the AED and pastes them on the patient (Fig. 3c). After
the ECG analysis, the trainee presses the button to do elec-
tronic shock, if necessary.

4.3 Tutorials

In actual life-saving course, professional trainers make
practical guidance for trainee. The tutorials of our system are
equal to the scenarios shown in Table 1, but give additional
guidance for trainees by voice, text and visual emphasis to

Fig. 1 The reference of our learning system: A CPR patient simulator
(Little Anne® CPR Training Manikin, Laerdal, left) and an AED trainer
(TRN-2100, Nihon Kohden, right)

CPR simulator

Leap Motion

Fig. 2 A scene of use of the CPR learning system
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help self-learning. Figure 3d shows an example of tutorials
in pasting left electrode. A correct position of the pad is
spotlighted, and an explanatory text is shown above the
objects.

4.4 Simulated Procedure of Chest Compression

We implemented chest compression simulation with the aid
of 3D motion capture of the Leap Motion (Fig. 4). Adequate
conditions for chest compression for adult, recommended by
the AHA guideline, are as follows:

1. Compression rate: 100–120/min
2. Compression depth: at least 5 cm, but not greater than

6 cm
3. Hand placement: two hands on the lower half of the

breastbone.

The trainee adjusts the virtual hand on the lower half of
the breastbone and moves the hand up and down. The hand
depth from the surface of the patient is shown as the length
of a red bar. When the hand placement and motion do not
fulfill the above recommendation, the system alerts the
trainee to it by a text.

(a) Initial situation (b) Undressing patient and activate the AED

(c) Pasting two electrode pads (d) Tutorial(pad position)

Fig. 3 A simulated procedure
AED usage by the learning
system

Table 1 Three scenarios for virtual CPR learning system

Phase # Scenario No. 1 Scenario No. 4 Scenario No. 5

1. Turn on AED object by virtual hand, start announcement of the way to use AED

2. Following the announcement, touch the clothes of human model to remove it.
After, paste electrode pads by virtual hand

3. First ECG analysis

4. Shock is not necessary Press the button to do electronic shock.

5. Chest compression (2 min)

6. Second ECG analysis

7. Shock is not necessary ECG analysis is failed

8. Chest compression (2 min)
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5 Usability Evaluation

To confirm the functionality of our CPR learning system and
clarify the issues to be solved, we performed usability
evaluation test. Ten non-medical subjects of 20 s have
involved the evaluation. All subjects have already experi-
enced an AED training once, as a part of driving license
education in Japan. Subjects are asked to perform the sce-
nario no. 4 and its tutorial, excluding chest compression.
Behavioral analysis has been done by measuring time for
each task. Subjects are also asked to fill a questionnaire.

Figure 5 shows the average task time for tutorial and
training task. The average total time exceeded 6 min. The
average time of training was longer than that of tutorial, but
the difference was not statistically significant (paired t-test,
p > 0.05).

Results of questionnaire (Table 2) suggested that the
subjects had favorable response for our CPR learning system
but felt difficult to manipulate Leap Motion.

6 Discussion

We have succeeded to implement three scenarios of CPR,
including AED manipulation and chest compression. We
also prepared tutorials to help self-learning instead of pro-
fessional trainers. Task time analysis showed no difference
of completion time between the tutorial and the following
training. We assume that the trainee properly learnt by the
tutorial and performed training correctly without additional
guidance.

The most likely cause of the difficult manipulation of the
Leap Motion is the mismatch of hand-eye coordinates. The
Leap Motion is laid horizontally on the table, and when the
subject moves his/her hand up and down, the virtual hand
moves back and forth. Rearranging the setup of the Leap
Motion and the monitor, using HMD, or additional tutorial
will help solving this problem.

Some CPR professionals argue that the force feedback is
strong in chest compression. It is important that the trainee
knows about it. However, in the AHA guideline, there is no
quantitative recommendation for its force. The rate, depth
and hand placement, all that we have implemented, have
higher priority in the CPR.

Conflicts of Interest The authors declare that they have no conflict of
interest.

Fig. 4 Chest compression simulation. Left: the trainee adjusts the hand position and move it up and down. Right: system alerts by the text ‘Fast’,
as the compression rate exceeds 120/min

Fig. 5 Result of task time anal-
ysis. Pad placement times are
shown by dashed squares

Table 2 Results of questionnaire for difficulty level (# of subjects)

Difficulty Very
hard

Hard Moderate Easy Very
easy

CPR learning
system

0 0 3 6 0

Leap motion 1 8 0 0 0

390 Y. Yamauchi and T. Hayashida



References

1. Tokyo Fire Department: Opinion survey about rescue and disasters,
http://www.tfd.metro.tokyo.jp/ [Japanese], last accessed 2017/1/20.

2. American Heart Association: Guidelines for CPR & Emergency
Cardiovascular Care, https://eccguidelines.heart.org/, last accessed
2018/1/31.

A Virtual CPR (Cardio-Pulmonary Resuscitation) Learning System … 391

http://www.tfd.metro.tokyo.jp/
https://eccguidelines.heart.org/


Usability of Electronic Patient Records
for Assessment and Care Planning in Nursing
Homes

Kate Shiells , Iva Holmerová , and Olga Štěpánková

Abstract
Nursing homes are more frequently turning to the elec-
tronic patient record (EPR) to manage documentation.
Potential benefits associated with EPR include the storage
of longitudinal information, interoperability, and improved
documentation quality. However, the uptake of EPR in
nursing homes has varied considerably across countries,
which has been associated with the incompatibility of some
EPR systems with this environment. Furthermore, the
suitability of EPR for planning dementia care is largely
unknown. This study aims to produce recommendations for
the future development of EPR systems for use in the
assessment and care planning for people with dementia in
nursing homes. Case studies of four nursing homes using
EPR inBelgium, CzechRepublic, Spain and theUKwill be
conducted. There are two elements to the study: (i) the
contextual inquiry method will be employed to explore
usability issues with different types of end users. Data will
be analysed using qualitative content analysis; (ii) the
electronic care plan used in each of the homes will be
compared with best practice guidelines for dementia care
planning in order to explore the extent to which they
include aspects of care that are relevant for people with
dementia. Primary data collection will be ongoing through-
out 2018, and results will form the basis of recommenda-
tions for future EPR development. It is expected that results
will lead to improved design of EPR for use in nursing
homes, specifically in the assessment and care planning for
people with dementia.

Keywords
Dementia care � Electronic patient record
Nursing home

1 Background

It is estimated that there are currently 47 million people living
with dementia worldwide [1]. Despite a growing awareness of
the ‘physical environment as a component of care’ [2], the
progressive nature of dementia, worsening of co-morbidities,
and carer-breakdown [3] have meant that people with
dementia are still likely to spend time in a nursing home as
they pass through the continuum of care [4].

Alzheimer’s Disease International describe four main
‘apparatus’ of long-term care, the first of which being the,
‘assessment and evaluation of social and health care status,
resulting in explicit care plans’ [5]. However, although
documentation plays an important role in the care of people
with dementia in nursing homes [6], increased regulatory
pressures [7] have meant completing documentation has
become one of the most time-consuming activities for staff
[8]. As a result, nursing homes are more frequently turning
to electronic solutions, such as the electronic patient record
(EPR), to manage the process of documentation.

Despite the envisaged benefits of EPR as a health infor-
mation technology (HIT), several systematic reviews
exploring the impact of electronic documentation systems
have found numerous incompatibilities with the nursing
home environment [9–11]. These incompatibilities have
been linked with a lack of research investigating the usability
of electronic documentation systems from the end-user’s
perspective [12], with clinicians reporting a lack of
involvement in the design of systems [13]. An understanding
of the ways in which EPR systems facilitate or create bar-
riers for end users to carry out their work in nursing homes is
thus crucial in order for developers to modify and improve
EPR technology for this specific environment [14].
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This paper describes the protocol for a study exploring
usability issues associated with EPR systems for use in the
assessment and care planning for people with dementia in
nursing homes. The study is part of a broader European
project entitled ‘Interdisciplinary Network for Dementia
using Current Technology’ (INDUCT). We begin by intro-
ducing the research objective and research questions, and
subsequently suggest a methodology for addressing these
questions.

2 Research Objectives

The overarching aim of this study is to produce recom-
mendations for the future development of electronic docu-
mentation systems for use in the assessment and care
planning of people with dementia living in nursing homes.

The following research questions will be addressed as
part of this study:

• Which types of devices and software are used by nursing
homes for assessment and care planning in Belgium,
Czech Republic, Spain and the United Kingdom? Which
types of information do the systems capture?

• What are the usability issues associated with the elec-
tronic patient record system for assessment and care
planning for people with dementia in nursing homes?
What are the suggested modifications?

• What are the contextual conditions of the nursing home
in which the electronic patient record system has been
introduced? What is the impact of these contextual con-
ditions on usability?

• What are the best practice guidelines for care planning
for people with dementia that should be captured by the
care plan? To what extent are the electronic patient
records used by nursing homes capturing this
information?

3 Study Design and Methods of Data
Collection and Analysis

3.1 Study Design

This study uses an exploratory, qualitative research design
with a case study approach in order to examine usability
issues associated with EPR from the staff perspective, as
well as the contextual conditions of the nursing home in
which the EPR has been implemented.

3.2 Data Collection

For the purposes of this study, the contextual inquiry
(CI) method will be employed. CI is based on the premise
that understanding exactly who users are and how they work
is implicit in effective design [15]. Therefore, the CI method
frequently involves combining interviews and observations
of users within their natural environments [16].

An initial interview will be carried out in order for the
researcher to grasp an understanding of contextual factors,
such as number of hours of training with the EPR system,
and availability of technology. This will be followed by an
observational interview with a defined task, and a follow-up
interview to allow the participant to expand on any issues
discussed during the task. During observations, each par-
ticipant will be observed recording assessment and care
planning documentation for one resident with dementia and
asked to use the ‘think aloud’ method to describe compo-
nents of the EPR system that are facilitating or hindering the
task.

A list of problem statements developed prior to data
collection will be referred to during the observations and
follow-up interviews [17]. These problem statements have
been developed from evidence collated from an earlier lit-
erature review carried out by the lead researcher exploring
the ways in which EPR systems are facilitating or hindering
assessment and care planning in nursing homes, and from a
scoping review of the literature on best practice for care
planning for dementia. An example of a problem statement
is: ‘do forms use standardised nursing terminology?’. Each
problem statement also corresponds to a ‘structural quality
component’ (organizational support, hardware, software,
functionality) as listed in the Health Information Technology
Research-based Evaluation Framework (HITREF) [18].

3.3 Sampling and Inclusion Criteria

According to research carried out by Nielsen and Landauer
[19], the testing of 8–10 participants will identify at least
80% of usability issues. However, they recommend that with
distinct groups of users, 3–4 participants from each group is
sufficient. There are three foreseen groups of participants
within the nursing home (managers, nurses and care assis-
tants). Therefore, observations and interviews will be carried
out with a minimum of 9–12 staff members from the nursing
home. Transcripts will also be analysed for data saturation
(i.e. until new codes are no longer emerging), and if not
reached, the sample size will be increased and additional
interviews will be conducted.
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Individuals will be selected if they: (i) are a permanent
member of staff who manages or provides care to residents;
(ii) are involved in completing assessment and care planning
documentation; (iii) have worked in the nursing home for at
least 6 months; (iv) have been trained in how to use the
electronic documentation system, and; (v) have been using
the electronic documentation system for at least 6 months.

3.4 Data Analysis

Recorded interviews will be transcribed and translated by an
external transcriber and translator. Transcripts will be
de-identified and coded by the lead researcher using NVivo.
Contextual data (e.g. length of time working with the sys-
tem) will be grouped into categories and displayed
quantitatively.

Qualitative content analysis will be employed to analyse
qualitative data. More specifically, empirical post hoc coding
will be used. This refers to the creation of codes that are not
predefined, and rather ‘emerge through the exploration of
data’ [20]. Commonalities across the data will be explored,
and codes will then be grouped into overarching, a priori
themes, which correspond to the structural quality compo-
nents specified by the HITREF [18].

4 Ethical Issues

4.1 Assessment and Management of Risk

Any risks of harm involved in participation for this group are
low. However, before data collection begins, participants will
be informed that they can withdraw from the study at any
time. There are ethical considerations in relation to ensuring
anonymity of participants who could potentially be identified
due to the small sample size. This may mean some partici-
pants may be reluctant to discuss any negative aspects during
the interviews. In order to reduce this risk, demographic data
will not be collected, except for in relation to: (i) role
(ii) length of time using the electronic documentation system.

Furthermore, there are ethical considerations in relation to
the confidentiality of patient documentation. As a result, no
data will be collected that could lead to the identification of
residents. Ethical approval will be obtained in all four
countries before data collection commences. At the time of
writing, ethical approval has already been received in the
Czech Republic and Belgium.

Data confidentiality will be maintained through the fol-
lowing measures: (i) all participant data will be de-identified

and participants will be assigned pseudonyms; (ii) no iden-
tifying information (such as role) will be assigned to any
quotes in the write-up; (iii) the number of individuals
accessing data (for reasons of transcription, translation, and
analysis) will be limited; (iv) interview recordings will be
destroyed following transcription; (v) field notes from
observations will be immediately written up and stored
electronically in NVivo, with password protection. Original
notes will be destroyed; (vi) transcripts will be uploaded to
NVivo for data analysis, which will be password protected.

4.2 Consent

After initially expressing interest in participating, the staff
member will be provided with an information sheet
describing the purpose of the study and their involvement.
They will then have the opportunity to ask questions about
the study, as well as be provided with a written consent form
and asked to confirm that they have: (i) read the information
sheet; (ii) received sufficient information about the project
and the implications of participating; (iii) had the opportu-
nity to ask further questions about the research; (iv) under-
stood that they are able to withdraw from the study at any
time, without giving a reason; (v) agreed to their anonymised
data being used in the write-up.

5 Impact of Results

Data collection will be ongoing throughout 2018. It is
anticipated that the results of the study will lead to a
reduction in usability issues associated with EPR for
assessment and care planning for dementia, and subse-
quently, increased adoption and more successful imple-
mentation of EPR, as well as improved care for people with
dementia in nursing homes. Results will also form part of the
broader European project ‘Interdisciplinary Network for
Dementia using Current Technology’ (INDUCT), which
aims to produce guidelines on human interaction with
technology and dementia.
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Data Security and Raw Data Access
of Contemporary Mobile Sensor Devices

Till Handel, Max Schreiber, Katrin Rothmaler, and Galina Ivanova

Abstract
Mobile sensor devices have made a great leap in terms of
popularity and proliferation amongst the public in recent
years, being used for a wide variety of lifestyle, fitness
and health applications. This makes them very attractive
for scientists and users who are interested in the actual bio
and environmental data these devices measure, what they
are capable of and their limitations. However manufac-
turers like to limit access to such data, storing it on their
own private servers, only giving customers access to the
results of their often very specific and limited analyses.
The underlying filtering methods, algorithms and training
sets are virtually never disclosed. Mobile sensor devices
use various Bluetooth-protocols like RFCOMM and
GATT to transfer data onto a smartphone or tablet. And
there is the crux of the matter: Hardly any of the
manufacturers encrypt their connection, because that
would take precious processing and battery power as
well as more resources in development. This paper
describes how to access raw bio-data on a selection of
wearable and stationary sensor devices using nothing but
a contemporary Android-smartphone and a PC. A detailed
example of how to access such a device is given. In
empirical tests three out of four devices showed a total
lack of effective security measures. From the combined
experience of accessing several mobile sensor devices a
generalized approach was formulated. Finally a shortlist
of simple methods that should prevent abusive exploits is
given in the hope that future devices will show improved
data security in particular for health-relevant applications
that deal with sensitive information.

Keywords
mHealth � Wearable � Security � Bluetooth
Bio-sensor � Mobile

1 Introduction

In recent years, mobile sensor devices like smartwatches,
sleep sensors or fitness trackers have entered the consumer
market and become very popular amongst the public. They
are used in a variety of applications including lifestyle, fit-
ness, health and medical applications [1]. This trend is a very
significant one for some members of the scientific commu-
nity, medical personnel and ambitious users, because it
allows them for the fist time to collect biological and envi-
ronmental data of decent quality, continuously, under
real-life conditions. Unfortunately, manufacturers tend to
limit access to such data. They store it on their own private
servers, and provide customers with highly pre-processed
data without disclosing any information about the applied
preprocessing methods. At the same time, they usually
neglect to encrypt their connection in order to save process-
ing and battery power as well as resources in development.

This paper aims to demonstrate that a contemporary
Android-smartphone and a PC are sufficient to gain direct
access to the raw biological data, collected using such
mobile sensor devices. Based on experience with several
wearable and stationary sensor devices, this paper formulates
a generalized approach of how to access such devices and
provides a shortlist of simple methods that could prevent
abusive exploits and improve data security.

2 Materials

The devices required for the subsequently described
approach are a recent Bluetooth (BT) and Bluetooth Low
Energy (BT LE) capable smartphone and a PC. The
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smartphone used in this demonstration was a Samsung
Galaxy S7 SM-G930 running Android 7.0. The PC was a
Dell Precision T7500 with Windows 10 as operating system.

The exploit was written in Java with Android Studio 3.0.1
as IDE. Wireshark was used as package-analyzer and
Notepad++ for quick Hex-to-ASCII conversions and data
pattern searches. Optionally BinWalk could be used for data
entropy analysis.

Subject to this investigation were four wearable or sta-
tionary bio-sensor devices that were obtainable on the open
consumer market in 2016/2017. These particular devices
were selected as samples among the large number of pos-
sible candidates, because they met several important criteria.
First they were developed by major vendors in the field for
health or fitness applications. Second they used some form
of Bluetooth for data-transfer onto an Android smartphone.
Third they contained several different qualitatively good
bio-sensors and were in the price-range below 250 Euro.
Fourth, all four sensors were CE-certified.

3 Methods

3.1 Data Access

The general method employed to gain access to raw data was
similar for each bio-sensor device as illustrated in Fig. 1.

First the manufacturer-app was downloaded and installed
on the phone. Enabling the developer options in the Android
settings makes the HCI-snoop log function available to
users. When enabled it logs all Bluetooth communication on
the lowest software-level of the BT-stack—the Host Con-
troller Interface (HCI). This log can be read into a
package-analyzer like Wireshark. Wireshark shows all sent
and received data-packets, detects the employed
BT-protocol, and gives information about protocol-specific
flags, addresses and where the payload is situated in each
packet. When running the HCI-snoop log while the
manufacturer-app connects and communicates with the
device, one can gain all the insight needed to
reverse-engineer the communication protocol. For the cor-
rect identification of the communication protocol it is
important to capture the packets sent during device coupling
and channel negotiation. Hence it is recommended to turn off
Bluetooth, then turn on the HCI-snoop log, turn on Blue-
tooth again and to finally start the manufacturer-app.

All the wearable (or stationary) bio-sensor devices we
tested used either the RFCOMM or the GATT protocol to
exchange data via a Bluetooth-transmitter. There exist many
other BT-protocols but they are either derivatives of the
above two or are hardly ever implemented in BT-chips that
can be bought on the market. Hence a wearable biosensor
will most likely employ one of the two above.

The RFCOMM-protocol emulates one or several serial
connections. After negotiating the connection the manufac-
turer app on the smartphone usually sends some configura-
tion- and control-data. The sensor device typically answers
by sending information about its state and if so configured,
streaming sensor-data (usually on a separate serial channel)
until the connection is broken or de-authenticated [2].

The Generic ATTribute (GATT) profile is a common
Bluetooth protocol that is used primarily in newer BT sensor
devices. It typically operates at lower data rates than
RFCOMM. Hardware layer encryption and coupling between
devices is not required, although supported. It allows for par-
allel communication of many devices, the number depending
on hard- and software-implementation of the BT-radio. Com-
munication between devices takes place in a question and
answer scheme or in form of notifications signaling that new
data is available. In the between-time virtually no data is sent
which makes this protocol so power efficient [3, 4].

Finally a proof-of-principle-app was written in Java for
Android that attempted to emulate the manufacturer-app and
thus was able to control the bio-sensor device as well as
receiving and interpreting data from it.

Fig. 1 Generalized approach to access and interpretation of mobile
sensor data
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3.2 Data Interpretation

After obtaining access to the device-data in the previously
described fashion it was still not clear what the data meant.
One could now calculate the entropy over binned data (i.e.
with BinWalk). If a white noise-like entropy distribution
arises, this means that the data is encrypted. However in
three of four cases the data showed an obvious structure
which meant this was indeed raw or slightly obscured data.

A few sensible assumptions could be made about the
data:

1. If there were several different sensor-types in the
sensor-device, their values will probably be written in a
fixed position in each packet if they are all sampled at
equal intervals. If not there will probably be a sensor-id
followed by one or several values according to
sensor-type.

2. Sensor-ids will probably be integers of 1 or 2 byte length.
3. Sensor values will most likely be integers or floats of 1,

2, 4 or 8 byte length.
4. There might be time-stamps, most likely 4, 8 or 16 byte

integers in some form of unix-time, or cpu-clock-time.

Thus a sample from a 3-axis accelerometer will probably
look like this:

sensor-id [int8/16], (timestamp [int32/64/128]),

x-acceleration [float16/32], y-acceleration

[float16/32],

z-acceleration [float16/32]

By simply converting the data to Hex, and opening it in
Notepad++ one could identify repeating patterns in three of
the four data-sets (i.e. identical packet lengths or identical
prefixes). By inserting newlines so that identical features
match up across each line one could derive how many bytes
of values belong to each sensor-id. Endedness could be
derived from whether the 0s were on the leading or the
tailing edge of a number.

Association of each sensor-id with its sensor-type could
be done in two ways: Either by selecting each sensor-type
individually in the vendor-app and snooping the data each
time. Or if this approach was not possible by manipulating
one sensor-type after another and observing changes in the
data-set. (i.e. move accelerometer linearly, then rotate
gyrometer, then flash light at the light sensor, etc.).

Finally a parser was written for each data-set. The
sensor-data was plotted and calibrated by experiment or with
information from the sensor-datasheets if available.

3.3 Results

Table 1 shows that sensible data could be extracted with the
above method from 3 of the 4 investigated sensor-devices
(A, C, D). The method was shown to work for both the
RFCOMM- and the GATT-protocol. Whether permanent
coupling of the BT-devices is required did not affect the
method. All 4 communication protocols were proprietary,
non-standard, based on standard BT-protocols. None of
them was publicly documented and thus they all were
somewhat obscure. However it could be shown that
data-extraction and data-interpretation was still possible,
demonstrating that obscurity is not a safety feature.

Device B seemed to use some form of encryption.
A non-static handshake could be observed but time did not
allow determining which encryption method, key-length and
possible check-sums were used. Thus interpretable data could
not be extracted from this device. That does not mean however,
that one could not in principle reverse engineer the decryption
process, but it does add a sensible layer of security.

In device A where control over the device was sufficient
to configure sensor-types and sample rates ourselves, it was
found that using many sensor-types with high sample-rates
in parallel did lead to jumbled BT-packets. This would
indicate that either the bandwidth or the computation limit of
the device was reached. Further this mode of operation lead
to a battery life of about 1

8 of the vendor-specified typical
battery life.

Table 1 Overview of the data access schemes of 4 exemplary bio-sensors

Device Protocol Permanent coupling
required

Encryption Sensible data
extracted

Comments

A RFCOMM Yes No Yes Full control acquired, equivalent to vendor API

B GATT Yes Yes No Deauthentication when encryption handshake failed

C GATT Yes No Yes Real-time data and data in memory could both be
extracted

D GATT No No Partially Proprietary data pre-conditioning on device makes data
difficult to interpret
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4 Conclusion

Based on the results explained it can be concluded that in
three of the four investigated bio-sensor devices, sensible
data could be accessed with a fairly simple, generic
approach. This is great news for researchers and interested
members of the public who would like to access the actual
raw-data on their device. On the down-side this almost total
lack of security measures leaves a gaping hole of possible
entry vectors for unauthorized listeners. Possible attack
scenarios are most prominently:

• Interception in the smartphone BT-stack similar to what
the HCI-snoop log does.

• Capturing the device-coupling, deauthenticating a con-
nection, faking addresses, taking over the connection or
staging a man-in-the-middle-attack

• A whole range of packet-injection methods.

Device B showed that the implementation of some basic
security-features can add immensely to the barrier unauthorized
listeners would have to overcome. One could theorize that
major contributors to the bad safety of these devices are:

• The tight margins of power and computational resources
developers have to deal with in mobile sensor devices.
This is supported by the massive dip in performance,
device A experienced when the sensor-configuration was
altered. Encryption would put an extra drain on the
performance.

• The relative novelty of the technology; particularly the
BT LE standard and its accompanying safety features.

• Short development periods in the mobile technology
sector.

We believe that the aforementioned anti-patterns in
software and hardware development should be addressed as
soon as possible. This is not only because people become
increasingly aware of the importance of data-security in their
daily lives and companies will loose the trust of their cus-
tomers if they don’t act soon. Much more importantly these
devices often claim to give accurate information about the
fitness and health-state of a person. However with the cur-
rent degree of carelessness in the development of fringe
application on the intersection of the strongly regulated
health-sector to the virtually unregulated lifestyle sector,
standards have been slipping for some time while legislation
has been lagging behind.

5 Outlook

Possible safety-features vendors should try to include in their
future mobile sensor-devices are:

• A proper handshake key exchange in a secure
environment.

• A certificate-based asymmetric encryption.
• Untrustworthiness and plausibility-checks for the

BT-connection. Immediate termination of the connection
in case they fail.

• Using openly developed standardized transmission and
encryption protocols. As demonstrated obfuscation
through proprietary development practices is not a safety
feature. On the contrary custom cryptography imple-
mentations tend to be under-tested and thus more vul-
nerable. Finally, true raw-data export features would
reduce the motivation for ambitious users to break the
system, would greatly widen the application spectrum for
such hardware and thus encourage development and
innovation in the field.

Provided these insights come to fruit, mobile sensor
devices open up the possibility for anybody interested to
take their research from a controlled laboratory setting into a
real life environment. If the apparent data security issues are
addressed, these devices might even make the jump from
predominantly fitness- and health-centered to medically
certified applications in the near future.
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Security Mechanism for Medical Record
Exchange Using Hippocratic Protocol

Jose Pirrone and Monica Huerta

Abstract
The use of new technologies in healthcare sector is
growing and, as a consequence, the security problems
using these technologies are increasing. So a communi-
cation protocol based on Hippocratic principles and its
standardization was proposed to increase data security
when these technologies were used. To evaluate this
proposal from a practical point of view, a system based on
an application for mobile terminals with the Android
operating system and WiFi, as the connection platform to
exchange medical records between health personnel and
information database of a medical center, was developed.
For this system it was assumed that the patient controls
the relationship between doctors and patient and this
relationship needs to be established personally, using a
terminal with NFC technology, but may be dissolved by
the patient remotely, without interaction with the doctor.
Some operative problems were found but the conclusion
is that this is a viable solution and that applying the
Hippocratic principles is possible to have two levels of
security, being the more secure the use of the Hippocratic
protocol.

Keywords
Hippocratic protocol � Medical record

1 Introduction

These days, the development of electronics and telecom-
munications have generated the possibility of mobile ter-
minals of relatively low cost, which has led to mass use by
the population, not only to communicate but to exchange
data. The use of informatics applications for mobile termi-
nals: smartphones and tablets, is changing the way of doing
things in all professional fields. One of the most important
features of this phenomenon is the fact that companies
incorporate wireless networks in their environment so that
their employees use their own terminals as a tool to improve
their productivity, which creates an important corporate
security problem, since the data stored in one of these
devices would be available to unauthorized persons if the
personal device is stolen or hacked, or if the owner of the
device shows this information to a third party during a
conversation, off the premises.

In the health sector, new technologies have allowed a
greater and better monitoring of patients, which improves
their treatment, however, this monitoring generates an
additional amount of information that must be handled by
health personnel, doctors and nurses, and which is highly
sensitive, so if they use their own devices, a security prob-
lem is generated that is much more important than what
could be generated in any other sector.

One of the most important element containing informa-
tion in the health sector is the medical record. Traditionally,
it has been a folder full of papers written by the doctor
collecting his observations about the patient in different
moments that have been treated. In some countries, like
United States, a law motivated his physicians to adopt a
digital format [1]. Medical data is collected from the patient
when he is treated and his consent to collect this information
was assumed [2].

In [3], a Hippocratic characteristics applicable to data-
bases (DB) had defined, these are: 1. Specification of pur-
poses: there is an associated purpose for data registration,
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2. Consent: purpose defined for data must have authorization
from the owner, 3. Limited collection: Collect only data
necessary to fulfill the purpose, 4. Limited use. All DB
queries must be consistent with the purpose, 5. Limitation of
the disclosure: data obtained from DB must have the consent
of the owner, 6. Limitation of the retention: data will be
stored only during specified time, 7. Accuracy: owner’s
information must be legitimate and up-to-date, 8. Security:
user’s information must be protected, 9. Opening: user will
be able to modify and consult his information, 10. Com-
pliance. owner of data can verify compliance with all the
above points. This Characteristics are implemented in some
legal framework like Health Information Technology for
Economic and Clinical Health (HITECH) act in USA and
General Data Protection Regulation (GDPR) in European
Union.

Applying these characteristics to the transmission and
reception of data, a standard protocol that has these char-
acteristics, called Hippocratic Protocol, was proposed in [4]
and an implementation model was presented in [5] for
evaluate the protocol performance. The methodology used
was based on an investigation about the clinical histories and
medical records, then a system with security mechanisms
based on the Hippocratic protocol was developed, and, some
tests to evaluate this mechanisms was done.

The purpose of this paper is to present the results of the
development of a security mechanism for exchange medical
data that can be used in medical records using Hippocratic
protocol and assuming that the patient is responsible of the
control of his data.

2 Test Model Elements

2.1 Hardware

To simulate a clinical center with WiFi network, we use a
computer with an i5 CPU, 4 Gbytes on RAM and a WiFi
interface. The WiFi network used an access point 802.11 n.
We use two tablets NEXUS 7 with ANDROID 4.4 operating
system with NFC. These tablets do not have access to
mobile providers; they only work like data terminals in a
WiFi network. The connection between computer and
Access point was wireless. In Fig. 1 a scheme is shown.

2.2 Server Software

The server was implemented with an open source packet
called WAMPSERVER64 on a 64 bits CPU. Two roles were
defined: Doctors and patients, the system assigns a code
number that is unique to each doctor, or each patient, that is
registered. The database of the system has three tables, one

for Doctors, one for patient and one to register the relation
between them and the code that represents the information of
the Medical Record of the patient that the Doctor can access
and consult.

The interaction with server software is done with a group
of subprograms, written in PHP, which allow the ANDROID
application of the tablets to read or write the data to which
the Doctor is authorized to access.

2.3 Terminal Software

The Medical Record used for test was a group of 17 question
normally used when a patient begins a medical relationship
with a Doctor. Each answer was stored in a 100 character
variable. All the answers to this questionnaire can be
restricted by the patient so that the Doctor can only have
access to those that the patient considers. The structure of
this software consists of five screens: one for access (like
patient or doctor), one for register patient and his informa-
tion, one to register Doctor and his information, one to
consult information in the role of Doctor and one to consult
information in the role of patient.

3 Test Performed

3.1 Hippocratic Characteristics

The first test involved the use of the NFC connection to
create the relationship between patients and doctors, which
is what allows doctor to access patient information when the
patient sends to the doctor the corresponding authorization
code. These tests turned out well, since the terminals used
required up to 4 cm of separation to transfer the information
from one terminal to another, which is indicated by the NFC
standard. The data used was enciphered using 128-bit AES
encryption with a symmetric key. The application was based

Fig. 1 Scheme connection
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on the use of the Hippocratic protocol, which only allowed
doctors view the information for which the patient autho-
rized them. During the tests to verify the speed of response
of the application, it was observed that is possible adapt the
graphic interface of the application to have Hippocratic
Characteristics. This observation means that it is possible to
have applications that seems to have Hippocratic character-
istics but this does not mean that Hippocratic protocol is
used and the security is apparent.

3.2 Time Response

A second test performed was the measuring of time response
from server to terminal. Since the exchange of data may
depend of the authorization code, the time exchange is
variable and delays too, then tests were performed to verify
if the delays incurred were perceptible by the users. Table 1
shows the results of the measurements made. As the infor-
mation to access are the answers given by the patient when
registering, access tests were made for reading and writing
by the Doctor to verify the delay in loading or writing the
information to and from the tablets. Reading and writing
accesses were made of 2 answers, 3 answers and all the
answers.

The times were measured using WIRESHARK from the
beginning of the request to the final acknowledgment by the
terminal. The time differences between the case “Hippocratic
presentation, all the answers” and the case “Hippocratic
protocol, all the answers” lies in the fact that in the second case
if the Hippocratic protocol is used to guarantee security, an
attacker only could have partial access to the information
while in the first case, he can intercept all data and access
them.

3.3 Persistence of Data in the Terminal

As you can see in the Fig. 2, before leaving the ANDROID
application using the finish () routine, all the variables are
initialized, with which, its previous value is cleaned and lost.

This result is similar for each of the modules that corre-
spond to the program, mainly due to how the exit button was
implemented. On the other hand, it was verified that the only

information that remains in the device is what is required to
be able to execute the application.

4 Discussion

The tests carried out with terminals showed that it is possible
to develop applications that comply with Hippocratic prin-
ciples using the Hippocratic Protocol. The use of this pro-
tocol assumes that the exchanges between the doctors and
the system, that stores them, only is allowed if the infor-
mation is authorized, and only the information to which they
have access, and this represents an increase in the security of
the patients information, because only a part of the infor-
mation could be affected if the system is attacked. This
increase in security translated into greater reading and
writing access times for doctor roles than for patient roles.
During the test an issue on authentication was found. The
authentication tests allowed visualizing the potential prob-
lem that a doctor or a patient lose their terminal and have no
possibility of accessing the registered information. This
point should be studied in depth to create a procedure that
allows the user to authenticate again in the system. The
other characteristics of the Hippocratic protocol were not
affected by this issue. A point to test in the application, and
considered in the Hippocratic protocol, is the analysis of the
purpose, prior to the reading of the information by the
doctors. The medical record test application has a single
purpose; however, the way the database was organized
would allow each user to create relationships with different
purposes, for example. scientific research and audit.

Table 1 Time for interaction with database

Case Read (s) Write (s)

Hippocratic presentation all answer 2,67 5,20

Hippocratic protocol 2 answer 5,06 5,11

Hippocratic protocol 3 answer 5,23 5,16

Hippocratic protocol all answer 5,81 6,60

Fig. 2 Value of the test application variables before concluding
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5 Conclusion

The use of the Hippocratic protocol is a mechanism to
improve security in electronic medical records and guaran-
tees consent of patient to grant the doctor the access to his
information at the time of the consultation, and provide a
tool to fulfill legal requirements, but some operatives prob-
lems need more study, for example, what happens with an
emergency in which the patient is unconscious? The doctor
must Have access to all the information or only one part? or
Will there be a third party that will grant these permits and
how?, What happens with the diagnoses that the doctor has
already issued if a patient cancels the relationship?. The
generation of categorization of medical information in a
simple way, which is indispensable access for all specialties,
is an important area of research, since complexity can gen-
erate disadvantages that discourage application and also its
use by the sector’s personnel. Improvements in authentica-
tion mechanisms and work with digital certificates are also
open for further development.
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An Engineering Module to Identify Potential
Diabetes Patients and Preventive Measures
for Diabetes in Developing Countries
like Bangladesh

Md. Ashrafuzaman, Mohammad Tareq Alam,
and Md. Abdullah-Al-Harun

Abstract
Diabetes has demonstrated as the main chronic disease
and crucial problem in Bangladesh. According to a data
of International Diabetes Federation (IDF) Bangladesh is
the 10th in terms of diabetes patients in the world and
diabetes prevalence in Bangladesh would reach from
present 7 to 12 million by 2035 posing a colossal
challenge to the health care system. People of all ages are
being affected with diabetes, which has become a silent
killer. Objective of this study is to develop a module with
assistance of doctors and CE/BME which will be used to
identify the actual number of diabetes patients and
measure the potential risk on health index. The goal of
this study is to bring as much people as possible within
survey and find the potential diabetic patients together
with the peoples who might not have diabetes now but
possess the credible risk factors. We will be able to
provide preventive information to these populations and
motivate and suggest for more care on individual health to
avoid diabetes. An optimized software and database is
designed for performing several tasks to analyze the
patients’ data collected from various hospitals’ of
Bangladesh. The numerical statistic will represent the
overall patients’ health index for diseases and assessment
will allow us to determine the actual patients’ number
with appropriate threat in categories of diabetes diseases.
Findings can confirm both individuals with diabetes and
the control group with possible diabetes threat. Proper
Diagnosis and treatment then can be assured for these

individuals and national precautionary action will accom-
plish through regulatory control. Future assessment and
intervention can be further explored from the perspectives
of patients and diabetes information processing which can
improve the patients’ indexing, safety and health care
management in many developing countries.

Keywords
Diabetes � Health index � Patients risk � Social
challenges

1 Background

Bangladesh is densely populated country and the diabetes
patients are increasing considerably in this country. A recent
study showed that T2D is emerging as a problem in children
and adolescents in Bangladesh [1]. According to Zafar et al.
approximately 78.3 million (8.5%) of the adult population
living in South East Asia (SEA) region suffer from type 2
diabetes mellitus (T2DM) in the year of 2015 [2]. Besides,
SEA region also witnessed 24.2% of all live births affected
by high blood glucose during pregnancy in this region at the
same time. In another study we have found that the preva-
lence of diabetes for all age-groups worldwide will reach to
4.4% in 2030 and the total number of diabetes patients is
expected to rise from 171 million in 2000 to 366 million in
2030 [3]. These studies showed the prevalence of diabetes is
higher in men than women, but in reality there are more
women with diabetes than men. It also revealed that sig-
nificant demographic change for diabetes prevalence across
the world seems to be increased in the proportion of people
over 65 years of age. These findings indicate that the “dia-
betes epidemic” will remain even more in future and it is
likely that these figures provide an underestimate of future
diabetes prevalence if initiative not taken to calculate actual
potential population for diabetes.
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2 Current Status of Diabetes in Southeast
Asia

Type 2 diabetes mellitus (T2DM) currently affects approxi-
mately 366 million people worldwide [4]. This includes
individuals in developed countries, but also those living in
urban and rural areas of developing countries. 2–4 South
Asians (those who live in or have their roots in India, Pak-
istan, Sri Lanka, Bangladesh, Nepal, Bhutan, or the Mal-
dives) seem to be at especially high risk for developing
T2DM. While the overall prevalence of T2DM in South Asia
is high and increasing, there is considerable heterogeneity
across South Asian countries much of this heterogeneity can
be attributed for differing the states of socioeconomic
development, variations in lifestyle factors, and differences
in prevalence of undiagnosed versus diagnosed diabetes
among countries like Bangladesh. The majority of T2DM
data from South Asia have come from India, the South Asian
country with the largest diabetes burden, and where the
prevalence has increased steadily over the past 40 years. For
an example, the most recent national prevalence study col-
lected data from three states and one union territory covering
a population of over 200 million people. The overall
weighted prevalence was 10.4% in Tamilnadu, 8.4% in
Maharashtra, 5.3% in Jharkhand, and 13.6% in Chandigarh.
If extrapolated nationwide, these estimates translate to 62.4
million individuals in India currently living with T2DM [51]
(Table 1).

3 Diabetes Related Software Apps Survey

3.1 POWER2DM

The main objective of POWER2DM [6] is to develop and
validate a personalized self-management support system for
Type 1 and Type 2 diabetes patients that combines and
integrates: A decision support system based on leading

European predictive personalized models for diabetes inter-
linked with predictive computer models, An automated
e-coaching functionalities based on behavioral Change
Theories, and Real-time Personal Data processing and
interpretation.

3.2 MISSION-T2D

This aims at developing and validating an integrated, mul-
tilevel patient-specific model for the simulation and predic-
tion of metabolic and inflammatory processes in the onset
and progress of the type 2 diabetes (T2D) [6].

3.3 ProEmpower

Improving detection of type II diabetes and improving
treatment through person-centered and personalized care.
Addressing the problems of patient; improve knowledge of
diabetes; support patients in communicating their treatment
preference to physicians and support them in aiming for a
healthy lifestyle [7]. Finally we are striving to stop the onsets
of diabetes and through that avoid complications.

4 Objectives

Diabetes has become a national health concern in Bangla-
desh. However, treatment and control are quite low.
Improving detection, awareness, and treatment strategies is
urgently needed to prevent the growing burden associated
with diabetes. In Bangladesh, which had a population of
149.8 million in 2011 a recent meta-analysis showed that the
prevalence of diabetes among adults had increased sub-
stantially, from 4% in 1995 to 2000 and 5% in 2001 to 2005
to 9% in 2006 to 2010 [8]. According to the International
Diabetes Federation, the prevalence will be 13% by 2030.
Nevertheless, no nationally representative, epidemiological
study of the prevalence of diabetes mellitus and its risk
factors has been carried out in the country. The aims of this
study, therefore, are to identify potential diabetic patient who

Table 1 South Asian diabetes estimates for 2011 by country

Country Diabetes cases National prevalence of diabetes

Bangladesh 8,406,000 9.6

Bhutan 21,000 4.9

India 61,258,000 8.31

Maldives 15,000 7.6

Nepal 488,000 3

Sri Lanka 1,078,000 7.8

1Annals of the New York Academy of Sciences 1299 (98): 51–63
(2013).

406 Md. Ashrafuzaman et al.



are not aware of their diabetes. Many patients already have
type 2 diabetes which they do not know. Our goal is to make
an application that will bring out actual statistics of the
potential diabetic patients. This project is also is just a
designed project at now; actual data will be collected soon
through the online survey in hospitals and among the pop-
ulation. Thus, we will be able to estimate the current status
of diabetes in Bangladesh once the project implemented
nationwide. For that we are reviewing journals related to
diabetes published in our country and set of questionnaires
has been developed to run in the application during survey.

5 Methods and Related Works

The total number of Internet Subscribers has reached 80.483
million at the end of December, 2017 [9]. So almost 50% of
the total population is now using internet. So it has become
very easy to reach millions of people through the internet.
Web application and mobile applications are widely used

now. This is why in our methodology we are using internet
of things for reaching mass people. We have developed apps
using some internet protocols (Fig. 1) where user will login
with their basic data. Then user will be presented with some
Health Assessment Questionnaires (HAQ) related to diabetes
and quality of life to measure potential population having
diabetes or in threat for diabetes in near future. The termi-
nology in below flowchart is described here.

A set of questionnaires was prepared with help of
renowned local diabetes specialist and international collab-
orators [10]. Once the user answers the questionnaires from
the web application or mobile APP, system will store the
information in server along with patient identification and
demographic data. These data will be then analyzed for
finding out whether the user has potential risk of having
diabetes. The system will also ask information of current
medications etc. in order to find out whether any physician
already suggesting any medicine related to diabetes or not.
The flowchart of the application has started with the ques-
tionnaires and test reports and answers to lead towards the

Fig. 1 Flowchart for the development application

An Engineering Module to Identify Potential Diabetes Patients … 407



decision regarding what type of diabetes that patient possess
potentially at that certain time (Fig. 2). We are designing the
application questionnaire interface and gathering more
question to lead the system for making more precise decision
for a person whether he/she has diabetes or not.

In future we will focus more precisely on the diagnostic
results and knowledge about the diabetes profile which
includes;

C-peptide: A C-peptide test is used to assess how much
insulin your pancreas is producing, Auto-antibodies:
Auto-antibodies refers to immune cells which target and kill
the insulin producing cells in the pancreas, a GAD test is
used to detect the presence of specific auto-antibodies in the
blood, Type 2: Type 2 diabetes, the most common in adults,
IM Type 1: Immune mediated type 1 diabetes, the most

common form of type 1 diabetes, Idiopathic Type 1: A rare
form of type 1 diabetes with no known cause, MODY:
Maturity onset diabetes of the young, a rarer form of dia-
betes caused by specific genetic mutations.

The application will not only detect what is the most
probable type of diabetes patient can have, it will also sug-
gest prevention plan customized for the potential diabetes
patient. System will suggest different exercises, diet plans,
and calorie calculations for the patient to more easily keep
track of his/her food habit and how to minimize risk of
having diabetes on the long run. It will keep historical data
in a personalized way so only the patient can see these data.
Collected data can be used for research purpose to present
real time information to other organization related with
diabetes patients’ care.

Fig. 2 Set of questionnaires for the target population
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6 Expected Outcomes

Proposed designed project can give expected outcome to one
about his/her health. Patients those are not aware of diabetes
after answering few questions will find out potential risk of
diabetes. Patient can take necessary measure to control the
risk of having diabetes and this way prevent the diabetes.
Patient can be helped by the system and with its constant
reminder patient will become more health conscious. The
researchers can understand the potential number of patient
that can be affected by diabetes soon. This can give overall
status for a country about how the actual number of diabetes
patient is changing. Government can also be benefited by the
indicators coming from the system. In future this project can
be used globally to find out where is the potential number of
diabetes patient is increasing. If the internet connections and
app usability is a blocker for users then this can also be
installed inside the diabetes test center where patient can go
and sit in front of a touch screen and complete the ques-
tionnaire before visiting the doctor. This will also help
doctor by seeing the PROM (Patient reported outcome) data
along with the medication data to understand the improve-
ment of the patient. Mostly this tool is aimed for people who
still have a chance for not having diabetes.

7 Conclusion

The proposed designed project is aimed to solve the problem
of finding potential diabetes patients in Bangladesh. Also
this will be an engineering module which will run on any
platform like webpage, mobile app and as desktop software.
But the data collected from this module will be saved in a
central database for further research. We have aim also to
collaborate with IT organizations worldwide who are expert
in this field of study. We believe at some point this will
become a registry of diabetes patient where researchers can
do research with collected data from South East Asia espe-
cially Bangladesh. And we also think this will be a platform
for running medical trial under applied legislations with
collaboration with renowned medical companies who are
already in the business of diabetes related drug in Bangla-
desh. If this project starts collecting data from mass people
in Bangladesh soon it will become national registry for
diabetes in Bangladesh. This then will open many doors for
doing more research in similar aspect in other Southeast

Asian countries. And then it is also possible to compare the
situation of diabetes patients across borders and also
researchers will understand more the geographical, lifestyle,
economic and demographic impact on Diabetes patient or
potential diabetes patients.
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MULTISAB: A Web Platform for Analysis
of Multivariate Heterogeneous Biomedical
Time-Series

A. Jovic, D. Kukolja, K. Friganovic, K. Jozic, and M. Cifrek

Abstract
There is a growing need for efficient and accurate
biomedical software in healthcare community. In this
paper, we present MULTISAB, a web platform whose
goal is to provide users with detailed analysis capabilities
for heterogeneous biomedical time series. We describe
the system architecture, including its subprojects: fron-
tend, backend and processing. Emphasis is placed on the
processing subproject, implemented in Java, which
incorporates data analysis methods. The subproject is
divided into several frameworks: record input handling,
preprocessing, signal visualization, general time series
features extraction, specific (domain) time series features
extraction, expert system recommendations, data mining,
and reporting. Common signal features extraction frame-
work includes a great number of features in time (both
linear and nonlinear), frequency and time-frequency
domain. Currently, domain specific frameworks for heart
rate variability, ECG and EEG feature extraction are
supported, which also include preprocessing techniques
for noise reduction and detection methods for character-
istic waveforms (like QRS complexes, P and T waves in
ECG). Parallelization is implemented for feature extrac-
tion to increase performance. It is realized using multi-
threading on several levels: for multiple records, traces,
and segments. Expert system is implemented, which
provides automatic recommendation of the set of signif-
icant expert features that should be extracted from the

analyzed signals, depending on the analysis scenario. The
expert system, apart from the role in recommending
features, can also participate in automatic diagnosis, after
the features are extracted. Current expert system proto-
type contains diagnostic rules for acute myocardial
ischemia, based on medical guidelines. Data mining
framework contains dimensionality reduction methods
and machine learning classifiers used to construct accu-
rate and interpretable disorder models. A report is
produced at the end of the process using openly available
libraries. The platform includes best practices from
medicine, biomedical engineering, and computer science
in order to deliver detailed biomedical time series analysis
services to its users.

Keywords
Biomedical time series � Web platform � Analysis

1 Introduction

In the era of expanding big data, the need for healthcare
community to develop tools for analysis and inspection of
their data is inevitable. Clinicians and researches are mainly
restricted to use off-line solutions, like MATLAB (or
Octave) based scripts or frameworks [1], or other specialized
software, e.g. for heart rate variability (HRV) analysis [2].

In this paper, we present a web-based platform for anal-
ysis of biomedical time series, developed under the ongoing
MULTISAB (MULtivariate TIme Series Analysis in Bio-
medicine) project (http://www.zemris.fer.hr/*ajovic/hrzz_
multisab/platform.html). The platform is intended for
researchers and clinicians to perform detailed analysis and
set diagnosis based on imported biomedical time series data,
as well as to visualize and inspect signals data. The access to
MULTISAB can be achieved through web browsers, and is
therefore available from any computer, without requisite
installations. A major benefit of using the platform is that a
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user doesn’t need excessive computing power to do the
analysis, as the computations are done remotely. The project
is currently in the process of module integration and
extensive testing. We plan to provide access in a few
months.

The MULTISAB project is divided into three subprojects:
backend, frontend, and processing. Detailed description of
the architectural overview of the platform can be found in
[3]. Due to lack of space, in continuation of this paper, we
inspect in some detail only the processing subproject, which
covers the majority of platform’s functionality. Architecture
and frameworks implemented in the subproject are described
in Sect. 2, while in Sect. 3 we introduce an example of
analysis in MULTISAB platform from a user’s perspective.
Conclusion is given in Sect. 4.

2 The Processing Subproject Architecture

The processing subproject, located on the server side, is
responsible for data analysis. Within it, key frameworks for
processing and analysis of biomedical time series are
implemented, namely: record input handling, preprocessing,
signal visualization, general time series features extraction,
specific (domain) time series features extraction, expert
system recommendations, data mining, and reporting
frameworks.

To reduce computation time needed to perform an anal-
ysis, multithreaded parallelization is implemented under the
analysis package for feature extraction. We plan to add it
also for data mining methods. The details about paral-
lelization will be presented in another forthcoming paper. All
the processing frameworks are written in Java 9 and run on a
host computer. They are described in the following
subsection.

2.1 Implemented Frameworks

Record input handling framework supports a majority of
data formats used for biomedical time series storage: .ann,
.csv, .edf/edf+c and .txt file formats. Additionally, metadata
and signal parameter data are supported. Signal visualization
is entirely done through the web browser. Signals are
uploaded and, based on the selected record data, the image
of a record or its segment is generated. The images are
generated in the processing subproject and sent to the
backend subproject in order to be delivered to the user on
frontend.

In the preprocessing framework, functions for noise fil-
tering and morphological mathematical operations (erosion,
dilation, opening and closing) are implemented. Commonly
used features in signal processing, with emphasis on
biomedical applications, are extracted under the general time
series features framework. In Table 1, a list of those features
is given. EEG, ECG and HRV specific time series features
extraction are implemented under eegAnalysis, ecgAnalysis
and hrvAnalysis packages, respectively, and are also shown
in Table 1.

Two phases of an expert system are implemented under
the MULTISAB platform. The first phase is designed to
recommend a list of specific features intended for feature
extraction (some cardiac diagnoses are currently supported),
based on medical knowledge (guidelines and other scientific
sources) about a disease. A user can add or remove the
features from the list, which enables flexibility in particular
cases. The second phase consists of a set of rules for
reaching a specific diagnosis, for example for acute heart
ischemia, which is done after the features are extracted. For
feature selection, we currently support ReliefF, Symmetrical
Uncertainty (SU) and Chi Square Score (Chi2) [4]. Multi-
layer Perceptron (MLP), RBF, NEAT and PNN neural

Table 1 General time series features implemented in the framework

Domain Features

Time Auto correlation coefficient, Fano factor, mean, standard deviation, variance, minimum, maximum, PCA

Frequency Fast Fourier transform PSD estimate, Burg autoregressive PSD estimate, Lomb-Scargle PSD estimate

Nonlinear Correlation dimension, space fill index (SFI), central tendency measure (CTM), largest Lyapunov exponent, recurrence plot,
nonlinear forecasting, DFA, Higuchi dimension, Hurst exponent, 1/f power law alpha exponent, corrected conditional Shannon
entropy, alphabet entropy, approximal entropy (ApEn), one dimensional Carnap entropy, correlation entropy, Renyi entropy,
fuzzy ApEn, Sample entropy, Shannon entropy, cross recurrence, mutual dimension, synchronization likelihood, Allan factor,
Lempel-Ziv complexity

ECG
specific

R wave amplitude, QRS complex duration, P wave amplitude, P wave absence, P wave duration, T wave amplitude, T wave
duration, ST segment duration, ST segment slope, QT interval duration, PR interval duration, J point amplitude, R/S ratio, Q
wave amplitude, R wave duration, S wave duration, atrial fibrillatory rate

EEG
specific

Mean of first differences, mean of second differences, mean of first differences normalized, mean of second differences
normalized, total PWR, delta band power, theta band power, alpha band power, beta band power, gamma band power, spectral
entropy

HRV
specific

AVNN, SDNN, RMSSD, pNNX, NNX, SDSD, SDANN, HRV triangular index, TINN, total PWR, ULF, VLF, LF, HF, LF/HF
ratio, spectral entropy, standard deviation ratio
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networks classification methods are supported via Encog
library [5], while SVM classification method is supported
via LIBSVM library [6]. Class-Attribute Contingency
Coefficient is used for discretization of numerical features.
Additional methods are planned for implementation (e.g.
random forest, RIPPER). For evaluation, k-fold cross-
validation and train:test:validation dataset separation are
supported.

3 Analysis Scenario

In this chapter, we will introduce the MULTISAB platform
with one analysis scenario, from user’s perspective. For the
use case, we have selected cardiac rhythm classification
based on MIT-BIH Arrhythmia Database records [7]. After
starting a new analysis, the user can select a predefined
scenario for cardiac rhythm classification (for more detail,

Fig. 1 The report created for cardiac rhythm classification on MIT Arrhythmia Database
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see [8]). This predefined scenario contains all the necessary
preprocessing steps and recommended expert features that
need to be extracted from the signals. The cardiac rhythm
classification scenario is based on the authors previous
research [9] and on consultations with cardiologists. The
goal type of the analysis in this scenario is classification.
The data type is HRV. To complete the specification of the
scenario, the user has selected: 30 s segment length; ReliefF,
SU and Chi2 feature selection algorithms; MLP, NEAT, and
SVM classifiers. After the specification of the scenario, the
user needs to upload the data for analysis.

In this use case, the 48 .ann records from MIT-Arrhythmia
are uploaded into the platform. In the next step, the user can
inspect and visualize the uploaded data. In the following
preprocessing step, the user can select various procedures for
signal filtering, characteristic waveform detection, and data
transformations. In the case of HRV analysis for cardiac
rhythm classification, the user needs to select the appropriate
transform to obtain spectrum for frequency domain feature
extraction. The expert system by default selects Lomb Scargle
[10]. Feature extraction is the central step in the analysis of
biomedical time series. In this use case, the user will already be
provided with a set of recommended expert features. The list
of expert features is not fixed, it depends on the chosen seg-
ment length and preprocessing procedures. Regardless of the
scenario, the user can modify the list of features in the feature
extraction phase. The user can also specify parameters for
calculation of a particular feature.

In this use case, the user has selected one segment length
of 30 s, starting at 0 s. This gives one sample (feature vec-
tor) per record. In the feature extraction analysis tab, the user
defines classification label/disease for each segment or
record. Although .ann files from MIT database have refer-
ence annotations, in this use case, the user has manually
annotated each record with arrhythmia or normal rhythm.
Alternatively, the user could select automatically the defi-
nition based on segment annotations, but here, that would
result in detection of 12 disorders plus normal rhythm, with
too few examples for each class for classifiers to learn from.
After feature extraction, the user can download the extracted
features in .arff or .csv file format and continue independent
analysis locally. In feature selection step, the user can see the
results for feature selection measures. Based on these results,
the user can omit certain features from further analysis. To
complete the analysis, the user has to, in model construction
step, select the model evaluation method(s). At the end of
the analysis, the user can see the generated report, based on
JasperReports library [11]. In Fig. 1, we can see the report
created for this scenario. At the beginning of the report, we
can see the report number, analysis end date and the user
who conducted the analysis. In the feature selection part, the
list of all extracted feature is given, together with the
information about feature selection measures. We also see

which features were used for model construction (green
“Yes” in the “Selected” column). In model construction part,
we see the results for arrhythmia classification for each
machine learning method. In this scenario, model evaluation
method was twofold cross-validation. The results are given
in the form of confusion matrix and related accuracy, pre-
cision, sensitivity and specificity values. For the final version
of MULTISAB platform, we plan to develop a more detailed
report, which will contain the information about all the
analysis steps.

4 Conclusion

In this work, we have provided a brief view into the cur-
rently developing MULTISAB platform, with the focus on
data analysis (processing) part. The progress made will soon
enable on-the-web analysis of multiple biomedical time
series for interested medical and biomedical engineering
professionals. For near future work, we plan to add more
support for heterogeneous biomedical time series analysis
and expand the selection of currently implemented data
mining methods.
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Technologies Catalog to Support
the Identification of User Behavior During
Usability Tests

Thâmmara Lariane Henriques Tito, Andrei Guilherme Lopes,
and Daniel Scherer

Abstract
IEC ISO 60601-1-6:2015 is the regulatory standard for
Medical Device (MD) and directs to ISO IEC 62366:2015
as a technical standard. However, due to the general
nature of this standard, it does not provide details about
criteria to guide usability testing of MD. In this way, the
manufacturer deals with the unpredictability of the user
according to the subjective convenience that he deems
necessary to the type and class of the device. Objectives:
To present a Catalog indicating technologies that can be
used to detect the ergonomic or biomechanical behavior
of the user. So that the test team has support for the
follow-up of the experiment and for assistance in
interpreting the test results. Method: A bibliographical
review on technologies used to detect human behavior,
and a technical survey of the market for products capable
of capturing such behavior, were carried out in 2017 to
establish and create the Catalog. Results: Findings
allowed to list technologies that can be used to analyze
the behavior of the user, assisting the execution of
usability tests (UT) of the MD, being effective to detect
the behavior and generate data to support the analysis and
generation of reports. Conclusion: The Catalog classified
technologies that can generate information about the
usability of the MD, considering the analysis of the user’s
behavior. The Catalog contains the association between
the technology and behavioral possibilities that can be
identified, serving as support to choose the technology
most appropriate to the UT.

Keywords
User behavior � Usability test � Medical device

1 Introduction

The requirements for regulatory systems for medical device
(MD) vary across the world; however, in accordance with
the principles of good governance and good regulatory
practice, regulatory authorities should consider national
health plans, current legislation, resources available, manu-
facturing and import practices [21, 22]. Guidance for
national regulatory authorities to adopt a uniform regulatory
process is provided by the World Health Organization,
which further provides indications of procedures and
requirements for Health Technology Assessment for benefit
analysis and efficacy, clinical and technical safety, and of the
cost-effectiveness, in addition to directing the manufacturer
requirements considered in the registration process [22].

The diversity of regulatory requirements across jurisdic-
tions infers that manufacturers’ efforts to meet MD regis-
tration requirements are complex and time-consuming. The
manufacturer invests in additional drafts, mainly for the
compilation of test documents, without harmonized
requirements to assess the safety, efficacy or performance of
MD [21].

In the case of medical equipment, which involves a real
need for user testing, regulatory authorities require the reg-
istration of IEC 60601 to comply with safety and risk man-
agement requirements, including the standard collateral IEC
60601-1-6:2013 [7] to meet the usability criteria (influential
on basic security requirements and essential performance),
which mentions IEC 62366:2015—specific of usability
engineering for devices [6]. Because they are generalist
standards, IEC 60601-1-6 and IEC 62366 do not determine
criteria for accepting or directing UT, leaving it to the
responsible team to handle the user’s unpredictability [6, 7].

The targeting for usability testing of MD cited by such
standards is the performance of the test by specialists of the
manufacturer company. If it guarantees the safety of the
product from the documentation that certifies the risk man-
agement, safety and usability, or that meets the requirements
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of ISO 14971:2009 [6, 7, 9, 19] and UE 2017/745 [1]. It
should be noted that usability test (UT) deal with the user’s
impassibility, and validated techniques are not yet known to
predict the possibility of a person making a mistake during
risk management [6, 19].

It should also be understood that inspecting the usability
of a device through a UT differs from an analysis of user
behavior (UB), which is broader and involves the interaction
of the individual with the device (thoughts, feelings and
perceptions during the interface), also non-verbal commu-
nication can transmit information that in an interview or
questionnaire that would be omitted or forgotten [17].

Considering that IEC 62366:2015 has the user-centered
Usability Engineering process and is driven by its needs,
being the critical element of the system, research involving
MD should direct the focus to the interface of the health
professional operating device in a laboratory or field envi-
ronment, thus involving intentional and unintentional actions
and errors of use (slips and lapses); involve memory failures
that do not necessarily manifest as actual behavior and may
be evident only to the individual in the condition of life, and
may be a shortcoming in the manufacture of MD [19].

The emphasis the test phase of usability of MD, focusing
on the behavior of the user, in which the operator who deals
with the unpredictability of the user during the interface may
be based on patterns of behavior that technological resources
capture, among facial and body expressions, being a way to
support a UT process directed to the type of reaction that the
usability of the product causes in the user.

For the adoption of standardized technical, it is consid-
ered that the general application of these standards will not
be affected since, even if they are tests of different MD or the
technology used to evaluate the user’s behavior, the phe-
nomenon evaluated and measured does not changes [17].

2 Method

The research was based on personal knowledge of the
authors and of the international literature [5, 6, 11, 14, 17,
20] relative to the concepts of human behavior and tech-
nologies with potential uses in usability testing, as well as on
studies available from past experiences published in the
Science Direct and Google Scholar databases, using the
descriptors: User, behavior, physical, interaction, facial,
expression, emotions, capture.

A filter was adopted for articles published between 2015
and 2017 in newspapers dealing with human behavior,
neuroscience and computer science, and selected journals
with impact factor � 1,300, selecting those that used tech-
nologies to capture data on human behavior. The filtering
resulted articles [2–5, 10, 12, 13, 15, 18, 23, 24] which show
which technologies cited by authors in the international

literature have been used in the last 2 years and with which
purpose of analyzing UB. And, the study cites the tech-
nologies currently available in the world market.

3 Study of Behavioral Categories

Based on previous study [16], this study have a focus on the
detection of UB (stress, fatigue and attention/vigilance/
interest). However, these are psychophysiological and can be
associated in correlation when they present themselves in the
behavior of the user [11, 20].

“Careful behavior” implies a degree of continuous
attention with maintaining a focus over a relatively long
period of time in critical environments, such as where health
professionals work in emergency and emergency monitor-
ing. At present, there is evidence of the influence of mental
fatigue on physiological efficiency in vigilance, readiness,
that is, the duration of the task is not always responsible for
reducing the degree of attention, but the complexity of the
task and the requirement of high and constant levels of
cognition [11].

To understand the sensory evidence that reaches the
central nervous system, the “noises” must be decoded to
generate information that will guide a decision process, in
this case a cognitive process. Likewise, technologies that
capture such signals should consider noise identification and
exclusion, so system calibration for reliable data to be
usable, and recognize what each peak or frequency [11, 17,
20]. The real indication is that technologies that identify very
specific behaviors are associated with others that may help to
confirm information or identify what causes UB, and this
will avoid false positive data analysis [6, 11, 14, 17].

Complex tasks that require a high degree of concentration
have high levels of overall mental workload and may
increase when the work strategy changes, such as simulta-
neous tasks for successive tasks, affecting the performance
of the degree of attention. Similar effects are found in fatigue
studies in which performance effects usually appear to be
related to strategy rather than loss of resource availability—a
metaphorical reservoir of energy or fuel for processing [11].

As described, complex tasks developed in critical health
environments, possibly associated with physical stressors of
the environment, may imply reduced performance required
of health professionals who work for several hours at a time,
with sleep deprivation and fatigue, which may influence
various functions of information processing of alert opera-
tions, and consequently increase risks, errors and accidents
[11, 17].

Fatigue refers to the feeling of tiredness related to pro-
longed activities, and an example of the potential complexity
of fatigue states is evidenced by burnout syndrome, caused
by fatigue and occupational stress, a common diagnosis in
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the hospital emergency and emergency work environment.
Tiredness can be accompanied by feelings of anger, anxiety
and tension, and is an example of ergonomic behavior that
can be detected by the technologies cited in this study, for
laboratory or field usability testing [11].

But the stress has a strong connection with emotions and
can be experienced in negative ways including acute stress,
chronic, illness and absenteeism, or positively, benefiting the
individual proactive in the work environment, relevant to a b
om performance [11]. Extinctive behaviors, such as sleep
and wakefulness, or subjective as emotion and alertness, or
the pattern of waveform change evident in the electroen-
cephalogram as the state of behavior changes and indicators
of Sympathetic Nervous System (SNS) activity such as heart
rate and conductance of the skin, are evidence of conditions
in which stress can be measured [11, 17].

The sensitivity of the team of experts and the knowledge
about metrics to transform the data provided by the tech-
nologies and correct and accurate information is necessary,
as well as the study on the human behavior and the defini-
tions of physiological and subjective components, thus being
able to conclude an effective report [11, 14, 17].

4 Technologies That Detect User Behavior

The technologies used for analysis of UB mentioned in this
study, and exemplified in Table 1, are non-invasive proce-
dures that can be used in UT, consisting of Stress, Fatigue
and Attention inspections [11, 17].

The observation is clear in the scientific literature and
research with tests that these technologies have more

Table 1 Technologies used to analyze UB during interface design of products that use metrics for behavioral and physiological experiences

Technology Description Detection UB

Ocular screening—pupillary response [14,
17]

Measure types of emotions by the amount of mental concentration or emotional
arousal—using a baseline to quantify changes in pupil diameter (contraction and
relaxation of respective muscles) while capturing images

Stress; degree of
attention

Ocular screening—infrared light source
[10, 14, 17] or WebCam [12, 14, 17]

The ocular tracing can identify, through corneal reflex via infrared light source. The
course and fixation time in the areas of interest with the measurement of pupil size
as baseline. Can also be traced by eye movement located through WebCam

Degree of attention

Electrocardiogram [5] Electrodes positioned near eyes, capture signals of electrical activity generated
from the eye movement—muscle contractions

Stress; degree of
attention

Sensor/device to identify electrodermal
activity [4, 17, 18]

Sensor positioned in contact with the skin and the user wrist, which measures the
electrical conductance of the skin. The data allow the measurement of the activity
of the SNS, identifying activation or emotional excitation

Stress

Electromyography [3, 5] Positioning of electrodes to detect electrical response of muscle activity, during a
contraction movement. It detects positive or negative results

Physical fatigue

Electroencephalography [2, 5, 13, 15, 17] Analyzes emotional engagement by a user’s behavior by capturing brain wave data
using evoked potential studies

Stress; degree of
attention; mental
fatigue

Electrocardiogram [2, 5, 13, 15, 17] An examination that records the variation of electrical potentials that occur during
myocardial activity. They indicate increase of the SNS, for example

Stress; physical
fatigue

Heart rate monitor [17] Measures changes in heart rate per minute, inferring experiences that may change
user stress levels during the use

Stress

Sensor for identification of respiratory
activity [4, 5, 18]

Identifies chest movement to capture respiratory rate data per minute. It can
identify anxiety, tension, or intense physical activity, and it is appropriate to
associate it with other technologies in cases of UT

Stress; physical
fatigue

Sensor for recognition of pressure [17] Sensors capture pressure intensity data that the user applies on something they hold
while examining the design of a product, for example, or the intensity of pressure
applied to a chair while sitting, allowing the analysis of adopted postures

Stress; degree of
attention/interest

System of recognition of facial
expressions [23, 24]

Software that can consider video transmission—via the user’s computer—as input
to predict the presence of facial expressions in approximate time

Stress

Thermographic camera An apparatus that uses infrared thermography for real-time high resolution
shooting (averaging 307,200 megapixels), detecting areas with higher thermal
activity during video recording. Available from medium to high thermal sensitivity
(>2 to >0.3 °C). They help detect the possibility of muscle fatigue during repetitive
movements, for example, and for analysis there is usually a dedicated Software

Physical fatigue

Capture of movements [12, 13] Sensitive points should be placed strategically on the user’s body, sometimes there
is a proper clothing, adapted to the sensor of the camera. The image is captured
and the sensor captures data, sent to the software that will reproduce information
about body movements, and musculature used

Physical fatigue;
stress

Source Research Data (2018)
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reliability in a UT when associated and correlated their data
[11, 17]. The highlight was observed in the recent study [5]
that associated technologies for the analysis of physiological
conditions and activities of the SNS, being identified as a
gold standard.

Thus, the findings allowed to list technologies that can be
used to analyze UB, assisting the execution of UT of the
MD, being effective to detect the behavior and generate of
the ones to support the analysis and generation of reports.

5 Conclusion

The Catalog classified technologies that can generate infor-
mation about the usability of the MD, considering the
analysis of the user’s behavior. There is an association
between the technology and the behavioral possibilities that
can be identified, serving as support to the specialist team to
choose the technology best suited to the specific UT that one
wishes to perform.

The suggestion is that the Catalog of Technologies pre-
sented may support the support teams of manufacturers of
MD and Compliance Assessment Laboratories accredited as
Certification Body of Products that provide regulatory ser-
vices and certification of these products.
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t-SNE Applied to Discriminate Healthy
Individuals from Those with Parkinson’s
Disease Executing Motor Tasks Detected
by Non-contact Capacitive Sensors

Fábio Henrique M. Oliveira , Thaila Ferreira Zaruz ,
Marcus Fraga Vieira , and Adriano O. Andrade

Abstract
The diagnosis and evaluation of Parkinson’s disease
(PD) is a task that has been performed through clinical
evaluation and subjective scales. Over the years several
studies have reported results and technologies with the
purpose of making the follow-up of PD more objective.
Usually, in the objective evaluation, inertial and elec-
tromyographic sensors are employed for recording move-
ment and muscular activation. A major challenge that
exists in the area is related to the monitoring of the
technological horizon, to identify and incorporate new
technologies and methods that can be used for the
evaluation of PD. In this perspective, it was proposed in
this research the use of non-contact capacitive sensors to
record four motor activities of the hand and wrist (i.e.,
radial deviation, ulnar deviation, flexion and extension).
Another identified challenge is related to the correct
classification of individuals with PD. To accomplish this,
it makes necessary the use of tools for signal processing
and machine learning. In this study, features related to
amplitude and time of the signal were estimated and then
combined by means of t-Distributed Stochastic Neighbor
Embedding (t-sne), which is an innovative tool for
dimensionality reduction and visualization of information.

Experimental data were collected from a neurologically
healthy individual and one with PD. The use of t-sne
allowed for the visualization of data on a two-dimensional.
The use of non-contact capacitive sensors introduces an
innovative way to measure information from people with
PD. Furthermore, the application of t-SNE showed to be a
successful tool for the discrimination between a healthy
individual from that with PD.

Keywords
Parkinson’s disease � Non-contact sensor � T-Distributed
stochastic neighbor embedding

1 Introduction

Parkinson’s disease (PD) is a neurodegenerative disease that
leads to progressive loss of dopaminergic neurons from the
substantia nigra. Dopamine deficiency produces a severe
extrapyramidal system effect, resulting in decreased mus-
cular strength. These pathophysiological changes generate
typical neurological symptoms found in patients with PD
such as bradykinesia, rest and postural tremor, postural
instability, and muscular stiffness [2].

A research area that can contribute to individuals with PD
is related to measurement technologies capable of generating
quantitative information that can be used for the diagnosis
and follow up of the disorder. Over the years distinct types
of sensors have been employed for the assessment of the
motor signs of PD, being the inertial sensor the most com-
mon type of technology employed in the field [4].

In this study, we present the use of a recent technology,
based on non-contact capacitive sensors for the assessment
of motor tasks executed by a healthy person and one suf-
fering from PD. Amplitude and time-dependent features
extracted from the collected signals are estimated and pro-
jected on a 2-dimensional lower space by using the
t-distributed stochastic neighbor embedding (t-sne) [5]. The
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found results suggest that the proposed measuring technol-
ogy can be used as an alternative to those which employ
contact sensors.

2 Methods

2.1 Experimental Setup

This is an ongoing research that has been approved by the
National Committee for Ethics in Research (CAAE:
65165416.4.0000.5152). Two subjects, being one healthy
and the other suffering from PD participated in this study.

The experiments were carried in an electrically and
acoustically isolated cabin (Fig. 1). A three-axial gyroscope
(L3GD20H, STMicroelectronics, Switzerland) was posi-
tioned on the dorsal region of the hand together with a laser
pointer for aiding the subject to execute a set of motor tasks
(Fig. 1). A pair of non-contact capacitive sensors (PS25454,
Plessey semiconductors, UK) was attached to a
custom-made structure (Fig. 1) that included a squared
board used for guiding the participant.

The subjects were instructed to start the motor task with
the visual laser point at the central region of the board
(highlighted with a crossed circle). The white circles on the
board were set as targets considering each type of experi-
mental task (Fig. 1). For tasks T1 to T4 the subjects were
asked to execute the hand movements 5 times in 10 s,
whereas for tasks T5 to T8 they were asked to execute the
same type of tasks 15 times in 10 s. For the execution of
tasks T5 to T8 the hand was rotated and positioned at 90° to
the horizontal line defined by the pair of capacitive sensors.

In terms of physiology, the chosen motor tasks are close
related to motor tasks performed by patients during the
evaluation using the Unified Parkinson’s Disease Rating
Scale (UPDRS) [3], which is a common instrument used by
physiotherapists to assess the PD state. Also, the selected
movements are suitable for the use of gyroscope, because
they normally have enough amplitude, which facilitates the
signal analysis.

Signals collected from the gyroscope were sampled at
50 Hz and from the capacitive sensors at 3 kHz; they were
synchronized by an external trigger. Considering the direc-
tions of the executed movements, only the y and z coordi-
nates of the gyroscope are considered.

2.2 Signal Preprocessing

The signal obtained from the gyroscope was pre-processed
by using a moving average filter and a nonlinear detrending
technique described in [1]. For the signals detected from the
capacitive sensors the following sequence of steps were
employed: (i) the signal lower envelope of the peaks of the
60 Hz component was estimated; (ii) the same sequence of
steps applied for the gyroscope [1] was applied on the lower
envelope.

2.3 Feature Extraction

Three features were estimated from the collected signals and
used for data analysis and visualization. The first was the
median between peak time intervals (mpi); the second was

Fig. 1 (left) Experimental setup. The 3-axial gyroscope is positioned
on the dorsal part of the hand (the inset shows the sensor and laser
pointer). The y and z axes are indicated. The forearm is on the support.
The red arrows show the location of the pair of non-contact capacitive

sensors. The squared board is used for guiding the participant during
the experiment. (right) Set of tasks executed. The number of repetitions
for each task is shown

422 F. H. M. Oliveira et al.



the time difference between the first and last peak (tfl); and
the third was the median of the amplitude of the peaks. The
peaks were identified by using predefined thresholds con-
sidering the peak amplitude and allowed time distance
between peaks.

2.4 Data Visualization

The set of three-dimensional features were projected on a
two-dimensional space for easing data visualization. The
methods t-sne, Sammon’s mapping and Principal Compo-
nent Analysis (PCA) were employed for generating distinct
visualizations of the data. Prior to data projection the data
were standardized.

3 Results

3.1 Typical Waveforms

Figure 2 depicts typical waveforms obtained for each subject
executing the tasks shown in Fig. 1.

3.2 Feature Analysis

Figure 3 shows boxplots of the time-dependent features for
each sensor and individual, considering all tasks. Figure 4
shows boxplots for the median time between peak intervals
considering the dissociation of data obtained from tasks T1,
T2, T3 and T4 from T5, T6, T7 and T8.

The mean of the peak amplitude for the healthy subject
and the person with PD is presented in Table 1.

3.3 Data Visualization

All features were employed for dimensional reduction and
data visualization. In Fig. 5 the estimated projections are
provided considering PCA, Sammons’ mapping and t-sne.

4 Discussion and Conclusion

In this study, it was presented a method for the evaluation of
motor tasks of the hand based on the use of a non-contact
capacitive sensor. The use of non-contact sensors can be

Fig. 2 Typical signals collected for the healthy subject (a) and for the person with PD (b)

Fig. 3 Boxplot of the set of the
time-dependent features including
all tasks. The identification of
each feature is indicated at the top
whereas the identification of the
subject is at the bottom. The
sensors are labeled as ps1
(capacitive sensor) and gyro
(gyroscope) at the top. The label
H represents data of the healthy
person whereas PD for the person
with Parkinson’s disease
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beneficial for people who have sensitive skin such as the
elderly, being this most people suffering from PD.

The lower amplitude of the time-dependent features
found for the person with PD is justified by the fact that the
person suffered from muscular rigidity (a typical symptom of
PD), making it difficult for him to execute the tasks with the
full amplitude of movement. As he could not execute the
movements completely, considering the full range of
extension and deviation of the hand, he typically finished the
movements earlier than the healthy person.

The peak amplitude was larger for the person with PD.
This could be detected by both types of sensors, and it can be

explained by the fact that the person with PD has difficult in
executing fine movements, thus after the movement starts it
continues abruptly resulting in increment of the angular
speed and large variation of the electric field in a short time
window.

The evaluation of data projections showed that t-sne was
capable of grouping features considering the similarity of
tasks and the condition of the person. This could also be
observed by PCA and Sammon’s mapping. The actual
advantages of t-sne should be assessed quantitatively and
with additional data set.

The main limitation of this research is the number of
subjects. However, based on the results of the pilot study
presented here we are increasing it so that all the methods
can be further evaluated.
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Fig. 4 (left) Boxplot of the set of
time-dependent features estimated
from tasks executed five times in
10 s. (right) Boxplot of the set of
time-dependent features estimated
from tasks executed fifteen times
in 10 s

Table 1 Mean and standard deviation for the amplitude of the peaks
considering all tasks

Sensor Mean ± Std (Healthy) Mean ± Std (PD)

ps1 0.053 ± 0.025 0.245 ± 0.192

gyroY 36.272 ± 27.078 50.014 ± 35.005

gyroZ 35.430 ± 25.683 48.221 ± 28.656

Fig. 5 Two-dimensional projection by using PCA (left), Sammon’s mapping (center) and t-sne (right). The blue circles indicate the healthy
subject and the red asterisks indicate the PD subject. Labels from 1 to 8 represent the tasks
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Electronic Delivery Book: Structured
Database Enables Analysis of Perinatal Risk
Factors

Michal Huptych, Václav Chudáček, Ibrahim Abou Khashabh, Jiří Spilka,
Miroslav Burša, Lukáš Hruban, and Petr Janků

Abstract
The Electronic Delivery Book (EDB), an electronic
information system, was developed in cooperation with
obstetricians, midwives, and neonatologists from the
University Hospital in Brno. The main aim was to create
structured electronic documentation of selected delivery-
related parameters based on the existing paper-based
documentation. The system contains information from the
different stages of delivery: parameters of the pregnancy,
medications/interventions during the birth, outcome mea-
sures for the newborn(s), and primary attributes from
neonatology. The EDB also allows creating overviews
and basic statistics for everyday clinical needs and offers
structured data for retrospective as well as prospective
studies. One of the first results based on data collected
using the EDB was the analysis aimed at identification of
potential risk factors for low umbilical cord artery pH in
term, singleton pregnancies. The data selected from EDB
represents a basis for the retrospective case-control study.
Cases were deliveries characterized by umbilical cord
artery pH � 7.05, controls were with no sign of hypoxia.
In the database of 10637 deliveries, collected between
2014 and 2015 at the University Hospital in Brno, we
identified 99 cases. Univariate analysis of clinical features
was performed. The following risk factors were associ-
ated with low pH: the length of the first stage (odds ratio
(OR) 1.40; 95% CI 1.04–1.89) and the length of the
second stage of labor (OR 2.86; 1.70–4.81), primipara

(OR 2.99; 1.90–4.71) and meconium stained fluid (OR
1.60; 1.07–2.38).

Keywords
Obstetrics � Electronic medical documentation
Medical data analysis � Statistical analysis

1 Introduction

One of the most important focuses in the obstetrics field is
on early detection of fetal hypoxia during delivery. An
evaluation of cardiotocogram (CTG) is a common way how
to reveal possible presence of fetal hypoxia during delivery.
However, obstetricians evaluate the CTG in relation to all
information about a state of a mother and all antepartum
information about a fetus. If there are some critical factors
linked with hypoxia present, the evaluation of the CTG can
be substantially different. For purpose of this study, we
assume a relation of fetus hypoxia and low pH outcomes in
the newborn cord artery blood. Thus, the goal of this study is
to find clinical factors which are associated with low pH of
newborn cord artery blood. And, we use the fact that we
developed our system for collection of the clinical infor-
mation around a delivery that is used in the University
Hospital in Brno already last 4 years (more in Chap. 2).

There are many articles aimed at an identification of
clinical factors which increased the risk for mother and child
during delivery. Several studies (e.g. [1–3]) dealt with the
relation of clinical factors and Caesarean section. The work
[1] tested the association between maternal age and Cae-
sarean section, in [2] is published a study (on over 12,000
deliveries) of various risk factors and Caesarean section and
[3] investigated clinical factors leading to Caesarean section
in multiparous women. The Caesarean section can be among
other indications related to the hypoxia but it does not
appropriate to use it instead of the pH. In other words, the
aim of our study is different.
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Risk factors influencing birth outcomes are also investi-
gated e.g. in the studies [4, 5] that are aimed to pre-term
delivery risk factors for various degrees of prematurity, and
on an assessment of factors contributing to a prolonged labor.
The most relevant works are articles [6–9] (characterized by
the phrase “risk factors for birth asphyxia”). All these studies
take the asphyxia in relation to the Apgar score, which is a
subjective observation and it cannot be considered as reliable
indicator of asphyxia [10]. Retrospective study [6] presents
finding that primiparous women and those with pre-
eclampsia had a significantly (p <0.01) greater risk of a low
Apgar score. The study [7] was focused as for antepartum
risk factors as well as intrapartum risk factors. The found
antepartum risk are place of the antenatal visit, malaria during
pregnancy, and preeclampsia. Intrapartum risks included
prolonged labor, stationary labor, and term prolonged rupture
of membranes. Same as the previous study, the study [8] is
aimed at antenatal and intrapartum risks and indicated ane-
mia, pre-eclampsia, meconium stained fluid and low birth
weight among the most significant risks with respect to
outcome assessed by the Apgar score. In the work [9],
meconium was highlighted together with several CTG-
related parameters as the factors increasing the risk of
asphyxia (again assessed based on Apgar score) the most.

2 Electronic Delivery Book

The Electronic Delivery Book (EDB) is an electronic form
of the medical documentation for collection of a clinical
information about/from admission at the obstetrician ward,
delivery period, newborn(s), and neonatology. The reason
for collection of a clinical information in the electronic form
stemmed from our work on a computer analysis of the car-
diotocogram (CTG), together with obstetrics department of
the University Hospital in Brno, e.g. [11, 12], where the
clinical information seemed to be potentially useful. Lots of
information is stored in the hospital information system.
Unfortunately, the clinical information from the hospital
information system is not (in our case) reliably available in a
format usable for further computerized processing. More-
over, many clinical data regarding a delivery were also
collected in a paper-based documentation which was already
existing at the obstetrics department before onset of our
project. The forms of this paper-based documentation were
pre-printed and this fact led to many flexible changes to
adapt documentation as was necessary for a given situation
and requests. For simple instance, if there was necessary to
collect information about the presence of a father during a
labor, there was necessary to write this information some-
where to some prepared column (e.g. information about
mother surname) and mark this information separately
beside the proper information of the column. Even more,

these ad-hoc adjustments were not placed always in the same
columns and marked by the same way. This complication
led us to the result that it is not possible to use some methods
of the Optical Character Recognition (OCR) for an acqui-
sition of the information. Therefore, the paper-based docu-
mentation became a pattern for the EDB design.

We started to develop a standalone application, which
had clearly defined several features. The first step was to
create structured electronic documentation [13]. The struc-
ture of the record is characterized by a model of the domain,
by a model of the database as well as by an environment for
the entry of values. The domain model represents a list of
concepts and their relationships. It is not on so strong formal
level that we can call it an ontology, but it is a lower form of
the conceptualization [14]. The reason that we did not define
the domain model on high formal (ontology) level was the
time-consuming process of such formal conceptualization
and a need of the real usable prototype of the application in
relatively short time. The basic part of the domain model is
depicted on Fig. 1.

The domain model in Fig. 1 contains only crucial classes,
for example, the pH is further divided to arterial and venous
pH, Apgar score is determined in the 1st, 5th and the 10 min
after birth, and so on. Also, there are not presented all
relationships between classes in Fig. 1, but just basic tax-
onomy and a few examples of others relationships. In total,
there are 67 parameters gathered within the EDB. Based on
the domain model, we derived database schema which was
used as the basis of the application. Within the database
schema was defined all used attributes of the domain. The
database model was several-times changed and adjusted
since the first design, however, the basic idea is still same.
Here it is worth mentioning that it was crucial to keep many
attributes from the paper-based documentation (including
those added during the course of time), which strongly
defined the elementary form of the electronic version of the
documentation. The database schema is too large for publi-
cation in this paper and its informative contribution is not so
crucial in this case. For implementation, we used the
MS SQL database, which was provided by the hospital.

The EDB is implemented in programming language Java.
This selection was reasoned by request of a implementation
without installation and with a possibility to delivery updates
of the application during everyday work. This request is
fulfilled by Java itself and by Java Web Start service. The
reason why we did not develop web application was a
complications with providing of application/web server
within the hospital in the started years. The application has
many restrictions for filled values like format definitions
(number, string, date), variables range definition (e.g. Apgar
score is defined between values 1 and 10) and strictly range
of values definition (vocabularies and classifications like [15]
and/or proprietary code-books are used for e.g. diagnoses,
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interventions, medications, etc.). These restrictions are
defined in order to keep the record in clear form for the next
potential export and further processing of the data as well as
for the potential communication and data exchange. The
export of records for further processing is anonymized.
The EDB allows also to define study and its branches and
to assign particular newborns to the selected study branch.
This feature can be useful especially in a prospective study.

In the EDB, the basic two features for an everyday
clinical data use are possibilities to filter relevant records
based on conditions combination (selectable from all col-
lected parameters) and creation of overviews and basic
statistics for particular months in given year as well as for
comparison of particular months in different years. The EDB
contents over 24,000 deliveries from years 2014 up to 2017
and the data collection still continues. The collection and use
of the data was approved by the ethics committee at the
University Hospital in Brno.

3 Critical Factor Analysis

3.1 Data and Features

Electronic Delivery Book provided the data for retrospective
study in this case. We used collected data at the delivery ward
of the University Hospital in Brno from January 2014 to
December 2015. All data are fully anonymized. We extracted
from the records 107 clinical parameters describing the state
of a mother, process of a delivery, and state of a newborn,
respectively. The database consists of 12274 recordings
between years 2014 and 2015. Since we would like to ensure
the most possible clearest interpretation, we have applied the
following homogenizing conditions for the final dataset:
arterial pH is available; gestational age � 37 weeks; single-
ton pregnancy; no known congenital diseases. By this way,
we obtained final 10637 deliveries for our study.

How is mentioned above, we extracted 107 clinical fea-
tures which can be divided into following three categories
according to a moment of the care when the features are
determined: (a) before delivery (e.g. gravidity, parity, sex of
the fetus, induction of labor, diagnoses related to mother
and pregnancy) (b) during delivery (e.g. diagnoses related
to delivery, interventions, length of delivery stages, medi-
cations) (c) after delivery (e.g. the weight of a newborn,
Apgar score, admittance to the NICU, seizures or
intubation).

3.2 Statistic Evaluation

The odds ratios (OR), their 95% confidence intervals (CI),
and two-sided p-values were used for evaluation of a relation
between each feature and the pH outcome. All three statistics
indicators (OR, 95 The odds ratio (OR) represents an asso-
ciation between an observed factor and an outcome. In other
words, OR expresses how strong impact has the presence of
the factor on chances of getting the disease [16]. Thus, the
OR is very useful in case-control studies as well as
cross-sectional and cohort studies [17]. The comparison of a
use of the OR and/or relative risk (RR) estimation can be
found in [18] as well as more additional information about
OR. In our case, the difference between OR and RR is
negligible, because the event rate of pathological cases is
very low, so OR ’ RR [16]. All computations were done in
Matlab 2015a.

3.3 Results

Results of the analysis are depicted in Table 1. The umbil-
ical artery pH with cutoff in 7.05 defines two groups (cases
and controls) of newborns. The pH cutoff point in 7.05 is a
common set-up value in the studies using pH, e.g. [19, 20].

Fig. 1 The main part of the
domain model for the Electronic
Delivery Book
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4 Conclusion

In this paper, we presented the analysis of clinical data as
factors in relation to low pH value as well as the information
system which was used for collection of this clinical data
and thus made this analysis enable.

The Electronic Delivery Book (EDB) is electronic
information system designed for the collection of the clinical
information from admission to the obstetrics ward, through
delivery and newborn, up to the selected neonatology
information. The EDB collects important information in the
structured form, which is ensured by the clear definition of
the domain model and propagation of this model down to the
database schema and application itself. Then, the filled
database provides a quality basis for the data analysis. The
ultimate goal in utilizing data available from the EDB
database is to provide the clinical data analysis together with
CTG/FHR analysis in order to prepare comprehensive
decision support during delivery. The presented study is just
an initial investigation with the use of the EDB database.
According to the literature review, there are no studies
associating the clinical factors known before and during
delivery with the outcome represented by pH value. There
are studies, e.g. [21], suggest the relation between low pH
and an adverse outcome is only weak. On the other side,
there are other studies, e.g. [22], showing the significantly

increased risk of neurological impairment associated with
pH � 7.1. Thus, irrespective of the controversy of the pH as
a proof of the hypoxia during labor, the contribution of the
effort to avoid a low pH value is indisputable.

From the perspective of our analysis, there was identified
several risk factors related to low umbilical cord artery pH
like parity, sex of the fetus, induced labour, and also those
related to specific diagnosis in association with the delivery,
e.g. meconium staining (O681) and defibrination syndrome
(D650). However, some uncertainties on the side of the
interpretation of the results would have to be clarified before
we move on to the multivariate analysis.

The size of the database is very promising, but the size of
several subsets representing individual features is limited.
Especially for diagnostic factors can be ICD-10 coding to the
lowest level too detailed and thus many subsets contain only
tens of cases. It is insufficient to allow conclusions to be
drawn with high confidence.

Although all features, except the epidural analgesia, have
significant (p <0.01) result, it is necessary to interpret very
carefully the clinical relevance of all factors, which odds
ratios point to the hypoxia risk (OR >1).
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Table 1 A collection of the most interesting results from a univariate analysis of the features. pH, Apgar and SC are outcome measures, while all
the other features represent knowledge or an action known prior to delivery. Entonox and epidural analgesia are medications given during the labor

Cases—pH � 7.05 Controls—pH >7.05

# Mean (std) # Mean (std) OR (95% CI) p-value

pH 99 6.99 (0.09) 10523 7.29 (0.08) – –

Apgar score 5 min 203 6.50 (0.88) 10400 9.65 (0.59) 24.68 (15.49–39.31) <0.001

Sectio Caesarea 2110 1.00 (−) 8285 0.00 (−) 1.58 (1.02–2.45) <0.001

Induced delivery 2198 1.00 (−) 8424 0.00 (−) 1.44 (0.92–2.25) <0.001

Entonox 144 1.00 (−) 10478 0.00 (−) 2.30 (0.72–7.35) <0.001

Epidural analgesia 1915 1.00 (−) 8707 0.00 (−) 1.01 (0.60–1.69) 1.000

Ist stage (>360 min) 1807 440.15 (64.77) 8015 226.22 (73.79) 1.36 (0.84–2.20) <0.001

IInd stage (>30 min) 884 54.12 (20.60) 7862 11.04 (7.18) 2.86 (1.70–4.81) <0.001

Parity (<2) 5299 1.00 (0.00) 5302 2.34 (0.78) 2.99 (1.90–4.71) <0.001

Sex (Male) 5468 1.00 (−) 5143 2.00 (−) 0.69 (0.46–1.03) 0.001

O100—hypertension 533 – 10089 – 1.45 (0.67–3.13) <0.001

O140—preeclampsia 114 – 10508 – 1.92 (0.47–7.87) 0.008

O365—IUGR 375 – 10247 – 1.78 (0.77–4.08) <00.001

O681—meconium 784 – 9838 – 2.09 (1.18–3.69) <0.001

D650—defibrination syndrome 258 – 10364 – 2.63 (1.14–6.06) <0.001

D695—secondary thrombocytopenia 36 – 10586 – 6.36 (1.51–26.85) <0.001
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Wearable Cardiorespiratory Monitoring
System for Unobtrusive Free-Living Energy
Expenditure Tracking

Ke Lu , Liyun Yang , Farhad Abtahi , Kaj Lindecrantz ,
Kristian Rödby, and Fernando Seoane

Abstract
In this work, we want to introduce combined heart rate and
respirationmonitoringformoreaccurateenergyexpenditure
tracking on free-living subjects. We have developed a
wearable cardiorespiratory monitoring system with unob-
trusive heart rate measurement and ventilation estimation
function for this purpose. The system is based on a garment
with integrated textile electrodes for one-lead electrocardio-
gramand impedance pneumographymeasurements.Apilot
experiment has been performed to prove the concept and to
evaluate the characteristics of heart rate and ventilation
estimatedbyour system in relation to energyexpenditure. In
the experiment, ventilation shows a better linearity in
relation to the energy expenditure at the low intensity region
than heart rate. Based on these characteristics, a model
combining heart rate and ventilation for energy expenditure
estimation is proposed which shows a significantly lower
estimation error than the heart rate only model.

Keywords
Wearable devices � Energy expenditure � Impedance
pneumography

1 Introduction

The real-time energy expenditure (EE) tracking provides
valuable information of the metabolic state and physical
activity level. This information will help people in the
management of their daily life and exercise, and even in
prevention and treatment of many life-style-related health
problem such as obesity and diabetes [1].

Heart rate (HR) monitoring is often used to estimate the
free-living EE [2]. However, the relationship between HR
and EE is poor in low intensity activities and sedentary
condition [3], and it can be influenced by several other
factors that are not related to physical activity, such as food
intake or mental stress [4]. Another potential approach is to
use respiration variables [5, 6]. Several studies have
demonstrated that EE can be estimated using pulmonary
ventilation (VE) only or together with other variables and
that VE shows higher linearity with EE compared to the HR
[7]. Accurate measurement of VE requires devices with
facemasks or mouthpieces which limits its use in free-living
conditions. Recent developments in wearable technologies,
such as impedance pneumography (IP) integrated in smart
clothing [8, 9], give new opportunities to use respiration
measurements for EE estimation in a free-living setting.
However, those wearable solutions also have their limita-
tions. For example, the IP is sensitive to the subject’s pos-
ture, change in breathing mechanics, and movements that
lead to the change of ribcage shape and skin-electrode
impedance [10, 11].

Hence, combining the information from HR and respi-
ration can be a good approach to improve the accuracy of EE
tracking for the free-living subjects. For this purpose, we
have developed a wearable cardiorespiratory monitoring
system with functionality of unobtrusive HR measurement
and VE estimation. The system is based on a garment with
integrated textile electrodes for electrocardiography
(ECG) and impedance pneumography measurements. To
prove the concept and to explore the characteristics of HR
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and VE estimated by our system in relation to EE, a pilot
experiment has been executed. Based on the experiment, a
potential model to combine HR and VE for EE estimation
was created.

2 System Architecture

The system consists of a vest integrated with removable textile
electrodes and conductive textile wiring, a wireless compact
ECG and IP measurement device, and software on Android and
PC for data logging, pre-processing and visualization.

The Garment and Textile Electrodes. The vest was manu-
factured in the Swedish School of Textiles at the University of
Borås. Figure 1a shows the overall design of the vest. One pair
of textile electrode pads are placed on the left and right axillary
midline to achieve good linearity between change of volume
and the change of impedance [12, 13]. Each electrode pad has
two electrodes, where the outer one is for impedance current
injection and the inner one for potential measuring for both
impedance and ECG (Fig. 1b). The textile electrode pads are
knitted using conductive fabric Shieldex®P130+B (STATEX
Gmbh., Bremen, Germany) with terry towel structure. The
electrode pads are attached to the vest with snap bottoms.
Intarsia knitting with conductive yarn, which has been intro-
duced in our previous study [14], is used to integrate con-
ductive segments on the vest to make connection between
electrodes and the measurement device. The vest is knitted
with two levels of elasticity where extra tightness is introduced
at the chest region to ensure good skin-electrode contact
during activities without compromising the comfort.

Measurement Device. A compact wireless recorder
(Fig. 1c), ECGZ2 (Z-Health Technologies AB, Borås,
Sweden) [15], is connected to the vest through snap buttons
to record the ECG and IP signals. The unit features a
one-lead ECG and impedance pneumography with 50 kHz
injection current. The sampling rate of the ECG and IP are
250 Hz and 100 Hz respectively. Data is transmitted to PC
or Android device through Bluetooth.

Signal Processing. HR is extracted from the ECG signal
using a modified online R-peak detector and abnormal beats
were removed. The raw IP signal is first down sampled to
20 Hz and then reconstructed by the first 5 levels of its
wavelet (db5) decompositions with a threshold of 5 Ω.
Peaks and valleys are then detected, hence the relative
measure of the tidal volumes (VT-rel) are acquired by having
the differences between each pair of peaks and valleys. The
relative measure of the V-E (V-E-rel) in a certain window is
calculated by summing of VT-rel in that window.

3 Experiment

The experiment covered a variety of living, sporting and
working scenarios with different postures, activity intensi-
ties, and muscle groups to simulate complex free-living
environments. An indirect calorimeter (Jaeger Oxycon Pro,
Germany) was used simultaneously with the wearable sys-
tem during the experiment as the reference measurement of
EE. The real-time oxygen uptake was used since the
dynamics of EE, instead of the steady state, was of interest in
this study.

Fig. 1 a The outside (left) and
inside (right) of the vest. b The
textile electrode pad. c ECGZ2, a
compact ECG and electrical
bioimpedance measurement
device
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Ethical approval for the study was obtained from the
Regional Ethics Committee in Stockholm (Dnr
2016/724-31/5).

Experiment Protocol. The experiment protocol consisted of
three categories of activities: resting, simulated working
tasks, and submaximal tests. After each task, the subject had
a rest for 5–25 min until the HR returned to within 10% of
the resting HR. The timeline of the detailed tasks and their
corresponding physical activity levels are shown in Fig. 2.
The participant was asked to avoid intense physical activity
for 1 day before the experiment and eating, smoking,
drinking tea, coffee or alcohol for at least 2 h before.

The experiment started with the resting tests that included
resting in three postures: 20 min in lying, 5 min in sitting
and 5 min in standing. The resting metabolic rate and resting
HR of the subject was obtained during the lying test.

The submaximal tests session included 3 different sub-
maximal tests. The first one was the Chester step test with an
increasing pace by each 2-min stage [16]. The second test
was a walking pace treadmill test as described in [17]. Each
stage of the treadmill test lasted 3 min, where the speed was
increased after the first and the second stage and subse-
quently the grade was raised by 2% between each stage. The
third test was an arm ergometer test with a constant cadence
but an increased resistance [17]. All the submaximal tests
were terminated when the HR of the subject reached the
80% of the age-predicted maximal HR (220—age).

Five different tasks (i.e. office work, painting, cycling,
simulated meat cutting, and box lifting) were performed with
varying intensities, postures, and muscle groups. Each of the
tasks lasted 8–10 min.

Data Processing and Statistics. As the measurement from
Oxycon Pro has a time resolution of one sample per 15 s, the

beat-by-beat HR was averaged by a 15-s moving window and
the V-E-rel was also set with the same window size.

Data from the submaximal treadmill test was used to
obtain personalized calibration of HR-EE and VE-rel-EE. The
slopes and intercepts were obtained through linear regression
for HR-EE and VE-rel-EE respectively. Thus, the estimated
EE using HR (EEHR) and VE-rel (EEVE) were calculated with
the personal calibrated linear model.

The root-mean-square errors (RMSE) and the Person
correlation coefficients (r) were calculated for the realtime
data to compare estimated VE and EE from our system to the
reference system.

4 Results and Discussion

Relative ventilation (VE-rel) measurement from the sys-
tem. The VE-rel extracted from the impedance pneumogra-
phy measurement of our system had a good linear
relationship with the reference measure of pulmonary ven-
tilation (r = 0.80). The accuracy of the measurement was
compromised by some non-linearity in change of impedance
and lung volume using current the electrode configuration
[12], posture change [11], and motion artifacts [10].

HR-EE and VE-rel-EE relationships. The HR-EE and VE-rel-
EE relationships are demonstrated in Fig. 3 with scatter plots.
The VE-rel had a better linearity in the low intensity region than
the HR, but the linearity reduced when the intensity increased.
The EE estimations by the VE-rel model (EEVE) (RMSE =
3.00 ml/kg/min) are more accurate than the ones by the HR
model (EE-HR) (RMSE = 5.05 ml/kg/min).

Combined model of HR and VE-rel. Based on the charac-
teristics that were observed in the experiment a model to

Fig. 2 The timeline of the tasks of the experiment with the corresponding VO2 level of the test subject
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combine the HR and VE-rel for realtime EE estimation was
proposed (EECom). When both EEVE and EEHR are below 25%
of the maximum VO2 predicted by the age-predicted maximal
HR, only the EEVE is used for estimation (EECom = EEVE).
Otherwise, the average of EEVE and EEHR will be used (EECom
= (EEVE + EEHR)/ 2). The combined model had a better
accuracy for estimating the EE (RMSE = 2.53 ml/kg/min, r =
0.80) compared to the other two models, as shown in Table 1.
The combined model need to be further validated and refined
through experiment with more subjects in the future.

5 Conclusion

In this work, we have presented a wearable cardiorespiratory
monitoring system for the purpose of tracking EE in
free-living conditions. The pilot experiment showed the
functionality of the system and the potential of using com-
bined HR and VE information to improve EE estimation.
The validity of the system and proposed model will be
examined with lager number of subjects in the future studies.
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Design Variations for Improved Usability
of Mobile Data Capture in Rural Uganda

Ole Andreas Krumsvik , Ankica Babic , and Alice Mugisha

Abstract
Several form design alternatives were created as a starting
point for a usability evaluation in a project dedicated to
maternal and child care in the rural Northern Ugandan
area. The project is concerned with ensuring that pregnant
mothers deliver from the hospitals and that their babies
receive the necessary care after delivery, despite the
limited resources. Health care workers are collecting data
to document current resources using their hand-held
devices, mainly phones. The basic requirements are that
the application design should be simple, easily under-
standable by a broad user group, and supported by
Android mobile platforms. We have created four design
alternatives, all simple, straightforward, and suitable for
low cost Android mobile devices. The major differences
are concerned with the overall layout and color usage.
There are variations in the radio buttons, check boxes,
date formatting, progress visualization, font, labeling,
data input validation, tables, and navigation buttons. The
software, Axure RP 8, was used for designing alternatives
based on the currently used mobile electronic data capture
form “SurvPlus_FirstVisit_4” which is made in ODK
Collect and has many usability issues. By coming up with
these four mid-fidelity prototypes we expect to address
variations in design that the current software allows.
Suggested designs are common for many other applica-
tions, the majority of which mobile device users are
familiar with. User preference testing was carried out to
explore user preferences regarding the holistic design and
particular design features.

Keywords

Usability � Mobile EDC � Rural Uganda
Maternal care � Child care � Redesign

1 Introduction

Usability, according to the ISO 9241-11 standard, is defined
as the extent to which a product can be used by specified
users to achieve specified goals with effectiveness, effi-
ciency, and satisfaction in a specified context of use [1]. It
has become a key factor when designing and developing
mobile applications and can thus determine the successful-
ness or failure of the application [2]. If usability is ignored,
this can present issues of varying magnitude. As reported by
Nielsen [3], it could cost companies large amounts of money
in sales and labor costs. A major computer company that
emphasized on increasing usability of a security application,
resulted in saving 41,700$ on the first day of implementation
[3]. Deep and complicated navigation, oversimplified navi-
gation, lack of auto-fill, unresponsive gestures, insufficient
user testing, demanding too many steps, and confusing or
vague content are some of the most common usability issues
in mobile applications [4, 5].

In previous research, findings related to usability in the
context of mobile electronic data capturing in resource-
limited countries are absent. In this paper we present and
discuss several design variations to improve the usability of
mobile electronic data capturing forms in rural Uganda. The
forms are used to gather data about pregnant and recently
delivered women, and they have many usability problems.

In total, we designed, and user preference tested four
different mid-fidelity prototypes that could serve as an
alternative for the SurvPlus forms or as design guidelines for
a refined version [6]. We could not alter the textual content
in SurvPlus as it belonged to the Survival Pluss project, and
therefore the research was focused on the form design.
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Furthermore, we believe that to enable efficient and accurate
mobile electronic data capturing, usability must be
prioritized.

The currently used forms were created in the free and
open-source suite of tools named Open Data Kit
(ODK) Collect for the Android mobile operating system.
ODK Collect supersedes paper forms used in survey-based
data gathering and is intended for countries in developing
regions. It renders complex applicational logic and allows
manipulation of data types that involve text, location, ima-
ges, audio, video, and barcodes [7]. Advantages include easy
installation, deliverance, and collection of the aforemen-
tioned data types. Disadvantages are concerned with auto-fill
issues, slower software due to data checks, and inability to
edit forms after they have been sent to a server. Research
conducted by Mugisha, Babic, Wakholi, Nankabirwa, and
Tylleskär [8] investigated the form developers’ views on
usability and discovered several issues. The results suggest
that form developers had a limited understanding of
usability, time-constraining deadlines, no standard procedure
of measuring usability, software limitations, and unclear user
needs. Moreover, the end-users typically do not participate
in the form development, which could be a contributing
factor to the usability issues.

2 Methods

To refine the existing solution of the SurvPlus_FirstVisit_4
forms, several methods were applied in the research. Firstly,
a literature review was carried out followed by the creation
of personas. The latter is a User-Centered Design
(UCD) technique to design for the end-user [9]. UCD is a
term used to describe design processes in which end users
impact how a design takes shape [10]. A variant of UCD was
applied to the research. We chose this approach, based on
the assumption that users will have an easier time to choose
one of the designs. Secondly, an individual expert review
was carried out by one author (Krumsvik) to discover the
usability problems of the current forms [11]. Thirdly, four
mid-fidelity prototypes of the forms were created in
Axure RP 8 to streamline the data capturing for mobile
devices [12]. Material Design guidelines were used to aid the
design process [13], and some of Don Norman’s interaction
design principles [14]. The primary objective was to explore
ways of simplifying the data input for the user, however, the
mid-fidelity prototypes do not have back-end functionality.
Consequently, we chose to focus on the principles regarding
visibility, consistency, feedback, and affordance. We argue
that this combination of methods could result in a great user
experience. Lastly, the design alternatives were tested for
user preferences with intention to obtain feedback and

guidance on how to make the best design for the users [15].
The studies have shown that user preferences and perfor-
mance were positively correlated [15].

3 Results

3.1 Individual Expert Review

Several usability issues were discovered in the individual
expert review, some of which are:

1. No progress indicator was available.
2. No navigation buttons. Navigations between screens are

solely limited to swiping.
3. Incomplete error checking, e.g. the telephone number

“222” is accepted.
4. Input fields with poor or no labeling.
5. The user must fill in numbers manually for a response

such as “Don’t know”, which must be filled in as “99”.
6. One question per screen regardless of the question and

the alternatives.
7. Inconsistent use of vertical scrolling.
8. Some error messages are not consistent with labeling.

“Participant Id no” is referred to as “PID” if the number
is incorrect.

9. Particular error messages appear when trying to
advance to the next page. E.g. after filling in 10 fields,
there could be an error in field 2.

10. Some input fields that require a numerical response
allow letters, as well.

Figure 1 displays a screenshot of selected pages from the
mobile electronic forms that are currently used to gather data
from recently delivered women in Uganda. The user inter-
face design has not been prioritized by the developers, and
one can also see the use of numerical responses for an
alphabetical answer in the current forms.

3.2 Mid-Fidelity Prototypes

As depicted in Fig. 2a, design alternative 1 informs the user
about percentage of progress while filling out the form.
Additionally, radio buttons have been implemented to ease
the user input effort when selecting a response that previ-
ously demanded a numerical input. Navigation buttons have
been added, and labels that inform about e.g. the currency. In
addition, there are several questions per page if the interface
allowed it.

Figure 2b displays design alternative 2 which includes a
progression bar that displays for example step 4 of 6, and a
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placeholder label for the fields that require free text input.
Additionally, there are customized radio buttons and check
lists. The design alternative provides several questions per
page, material design buttons, and a blue and white design
theme. The layout is similar to design alternative 1.

Design alternative 3, as shown in Fig. 2c, has a progress
bar with rounded corners, custom navigation buttons with
arrows, and horizontal lines to frame the questions in the
forms. Moreover, it contains two labels, e.g. type of item and

currency in the free text questions to aid the user. The design
has customized list pickers, a red and white color theme, and
several questions per page.

The final design alternative, presented in Fig. 2d, con-
tains one question per page. The content is center aligned,
with question alternatives separated by horizontal lines, and
includes larger list pickers as compared to the other design
alternatives, as well as customized navigation buttons. In
addition, a hint text label is placed in the free text fields. The

Fig. 1 SurvPlus_FirstVisit_4 (Screenshot), as used in the Survival Pluss project

Fig. 2 a Design alternative 1. b Design alternative 2. c Design alternative 3. d Design alternative 4
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progress indicator is filled with white color and rounded, and
the color theme in this design alternative is mainly blue with
white text.

All four design alternatives fulfil the Web Content
Accessibility Guidelines AA criteria created by the Web
Accessibility Initiative [16].

Google’s default Android font, Roboto, was applied to all
the prototypes. As for font-weight, three variants were used:
bold, medium, and regular. The font size ranged from 12
points to 16 points, in accordance with Material Design
guidelines [13].

3.3 User Preference Testing

The participants included 48 research assistants who had
been collecting data using ODK for a period ranging
between 3 months to 1 year on the Survival Puss projects,
BCG and Chlorhexidine projects in Uganda. Each of the
research assistants were able to access the prototype on their
phones, from where they were able to view the different
design features, after consenting. They later filled a ques-
tionnaire indicating their user preferences for the different
design features. The design feature options with the highest
frequencies were considered to be the preferred features and
can be viewed in Table 1.

4 Discussion

Four mid-fidelity prototypes were created to help enhance
usability of the open source solution ODK for data capture.
Our motivation for coming up with completely different
designs was to enable the potential evaluators to decide on
preferences for specific colors as well, not merely limiting
the evaluation to just displaying the new and distinct navi-
gation buttons, progress bars, list pickers etc. with a grey and
white color scheme. Furthermore, the purpose of the
development was to introduce designs that are typically seen
in newer types of applications.

From our perspective, the mid-fidelity prototypes were
found to be time saving, and enough detail-oriented to

highlight the differences between the different designs and
give the user a feeling of a finalized data capture solution. In
addition, these designs provide more functionality such as
the implementation of list pickers, since the data collector
previously had to fill in numbers that indicated the response
“don’t know”. We believe that this could increase the data
accuracy as it can make it harder to commit an error, and at
the same time reduce the user input effort. Since it is easier to
fill in data in the prototypes, one can also assume that the
actual data collection will be more productive compared to
the current forms.

The mid-fidelity prototypes have simple interactions
regarding the buttons, list pickers, examples of data input
validation, and free text input. These interactions are very
similar to the original SurvPlus forms.

The standard ODK Collect forms spare a lot of devel-
opment efforts, however we believe that both design and
interaction ought to be emphasized to increase usability and
the user experience. The best practice for designing an
interface is to know the intended user. A good design
involves understanding user goals, skills, preferences, and
habits [17].

Applying UCD in a healthcare setting is recommended by
Fricker et al. [18]. In fact, in healthcare, the implementation
of UCD when developing mobile health applications has
been proven successful [19]. This is, however, not the most
established practice as healthcare software developers com-
monly overlook relevant user characteristics, user tasks, and
usability issues. In addition, basic design principles are not
prioritized [20]. Thus, by further using UCD in this devel-
opment we aim to increase user satisfaction, productivity,
user acceptance, decrease user errors, and user training time.

Research conducted by Nielsen [21], highlights the value
of usability. The average return of investment when priori-
tizing usability is 83%. This shows that it is imperative to
increase usability. Although these forms are not about rev-
enue, it could lead to a cost-benefit for the Ugandan gov-
ernment as they can be usable and transferable to other
settings. Furthermore, it is imperative to note that good
quality data especially in the health discipline leads to
accuracy in decision making both at the clinical and policy
levels, short of which the results could be disastrous. Ulti-
mately, the improved accuracy resulting from better usability
is expected to lead to more efficient and improved healthcare
services.

The usability review and user preference testing has
shown to be valuable in addressing many of the existing
usability issues in SurvPlus4_FirstVisit, as well as aiding the
design process. The cause of SurvPlus4’s current usability
issues could be attributed to both the creators of ODK
Collect and the form developers.

There are several other issues related to the usability of
open source projects identified by Twidale and Nichols [22].

Table 1 Preferred design features results from the user preference
testing (n = 48)

Navigation button Blue and white (Fig. 2d)

Progress bar Black and white (Fig. 2a)

Radio button Red and white (Fig. 2c)

Checkbox White and blue (Fig. 2b)

Layout Black and white (Fig. 2a)

Color layout Black and white (Fig. 2a)
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In particular, they address the impact of user interface on
usability in terms of the mechanisms, techniques and tech-
nology used to design and refine the interfaces. We have
focused on application complete design as whole to offer the
complete user experience instead of going into the technical
details of development and programming. In that way we
wanted to secure input of potential users. However, many
improvements could be reached by addressing program-
ming, organizational and issues of the standards, as sug-
gested by Twidale and Nichols [22].

5 Conclusion

Several mid-fidelity prototypes were created, and user
preference tested for the SurvPlus_FirstVisit_4 since they
illustrate the end-product in sufficient detail, but do not
require full development effort. We found this to be
time-saving, as well as cost-beneficial. Moreover, we argue
that UCD is the most viable design approach in this context.
It is not often that end-users are asked about their input with
respect to the forms. This research has shown that there is a
place for them to provide their input in order to substantially
improve the user experience.
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Advancing Medical Practice Through
Computer Expert Systems

K. I. Nkuma-Udah, G. Chukwudebe, and E. Ekwonwune

Abstract
This research is designed to enable the clinicians to
identify certain diseases and describe methods of treat-
ment to be carried out. The Java programming language is
the tool for use to design the system. In the system, a
number of patient cases are selected as prototypes and
stored in a separate database. The knowledge is acquired
from literature review and human experts of the specific
domain and is used as a base for analysis, diagnosis and
treatment recommendations. Different rules exist for
diagnosis based on three groups of determining factors
of Sr (Sign/Symptom/Investigating report is Strongly
Required for Diagnosis), Rn (Sign/Symptom/
Investigating report is Relevant but Not necessarily
required) and Nr (Sign/Symptom/Investigating report is
Not Related/Relevant). The system provides a simple,
interactive, graphical user interface. The employment of a
low cost software such as Java makes the system
affordable to the medical doctors, who are the end users.
It is expected that the use of the system will enhance the
diagnosis of certain diseases and so reduce the problems
that come with mis-diagnosis including their mortality.
This in turn reduces healthcare cost and improves the
quality and outcomes of healthcare especially in the
developing African countries where malaria is endemic
and every aspect of health resources manpower, technol-
ogy, finances, etc.—is in short supply.

Keywords
Expert system � Medical diagnosis � Artificial
intelligence � Java � Healthcare informatics
Decision support system

1 Introduction

Medical diagnosis is a complicated cognitive clinical process
requiring high level of expertise. A clinician uses several
sources of data through a series of algorithms to make a
diagnostic impression. The whole aim of medical diagnosis
is to arrive at an appropriate treatment decision, which in
turn leads to a good prognosis for the particular ailment or
disease. Therefore, any mis-diagnosis will lead to a wrong
treatment and by extension an addition to the cost of medical
or healthcare.

In the developing countries, malaria is known to have a
major negative effect on economic development [1]. This
socioeconomic implication of malaria makes it an important
issue in its diagnosis.

In situations such as above, confirming the diagnosis of
malaria [3] becomes a difficult task for the physician. This is
because the diagnostic procedures of gathering the requisite
data, as in signs, symptoms and investigations to narrow the
differential diagnosis and arrive for instance at the correct
diagnosis of malaria rather than of typhoid fever, is a com-
plex process. However, employing intelligent health infor-
matics into the process drastically simplifies it and ensures
that mis-diagnosis or missing data is eliminated from the
medical care system.

This work specifically deals with the use of an affordable
and available expert system (in this case the Java Program-
ming language) to exactly diagnose malaria, enteric or
dengue fever in the developing countries using Nigeria as a
case study. In the system, a number of patient cases are
selected as prototypes and stored in a separate database,
known as the knowledge base. The knowledge is acquired
from literature review and human experts of the specific
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domain (malaria experts) and is used as a base for analysis,
diagnosis and treatment recommendations.

2 Literature Review

An expert system represents an expertise as data or rule
within the computer. These rules and data can be called upon
when needed to solve problems. Expert System is a major
aspect of artificial intelligence. The field of artificial intelli-
gence came to be, when attempts were made to look at the
behavior/reasoning of intelligent entities such as humans,
and developed algorithms based on that behavior.

Expert system as an application area of artificial intelli-
gence is a computer system that emulates the decision-
making ability of a human expert [4]. It is designed to solve
complex problems by reasoning about knowledge, like an
expert, and not by following the procedure of a developer as
is the case in conventional programming [5].

2.1 Components of Expert Systems

When conclusions are drawn (inferences) by
computer-based systems, they are contained in the inference
engine. These inferences are derived from information
(knowledge) supplied to or stored in the computer system as
knowledge-base. Therefore expert systems usually consist of
two core parts in its kernel: a knowledge base and an
inference engine [6].

For a user to interact with the expert system, there has to
be an additional part other than the knowledge base and the
inference engine. This is the user interface. Therefore, the
entire expert system shell (architecture) in the most simpli-
fied version consists of three parts: a knowledge base, an
inference engine and a user interface (Fig. 1).

2.2 Applications of Expert Systems

The spectrum of applications of expert systems technology
to solve problems in industrial, commercial and other areas

is so wide as to defy easy categorization. However, about
seven categories of applications have been delineated for
expert systems technologies [7]. These include: Diagnosis
and Troubleshooting of Devices and Systems of All Kinds;
Planning and Scheduling; Configuration of Manufactured
Objects from Subassemblies; Financial Decision Making;
Knowledge Publishing; Process Monitoring and Control;
and Design and Manufacturing.

Expert systems currently play important roles in medi-
cine, medical practice or medical care. About nine areas of
the medical practice have been identified to employ the use
of computer expert systems. These are: Prediction of Dis-
ease, Prevention of Disease, Diagnosis of Disease, Staging
of Disease, Therapy of Patient, Rehabilitation of Patient,
Health Status of the Patient, Counselling of the Patient,
Advocacy for the Patient [8].

Categorically, expert systems can be applied in the fol-
lowing tasks in the medical practice [9]: Generating alerts
and reminders, Diagnostic assistance, Therapy critiquing and
planning, Agents for information retrieval. In the task of
diagnostic assistance, an expert system can help suggest
likely diagnoses based on patient data, when a patient’s case
is complex, rare or the clinician making the diagnosis is
quite inexperienced in the given specialty.

2.3 Medical Practice, Malaria, Developing
Countries and Expert Systems

Medical practice is the art of diagnosis and treatment of
human diseases or ailments. One group of human diseases
that is of concern in the developing countries are infectious
diseases. Yet these are mainly curable. Many of them are
endemic in these countries. Among the curable infectious
diseases that are endemic in the developing countries are
malaria and some of its differentials. These are so important,
that the Goal 6 of the World Health Organisation, WHO
Millennium Development Goals, MDG 2000–2015 (Combat
HIV/AIDS, Malaria and Other Diseases) was specifically
dedicated to malaria and the other infectious diseases. And
when in 2015 the goal was not totally achieved, although the

Fig. 1 The concept of expert
system (Retrived from
www.Bandicam.com)
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global malaria incidence rate has fallen by an estimated 37%
and the mortality rate of malaria reduced by 58% [10],
another set of development goals were pronounced by the
WHO.

The Sustainable Development Goals (SDG), eighteen in
number, were developed to replace the MDGs. The SDG
with timeline between 2016 and 2030, has its Goal 3 as
Good Health and Well-being, with one of targets To end by
2030, the epidemics of malaria and other neglected tropical
diseases [11].

Malaria is one disease that is commonly associated with
poverty and known to have a major negative effect on eco-
nomic development is malaria. [12]. This is why every
development goal has retained it for emphasis. In Nigeria,
malaria as well as some of its differentials like enteric fever
and dengue fever, is among the common infectious diseases
that are endemic [13, 14]. This makes all three—malaria,
enteric and dengue fever—diseases of a very important
public health concern.

Examples of Medical Expert System: A classical medical
diagnosis expert system is the MYCIN. It was developed to
capture the knowledge of medical experts in infectious blood
diseases [15]. Aside from MYCIN, another expert system,
Diagnosis Pro provides differential diagnosis in the field of
general internal medicine, family practice, paediatrics, geri-
atrics and gynaecology [16]. Another expert system used in
medical diagnosis is the Global Infectious Diseases & Epi-
demiOlogy Network, GIDEON. In addition to diagnosis,
GIDEON is used for simulation and informatics in the fields
of geographic medicine and infectious diseases, and Clinical
Microbiology. Then, Post-Operative Expert Medical System,
POEMS provides decision support system for post-operative
care.

3 Methodology

In the Expert System designed using Java programming
language, the knowledge base was built by accumulating
factual knowledge from medical experts of the specific
medical domain of malaria. In this case the consultants
(medical experts) in internal medicine, community medicine,
general medical practice and paediatrics in Abia State
University Teaching Hospital, Aba, Abia State, Nigeria were
used. This was done by the use of a specialized question-
naire given to the medical experts to gather the experts’
knowledge on malaria and its related diseases’ conditions,
namely their symptoms, signs, possible clinical investiga-
tions and treatment options.

The data accumulated from the specialized questionnaire
above were analyzed by establishing possible associations
between the signs and symptoms of patients with given
clinical investigations. These were the determining factors

for diagnosis of the three diseases provided for diagnosis in
the designed system: malaria, dengue fever, enteric fever.
The possible signs, symptoms and investigation reports of
these diseases were organized in groups, which helps in
diagnosis. Each disease entity or unit is provided with three
groups of signs/symptoms/investigation results used as
determining factors in the diagnosis as follows:

(a) Sr = Sign/Symptom/Investigating report is Strongly
Required for Diagnosis;

(b) Rn = Sign/Symptom/Investigating report is Relevant
but Not necessary for diagnosis;

(c) Nr = Sign/Symptom/Investigating report is Not
Related/Relevant for diagnosis

Further knowledge was acquired from literature review of
books and journals in the domain of malaria and its related
diseases and then from the internet. These were used as a
base for analysis, diagnosis and recommendations. Knowl-
edge in the design was represented via a production rule.

4 Results and Discussion

The proposed expert system is a rule based medical expert
system for the diagnosis of malaria, enteric and dengue fever
using Java as the programming language. Forward chaining
inference mechanism is employed in the system. This is a
graphical user interface based interactive system where
systems communicate with user in common understandable
language. The system consists of multiple sub-system
options or platforms as: log in, Patient’s Information,
Diagnosis system, Treatment system, Prognosis and log out.
The system works on the Java environment. And as the
system uses plain English language to interact with user no
special knowledge is required for individual to use it.

To use the expert system, a 64-bit Windows web devel-
opment environment, the WampServer 2.4, will first be
switched on. Once WampServer is on, user clicks on the
MDES folder to open into the MDES software. Double
clicking on the software icon (Expert System for Malar-
ia_Enteric_Dengue) runs the program. A booting display
first announces the MDES. This is followed by a log in
window. This is to give the expert system a form of security.
So the user enters the user name and password to access the
system. The log in window is displayed in Fig. 2.

When the system is accessed, a menu window containing
the sub-system options—Patient information, Diagnostic
System, Treatment System and Log out—pops out. The
Patient information option is default and forms the Welcome
screen. Figure 3 shows the Welcome screen of the MDES.
The Patient Information enables the user to key in new
patients’ biodata or retrieve old patients’ information by
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supplying their phone number and clicking the search
button.

The Diagnosis system option enables the user to decide
on which disease the patient has. When the diagnosis is
confirmed from the Diagnosis system, the Treatment system
is used to recommend therapeutic regimens based on the
diagnosis. The user clicks on the Ailment already diagnosed
and then on Proceed to get the treatment options available.
The user, who is a human expert (medical doctor), now uses
his/her initiative to choose the best treatment option he/she
thinks best fit. At the end of each patient’s session, the user
logs out.

5 Conclusion

It is important to note that the Expert System designed here,
like other expert systems, is not intended to replace
clinician-experts activities but only to be a complementary
tool. The humans can elaborate decisions using their
knowledge and intuition. The intuition allows the elabora-
tion of the decisions without the use of all the necessary
knowledge, this way sometimes problems, for which does
not exist elaborated solving methods, can be solved. The
artificial thinking prompted by expert systems allows the
problems solving based on existent problem solving meth-
ods sometimes verifying many conditions. This way, the

artificial agents can solve many times the problems pre-
cisely, verifying conditions that can be ignored by the
humans.
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Propose a Model of Multimedia Electronic
Patient Record System for Sri Lankan Public
Health Sector

A. L. Pallewela and V. Parameshwaran

Abstract
Multimedia electronic patient record systems are not a
new idea in the world, but in Sri Lankan health sector it is
a new idea. Multimedia electronic patient record systems
is complete online patient data, including traditional
medical chart information and clinical images, are
essential to providing good health care. A complete
multimedia electronic patient record system can improve
patient care, promote safe practice, and enhance commu-
nication between patients and multiple providers, reduc-
ing the risk of error. Currently there is no available any
multimedia electronic patient record system in Sri Lankan
health sector. It is possible to analyze current requirement
of Sri Lankan health sector and propose a model of
multimedia electronic patient record system for Sri
Lankan health sector. A questionnaire survey, mathemat-
ical and statistical analysis method is used in this
investigation to analyze an appropriate model of multi-
media electronic patient record system. 30 hospitals were
responded for this survey and out of 30 hospitals 21 were
government and 9 were private hospitals. Using statistical
methods, it is possible to propose a model of multimedia
electronic patient record system for health sector of Sri
Lanka and this survey reveals major barriers and sugges-
tions which have to be implemented in order to achieve
an efficient electronic patient record system for Sri
Lankan health sector.

Keywords
Electronic patient record � Telemedicine � Implemen-
tation � Questionnaire survey

1 Introduction

Multimedia electronic patient record system is complete
online patient data, including traditional medical chart
information and clinical images, are essential to providing
good health care. Information must be available at any
location and any time that the patient needs care [1, 2].
A complete multimedia patient record allows health care
networks to provide care seamlessly, without repeating
studies and delaying treatment. An electronic patient record
(EPR) is a repository of electronically maintained informa-
tion about an individual’s lifetime health status and health
care, stored such that it can serve the multiple legitimate
users of the record. Clinicians can access their patient’s
medical information automatically from any facility where
care has been provided and they can navigate between cloud
information and the associated images using the graphical
user interface [3, 4]. An endoscopic database network sys-
tem uses intranet technology being developed for electron-
ically managing integrated medical records of patients in a
special procedures clinic such as an endoscopy center.
Features such as image capture and voice activation are
incorporated into the system to facilitate real-time operation
during clinical procedures [5]. Distributed medical infor-
mation systems are prone to security flaws at three main
different levels: storage, processing and transmission.
Among implemented security mechanisms, few concern
intrinsic patient records multimedia content protection.
There are Secured Specialized Electronic Patient Record
(SSEPR) based on a JPEG2000-XML structure designed to
provide interaction with the Medical Information System
(MIS) security mechanisms and policies [6].

A Web-Based Medical Multimedia Visualization Inter-
face for Personal Health Records, presented the healthcare
industry has begun to utilize web based systems and cloud
computing infrastructure to develop an increasing array of
online personal health record (PHR) systems. Although
these systems provide the technical capacity to store and
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retrieve medical data in various multimedia formats,
including images, videos, voice, and text, individual patient
use remains limited by the lack of intuitive data represen-
tation and visualization techniques [7, 8].

The Electronic Multimedia Health Fascicle (EMHF), a
truly new software system for the very large number of
available electronic health records. It allows the physician to
see at a glance the patient’s clinical biometric measurements
and biologic parameters, so as to be able to link any
alarming physical status to his recent medical history. Web
based, accessible from any mobile device, and easy to use by
both physicians’ and patients, the system facilitates
patient-medical interaction. Using the system can also pro-
mote better adherence to medical guidelines by the physi-
cians and to medical prescriptions and advice by the patients
[9–11].

2 Materials and Methods

A questionnaire was designed based on the requirement of a
multimedia electronic patient record system for Sri Lankan
public health sector and this questionnaire was used to col-
lect the quantitative data [12, 13]. The quantitative analysis
methods used to analyze an appropriate model of multimedia
electronic patient record system. According to the literature
review and the statistical analysis, sample size of this project
was 30 hospitals where 21 were government teaching and 9
private hospitals [14]. The survey data of different hospitals
was analyzed using the Minitab 17 software with ɑ = 0.05
normal distribution.

3 Results and Discussion

In this investigation, responses had been received from 30
hospitals including 21 government teaching hospitals and 9
Private hospitals to represent Sri Lankan public health sec-
tor. Some selected electronic functionalities and their level
of implementation in Sri Lanka shows below table.

1. Analysis of clinical documentation implementation in
electronic Format

It has found a vast variety in the implementation of key
electronic clinical documentation across Sri Lankan health
sector. 63.33% of hospitals are familiar with patient demo-
graphics across all clinical units. A lot of important patient
information can be found in the patient demographic page. It
is important to having a complete electronic format in patient
demographics in Sri Lankan health sector. 90% of hospitals
do not have resources but considering implement electronic

in physician notes. Only l0% of hospitals have been using
electronic in physician notes. Even though majority of
hospitals do not have facility to use physician notes,
physicians are not quiet interested using this, as they are too
much familiar with paper based systems.

Only 6.67% of hospitals are currently using nursing
assessment in their multimedia electronic patient record
system and 90% of hospitals do not have any resources to
implement. In present scenario the need of implementation
of nursing assessment is not well identified. Nursing
assessment is the first part of the nursing process, and thus
forms the basis of the care plan which helps to perform a
well-balanced patient care. 13.33% of hospitals had institute
problem lists across all clinical units and 86.67% of hospitals
do not have resources but considering implementing in
future. 70% of hospitals are not familiar with the discharge
summaries in electronic format. Even though it has not
implemented discharge summaries one of the key factors in
the electronic functionalities in any health sector as paper
based in patient discharge summaries are slow and fraught
with problems, not least from illegible e hand writing. An
electronic discharge summary system provides a fast, accu-
rate, secure and simple to use alternative (Table 1).

2. Analysis of result viewing implementation in electronic
format

46.67% of hospitals are already familiar with electronic
lab reporting. 50% of do not have required resources to
implementing the system. Electronic lab reporting is a
secure, automated mechanism for the reporting of laboratory
and patient information by hospitals and commercial labo-
ratories. In present scenario 33.33% of hospitals are using
radiology reports via an electronic record system. The Sri
Lankan ministry of health is now considering implementa-
tion of radiology information system (RIS) in twenty public
hospitals around Sri Lankan public health sector which
shows the need of implementation of radiology report in an
electronic patient record system.

3.33% of hospitals have implanted electronics in con-
sultant reports across all clinical units in Sri Lankan health
sector. Can clearly identified most of the hospitals do not
have required resources, but they are considering to imple-
ment in future. Health sector consultant reports are important
for identified real situation of a patient, compare with the
paper based reports electronic consultant reports are well
structure, clear and can keep long time of period in the
database so it’s possible to access consultant reports any
time (Table 1).

3. Analysis of computerized provider order entry (CPOR)
implementation in electronic format
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Computerized provider order entry (CPOE) is paramount
important for a multimedia electronic patient record system.
It is the process of medical professional entering orders
electronically instead of on paper charts. The primary
advantage of computerized provider order entry is that it can
help reduce errors related to the poor hand writing or tran-
scription of orders. According to the results obtain from the
survey 36.67% hospitals have fully implemented electronic

format in laboratory tests across all clinical units. Medication
is a major part of CPOE, if its anything goes wrong while
ordering medication, patient will get wrong medication so
reduce this kind of human error best solution is using elec-
tronic in medication (Table 1).

4. Analysis of decision support and other functionalities
implementation in electronic format

Table 1 Electronic functionalities and their level of implementation in Sri Lanka

Electronic
functionality

Fully
implemented
across all
units

Fully
implemented in
at least one unit

Beginning to
implement in at
least one unit

Have resources to
implement in the
next year

Do not have
resources but
considering
implementing

Not in place and
not considering
implementing

Clinical
documentation

Percent of hospitals (number of hospitals)

Patient
demographics

63.33 (19) – 3.33 (1) – 33.33 (10) –

Physician notes 10 (3) – – – 90 (27) –

Nursing assessments 6.67 (2) – – – 90 (27) 3.33 (1)

Problem lists 13.33 (4) – – – 86.67 (26) –

Medication lists 13.33 (4) – – – 86.67 (26) –

Discharge
summaries

23.33 (7) – 3.33 (1) 3.33 (1) 70 (21) –

Results viewing

Lab reports 46.67 (14) – – 3.33 (1) 50 (15) –

Radiology reports 33.33 (10) 3.33 (1) – 3.33 (1) 56.67 (17) 3.33 (1)

Radiology images 33.33 (10) 3.33 (1) – 3.33 (1) 56.67 (17) 3.33 (1)

Diagnostic test
results

20 (6) – – 3.33 (1) 73.33 (22) 3.33 (1)

Diagnostic test
images

3.33 (1) – – 3.33 (1) 90 (27) 3.33 (1)

Consultant reports 3.33 (1) – – – 90 (27) 6.67 (2)

Computerized provider order entry

Laboratory test 36.67 (11) – – – 60 (18) 3.33 (1)

Radiology test 16.67 (5) – – 6.67 (2) 73.33 (22) 3.33 (1)

Medication 20 (6) – – 10 (3) 70 (21) –

Consultation request 10 (3) – – 10 (3) 70 (21) 10 (3)

Nursing orders 6.67 (2) – – 6.67 (2) 73.33 (22) 13.33 (4)

Decision support

Clinical guidelines 3.33 (1) – – – – 80 (24)

Clinical reminders – – – – – 76.67 (23)

Drug allergy alerts – – – – – 76.67 (23)

Drug-drug
interaction alerts

– – – – – 76.67 (23)

Other functionalities

Telemedicine
images

– – – – 93.33 (28) 6.67 (2)

Radio frequency ID 3.33 (1) – – – 93.33 (28) 3.33 (1)
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Decision support in health care sector includes clinical
guidelines (e.g., Beta blockers post-Ml), clinical reminders
(e.g. pneumovax), drug allergy alerts and drug-drug inter-
action alerts. The implementation of electronic in decision
supports also one of the important parts of a multimedia
electronic patent record system. Its major advantage is assist
the nurses and doctors to take quick, easy and correct
decision at correct time. 23.33% of hospitals do not have
resources, but they are considering implement electronic in
clinical reminders, drug-allergy alerts and drug-drug inter-
action alerts and 76.67% of hospitals do not considering
implementing electronics in clinical reminders, drug-allergy
alerts and drug-drug interaction alerts. Can clearly identified
most of the hospitals were not interested to implementing
electronic in decision support, the reason behind that the
deficiency of human knowledge about the electronic deci-
sion support system (Table 1).

Mainly telemedicine and radio frequency ID are the
considerable other functionality in multimedia electronic

patient record system. According to the results obtain from
the survey 93.33% of hospitals do not have required
resources, but they are considering implement electronic in
telemedicine and 6.67% of hospitals do not considering
implementing electronic in telemedicine. 93.33% of hospi-
tals do not have required resources, but considering imple-
ment electronic in radio frequency ID (Table 1).

5. Analysis of barriers and suspected barriers to imple-
menting a MEPRS

In order to implement a multimedia electronic patient
record system, need to encounter many barriers. Same sur-
vey has been used to analyze these data as questionnaire was
consisted with different parts to respond. Important barriers,
suspected barriers and their level of impact in Sri Lanka
show in Tables 2 and 3.

Among the hospitals most commonly cited major barriers
were the amount of capital needed to purchase and

Table 2 Important barriers and their impact level

Barriers Major
barrier

Minor
barrier

Not a barrier

% of hospitals (number of hospitals)

The amount of capital needed to purchase and implement an MEPRS 76.67 (23) 20 (6) 3.33 (1)

Uncertainty about the return on investment from an MEPRS 23.33 (7) 36.67 (11) 40 (12)

Concerns about the ongoing cost of maintaining MEPRS 3.33 (1) 53.33 (16) 43.33 (13)

Resistance to implementation from physician 3.33 (1) 40 (12) 56.67 (17)

Lack of capacity to select, contract for and implement an MEPR system 6.67 (2) 53.33 (16) 40 (12)

Disruption in clinical care during implementation 3.33 (1) 10 (3) 86.67 (26)

Lack of adequate IT staff 3.33 (1) 10 (3) 86.67 (26)

Concerns about inappropriate disclosure of patient information 3.33 (1) 86.67 (26) 10 (3)

Concerns about illegal record tampering or “hacking” 3.33 (1) 86.67 (26) 10 (3)

Finding an MEPR system that meets your organization’s needs – 70 (21) 30 (9)

Lack of interoperable IT systems in the market place – 26.67 (8) 73.33 (22)

Concerns about a lack of future support from vendors for upgrading and maintaining the system – 43.33 (13) 56.67 (17)

Table 3 The suspected barriers and their impact level

Suspected barriers Major
positive
impact

Minor
positive
impact

No
impact

Minor
negative
impact

% of hospitals (number of hospitals)

Change the law to protect EPR or for privacy and security 83.33 (25) 10 (3) 6.67
(2)

–

Objective evaluations of MEPRS capabilities and implementation experience
(‘consumer reports’ for MEPRS)

33.33 (10) 63.33 (19) 3.33
(1)

Technical assistance for implementation and process change 13.33 (4) 26.67 (8) 60 (18)

Incentives for the purchase and implementation of an MEPRS (e.g. tax credits,
low interests, loans, grants)

40 (12) 26.67 (8) 30 (9) 3.33 (1)

Additional reimbursement for the use of an MEPRS – 10 (3) 90 (27)
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implement MEPRS (76.67%) and uncertainty about the
return on investment (ROI) from an EPR (23.33%). Clearly
identified minor barriers were concerns about the ongoing
cost of maintaining an MEPR system (53.33%), resistance to
implementation from physicians (40%), lack of capacity to
select, contract for. and implement an MEPR system
(53.33%) concerns about inappropriate disclosure of patient
information (86.67%), concerns about illegal record tam-
pering or “hacking” (86.67%) and finding a MEPR system
that meets organization’s needs (70%). Some other factors
were identified as not a barrier including disruption in
clinical care during implementation (86.67%), lack of ade-
quate IT staff (86.67%), lack of interoperable IT systems in
the market place (73.33%) and concerns about a lack of
future support from vendors for upgrading and maintaining
the system (Table 2).

According to the survey, respondents have identified
financial issues as the predominant barriers to adaption of
multimedia electronic patient record system for Sri Lankan
health sector. The costs of implementing MEPRS may
include purchase price, coordination costs, and monitoring
costs, negotiating costs, upgrading costs and governance
costs. These costs remain biggest barriers to implementation.
The high up-front financial costs of implementing MEPRS
are a major barrier to their adaption. Health care sectors were
far more worried about finding a system that met their needs
or future obsolescence of their MEPR systems.

Lack of interoperable IT systems in the market place also
considering has a barrier to the implementation of MEPR
system. Interoperability as a determinant factor for adapting
this system that interoperability could reduce rework by care
providers. Interoperability is important because it decreases
the cost of electronic health records and makes it feasible for
an individual. Security and privacy also identified as a barrier.
Despite of evidence to contrary, nonusers believe that there
are more security and confidentiality risks involved with
EPRs than paper records. There is added concern for privacy,
confidentiality, and security for computerized patient infor-
mation. However a communication standard like ISO 27799
can be recommended as it defines guidelines to support the
interpretation and implementation in health informatics.

Insufficient incentives for implementing MEPR system
also considering has a barrier. The EPRs use could be
increased through financial rewards for quality improvement
and for public reporting of multiple measures of quality
performance. Technical support facilitated use both in the
initial days and weeks of EPR and afterward. Support staff
was generally perceived as knowledgeable and helpful,
although some hospital noted support staff was unavailable
sometimes (off hours, holidays).

Lack of technical training and support from vendors has
been reported as a barrier to the adaption of MEPR system.

Therefore, the quality of vendors of MEPR systems is cru-
cial for the acceptance of MEPR system. Inappropriate dis-
closure of patient information and record tampering or
“hacking” also considering has a major barrier to the
implementation of MEPR system.

According to the survey it reveals that security and pri-
vacy of a MEPR and purchasing the same have major pos-
itive impacts while evaluation of a MEPR has minor positive
impact (Table 3).

There are some limitations during the study, when con-
sidering the Sri Lankan public health sector, the knowledge
about the Multimedia electronic patient record system is
very low. The people responsible for EPR systems, they
don’t have clear cut idea about the EPR system and also,
they don’t like to answer the questionnaire survey.

Table 4 Questionnaire model and proposed model

Electronic functionality Questionnaire
model

Proposed
model

Clinical documentation

Patient demographics ✓ ✓

Physician notes ✓ ✓

Nursing assessments ✓ ✓

Problem lists ✓ ✗

Medication lists ✓ ✓

Discharge summaries ✓ ✓

Resulting viewing

Lab reports ✓ ✓

Radiology reports ✓ ✓

Diagnostic test results ✓ ✓

Diagnostic image results ✓ ✓

Consultant reports ✓ ✓

Computerized provider order entry

Laboratory tests ✓ ✓

Radiology tests ✓ ✓

Medication ✓ ✓

Consultation requests ✓ ✓

Nursing orders ✓ ✓

Decision support

Clinical guidelines ✓ ✗

Clinical reminders ✓ ✗

Drug allergy alerts ✓ ✗

Drug–Drug interaction
alters

✓ ✗

Other functionalities

Telemedicine ✓ ✓

Radio frequency ID ✓ ✓
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6. Proposed model of MEPRS for Sri Lankan health sector

In this questionnaire a model had been proposed and the
results of the survey were analyzed according to the interest
which was given by the respondents in each section to make
an appropriate model for Sri Lankan public health sector
(Table 4). Following propose model has been proposed by
analyzing the interest of each hospital within Sri Lankan
environment and statistical results which were obtained in
Table 1.

4 Conclusion

This research has become to highlight major components of
an electronic patient record system for Sri Lankan health
sector. The very low level of adaption of electronic patient
records in Sri Lanka was identified and majority of hospitals
suggest that the law to protect EPR or for privacy has to be
changed as security was a major positive impact to the
implementation of MEPR system. A policy strategy based of
financial assistance, interoperability, and training of techni-
cal support staff may be necessary to increase implementa-
tion of MEPR system in Sri Lanka.
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Multiple Sclerosis Application Design
with Medical Expert Evaluation

Aleksander Nygård Tonheim and Ankica Babic

Abstract
This paper presents a high-fidelity prototype of a mobile
application for patient self-management within the field of
Multiple Sclerosis (MS). Method. Development included
mixed and high-fidelity prototypes which were based on
the information needs inquired from the potential user
groups and their reflection on publicly available applica-
tions. The aim was to design an application to suit
Norwegian user groups. It is evident from the results that
the application has four selected modules: Diary module,
Physical activity module, Summary module, and a To-do
list. Two medical experts were interviewed at two
different times at the Haukeland University hospital in
Bergen, Norway, to evaluate two design iterations. The
semi-structured interview consisted of two parts; one with
questions on which the experts could elaborate, and one
with evaluation of the prototype msHealth using System
Usability Scale (SUS). Results. The results have sug-
gested that healthcare personnel would be interested in
patient data from a mobile diary, and how a patient should
plan a day if suffering from symptoms. These are the two
most prominent functionalities. Conclusions. Feedback
from medical staff using SUS was promising. Several
suggestions were given, as how to personalise the
prototype to encourage the user to plan desired activities

and learn how to live with the disease. All these new
functionalities are being implemented to reduce stress,
and include the prototype application as a decision
support during a patient–physician consultation.

Keywords
Application design � Multiple sclerosis � Mobile diary
Expert evaluation � Disease management

1 Introduction

MS is a chronic condition and affects the central nervous
system [1]. The condition needs management through
monitoring of symptoms, organising daily activities, exer-
cise, taking daily medication and when pain and when
symptoms are present. The treatment is symptomatic, and all
affected by it are organising their lives according to their
symptoms [2]. IT technology has been employed to deliver
solutions in terms of monitoring symptoms, planning
activities and general well-being. This is especially helpful
during longer periods where no additional treatment is
included, as it gives insight into the disease dynamics. It is
important to sufferers to understand what leads them to
attacks, how to prevent them and how to keep up with the
healthy routines [3]. The prototype consists of four modules:
Diary module, Physical activity module, Summary module
and a To-do list. The main components are the Diary module
and the Summary module. The user can register mood,
symptoms and activities in the Diary module. Data regis-
tered via the Diary module is then represented in graphs in
the Summary module. Data collected by users can have an
important role during a patient–physician consultation as a
part of the disease monitoring [4]. The prototype aims to be a
tool for persons with MS to follow the disease development
and provide knowledge about the disease to the users.
Lastly, we will explore at how IT technology can support the
disease treatment and consultations.
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2 Method

Two medical experts at Haukeland University Hospital
Bergen Norway, were interviewed following two design
iterations. The medical experts were MS-specialist nurse
Anne Britt Skår, and neurologist chief consultant Lars Bø at
the Norwegian competence centre of MS. They were
selected and visited during autumn 2017 and early winter
2018 as the representatives at Haukeland when four
semi-structured interviews were conducted in natural set-
tings at the Hospital.

The first design iteration consisted of two semi-structured
interviews with two parts; one with questions on which the
experts could elaborate, and one with evaluation of the
mixed-fidelity prototype, as presented in The Fig. 1. The
evaluation of the prototype entitled msHealth was assessed
using SUS [5], which provided quick and efficient feedback
on the applications’ perceived usability. However, SUS does
not give feedback on specific functionalities in a system

alone. The mixed-fidelity prototype was shown on a com-
puter simulating a mobile device via a Xcode simulator, as
well as on a mobile device. The experts were able to explore
the prototype during the interview.

After the second design iteration, two more
semi-structured interviews with two parts were conducted.
The first part was to show main functionalities of the
high-fidelity prototype, presented in the Fig. 2 which was
followed by a SUS evaluation. Then, specific questions were
asked regarding each functionality.

3 Results

Feedback from medical staff was promising in both design
iterations. The first design iteration provided feedback on
how to modify the prototype (Fig. 1) to personalise it by
encouraging the user to plan desired activities and learn to
live with the disease. The second design iteration suggested

Fig. 1 Four wireframes of the
mixed-fidelity prototype used in
the first design iteration

Fig. 2 A selection of four
wireframes from the high-fidelity
prototype
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adjustments of data collected in the Summary module
(Fig. 2), and how to speed up the diary registration process.
The feedback also focused on how the application could
support in a patient–physician consultation.

3.1 First Design Iteration

Both experts found exercise to be generally favorable, but
needs to be adjusted to symptoms. However, it could be
problematic to exercise when suffering from fatigue since
fatigue drains energy. The MS-specialist nurse said that
exercise could also be a learning process of understanding
one’s own limits. Furthermore, it was important to shift the
focus from managing symptoms to preventing them.
Another issue is to address poor sleep, i.e. if a person sleeps
poorly it is important to identify the underlying causes.

Among all the data captured by the diary, the health
personnel are generally interested in the patient’s symptoms
and the time they occurred (i.e. morning, mid-day, night)
provided in graphs. The question has been discussed whe-
ther the focus on symptoms could be beneficial for users.
The neurologist advised to register symptoms in a straight-
forward and effective way. He would also appreciate infor-
mation on preventive medicine, medication reminders, and
questions of interest prior to the consultation. That in turn
helps answering the question; how has the patient been since
the last consultation?

The experts found it important that persons are living as
normally as possible, but pay attention to the symptoms. In
case of relapsing-remitting MS, persons must be aware of
the risk of developing a possible MS-attack.

When asked if they would recommended applications to
monitor the disease, only MS-specialist nurse recalled
advising one patient to use SymTrac [6]. She was open
minded about the effects of using such applications in
managing the disease, but she had reservations about
inquiring about sexual activity. In contrast, the neurologist
did not recommend any applications. However, he men-
tioned My MS Manager [7] as a starting point for building a
new Norwegian MS application.

The experts wishes were to create a mobile application
containing a diary module with information about symp-
toms, visualisation and development of the disease since last
the consultation. The MS-specialist nurse said that the
application should support the patient, either before or dur-
ing a patient–physician consultation. The neurologist would
expect the data to be systematically summarized prior to the
consultation. He would validate such information with
patients’ medical journals.

In the second part of the interview, both the experts
provided feedback on the prototype (Fig. 1). The
MS-specialist nurse said that the Diary module 2 could use

three classifications (good, medium and poorly) answering
the question how are you? The neurologist said that the
Diary module 2 could also consider anxiety, depression and
how this is affecting symptoms. Both said that the Diary
module 3 should provide grading of symptoms, i.e. if a
patient is experiencing symptoms in the morning, mid-day or
evening. Moreover, the neurologist suggested to provide
additional information about the disease, insurance and
about living with MS.

The MS-specialist nurse rated the SUS score to be 82.5
and the neurologist gave 85 in SUS score.

3.2 Second Design Iteration

In the second design iteration, the medical experts provided
feedback on all functionalities, specifically the Diary module
and Summary module (Fig. 2).

The symptom registration in the Diary module 1 (Fig. 2)
should prompt specific questions to the user to identify the
severity of the symptom. The MS-specialist nurse suggested
that the symptom urinating is a general symptom and does
not highlight what the actual problem is. The system should
be specific and ask; Did you feel that you needed to use the
toilet, but when you came to the toilet you did not manage to
urinate? or Did you urinate yourself and did not feel the
need to use the toilet? The neurologist also mentioned the
need for the system asking specific questions to the user in
addition to adding the specific time the symptom occurred.
The information about the symptom with specific questions
and time could support the patient during a patient–physi-
cian consultation.

The Summary module (Fig. 2) should be flexible enough
to select and present variables that are of interest for a patient
or physician. For example, by allowing users to display a
specific time-period would help select interesting data the
user wants to see. Another example concerns medication, if
the patient received new medicine at the last appointment,
then the physician could at the next consultation look at the
effect the medicine had on symptoms. The neurologist said
that the Summary module would benefit from displaying the
data as a range of data, since he was more interested in the
variation of symptoms rather than the total count of each
symptom. Furthermore, the MS-specialist nurse suggested to
move additional information about the symptom to a layer
below, for example, if the user tapped on one bar in the
graph, it should display the symptoms’ attributes i.e. total
count, occurrence at time of day and what specific problem
the patient had with the symptom.

The To-do list should support prioritising tasks for the
user and to add reminders. For example, if the user has five
tasks to do one week, then the user should be able to pri-
oritise the most important task in order to learn to plan a day
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if the disease is active. Additionally, the neurologist sug-
gested separate topics lists with different focus, such as
having one list of topics the user would like to talk about
with their physician at the next appointment.

The Exercise module should have the ability to register
hikes in addition to the implemented stress-management
module with the breathing exercise. The MS-specialist nurse
expected the breathing exercise would have a calming effect.

For this design iteration, the MS-specialist nurse SUS
score was 92.5 and the neurologist SUS score was 87.5.

4 Discussion

Both the experts were selected as the representatives of the
medical specialists as highly relevant for this study. They
provided consistent comments and suggestions in both
design iterations to secure a detailed and relevant feedback.

Their feedback in design iteration one focused on
changing the mind-set of the user, as well as on improve-
ment on functionalities in the mixed-fidelity prototype
(Fig. 1). Surprisingly enough, they reported that they gen-
erally did not recommend MS specific applications to their
patients. One reason could be the lack of such applications
available in the Norwegian language, and that the existing
ones do not fit into the Norwegian healthcare system. There
is no guideline based on application data that is acting
accordingly to the Norwegian care guidelines, and how to
react in an event of a possible MS-attack. Hence, a national
guideline regarding IT technology is needed to define and
suggest actions to the user.

The first mixed-fidelity version of the prototype did not
include graphs representing data stored through the Diary
module (Fig. 1). The neurologist said that data entries of
symptoms must be represented in a good way to get a quick
and effective overview, and that they should support a
patient–physician consultation. Based on feedback from
MS-specialist nurse, the Diary module 1 (Fig. 1) could
classify answers into three categories. This could help users
to register their mood in a quick and efficient way.

In the design iteration two, the medical experts provided
feedback mainly on the Diary module and the Summary
module (Fig. 2). One suggested improvement concerned
prompting a specific question regarding general symptoms,
which could lead to describing the specific problem, rather
than the general situation. By adding more specific attributes
would provide another layer of information that will docu-
ment the development of the disease. Graphically, this
would be implemented in the Summary module (Fig. 2) in
which a bar could be double-clicked to reveal detailed
information. Such insight would be of help to the user to
better understand their own situation.

The variation of symptoms was more important than
displaying the count of each symptom. The neurologist
found that displaying the variation of symptoms as more
informative than displaying them in great detail. This is
especially useful when a new medication is given to reduce
or remove a symptom.

The presentation of symptoms, shown in the Diary
module 2 (Fig. 2) includes the functionality to register when
a symptom occurred. There is a variation of symptoms
related to MS, but not all of them might be relevant for all
persons. That is why the application is not listing a long list
of symptoms, so we included a functionality to enter the
symptoms based on user preferences.

Overall, the medical experts suggested small changes to
present information in a better way and provided solutions
to make the implemented functionalities even better. One
example was to allow users to prioritise tasks in the To-do
list, and to create additional lists with topics where one
could contain information the user would like to discuss
with their physician. The other one was to have reminders
of everyday tasks. Additionally, the Exercise module could
be coordinated with a physiotherapist to recommend exer-
cises to the user. This would help the users to economise
the personal energy and be rational about the priorities. The
exercise should not be too demanding on the body, and the
right level of activity is crucial to determine the well-being
of the users.

The evaluation of the system using SUS provided quick
and efficient feedback on how the applications’ usability
was perceived. We also used a semi-structured interview
to collect feedback on specific functionalities. The high
SUS scores achieved in these evaluations reflect a satis-
faction that the medical experts felt towards the designed
outlines, which is encouraging. User input was assessed in
a separate study [8]. However, the potential users would
have the possibility to add their own preferences. This
way, both groups could influence the design of the
prototype.

5 Conclusions

All these new functionalities are being implemented to
reduce stress and include the prototype application as a
decision support during a patient–physician consultation.
This is something that is not currently being practiced in
Norway, so the future research will attempt to address the
potential of the application in the patient routine care. The
development will continue through one more design evalu-
ation, taking into account the feedback from this study.
Finally, intended users will have one more opportunity to
evaluate the application prototype.
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Design Features for Usable Mobile Electronic
Data Capturing Forms: The Form
Developers’ Perspective

Alice Mugisha , Peter Wakholi , and Ankica Babic

Abstract
Mobile Electronic Data Capturing Forms (MEDCFs) are
electronic form applications that are primarily used for
data capture using mobile devices in the place of
paper-based routines. Translating paper-based forms to
MEDCFs presents several usability challenges due to the
design limitations of using mobile devices. The main
objective of this study therefore was to define the most
important design features that need to be considered when
developing MEDCFs. Fifteen mobile form developers
each received a semi-structured questionnaire via Email.
The questions were derived from sub heuristics for
mobile applications and were based on features that are
common to forms such as form content, form layout,
input type, error handling and form submission. The
study identified the eighteen most important design
features that all MEDCFs should have in order to provide
a usable tool. These include feedback, logic implemen-
tation, form navigation, data input format requirements,
unique identification, language translation and error
handling among others. With a shorter design feature
checklist specific to MEDCFs, and collaboration efforts
amongst the various stakeholders, it will be possible to
develop usable mobile electronic data collection forms.

Keywords
Mobile Electronic Data Capturing Forms � Usability
Design features � Form developers

1 Introduction

Mobile Electronic Data Capturing Forms (MEDCFs) are
being used to collect health data in rural settings during
health surveys, surveillance and patient monitoring. These
forms are created using customizable electronic data col-
lection (EDC) tools and are usually a representation of hard
copy questionnaires designed by form developers, based on
the array of functionalities or features provided by the EDC
tools [1]. Form developers are responsible for creating
mobile forms through the customization of EDC tools, and
therefore experience the design limitations in some of these
tools. In addition, they are responsible for addressing the
usability challenges as reported by the data collectors or field
users on a day to day basis or during the piloting and training
phases. Electronic forms used to collect health data if poorly
designed may result in data entry challenges which in turn
may contribute to medical errors [2]. This can seriously
impact the level of data quality and thus affect the care
provided.

These electronic forms are used by field staff or users who
are usually members of rural populations with very little
experience in the use of computer or mobile technology [3]
and are therefore likely to have usability challenges. These
challenges, stemming from interface design or by factors
related to the type of data being collected such as a number’s
length, type, magnitude or font appearance, etc. affect the
accuracy, usefulness and applicability of data collected [4].
Thus, designing forms for mobile devices needs to address
the limitation of display size/screen, which can have an
impact on users’ performance for tasks like browsing,
information retrieval, readability or even target selection,
which emphasize the risk of error increase during data entry
[5]. This leads to incorrect choice selection and wastage of
time in additional scrolling activities which is also common
with smaller interfaces [6, 7]. Additionally, the keyboard
size or character setting are limited irrespective of the users’
finger size [6, 8], and the content.
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Various studies have shown that electronic data collection
using is mainly hinged on five different constructs namely
form content, form layout, the input type, error handling and
form submission [9–11]. Form content is usually questions
and labels or fields of text entry [11]. The form layout shows
how the form is presented on the mobile user interface, and
this influences the way a user interacts with it. Designs,
positions and lengths of the labels and input fields, the date
format, number of columns and buttons among others all
define the layout of the form [11]. The input type refers to
the way data is captured or entered into the form and
therefore which input type is most appropriate for a given
case for example check boxes, radio buttons etc. Care should
always be taken not to confuse users by using many different
input types in one form [12]. During error handling, users
need to be guided as quickly and as error free as possible
during the process of filling forms from the start by
explaining the restrictions in advance [11]. This includes
formatting and content rules such as minimum length of
numbers or words, entry formats, putting help instructions,
etc. being communicated well in advance. Sometimes errors
are unavoidable, and therefore users need to be helped to
recover from them as quickly and as easily as possible by
clearly stating what the error is and how it can be corrected
in a familiar language [13, 14]. Form submission is more
concerned with what happens after the user has pressed the
submission button in order to avoid multiple submissions in
cases of system response delays [14].

This study therefore seeks to determine the minimum
viable design features that can support the development of
Mobile Electronic Data Capturing Forms. This is because of
the big sizes of checklists that exist for mobile application
development such that the form developers are torn in
between what to include in the mobile forms. Further still,
there is a need to improve on the user experience using these
design features as guidelines during data collection so as to
improve on the quality of data.

2 Methods

The study sought to determine the most important design
features that must be considered when developing mobile
electronic data collection forms. An electronic semi-
structured questionnaire was created using Survey Mon-
key, an online data collection tool and was distributed using
Email to fifteen (n = 15) mobile form developers between
November 2016 and January 2017. The questionnaire
comprised of 55 semi structured questions, which were
derived from literature on mobile application heuristics

[15–17] and some from best practices [18]. The questions
were categorized under Nielsen’s 10 usability heuristics
[19].

The form developers in this study included a research
associate, an epidemiologist, a systems analyst, a monitoring
and evaluation specialist, a software developer, a database
manager, a designer, programmer, a design consultant, health
informaticians (n = 2), an IT professional and software
engineers (n = 2). These form developers were all involved
in developing mobile forms for collection of health data using
various software like Open Data Kit (ODK) (n = 9), District
Health Information Software (DHIS2) (n = 6), Open Medical
Records System (OpenMRS) (n = 5). Other applications
included mUzima (n = 2), Medic Mobile Toolkit, CSpro,
Survey CTO, koBo Toolbox, Survey Monkey and Open-
XData. The form developers had developed mobile forms for
collection of health data for varying periods of time, ranging
from 1 year to 8 years.

We received responses from fourteen (n = 14) form
developers, after 1 opted out. We put our findings in an excel
sheet, categorized the frequencies and determined the num-
ber of design features for each category.

3 Results

Several design features had a high frequency of agreement
from the form developers. In particular, eighteen design
features had maximum frequency score of 80–100% and
were thus referred to as the most important features to
consider during form development. Fifteen design features
scored between 60–79%, 18 design features scored between
40–59% and only 3 scored 40%.

The results (refer to Table 1) indicate the eighteen most
important design features in their order of ranking starting
from the one with the highest frequency of agreement to the
least. Feedback was considered to be the most important
feature especially when a user completes filling the form,
and it was equally important to immediately inform the user
in case an error is committed.

It is important for the error message to be clear and visible
enough, therefore where it is positioned, the content and color
matter. Having a unique identifier was very important, but it
does not have to be automatically generated language
translationwas also considered to be very important however
access of the translation anywhere in the form was not nec-
essary. It was also found to be very important for the user to
be shown how to enter the data by including the data input
requirements just below the text box in order to reduce on the
error rates. Skip logic implementation was also found to be
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very important as it helps reduce on the crowding of the
screen by presenting only what the user needs to see at the
time.

4 Discussion

This study produced the 18 most important design features
as agreed upon by the form developers that need to be
considered in order to design a minimum viable mobile data
collection form. These include; the time in which feedback is
received by the user, the way error messages are presented
and the implementation of logic. Colour contrasts and the
way questions are presented on the screen are equally
important to the form developers. These mentioned features
solely depend on the discretion of the form developers to
implement. For example the text in the error message may
not be very clear to the user, or the skip logic in some of the
questions may be omitted during form development. Thus in
this case the onus is on the form developer to implement the
features appropriately. Swiping as a form of navigation,
assigning unique identification, tables and including data
input format requirements in the form was also considered to
be very important. However, these are dependent on the
EDC tool. Consistent use of terminologies and appropriate
language translation were also considered to be very

important during form development, but it is the imple-
menters’ responsibility to ensure that these are functional.
These design features are however quite novel to the
developers, implementers and users in the rural parts of
Uganda and Africa, and are thus not often considered during
form development.

It is also important to note that the effect of these design
features on the usability of the forms may not be known or is
not often obvious and thus considered by the developers.
This is because the major role of the form developers is to
create forms, and they are seldom in position to use the
forms they have created to collect data. Therefore this list of
design features can be a very good support to pay attention
to the usefulness of the forms. Some of the design features
are already existent in some but not in all EDC software. An
example is the use of unique identifiers to differentiate
between entities and the language translation ability by the
mobile forms. Open Data Kit software has the ability to
handle language translation, which is not possible with some
EDC tools like mUzima. However, unique identification of
entities is still a challenge in ODK because the system
cannot derive its own unique identification but relies on
those that are entered by the users, which creates a risk for
errors.

Generally, the functionalities and design capabilities vary
across EDC tools, some of which the form developers that

Table 1 Form developers’ most important design features

Construct Design feature

Feedback Feedback is any kind of message a user receives after completing an activity or task in the form. The user should be
able to receive feedback after saving, completing or submitting the form

Error handling Error handling is concerned with handling errors when they occur. The user should be informed immediately in
case an error is committed using an error message. This should be visible, should clearly indicate that an error has
occurred, what the mistake is and how it can be corrected in the shortest possible time

Logic implementation Logic implementation is meant to ensure that users only access what is relevant for them to answer based on the
previous answer. Skip and filter logic should be automatically implemented

Colour The background colour on the screen should not interfere with the visibility of the questions in the form. Care must
be taken to understand whether the data collection will happen indoors or outdoors

Form navigation Navigation is the ability to move through the form in a forward and backward manner. Swiping is the most
preferred way of navigating the mobile form

Question presentation Question presentation is concerned with the way questions are presented in the form. The number of questions on
the screen should be limited, with big text size, must be logically arranged and consistently numbered

Unique Identification A unique identifier is a special number that is assigned to a person e.g. a patient and is not shared with any other
person. There should be a unique identifier to differentiate between the different entities in the form

Presentation of tables Tables may be used in the form when there is a need to capture data about an event in a repeated manner. Thus the
fields in the tables should be clearly labelled

Terminologies There is need for consistent use of terminologies throughout the form. This will help the users not to misinterpret
questions during data collection

Language translation In cases where the questions in the form have to be translated into a language the user understands, the translated
language should be a true representation of the original language of the form

Data input format
requirements

Data input requirements are meant to ensure that the user enters the data in the appropriate format with ease, thus
the requirements must be visible to the user. There should also be recognition of specific data input types and
automatic adjustment of input modes where applicable before the user attempts to enter data
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participated in this study have not used to develop forms.
These design capabilities affect the way the forms are created
and presented. Thus it may have been a challenge to put a
preference on a feature the form developers had never
implemented. For example the table presentation had some
of the lower scores possibly because not many EDCs have
provisions for including tables in the data collection forms.
In addition, some of the features like the questions are given
by the implementers and therefore the form developers have
no control over that for example, the length of the form, the
type of questions, language translation, etc. This can be
considered as one of the limitations to this study. However,
fourteen developers is a significant number of evaluators and
the resulting findings could have some bearing on the form
development.

This study has thus identified design features that the
surveyed form developers found most important based on
their experience and judgment. A different set of developers
may have suggested a somewhat different list of most
important features to consider for developing the forms. The
implementation of these basic interaction features during
form development could improve the users’ experience and
accuracy of data input. For example controlling the scrolls
provides a sense of control and a manageable amount of data
to enter.

5 Conclusion and Recommendation

Out of the 55 possible design features suggested by the lit-
erature, 18 were found to be most relevant by the fourteen
form developers that participated in the study. Findings from
the study suggest that usability of MEDCFs cannot be
addressed by form developers alone. Other stakeholders like
the software developers who develop the EDC software and
the project implementers who are in charge of the content in
the questionnaire need to come on board. In addition, it is
still important to know what the actual users or data col-
lectors would prefer, besides the various stakeholders in
order to improve their data collection experience.

We therefore recommend that data collectors’ preferences
are collected and addressed. More so, there needs to be
collaboration between the different stakeholders in order to
develop usable mobile data capturing forms. This is because
some of the usability challenges are due to design limitations
in the features and functionalities of the EDC tools while
others are caused by the content in the questionnaires which
form developers cannot address during development of the
MEDCFs.
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Task-Based Approach Recommendations
to Enhance Data Visualization in the Kenya
National Health Data Warehouse

Milka Gesicho and Ankica Babic

Abstract
The health sector still lags behind in development of data
visualization tools due to the complex nature of health
data. Furthermore, due to the volume, velocity and
veracity of health data consolidated from various sources,
re-presenting them in a way that promotes decision-
making while supporting various aspects of human
interaction becomes even more challenging. With the
plethora of research on improving visualization of
integrated health data, focus is shifting from simple
charts to novel ways of data re-presentation. Literature
also suggests the need for an in-depth exploration on
aligning visualizations to tasks, context, and appropriate
cognition aspects. We conducted a field study at the
Kenya National Health Data Warehouse (KNHDW) in
the month of July 2017 to identify the techniques and
practices used to visualize data. Two salient tasks
performed in the KNHDW were identified in order to
explore possibilities of visualizing the data. We then
adopted a task-based approach in developing recommen-
dations based on categorical data. These recommenda-
tions include (1) use of visualization approaches that
promote proper space utilization, and (2) use of leverage
points that influence aspects of human cognition process.
In addition, the proposed visualizations enable potential
users to get a new experience with the data and explore
possibilities for visualization. Nevertheless, these recom-
mendations are by no means exhaustive but aim at
encouraging best practice in health data visualization in
the KNHDW.

Keywords
Data visualization � Health data warehousing
Recommendations

1 Introduction

Health data is complex due to its high volume, low veracity,
great variety, and high velocity [1]. Data visualization plays
a key role in deriving meaning from health data. Neverthe-
less, the health sector still lags behind in development of
data visualization tools [1]. Numerous tools to visualize data
exist. However, most of these tools use simple charts such as
bar graphs, scatter plots, and pie charts, that only represent
few facets of data [1]. It is important that various facets of
data are included and more so ensuring that the elements of
interaction design such as cognition are critically considered.
This will further assist in promoting understanding of health
data, and decision-making. Currently, the Kenya National
Health Data Warehouse (KNHDW) relies on off-the-shelf
data visualization tools to perform various visual analysis
tasks [2]. Simple visualizations such as choropleth maps, bar
charts, and scatter plots, are provided by majority of off the
shelf tools [3, 4]. Nevertheless, the use of simple visual-
izations enable only representation of few facets of data,
hence less effective for complex tasks [1]. Thus, researchers
are now proposing for more innovative approaches [5–10].
Furthermore, in Low–and Middle-Income Countries
(LMICs) where resources are limited and health system
interventions are based on funding, innovative approaches
that are to be considered ought to be cost effective.

An attempt by the KNHDW to perform visual analysis on
various facets of data simultaneously, in some cases leads to
crowding of the dashboard. Hence, this can result to infor-
mation overload which limits the chances of using the data
effectively for decision-making [11]. With the plethora of
research on optimal approaches, techniques, frameworks and
designs to improve information visualization for integrated
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health records [1, 5, 10], [12–15], focus should also be
directed to ensure that cognitive aspects are considered. This
paper provides recommendations on approaches to leverage
cost effective visualizations while considering cognitive
aspects. The scope of this paper is limited to representation
of categorical data from integrated health records and does
not involve approaches based on diagnostic visualizations
that use genomic data, in-depth aspects of visual analytics
nor technical aspects of visualization. This is because the
latter does not apply in the objectives for this paper.

2 Methods

The study was conducted in the KNHDW in order to iden-
tify the techniques and practices used to visualize data. This
was done in July 2017 through shadowing during work
routines and interviews with the officials in charge. In
addition, to develop the recommendations, we adopted a
task-based approach. This was based on the concept of task
abstraction, which is considered a possible solution in
dealing with challenges that accompany visualization of
large volumes of data [15], as is the case with data ware-
houses. Furthermore, development of the visualizations was
informed by a pattern-based framework proposed by Sedig
and Persons [16]. The framework promotes the use of
novel-design approaches [1]. Given that our focus was on
categorical data, our aim was to ensure that the various
relations in the data can be viewed in parallel at a glance.
Further still, the human cognition framework was used to
inform the recommendations in order to promote consider-
ation of human factors in visualization [17].

3 Results

The field study identified two most frequent tasks performed
in the KNHDW: visualization of patient aggregated data and
county distribution of EMRs by implementing partners. The
recommendations are thus based on visualization of these
tasks.

3.1 Tasks: Distribution of EMRs and Patient
Health Outcomes

A data warehouse entails consolidation of data from dis-
parate sources. The sources of data for the KNHDW are
EMRs that are distributed across 650 public health facilities
and this number keeps increasing with implementation [18].
It is important that stakeholders who are also users of the
KNHDW know the number of EMRs implemented and the
supporting implementation partners. This information is

stored in the KNHDW. Hence, the visual analysis tasks
performed include but are not limited to; identifying geo-
graphic location of EMRs, implementing partners supporting
various EMRs and performance of the implemented EMRs.
For each of these tasks, the number of EMRs are also
identified. The other salient task includes visual analysis of
the distribution of HIV-patients and their health outcomes.

3.2 Recommendations

(a) Use of visualization approaches that promote proper
space utilization

A task that involves visualizing the distribution of EMRs
and the respective implementing partners or patient cate-
gorical data such as age, CD4 count, and viral suppression
may result to crowded dashboards when attempting to dis-
play various facets of the data. Currently, 2D choropleth
maps, bar charts, pie charts, and filter parameters used
simultaneously to re-present this information often leads to
crowded dashboards and mental overload. Figure 1
demonstrates exploration of a proposed approach that uti-
lizes space and promotes high level cognitive functioning
and decision-making. Users are able to view at a glance the
main EMRs (A to D) in relation to the supporting imple-
menting partners and the distribution of EMRs. For instance,
partner 7 supports EMR E and F, distributed in different
counties in Kenya. Figure 2 on the other hand reveals ages
24–49 as having majority of people living with HIV
(PLHV). In addition, we are able to view at a glance that
CD4 count was not recorded for majority of the patients and
suppression rate was low. Moreover, we are able to view at a
glance the number of patients that are alive, dead,
left-to-follow-up (LTFU) or those defaulted from treatment
(default). The use of open source tools [19] to develop these
visualizations makes it cost effective.

(b) Identify and use leverage points that influence
aspects of human cognitive process

The current approach used in the KNDHW requires that
users compare results from a bar or pie chart to a choropleth
map. This approach uses color as a stimulus feature, within
the change-detection flicker paradigm. The flicker paradigm
entails having users detect the original image alternating
with the modified image [17]. Areas on the map that rep-
resent the same color on the pie chart or bar chart are likely
to interpret a relation. Failure to blend the colors such that
same color is coded on related visualizations increases the
chances of change blindness, which is the inability to see the
difference in change [17]. To mitigate the challenges on this
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task, we propose use of aspects of human cognition influ-
enced by using leverage points such as facilitating chunking
and aiding reasoning with mental models as illustrated in
Fig. 1 and Fig. 2 respectively.

Elements are grouped by color, and continuity, which is a
gestalt principle of grouping, in order to promote chunking.
This aims at providing retrieval cues for long term memory
[17].

4 Discussion

Effectiveness of a data visualization used for a particular
task, context, and paired with appropriate cognitive aspects
promote better understanding of the data, knowledge

extraction, and better decision-making [13]. Nevertheless,
this has been given minimal emphasis especially due to the
fact that one shoe does not fit all. In this paper, we employ a
task-based approach by selecting two routine tasks per-
formed in the KNHDW. We then illustrate the use of cost
effective sophisticated data visualization approaches and
highlight cognitive aspects that we think are salient in order
to promote efficacy of identified tasks. In addition, complex
health data can be re-presented using a similar approach.
Nevertheless, in some cases background knowledge is nec-
essary to interpret the visualizations.

In addition, the discrete nature of categorical data make it
a challenge in visualization hence providing a good case for
our recommendations [20]. Methods such as parallel coor-
dinates work well with continuous data and might be less

Fig. 1 County distribution of
EMRs supported by
implementing partners

Fig. 2 Patient outcomes in terms
of disease suppression and
survival rate
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efficient when applied to categorical dimensions [20].
Hence, we chose alluvial diagrams (inclined to the branch
pattern) [16] due to their suitability in re-presenting relations
in categorical data [21]. Alluvial diagrams adopt the layout
of parallel coordinates but use bins instead of axes, which
have ranges of values. In addition, they are suitable for
re-presenting relations in categorical data and provide a
high-level summary and quick overview of the data. Fur-
thermore, they enable potential users to get a new experience
with the data and explore possibilities for visualization.
Nevertheless, the proposed recommendations are by no
means exhaustive but aim at encouraging best practice in
health data visualization in the KNHDW.

5 Conclusion

As LMICs begin to consolidate and represent health data
from multiple sources, recommendations that promote the
use of sophisticated data visualization approaches that are
cost effective and promote decision-making play an impor-
tant role. We have demonstrated how visualization could be
applied to tasks that a performed routinely and might be of
interest to the users of the KNHDW.
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Design of a Smart Multimodal Earthquake
Response Mobile Application

Allya Paramita Koesoema, Yoke Saadia Swito, Annisa Riyani,
Masyithah Nur Aulia, Dody Qori Utama, and Tauhid Nur Azhar

Abstract
Indonesia is located in the Pacific Ring of fire, putting it
under constant risk of natural disasters such as volcanic
eruptions, earthquakes, and tsunamis. Earthquakes are
one of the biggest threat of natural disasters in Indonesia
and can strike anytime in any area. A key example is the
2004 Aceh earthquake, which caused a large tsunami,
killing more than 160,000 people and destroyed more
than 200 shops and homes. While Indonesia has signif-
icantly improved its disaster mitigation systems in the
past decade, problems remain. Seismological stations are
still relatively few and in between, community readiness
and resilience for earthquakes remains low, and response
activities are often hampered by lack of equipment, such
as for finding potential survivors trapped in rubble. In
order to help alleviate these issues, this paper describes
the design of a smart multimodal earthquake response
mobile application. The proposed system has four main
functionalities, namely (1) broadcast of earthquake alert
to mobile phones from the local earthquake measurement
centre, (2) smart voice activated interactive guide to guide
community members on how to react to an earthquake
event and arrive to a safe place based on their current
situation, (3) A system to search for trapped survivors
based on Bluetooth and wifi hotspot emitted by survivors,
and (4) recording of earthquake waves based on mobile
phone accelerators to be used to build a more granular
geospatial database on earthquake features. The system
implements machine learning algorithm, utilizes voice,

picture and text activated interface to match any situa-
tion’s need, and basic augmented reality to help guide
users to a safe place.

Keywords
First keyword � Second keyword � Third keyword

1 Introduction

Indonesia is an archipelago situated in the Pacific Ring of
fire, which makes it especially prone to natural disasters such
as volcanic eruptions, earthquakes, and tsunamis. A major
example was the 2004 Aceh earthquake, which caused a
large tsunami, killing more than 160,000 people and
destroyed more than 200 shops and homes. Given this high
potential and risk of natural disasters, Indonesia has signif-
icantly improved its disaster mitigation systems in the past
decade. This include infrastructure improvements, such as
national tsunami detection systems, as well as education and
socialization for the community. However, problems remain.
In terms of detection, seismological stations are still rela-
tively few and in between when compared to the breadth of
area of Indonesia. Moreover, community readiness and
resilience for earthquakes and other disaster events are still
low. In the event of disaster, a significant number of the
community is not exposed enough to the education and
training effort to respond accordingly. Finally disaster
response actions are often still hampered by insufficient
infrastructure, organization, and equipment, such as for
finding potential survivors trapped in rubble. For example,
quick evacuation of quake survivors trapped under buildings
are difficult, due to obstacles in finding and excavating the
site. To conclude, Indonesia still have significant limitations
in managing the readiness, early detection, risk mitigation,
response and rehabilitation from disasters.

In order to help alleviate these issues, this paper describes
the design of a smart multimodal earthquake response.
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It uses an integrated mobile based system that integrates
input from the natinonal bureau of meteorology (BMKG)
and other data sources, and includes both communities and
responder teams as their users. This system is also multi-
modal, utilizing input from different communication chan-
nels (cellular signals, wifi and Bluetooth), as well as
mediums (text, visual and audio) to provide user service.
The proposed system has several intended functions,
including an alert system for communities, an adaptive voice
activated interactive guide to help people respond to earth-
quakes, a system to help search for trapped survivors, and a
crowd-based geospatial database on earthquake features
using data from users’ mobile phone accelerometers in
quake situations.

This system is aimed to increase the community resi-
lience and reduce the impact of earthquake disasters in
Indonesia, including increasing general community knowl-
edge and responsiveness, increasing disaster respondent
capacity as well as the distribution of earthquake data
through outsourcing methods.

2 Existing Research and Practice

There is a rich research and empirical literature on earth-
quake detection and risk mitigation systems. These include,
among others, earthquake detection systems, community
resilience studies, as well as response/risk mitigation sys-
tems. In this section, we highlight some recent developments
in aspects relevant to our design.

In general, most public earthquake detection system in
developing countries, including Indonesia, still rely on a
limited number of specifically located seismograph stations,
although there has been recent development of crowd-
sourcing and other alternative methods of earthquake
detection systems [7, 8]. With regards to increasing com-
munity knowledge to improve Resilience to Earthquakes and
other disasters, most countries still focuses on face-to-face
training, with some related development with mobile app or
web based knowledge sources. However, existing applica-
tions generally are limited to textual or some non interactive
instructional video that are not adaptive to the situation.
These resources are difficult and unwieldy to access in a real
time emergency/disaster situation. To address this issue, in
this design, we plan to build a voice activated adaptive
system that would be comparatively practical and simple to
use in cases of emergency.

On the other hand, in terms of finding earthquake victims
trapped in rubble, there has been several streams of research,
including the use of robots, radar technology, microwave, as
well as several other technologies. Bloch et al. [3], Hao et al.
[10] Chen et al. (2016). Most of these technologies focus on
the search team, with some of them relying on physiological

signals from the trapped victims [10]. In the proposed
design, we take another approach where the potential victim
can emit a mobile hotspot or Bluetooth signal to alert
searchers to their location, combining both searcher-centric
and victim-centric approach.

3 Proposed System

The proposed design is aimed for application on smart-
phones with features that include a basic accelerometer, GPS
and Bluetooth/mobile hotspot. It is aimed to be an integrated
and multimodal system, using different input modalities,
integrating data from several sources for the integrated use
between different users. The system implements machine
learning algorithm, utilizes voice, picture and text activated
interface to match any situation’s need, and basic augmented
reality to help guide users to a safe place.

The proposed system has four main functions, namely
(1) broadcast of earthquake alert to mobile phones from the
local earthquake measurement centre, (2) smart voice acti-
vated interactive guide to guide community members on
how to react to an earthquake event and arrive to a safe place
based on their current situation, (3) A system to search for
trapped survivors based on Bluetooth and wifi hotspot
emitted by survivors, and (4) recording of earthquake waves
based on mobile phone accelerators to be used to build a
more granular geospatial database on earthquake features.
This next part of this section will elaborate on each of these
functionalities in turn.

3.1 Earthquake Alert

In the event of an earthquake, sensors from seismographs
and other resources of the Indonesian National Bureau of
Meteorology (BMKG) will announce the event on its web-
site. However, this website may have limited exposure to
potential affected communities. To complement this mech-
anism, our proposed system will continuously read the data
by consuming BMKG’s API and cross-referencing them
with location data. If a user is within potential impact area,
alerts are sent, and the interactive voice activated disaster
guide is activated. Figure 1 illustrates the usecase of the
earthquake alert system.

3.2 Voice Activated Interactive Guide

If a user is in the risk zone of an earthquake, after giving the
local alert, the system automatically activates the voice
interactive guide, which will start by offering assistance/
asking for the status of the user. The feature can also be
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activated upon user’s request. The system would provide
personalized help for the user to go to the nearest safe
place/evacuation point based on their geographical coordi-
nates. In addition, the user can use the system to handle
specific emergencies by stating its nature. The key utility of
this function is to provide a personalized, voice activated
guide for disaster response. Existing systems and applica-
tions are generally not personalized (e.g. giving general
evacuation guidelines for everyone regardless of their posi-
tion and condition), and often are text based, which may be
difficult to use in emergency situations.

To realize these functions, the system utilizes a combi-
nation of existing general guides for disaster response and
machine learning. Personalized evacuation process would be
done through connections to existing map applications (the
system can periodically save local map and disaster response
instruction data for offline use in case of communication
infrastructure breakdown). In previously mapped places (e.g.
office or school buildings), the system may also use Aug-
mented Reality overlays to help guide users to a safe place.

3.3 Active Earthquake Victims Search Tool

As highlighted in the previous section, in the event of a
major earthquake, the system will predict which users are
potentially affected based on their geographical location and
determine if they are in a safe location. In the case that the
user states that they are not in a safe space and require
assistance, the system will automatically activate the FindMe
feature, which is an active earthquake victim search tool.

This feature will automatically send a position broadcast
and distress signal using one of the following three options,
sending out GPS coordinates, activating the trapped victim’s

Bluetooth, or WiFi hotspot tethering function and set the
WiFi/Bluetooth SSID into the name of the victim and an
SOS signal. Any SAR personnel that are in the vicinity and
using the application or having a wifi enabled mobile phone
can detect the distress signal (GPS, Wifi or Bluetooth) from
the trapped victim and know that there is a person needing
help in their area. The system would also help determine the
location by using the signal strength to roughly determine
distance from the SAR personnel, giving a rough indication
of whether they are getting closer or farther from the target.
The choice of signal used depends on the condition of the
event. If the affected area’s communication network was not
down, the mobile phone will use the network to send the
person’s GPS coordinate based on their smartphone to the
FindMe server. While this has the highest accuracy, it
requires the existence of an internet connection. In the
absence of internet connectivity, the second option is using
periodic wifi tether, which has a better detection sensitivity
compared to Bluetooth. The system will periodically turn on
and off the wifi to conserve power. Finally, the third option
when battery is comparatively low is a low power Bluetooth
signal with a 50 m radius. The three options also differ in
terms of battery usage. Due to the short life of the phone
battery, the system will use the bluetooth mode as battery
drains, and use wifi tether when the phone has more power.
Figure 2 illustrates the use case of the FindMe feature.

3.4 Distributed Earthquake Wave Recording

The final feature of this system is the recording of earth-
quake waves based on user mobile phone accelerators. This
feature records data from affected users and transmits them
to the system server once the user is marked as being in a
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Fig. 1 Earthquake alert system use case

Fig. 2 Use case for the FindMe
feature
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safe place. While it is not yet directly impactful to real time
response, the resulting data can be used to build a more
granular geospatial database on earthquake features. To et al.
[7, 8, 13], for example, uses data from multiple mobile
phones as an early warning system for earthquakes. To
distinguish regular movement with earthquake waves, the
system combines data from multiple phones, and is only
activated when the phone is being charged or stationary. The
proposed feature is aimed to function similarly as a
crowd-based detection for earthquakes, with signal pro-
cessing implemented to help distinguish regular movement
from earthquake waves.

4 Discussion and Next Steps

The aim of this design is to increase community response
capacity to earthquakes as well as mitigate some of the
impacts of earthquakes in Indonesia. At this stage, the pro-
ject is in the design stage. We are currently consulting with
relevant stakeholders and experts, including academics, rel-
evant government institutions, earthquake response organi-
zations and other stakeholders to fine tune the design
according to available resources and needs. We will then
proceed to the realization of a prototype with the finalized
specifications, which will undergo laboratory based func-
tional testing. Finally, we will conduct pilot testing in use
cases of controlled disaster response drill. To analyze
effectiveness of our design, we will evaluate its performance
against traditional training and response methods.

In addition to its direct function in mitigating disaster
impact, it is hoped that the data from the application users
can be used to build a more accurate and granular spatial
database of earthquakes. Combined with the geographical
scale and diversity of Indonesia, and its location in the “ring
of fire”, we hope that this can contribute as a unique resource
to the field of research and development for disaster early
detection and mitigation in Indonesia, and eventually the
world.
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A Mobile App for the Self-management
of Type 1 Diabetes as Tool for Preventing
of Exercise-Associated Glycemic Imbalances

Miloš Ajčević, Federica De Dea, Giovanni Barbieri,
and Agostino Accardo

Abstract
mHealth is a growing field of research, concerning the
great potentialities of mobile technology as a tool for
self-management of chronic conditions. Physical activity
greatly influences blood glucose levels, therefore for type
1 diabetes patients is important to adapt their diet and
therapy in order to avoid exercise-induced hyperglycemia
and hypoglycemia. The later represents one of the major
barriers to physical activity and it limits volitional exercise
in type 1 diabetes patients. However, there is lack of
stand-alone mobile tool that provides the support to the
patient in order to perform physical activity and exercise
under safe glycaemia levels. Recently, Exercise Carbohy-
drate Requirement Estimating Software (ECRES) algo-
rithm was proposed to calculate patient-exercise tailored
glucose supplement required to maintain safe blood
glucose levels during physical activity. The objective of
this study was to develop a mobile App which implements
an individualized predictive system for blood glucose in
type 1 diabetes, depending on exercise strength. Its
usability and accuracy were compared to original ECRES
estimating software in 15 volunteer subjects. The devel-
oped application provides relevant feedback to patients on
carbohydrate intake needed to carry out a planned physical
activity, in a safe manner. Furthermore, application
provides other important features, for self-management
of this chronicity, reported in recent literature: entry of
blood glucose values, display of diabetes-related data,
such as blood glucose readings and their analysis,
carbohydrate intake, insulin doses, and easy data export.
The application also incorporates food atlas in order to
facilitate carbohydrates calculation. The results of the test
showed that developed application accurately implements
ECRES algorithm and the self-management features.

In conclusion, proposed App could be a useful support
tool to diabetes type 1 patents. The results should be
confirmed in larger clinical study.

Keywords
mHealth � Type 1 diabetes � Decision support system
Glycaemia � Exercise

1 Introduction

Patients with chronic diseases, in their everyday lives, deal
with a range of conditions that require self-management and
relevant decision-making. mHealth technologies may act as
a complementary tool to provide support and motivation to
regular patient’s self-monitoring of health parameters [1].
Success of mHealth solutions depends also on their ability to
address and meet users’ needs [2]. In general, patients are
not usually interested in single data, rather in trend and
overall scenarios [2]. Therefore, the development of an
intelligent system for data analysis and Decision Support
Systems is essential for helping patients in self-management
of their condition [3]. The resulting empowerment may help
patients to achieve personal health objectives, modify life-
style patterns and/or diminishing high risk behaviors for an
optimal management of their chronic condition.

Type 1 diabetes mellitus is an autoimmune disease, which
is preventing the body from being able to produce enough
insulin to adequately regulate blood glucose concertation.
Despite decades of improved insulin therapy and significant
advancements in blood glucose monitoring, large excursions
in blood glucose levels remain a major challenge for the
active person with type 1 diabetes [4]. Regular moderate-
intensity physical activity, which can include structured
exercise in a variety of forms, offers a net benefit for most
individuals with diabetes. It enhances insulin sensitivity,
increases cardiorespiratory fitness, improves glycemic con-
trol, reduces the risk of cardiovascular mortality, and
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enhances psychosocial well-being [5]. On the other side,
exercise-associated hypoglycemia represents one of the
major barriers to physical activity and it limits volitional
exercise in type 1 diabetes patients. To overcome this
problem, recently, Exercise Carbohydrate Requirement
Estimating Software (ECRES) decision support system was
proposed to estimate patient-exercise tailored glucose sup-
plement required to maintain safe blood glucose levels
during physical activity [5].

Different mHealth solutions for self-management of dia-
betes type 1 are available on the market. However, there is
lack of stand-alone mobile tool that provides the support to
the patient in order to perform physical activity and exercise
under safe glycaemia levels.

The objective of this study was to develop a mobile App
which implements an individualized predictive system for
management of exercise associated blood glucose imbal-
ances in type 1 diabetes, together with other important fea-
tures for self-management of this chronicity reported in
recent literature.

2 Requirements

The main goal of mobile apps in self-management of dia-
betes is to improve control and glycemic support, helping the
diabetic to avoid dangerous situations of hypo or hyper-
glycemia as well as to facilitate patients’ everyday life.
A recent study, reported that among patient, who use mobile
apps for type 1 diabetes self-management, the most appre-
ciated features regarded: carbohydrates counting, recording
blood glucose levels, tracking my physical activity, tracking
my weight and insulin dose calculation [6]. However, the
same study highlights that only 24% of patients if their study
population used mobile apps, mainly because they think that
app could not help them in self-management or they have
not found any good yet. In general, current applications
are limited in their features, in fact about 60% of them do
not include the four “keys” for an optimal diabetes
self-management, such as: blood glucose control, adherence
to drug therapy, diet monitoring and physical activity [7]. In
addition, in order to enlarge the use of these usable tools, it is
very important to include other features like [8–10]:

• electronic diary (therapy, carbohydrates intake, physical
activity, possible malaise, stress, sleep time, blood sugar
values)

• sharing of data to third parties (doctors, educators or
family members) in order to monitor the patient’s health
status and provide adequate support.

• food database, in order to simplify the decision on food
intake and comply to prescribed diet, with particular
focus on calculation of carbohydrates

• carbohydrates calculator and to user friendly input of the
dish consumed

• record of specific events through a pre-existing list
• backup of personal settings and diary in a web-storage
• variation of insulin dose based on duration and intensity

of physical activity
• tracking of active insulin to avoid overlap dosages keeping

track of the doses already taken and considering the insulin
that still has to act, thus reducing the risk of hypoglycemia

• friendly, intuitive, and stimulating interface.

The clinical guidelines emphasize the role of education
on self-management of the disease as an integral part of
diabetes care, however most applications do not provide any
support in this regard [9]. The inclusion of suggestions,
educational content and guides within the applications could,
even partially, help the user to become aware of what he is
doing.

In order to assess the presence of above mentioned fea-
tures and functionalities in the market, we analyzed their
availability in some of most downloaded Android and iOS
apps for diabetes type 1 management. The summary of
features and functionalities of the analyzed apps available in
the Google play store and Apple iTunes is reported in
Table 1. However, there is lack of stand-alone mobile tool
that provides the support to the patient in order to perform
physical activity and exercise under safe glycaemia levels.

Taking in account previous requirements, following fea-
tures and functionalities were chosen to be implemented in
our work: Carbohydrates calculator, Possibility to change
units of measure; Insulin dose calculator; Electronic diaries
(therapy diary, glycemic diary, food diary, activity diary);
Graphs and statistics relating to blood glucose values; Pos-
sibility of exporting data; Food database; Intuitive and user
friendly interface, tool for preventing of exercise-associated
glycemic imbalances (ECRES algorithm). This user friendly
tool requires following information to be inserted in the
ECRES algorithm:

1. patient usual therapy (i.e. insulin types, doses and time
scheduling, together with the dietary carbohydrates)

2. the time of day and duration of the physical activity
3. the capillary blood glucose level measured just before the

start of the activity
4. predicted average HR based on specific physical activity.

In brief, this algorithm calculates the amount of carbo-
hydrates required to avoid glycemic imbalances as a fraction
of the overall amount of carbohydrates burned during the
exercise and further corrects it by subtracting (or adding) the
excess (or lack) of glucose contained in the extracellular
compartment. ECRES algorithm was previously described in
detail in the previous work [5].

476 M. Ajčević et al.



3 Results

The app was developed in Java by means the IDE platform
that includes the java development kit (JDK) and the Soft-
ware development kit (SDK) dedicated for Android apps.
The graphic structure was defined by XML language.

The following features were implemented in the devel-
oped app (Fig. 1).

• possibility to choose whether mg/dL or mmol/L, as
regards glycaemia, % or mmol/mol for glycated
hemoglobin;

• data input/reading in/from the electronic diary: therapy,
glycemic measurements data such as day, time, gly-
caemia, insulin, time of day, carbohydrates intake, health
status, systolic and diastolic pressure, heart rate, free text
and photo;

• graphs and statistics (number of measurements, daily
measurements, maximum glycemic level, minimum
glycemic level, average glycaemia, number of hyper-
glycemia events, number of hyperglycemia events)
related to a well-defined period (today, yesterday, one
week, two weeks, one month, three months, six months,
nine months, one year);

• food database, with the possibility to see the nutritional
data of each product;

• carbohydrates calculator
• carbohydrates intake calculation, using the ECRES

algorithm, to prevent hypoglycemia during physical
activity;

• possibility to export the database table containing the
storage saving in the smartphone, or by sending an e-mail
as an attachment in the CSV format;

• possibility to modify personal information and
preferences.

The app prototype was tested in 15 volunteer subjects. The
implemented ECRES algorithm was compared to the original
ECRES software. The feedback from the volunteer subjects
was gathered after 10-day test. The developed application
provided accurately relevant feedback to subjects on carbo-
hydrate intake needed to carry out a planned physical activ-
ity, in a safe manner. Moreover, the test showed that the
features were implemented properly and that the app is
simple to use. In addition, the most appreciated features,
beside ECRES and Carbohydrates calculator, was the
implemented food database. The features like synchroniza-
tion with a smart-band and device for Continuous Glucose
Monitoring will be implemented in a future study.

Table 1 Summary of features and functionalities in apps for self-management of type 1 diabetes patients

Name Diary Graph Statistics Data export Sync.. Other

Diabete-Glucose
diary

Yes Yes Intervals 7, 14,
28, 90 dd

E-mail SD (CSV, XML) No Editable theme, reminder

Diabetes diary
MySugr

Yes Yes Intervals 1, 14,
30, 90 dd

E-mail (PDF, CSV, XLS)
Facebook

FreeStyle
Libre,
Google Fit

Personal account, unlockable goals,
food database

Diabetes:M Yes Yes Intervals 7, 14,
30, 90 dd

Dropbox o GoogleDrive.
Backup. (CSV, XLS)

Google Fit,
android
wear

Personal account, Insulin calculator,
active insulin, CHO and glycaemia,
Reminder

La mia glicemia:
diabete Libro

Yes Yes Yes E-mail (PDF, CSV, XLS) No Reminder, editable theme

Diabete Ufficiale Yes Yes Intervals 7, 14,
30, 60, 90 dd

SD Backup (CSV, PDF) No Personal account, Reminder, unit of
measure conversion

Social diabetes Yes Yes Intervals
yesterday, today,
7, 30 dd

E-mail Backup (CSV, PDF)
Dropbox

iHealth
Android
Wear

Personal account CHO calculator

Diabetes connect Yes Yes Intervals 2, 4, 6,
8 weeks

E-mail bluetooth messages
(PDF, CSV) Dropbox
GoogleDrive

No Personal account

SiDiary Yes Yes Intervals 1, 7,
14, 28, 60, 90,
120 dd

SD SMS Beurer
Cygnus
Fora

Editable theme, blind modality

SugarSense Yes Yes Intervals 1, 7,
14, 30, 90 dd

E-mail, messages bluetooth,
Dropbox, GoogleDrive
(PDF)

Fitbit,
Jawbone
Misfit, ecc

Personal account reminder, tips,
community forum
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4 Conclusions

In conclusion, this study proposed a mobile App for the
self-management of type 1 diabetes with a user friendly tool
for preventing of exercise-associated glycemic imbalances.
The developed App could be a useful support tool to over-
came the barriers to physical activity in type 1 diabetes
patients related to exercise-induced hypoglycemia. The
results should be confirmed in larger clinical study.
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An Online Service for Topics and Trends
Analysis in Medical Literature

Spyridon Kavvadias , George Drosatos , and Eleni Kaldoudi

Abstract
Topic modeling refers to a suite of probabilistic algo-
rithms for extracting word patterns from a collection of
documents aiming for data clustering and detection of
research trends. We developed an online service that
implements different variations of Latent Dirichlet Allo-
cation (LDA) algorithm. Scientific literature origin from
targeted search queries in PubMed, works as input while
output files are available for every step of the process.
Researchers can compare the results of different corpora,
preprocessing texts and topic modeling parameters in a
quick and organized way. Information regarding topics
help users assign labels and group them to categories.
Visualization of data is a contribution of our service with
graphs generated on the fly providing information about
the corpora, the topics, groups of topics and categories as
well. We rely in modern technologies and follow the
principles of agile software development to achieve
scalability and discreet design.

Keywords
Topic modeling � Content analysis � Trend analysis
Visualization

1 Introduction

Our era is characterized by continuous advances in
biomedical sciences and a corresponding large amount of
scientific publications each year. Literature topics and trends

analysis is increasingly employed to give insights on past
and future research directions. Several statistical algorithms
have been applied to model topics in scientific literature
[1–5]. As such methods require considerable mathematical
and programming background, recent research proposes user
friendly integrated tools to enable researchers of various
backgrounds to explore topics analysis [6–8]. However,
currently available tools do not cover the entire topics and
trends analysis workflow and require custom set up. In this
paper, we propose an open source and platform independent
service to support topic modeling and trends analysis for the
biomedical expert. The service allows creation and
description of biomedical literature corpora, supports the
entire workflow of topic modeling and trends analysis and
provides visual navigation of the results.

2 Topic Modeling

Topic modeling [9] refers to a suite of algorithms that aim to
analyze the hidden structure of a collection of documents.
Each document is characterized by a variation of topics, each
topic consists of a collection of words and each word has its
own statistical weight. Several topic modeling approaches
are available [3–5, 10], Latent Dirichlet Allocation (LDA)
being one of the most popular. The algorithm starts by
randomly assigning each word of a document in one of K
topics. Then, it calculates conditional probabilities for each
topic in each document ((t|d) where t denotes the topic and
d denotes the document) and for each word in every topic
((w|t) where w denotes word). Through an iterative process,
it reassigns words and topics until they reach a steady state.
The algorithm requires setting the initial number K of
assumed topics and the parameters that define the Dirichlet
prior for the per document topic distribution (parameter a)
and for the per topic word distribution (parameter b).

Topic modeling has been successfully applied in many
other research areas, for example to analyze and classify
genomic sequences [11], classify images based on visual
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words topic modeling [12], detect discussion themes in
social networks [13] and analyze source code [14]. Addi-
tionally, there are several implementations of topic modeling
(and especially of LDA) in different programming languages
[15–18]. In this paper, we integrate some of the existing
implementations in an online service which provides added
value functionalities, including user-friendly interface to
visualize and label topics and tools to support trend analysis.
The service also allows for generation of rich metadata for
each step of the workflow, to fully document the topic
modeling experiments.

3 Topic Modeling and Trends Analysis
Service

An overview of literature topic modeling and trends analysis
workflow is presented in Fig. 1. The process starts with the
generation of the initial literature corpus, as a collection of
relevant published papers; most often the collection is lim-
ited to paper titles and abstracts due to access restrictions.
Following a rudimentary text preprocessing, the topic
modeling algorithm is parametrized and applied to identify
topics that are essentially word collections. Human inter-
vention is required to label topics so that they are meaningful
for human interpretation. Finally, popularity of topics over
time is assessed for trends analysis.

We have developed a user-friendly web-based environ-
ment to encapsulate this entire workflow of topic modeling
and trends analysis and provide this as a service for the
non-expert biomedical scientist. The input of the service is a
corpus of research abstracts retrieved from PubMed as a
result from a specific query. The system allows the user to
describe each corpus via relevant metadata, including corpus
generation date, initial database query, study aim and user
details. Basic corpus statistics are also calculated, e.g.
number of publications per year (given as a graph), total
number of articles, number of articles with an abstract and
minimum–maximum year of articles.

Text preprocessing is routinely used to clean the corpus
via: (1) removal of all the punctuation and escape codes;
(2) exclusion of stop-words; (3) conversion of all words to
their lemmas by applying the stemming procedure; and
(4) exclusion of articles with no words in their abstracts
or less than 3 letters in their titles. Current service imple-
mentation uses the most commonly used Krovetz stemmer
[19] as a default option for the stemming process. However,
the service allows importing of additional stemming
algorithms [10]. The service provides basic preprocessing
statistics and allows the user to generate metadata to richly
describe preprocessed corpora for future reference.

The processed corpus can be archived and used as input to
the topic modeling procedure along with the necessary exe-
cution parameters. Currently, we support two different

Fig. 1 The basic workflow,
inputs and outputs of the platform
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implementations of LDA based on the Java libraries Mallet
ParallelTopicModel [17] and jLDADMM [18] with
input/output performance enhancements. Service architecture
supports easy integration of other LDA implementations
based on predefined public interface descriptions.

Topic modeling experiments are resource and time con-
suming while they often be repeated with different initial-
ization parameters. The proposed service displays a current
status of scheduled topic modeling experiments and supports
a powerful experimental lab-bookkeeping. As shown in
Fig. 2, the user is guided to insert relevant metadata that
describe in detail each topic modeling experiment. Metadata
can be edited and updated, while they automatically inform
saved experimental results and trends analysis and visual-
izations produced in the following steps of the workflow.

Another important service feature of added value is the
ability for the user to label each topic. The procedure of
assigning labels to topics is shown in Fig. 3. For every topic
that has been generated by the execution of the algorithm,
the top most words (number indicated by the user) that
describe the topic are ranked by statistical weight and dis-
played for the user in tabular form or as word clouds. The

user can then assign a title to each topic and create nested
categories to organize various topics.

The final step in the workflow involves trends analysis on
the identified topics. The popularity (t, y) of the topic (t) for
each year (y) is calculated as the mean of the weight of this
topic for all documents published this year (Dy):

P t; yð Þ ¼ 1

Dy

�
�

�
�

X

d2Dy

w 2 d : topic wð Þ ¼ tf gj j
dj j ð1Þ

where t represents a topic and w is a word in document d of
the documents’ collection Dy for year y [20]. Calculated
trends are then displayed as graphs. The service supports for
rich visualizations which allows comparative displays of
different topics and categories and corpora, while preserving
metadata information describing the different experiments
whose results are compared. An example is shown in Fig. 4.
The user can generate graphs on the fly for any group of
selected topics or categories and compare trends for a chosen
time range.

The system is implemented in NodeJS with LoopBack
framework (http://loopback.io) and is accessible at https://

Fig. 2 Metadata table for topic
modeling

Fig. 3 Assigning labels and
categories to topics
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trends.duth.carre-project.eu/. Data storage is based on the
MongoDB (https://www.mongodb.org). The frontend is
powered by AngularJS framework (https://angularjs.org) and
the graph visualizations are implemented using Chart.js
(http://www.chartjs.org/) and Vis.js library (http://visjs.org).
In the backend, we developed a mechanism for the man-
agement of parallel processes that are possible to be
requested by the same user or not. For this purpose, we used
a FIFO philosophy (first-in, first-out) for the execution of
processes and limitations on the number of processes (e.g.
three) that are possible to be executed simultaneously. This
is required because our system has limited computing
resources and the topic modeling algorithms require high
computational cost.

4 Discussion

This paper proposes a web-based service that allows
biomedical researchers with no experience in data modelling
and programming to execute topic modeling and trends
analysis experiments of biomedical literature corpora, keep
experimental details and visualize the results. Work in pro-
gress includes to make our web service free of bugs, support
more topic modeling algorithms with an easy mechanism to

add new implementations of them, and to develop a mech-
anism that would add a batch of processes with different
parameters with goal to select the appropriate ones (e.g. the
number of topics). Additionally, we plan to perform an
evaluation of our system regarding the system’s performance
and the users’ satisfaction.
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Paced Electrical Field Modeling Within
Ischemic Myocardium

D. Korpas and P. Barta

Abstract
Cardiac pacing in an ischemic area is very disadvanta-
geous because of higher pacing thresholds and lower
sensed intrinsic signal. An irregular propagation of
myocardial activation in the ventricles is also a clinical
problem of ischemia. The aim of this paper is to model
the theoretical electrical depolarization propagation
within the paced ventricular myocardium, using mathe-
matical and computation methods. For numerical simu-
lation of different biological or physiological systems,
models utilizing the differential equation are appropriate.
The basic model is Hodgkin-Huxley, describing the
action potentials on the basis of varying channel perme-
ability for different ions. Our characteristics of modeled
tissues are described according to the FitzHugh-Nagumo
model which is a simplification of Hodgkin-Huxley. The
computation was performed using the Comsol Multi-
physics software. The results are composed of several
models of paced ventricles: a physiological one, one with
apical ischemia, and one with left lateral ischemia as well
as a combination of all three with low or high energy right
ventricular or biventricular pacing. The results of the
simulations of right ventricular pacing are consistent with
the clinical experience. They confirm an increase in
ischemic dyssynchrony because of different activation
times in the right ventricle in comparison with the left
ventricle. Apical pacing in the ischemic area shows the
latest activation times in comparison with the physiolog-
ical reference. In this case, lead reposition would be
recommended in the practice. The location of an ischemic
lesion within the model is adjustable and can also be used
for the assessment and planning of pacing effectiveness.

Keywords
Cardiac modeling � Pacing � Ischemic tissue
FitzHugh-Nagumo model

1 Introduction

Cardiac pacing in an ischemic area is very disadvantageous
because of higher pacing thresholds and lower sensed
intrinsic signal. An irregular propagation of myocardial
activation in the ventricles is an additional clinical problem
of ischemia. The aim of this paper is to model the theoretical
electrical depolarization propagation within an ischemic
ventricular myocardium, using mathematical and computa-
tion methods. The novelty is in the incorporation of right
ventricular (RV) and biventricular pacing. This can be useful
in the clinical practice for the estimation of left ventricular
(LV) pacing vector selection and for timing optimization.

There are several approaches for modeling and, subse-
quently, simulating ventricular depolarization. In one
approach, each element of the heart model acts as a separate
generator and influences the surrounding elements. Another
approach is modeling of the heart tissue at the scale of cel-
lular ion fluxes. These models attempt to describe
chemical-electrical processes within the myocardium as
closely as possible, and then to apply the summation patterns
to the entire volume of the heart ventricles. The approach that
appears to be most useful is the one describing the system
using differential equations. An example of such an approach
is the FitzHugh-Nagumo equation for excitable environments
to describe the propagation of, e.g., excitation in the tissue.

In most studies, excitation is spread according to the
Huygen’s principle. The activation of the element is
dependent on the activation threshold voltage, the refractory
phase, and the activation time. In practice, it means that
excitation in the physiological tissue cannot be spread in the
retrograde direction as these depolarized cells are in a
refractory phase during which no new depolarization can be
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started. The algorithms for subsequent simulations are based
on the finite element method [1, 2].

2 Methods

As mentioned above, for numerical simulation of different
biological systems, models utilizing the differential equations
are appropriate. The basic model is Hodgkin-Huxley
describing the action potentials on the basis of varying chan-
nel permeability for different ions. The Hodgkin-Huxley
model is very complex and, therefore, very difficult for anal-
ysis and modeling. For this reason, the FitzHugh-Nagumo
model was used in this study. This model reduces the four
unknowns from the Hodgkin-Huxleymodel to two. One is the
rapid variable u1(t) causing depolarization, and the other
variable u2(t) is responsible for repolarization, i.e. recovery of
the depolarized area. The FitzHugh-Nagumo model is
described by the following differential equations [3, 4]:

@u1
@t

¼ a� u1ð Þ u1 � 1ð Þu1 � u2

describes the dynamics of sodium ions, and

@u2
@t

¼ e bu1 � cu2 � dð Þ

describes the dynamics of potassium ions [3]. A disadvan-
tage of this model is the fact that its simplification results in
the loss of quantitative information about the action poten-
tial. However, this model is sufficient to describe the acti-
vation maps or the occurrence of circulatory excitation in an
environment [3, 4]. A major advantage is its relatively
simpler analyzability and interpretation compared with the
basic Hodgkin-Huxley model [5–7].

The main dimensions of the ventricular model are shown
in Fig. 1.

A key task for applying the FitzHugh-Nagumo model was
the optimization of differential equation parameters. Ischemic

tissue was simulated by empirically determined parameters of
the FitzHugh-Nagumo equation in which the course of action
potential corresponds to the ischemic area in the heart.
Analogously, the equation parameters for the bundle branch
were determined. The specific parameters of each type of
tissue were established using the Matlab-Simulink block
modeling program. Ischemic tissues were empirically placed
on the left and right bottom walls and, in some models, on the
left lateral wall of the left ventricle. The pacing energy was
approximated as the spherical volume of the directly acti-
vated part of the myocardium, i.e. lower-level energy directly
activates fewer cells than higher-level energy.

In all models, ten points were uniquely determined by
their coordinates, which did not change within the models.
The sites are shown graphically in Table 1. Point positions
were empirically selected in the most appropriate areas for
comparison [8]. Five points are located in the basal region of
the LV, septum, and RV. These are the most suitable loca-
tions for comparing the ventricles activated later. The other
four points are located in the medial plane on the free RV and
LV walls. The last point is chosen at the most remote point of
the apex. It can be used to determine the difference between a
physiological and ischemic apex and activation times when
conducting an excitation or pacing at the apex of the RV.

3 Results

The results are several models of the ventricles: a physio-
logical one, the ones with apical or left lateral ischemia, and
all three with low or high energy RV or biventricular pacing.
Activation times of the ten chosen points in our geometry are
compared mutually as well as with the reference physio-
logical model. The results confirm an increase in ischemic
dyssynchrony because of different activation times in the RV
in comparison with the LV. Apical pacing in the ischemic
area shows the latest activation times in comparison with the
physiological reference. Below can be found the graphics for
nine models. The cyan color corresponds to inactivated cells

Fig. 1 The main dimensions in the basal transversal section of the 3D ventricular model (left). Model height and frontal section. Bundle branches
are represented here by a 1-mm thick fiber of circular cross-section drawn along a curve copying the inside of the ventricles (right)
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and the red color to the depolarized cell. The dark blue
shows repolarized cells. From the left, the time steps are 0;
500; and 800.

Physiological tissue model with low voltage RV-only
pacing (F0SL). By overtaking the intrinsic conducted signal
of pacing in the RV, the onset of excitation is concentrated
only in the vicinity of the pacing electrodes. As expected,
there is a considerable delay in the spreading process. In
practice, this situation occurs when the pacing energy is so
low that no capture occurs. Such pacing is therefore inap-
propriate (Fig. 2).

Apical ischemia model with low voltage RV-only pacing
(IASL). An even longer delay occurs in the case of pacing
delivered to an ischemic apex. This phenomenon is common
in cardiac pacing practice. When ischemic tissue is paced,
the heart tissue only responds to higher pacing energies
which are often inadequate due to irritation of the vagus
nerve or diaphragm (Fig. 3).

Lateral wall ischemia model with low voltage RV-only
pacing (ILSL). Unlike ischemia at the apex, the ischemic
area in the LV lateral wall exhibits smaller activation time
differences than the F0SL model. The apex and RV are
activated with a delay comparable to that of a physiological
condition; more basal LV regions show delays due to an
ischemic obstruction in the propagation of the depolarization
wave. Delays can be observed naturally even in the ischemic
area (Fig. 4).

Physiological tissue model with high voltage RV-only
pacing (F0SH). What is different in comparison with the
previous three models is a higher pacing energy. Depending
on the values of activation times, there is a significant
improvement where a considerable delay only occurs in the
areas of the septum and LV. This improvement corresponds
to the response of the heart to higher pacing amplitudes, and
the efficacy of such therapy is higher. However, there are
still risks associated with dyssynchrony, due to long-term
overtaking of the complete activation of the RV before the
LV (Fig. 5).

Apical ischemia model with high voltage RV-only pacing
(IASH). In the case of pacing to the ischemic apex with
higher energy, the area with considerable delay increased.
This is again due to the attenuating properties of ischemic
tissue in the apex, which slows the spreading of the initial
activation. In this model, an effect of increasing pacing
effectiveness with a higher pacing energy compared with the
AISL model can be observed (Fig. 6).

Table 1 Comparison of the differences in activation at the points of the models [time steps]

Point number/Model 1 2 3 4 5 6 7 8 9 10

F0SL >180 320 >630 >370 >140 230 210 140 230 140

IASL >180 170 >630 >370 >140 270 280 270 230 250

ILSL >180 >370 >630 >370 >140 230 200 230 340 130

F0SH 50 160 470 260 80 60 60 −10 70 70

IASH 130 220 540 320 130 60 110 30 180 80

ILSH >180 230 460 270 110 60 60 70 230 10

F0SBIV −370 −100 370 270 >140 190 190 −140 −440 120

IASBIV −380 −110 390 270 >140 260 250 −160 −440 210

ILSBIV −370 90 580 >370 >140 190 200 20 −300 120

Fig. 2 Spreading of excitation in the F0SL model

Fig. 3 Spreading of excitation in the IASL model

Fig. 4 Spreading of excitation in the ILSL model
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Lateral wall ischemia model with high voltage RV-only
pacing (ILSH). A model with higher energy pacing for
ischemia in the LV lateral wall indicates improvements in
the activation times of the apex and RV. The left ventricular
basal areas remain largely delayed. This case is associated
with a high risk of developing muscle dilation. This is
because an adequate response of the heart muscle has
already arisen, but with large temporal differences between
contraction of the RV and LV (Fig. 7).

Physiological tissue model with low voltage BIV pacing
(F0SBIV). Models with biventricular pacing show enor-
mous improvements in the activation times in the LV, with
some of the delays even reaching negative values. However,
this rapid depolarization of the LV precedes the depolar-
ization of the RV, and again there would be a risk of ven-
tricular dyssynchrony. In fact, biventricular pacing is a very
effective therapy the long-term administration of which can
lead to reverse remodeling of dilated cardiac tissue. It
depends on the exact location of pacing, pacing vector,
pacing energy, and individual anatomy of the bundle branch
and Purkinje fibers (Fig. 8).

Apical ischemia model with BIV pacing (IASBIV).

See Fig. 9.

Lateral wall ischemia model with BIV pacing (ILSBIV).

See Fig. 10.
The results support the thesis of the advantageousness of

intrinsic RV and paced LV fusion. A fusion of RV intrinsic
activation and LV pacing would reduce dyssynchrony.

Table 1 describes the differences in activation times at
each point of the ischemic models in comparison with the
physiological model without ischemic areas. The bold values
indicate differences of 20–100 time-steps. The bold under-
lined values indicate differences of more than 100
time-steps.

4 Discussion

Based on the comparison of the activation times of each
model, the models with low pacing energy are the least
suitable. First and foremost, this trend is confirmed in the

Fig. 5 Spreading of excitation in the F0SH model

Fig. 6 Spreading of excitation in the IASH model

Fig. 7 Spreading of excitation in the ILSH model

Fig. 8 Spreading of excitation in the F0SBIV model

Fig. 9 Spreading of excitation in the IASBIV model

Fig. 10 Spreading of excitation in the ILSBIV model
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model with an apical ischemic area with pacing delivered
directly to this affected site. Increasing pacing energy at the
same location of ischemia leads to a more physiological
reference. This confirms the hypothesis that the placement
of pacing electrodes in ischemic sites is associated with
higher pacing thresholds and the need for lead reposition-
ing. The problem of uneven right and left ventricular
activation during RV pacing at the apex is confirmed by
simulations in models with lower and higher RV pacing
energies. Due to this fact, concerns have been raised in the
clinical practice regarding the potential risk of dilation of
the muscle during chronic long-term right ventricular
pacing.

The presented model is adjustable and allows changing
both the location of ischemic areas and the mechanical
parameters of pacing electrodes, their output, and their site
according to the needs of particular centers.

Conflict of Interests The authors declare that they have no conflict of
interest.
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Mathematical Modeling of Ocular Pulse
Blood Filling in Rheoophthalmography

D. M. Shamaev, P. V. Luzhnov, and E. N. Iomdina

Abstract
Blood flow in the anterior segment of the eye is
examined. In rheographic studies, the volume/resistance
ratio is used to calculate the increase in blood volume.
The coefficient of proportionality depends on the shape of
the biological object, its spatial heterogeneity, and other
factors. In ophthalmology, the coefficient of proportion-
ality has not been calculated so far. We show that this
coefficient can be calculated using a parameterized model,
described in the paper: we use the increment of pulse
volume and the total volume of the orbit. The model
follows eyeball morphology and involves three compo-
nents of the vascular layer: the iris, the ciliary body, and
the choroid. It is a figure of rotation with an axis that
coincides with the anterio-posterior axis of the eye. The
rheoophthalmic signals were taken from a group of
patients with an anophthalmos: in total, three two-minutes
long records were analyzed. The model disregarded the
eyeball but took account of all surrounding tissues. In the
simulation, a spherical element was introduced as a glass
prosthesis. By simulation, we determined the ratio of the
changes in eyeball volume and the rheoophthalmic signal.
This ratio takes into account the eyeball, the surrounding
tissues and pulse fluctuations of both.

Keywords
Transpalpebral rheoophthalmography � Mathematical
modeling � Eye � Blood filling

1 Introduction

The normal functioning of the eye, like that of any other
human body organ, requires an adequate level of trophicity
of its tissues, which is detected by the relevant blood flow
parameters during diagnostic procedures. In eye pathologies
like myopia, diabetic retinopathy, glaucoma, or retinal vas-
cular occlusion, hemodynamic tests of the eye provide the
ophthalmologist with additional data on the pathogenesis of
the disease, ensure prospects of early diagnosis, and enable
the evaluation of treatment efficiency.

Impedance methods of diagnostics are known in oph-
thalmologic practice [1–3]. Rheoophthalmography is used to
test eye hemodynamics in physiological conditions [4]. Our
method of diagnostics, called transpalpebralr heoophthal-
mography (TP ROG), could be used in the diseases listed
above [3, 5, 6].

When analyzing TP ROG signals, we need to determine
the contribution of ocular blood flow. TP ROG involves the
examination of the anterior segment, namely the vascular
structures: the ciliary body and the iris [7]. We also need to
assess the contribution of eye blood supply into the ampli-
tude of the registered signals [6, 8].

The paper examines the flow of the anterior segment of
the eye. Changes in the volume of the choroid are not
considered. The anterior segment accounts for more than
two thirds of the volume of circulation. In rheographic
studies, the volume/resistance ratio is used to calculate the
increment in blood volume. The coefficient of proportion-
ality depends on the shape of the biological object, its spatial
heterogeneity, and other factors. In ophthalmology, the
proportionality coefficient has not previously been calcu-
lated. We show that this coefficient can be calculated using a
parameterized model. We use the increment of pulse volume
and the total volume of the orbit. Changes in the model
parameters are determined using geometric formulas in
solving the inverse problem.
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2 Materials and Methods

Following the morphology of the eyeball [9, 10], the vas-
cular layer can be divided into three components (see
Fig. 1):

(1) the iris;
(2) the ciliary body;
(3) the choroid.

The iris is a thin and movable diaphragm with a pupil in
the center. The average thickness is 0.4 mm, the horizontal
diameter is 12.5 mm, the vertical diameter is 12 mm. For
calculations, it is assumed that the iris has the shape of a
circle with a diameter of 12 mm. The pupil diameter in the
relaxed state averages 3.5 mm. The cross-section of the iris
can be approximated by an ellipse. The dimensions of the
ellipse (see Fig. 2) are determined by the semi-minor axis
a = 0.2 mm and the semi-major axis b = 2.125 mm.

The iris is a figure of rotation with an axis that coincides
with the anterio-posterior axis of the eye. The axis of rota-
tion does not pass through the anterior segment. Therefore,
the second theorem of Gulden is used to calculate the vol-
ume. The center of mass of the ellipse is located at the
intersection of its axes. Its distance to the axis of rotation is
3.875 mm. The estimated volume of the iris is 32.50 mm3.
The value of the small semi-axis varies in order to take
account of the pulse oscillations. It does not change the
position of the center of mass in the simulation. Then, as the
blood volume increases, the thickness of the iris changes,
and the diameter remains constant.

The ciliary body is represented in the section as a triangle
(see Fig. 3). The first vertex is at point T1. This point is a
contact between the iris and the ciliary body. It is located at a
distance of 6 mm from the axis of rotation. The second
vertex is at point T2. It is determined by a distance equal to
the diameter of the relaxed lens 4.75 mm (with an average
lens diameter of 9.5 mm). The point T3 is determined from
the data of the anatomical atlas [9]. The axis of rotation

passes through the anterio-posterior axis of the eye. Three
points determine the rotation figure of the ciliary body in the
chosen coordinate system. The radius of rotation of the cil-
iary body is 6.92 mm.

During pulsations in the ciliary body, the position of the
point T1 changes along the cross-section of the frontal plane.
The points T2 and T3 remain fixed in the anatomical
structures of the eye. This will change the position of the
center of mass of the triangular section. The calculated
volume of the ciliary body yields 88.275 mm3.

It is known that the thickness of the choroid is normally
0.3 mm on average (see Fig. 4). Its thickness is reduced to
0.12 mm on the distal part. The diameter of the eyeball is
23 mm in the equatorial region. It is possible to specify the
inner area of the choroid with a sphere of a smaller radius
than that of the outer one. The center of the inner sphere is
shifted relative to the center of the outer sphere in the
direction of the pupil. The radius of the inner sphere is
determined by means of geometric constructions. The center
offset is 0.09 mm. The volume of the choroid is 233 mm3.

At the next stage of the simulation, it is necessary to take
into account the pulse oscillations of the surrounding eye
tissues. For this purpose, the pulse volume of the orbit is
calculated. Using the data of the method gamma-resonance
ophthalmovelosymmetry is possible. Measurements of the
oscillation of the anterior segment of the eye in the
anterio-posterior direction are described. According to the

Fig. 1 The vascular layer of the eye and the components of the model

Fig. 2 Modeling components parameters of the iris

Fig. 3 Modeling components parameters of the ciliary body
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gamma-resonance ophthalmovelosymmetry method and
[11], the oscillation is about 22 lm.

Pulse oscillations are possible only in one axial direction.
All other directions are not considered because of the
anatomical structure of the orbit. In the calculation, it is
assumed that the entire volume of the orbit is an ellipsoid.
The volume variations of such ellipsoid can be determined
by varying the length of one half-axis. It is the longitudinal
axis, which coincides with the anterior-posterior axis of the
eye. The volume of the orbit is about 30 ml. It was deter-
mined that the pulse volume of all orbital tissues was

17.2 mm3 using the formulas obtained. Pulse volume is
15.2 mm3 for surrounding tissues, based on the fact that the
pulse volume of the eyeball is 2 mm3.

The simulation used the finite element method. The
mathematical apparatus of the model is described by means
of electromagnetic interaction equations taking into account
the boundary conditions. To solve such problems, Max-
well’s equations are used in combination with other funda-
mental equations. In particular, the equation of continuity,
Ohm’s law in a differential form with allowance for external
current sources, as well as the equation of the relationship
between the electric potential and the electric field strength.

The results of the simulation were tested experimentally.
At the stage of modeling the eye and orbit, the data of
previous studies [3] on a group of patients without oph-
thalmopathology were used. To verify the results of the
simulation of pulse oscillations of the eye’s orbit (without
the eyeball), the results of studies conducted on three
patients with an anophthalmos were used.

3 Compliance with Ethical Requirements

This study was performed in accordance with the Declara-
tion of Helsinki and was approved by the Local Committee
of Biomedical Ethics of the Moscow Helmholtz Research

Fig. 4 Modeling components parameters of the choroid

Fig. 5 Modeling TP ROG parameters by pulse oscillations
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Institute of Eye Diseases. A written informed consent was
obtained from all participants.

4 Results

TP ROG signals were taken from a group of patients with an
anophthalmos. The model disregarded the eyeball but took
account of all surrounding tissues. Glass or plastic eye
prostheses are usually used. In the simulation, a spherical
element was introduced as a glass prosthesis. As a result, all
the tissues of the eye are represented by a glass prosthesis,
which was surrounded by the fat layer and the eyelid.

It was proposed to change the values of the thickness of
the eyelid and the inner radius of the orbit to simulate pulse
oscillations (see Fig. 5).

Modeling parameters are presented in Table 1.
Results of modeling have shown that the resistance

increment to an impedance makes:

dR=R ¼ 0:78 � 10�3:

TP ROG signals of six patients with eye prostheses have
been analyzed, yielding the following results:

dR=R ¼ 0:72� 0:10ð Þ � 10�3:

The difference between modeling and experimental
results amounted to 7%.

Thus, taking into account the modeling data, we can
formulate the following ratio:

dR=R ¼ 7:12 � dV=V :

Finally, for TP ROG, the proportionality taking account of
eye’s pulse oscillations can be considered as KROG = 7.12.

5 Conclusions

Our simulation was used to determine the ratio of changes in
the blood flow volume of the eyeball and the signal. This
ratio takes into account not only the surrounding tissues but
also their pulse fluctuations.
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Velocity Measurement at Carotid Siphon:
Quantitative Comparison of Phase
Contrast MRI and Computational Fluid
Dynamics

Chi Zhang , Jinfeng Yang, Ning Ding, Feiyan Chang, Sheng Xie,
Deyu Li, and Xiaoxu Hou

Abstract
Phase contrast magnetic resonance imaging (PC MRI)
and the computational fluid dynamics (CFD) are two of
the most important technologies in the investigation on
the velocity field in blood vessels in vivo. In order to
quantitatively compare the differences between the two
methods, the blood flow velocity measurements based on
PC MRI and patient-specific CFD were conducted at
internal carotid artery from 9 healthy volunteers. The 3D
velocity field calculated from PC MRI data were com-
pared with CFD simulation in 5 planes covering the
carotid siphon. Then the resistance index (RI), and errors
in the magnitude and direction of velocity were calculated
between the two methods. The results showed that the
flow patterns of PC MRI and CFD were similar, and the
velocity distribution and RI was in good agreement. But
there were significant differences in the velocity magni-
tude near the posterior knee and vessel wall, while the
directional error was larger at the center of the artery.
These comparison between PC MRI and CFD may guide
the development of CFD technology and improve its
accuracy.

Keywords
Carotid siphon � Phase contrast magnetic resonance
imaging � Computational fluid dynamics � Blood flow
Velocity field

1 Introduction

Phase contrast magnetic resonance imaging (PC MRI) is a
technique that uses changing phases to enhance blood flow
signals [1]. This technique is widely used in the studies on
cardiovascular diseases related to abnormal blood flow, such as
the diagnosis of aortic stenosis [2]. Especially, PC MRI is one
of the best methods in the noninvasive measurement of
intracranial blood flow [3–7]. Harloff [8] found that PC MRI
performed better in the measurement of blood flow in small
cerebral arteries, when comparing with ultrasound. On the
other hand, computational fluid dynamics (CFD) is a calcula-
tion method based on mathematics, hydrodynamics and com-
puting, which is widely used to simulate blood flow under
physiological and pathological conditions [9]. However, CFD
has some limitations. The results of CFD depend on the model
which should be physically reasonable, mathematically appli-
cable and suitable for computing. In addition, the preparation of
the model depends largely on the experience and skills, and the
calculation is based on some simplified hypotheses.

As the two important methods are applied to the hemo-
dynamic analysis in vivo, the comparison between PC MRI
and CFD is of great significance. Leuprecht [10] studied the
blood flow of two subjects’ ascending aortas by PC MRI and
CFD, and found the blood velocity derived from the two
methods had good consistency. However, the main focus of
previous comparative studies was usually on the aorta, while
the studies on more tortuous blood vessels are rare, such as
internal carotid artery (ICA). ICA is a common site of vas-
cular stenosis and aneurysms. Studies have shown that the
occurrence of stenosis and aneurysms at this place is asso-
ciated with its tortuous geometry and the hemodynamic
factors [11, 12]. Therefore, the study on the blood flow here
is of great significance to reveal the mechanism of stenosis
and other diseases at ICA.

In this paper, the velocity fields in ICA of 9 healthy
volunteers were measured by PC MRI. The velocity fields
were then visualized and compared with those calculated
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from CFD. The correlation of the RI calculated from CFD
and PC MRI was analyzed. Relative errors in the magnitude
and direction of velocity were calculated to quantitatively
compare velocity fields obtained from CFD and PC MRI.

2 Subjects and Methods

2.1 PC MRI Scan

The scan was performed on a 3T MRI system (Philips
Ingenia, Philips Medical Systems, Holland) in China-Japan
Friendship Hospital, Beijing. 9 healthy volunteers partici-
pated in the MRI examination at carotid siphon, which
included anterior and knee. The examination was a
phase-contrast 3D flow MRI to obtain velocity field of blood
flow. Further imaging parameters were as follows: velocity
encoding parameter (VENC) 100 cm/s, spatial resolution
0.625 mm � 0.625 mm � 2.4 mm for 30 layers, flip angle
15°, TE 3.1 ms, TR 6.42 ms, and 18 frames per cardiac
cycle. The experiment protocol was approved by the ethics
committee of Beihang University.

2.2 Image-Based CFD Modeling

The 3D geometric models of the carotid artery were derived
from PC MRI scan and produced in MIMICS software
(Materialise Inc., Belguim). The inlet plane was selected at the
straight part of ICA (upstream of the posterior knee), which
was perpendicular to the blood vessel. The outlet plane was
selected at the downstream of the anterior knee. The models
were then imported into Gambit (ANSYS, US) for meshing to
tetrahedrons and hexahedrons. The blood was considered as
incompressible fluid with the density q = 1056 kg/m3.
Newtonian fluid was assumed in this CFD simulation, with
the dynamic viscosity l = 4 � 10−3 kg/m * s. Themotion of
blood was assumed as unsteady laminar flow in the study
according to the Re number. The vascular wall was assumed
as rigid wall with a non-slip boundary condition in this paper.
The fluid computing was conducted in Fluent (ANSYS, US)
and then the converged consequence was used to compare
with the data from 3D PC MRI.

The inlet condition of the CFD model was derived from
PC MRI measurement. With the sampling rate of 18 frames
per cardiac cycle, the flow waveform at each point in the
inlet plane was fitted by Fourier fitting method:

f xð Þ ¼ a0 þ
X3

n¼1

an cos nx tþ bnsin nxtð Þ

where x was calculated by patient-specific frequency of
arterial pulse. Because the velocity data from PC MRI was
sparser than the mesh nodes used in CFD, cubic interpola-
tion was carried out to PC MRI data to obtain the velocity
profile in the inlet plane, which was used as the boundary
condition for the inlet. A free outflow was set as the
boundary condition for the outlet.

2.3 Comparison and Statistical Analysis

In order to compare the velocity vectors measured from CFD
and PC MRI quantitatively, 5 horizontal planes were chosen
evenly distributed from the upstream of the posterior knee to
the downstream of the anterior knee (Fig. 1). Resistance
index (RI) calculated from CFD and PC MRI results was
compared in Z1 and Z5 plane for all the subjects. The RI was
calculated from the velocity by the following formula:

RI ¼ SV�DVð Þ=SV ð1Þ
where SV was peak systolic velocity, DV was end-diastolic
velocity.

The difference of velocity filed obtained from PC MRI
and CFD were assessed by the magnitude and direction
errors. The magnitude error was calculated as the relative
error of the velocity magnitude between the PC MRI (V1)
and CFD (V2) as V2�V1ð Þ=V1j j. For the direction error, we
proposed a method that can quantitatively describe direction
difference between the two velocity vectors. Firstly, the two
velocity vectors were normalized respectively. Then the
subtraction of the two normalized vectors was obtained, the
magnitude of which was used to assess the directional dif-
ference between the two velocity vectors.

Fig. 1 The 5 planes perpendicular to the z axis
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3 Results

The velocity field obtained from CFD and PC MRI were
visualized and compared between 9 subjects (Fig. 2). The
flow pattern was generally the same (Fig. 3). However, some
differences were found regionally. The velocity calculated
from CFD method was generally larger than that measured
by PC MRI. More turbulence was found near the bend, such
as the posterior knee, in CFD results; while in PC MRI
results, the flow pattern was closer to laminar flow.

RI is a quantitative indicator commonly used to reflect the
magnitude of blood flow resistance, which is also considered
as an indirect diagnosis index of vascular stenosis [24].
Figure 4 presented the correlation of RI between the two
methods in Z1 and Z5 plane from all the subjects. It was
observed that the RI results from PC MRI and CFD were in

linear correlation to each other, and the results in Z1 and Z5
were similar. But the slope in the figure was not close to 1,
indicating that the RI values obtained from CFD method
cannot be used directly for clinical diagnosis.

The magnitude difference of velocity obtained from CFD
and PC MRI highly depended on the position within and
between planes. In each plane, the relative error was smaller
at the center of blood vessel, but bigger near the wall.
Moreover, it showed that the errors in the planes near the
anterior and posterior knee were higher than those far away
from them. However, errors of velocity direction showed a
different distribution from the magnitude (Fig. 5). It was
observed that near the vessel wall, the direction error was
lower; but it was higher at the center of the vessel. This rule
was found in all the planes, no matter they were near or far
from the siphon bends.

Fig. 2 Velocity vector field reconstructed using PC MRI data from a subject. Different colors of vectors represented the blood flow speed. The
unit was cm/s

Fig. 3 Distribution of vectors from PC MRI and CFD

Velocity Measurement at Carotid Siphon: Quantitative Comparison … 501



4 Discussion and Conclusion

The diagnosis of cerebrovascular diseases is increasingly
dependent on hemodynamic information which can be
obtained by CFD method. CFD can achieve very high spatial
and temporal resolution, but its boundary conditions need to
be set carefully. The boundary conditions usually depend on
the image technology and the measurement of flow rate and
pressure. Moreover, there are some idealized assumptions in
the simulation process, which are also the sources of CFD
errors. This study compared the PC MRI results with the
CFD simulation at ICA siphon among 9 healthy volunteers.
The quantitative comparison of the two methods can give
more comprehensive hemodynamic analysis for ICA, which
helps to establish a reliable and accurate method to evaluate
the hemodynamic factors in cerebral arteries.

Inlet boundary conditions of CFD directly affect the
simulation results of flow field. Ali SF [13] used PC MRI

measurements to produce patient-specific flow-time wave-
form and assigned it as inlet boundary condition for blood
velocity calculation at the carotid bifurcation on a 30-year old
normal male subject. The inlet boundary conditions used in
above study concerned the blood flow rate of cross section,
rather than the velocity profile, which may result in inaccu-
rate results. In this study, the inlet velocity, varied not only
temporally but also spatially, were used as boundary condi-
tions during CFD calculation. Therefore, the result was closer
to the physiological condition, which could reduce the error
due to the inaccuracy of boundary conditions.

Previous studies have focused on quantitative comparison
of the magnitude errors between the two methods. For
example, Ali SF [13] and Harloff A [14] quantitatively
compared the velocity magnitude of PC MRI and CFD in the
carotid bifurcation. However, the comparison of the velocity
direction was limited to qualitative studies. This paper
transforms the direction difference into a vector obtained
from the subtraction of two normalized vectors. It provides a

Fig. 4 The correlation of RI in plane Z1 and Z5 calculated by PC MRI and CFD

Fig. 5 Quantitative comparison between PC MRI and CFD
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novel approach to quantitatively compare the vector
directions between PC MRI and CFD.

Taking the advantages above, the results of this study
shows that, though the velocity derived from the two methods
shows a similar pattern, there are still some differences in
local and detail, which is similar to the previous studies.
Van OP [15] and Cebral JR [16] measured the blood flow of
the carotid bifurcation and the normal cerebral arteries with
CFD and PC MRI, and compared the results of the two
methods. They found that the results of the two techniques
have a good consistency, and show a greater difference at the
bifurcation. The difference between the two technologies
found in our paper mainly reflected in the relative errors of
the velocity at the tortuous part of ICA. It showed that the
error near the bend is relatively large, which may be related to
the complicated flow pattern at the bend. It was also found
that magnitude errors were bigger near the vessel wall than at
the center. But for the error of velocity direction, the distri-
bution was opposite; the error was larger at the center of the
vessel, probably because of the restriction of the vessel wall.

There are still some limitations in this paper. The blood
vessel was simplified as a rigid wall, and blood was assumed
as Newton fluid, which may lowered the accuracy of the
simulation. On the other hand, the results showed larger
errors at the bend, implying that the turbulence model may
help to improve the accuracy at the bend. In addition, the
samples used in this paper were all from healthy individuals.
As ICA stenosis is a common intracranial arterial disease,
the study on the blood velocity in the stenosed ICA is of
great significance for the diagnosis and treatment. Therefore,
the subjects with ICA stenosis should be included for the
hemodynamics analysis in the future.

In conclusion, the measurement of blood flow at ICA is
important for understanding the mechanism of ICA stenosis.
In this paper, the blood flow in ICA siphon was obtained by
CFD and PC MRI, and the results were compared quanti-
tatively. Patient-specific inlet conditions obtained from
PC MRI were used to as boundary condition of CFD.
Although the two methods show consistency in the distri-
bution of velocity, a larger difference has been found at the
siphon bend. In each plane, the relative error of the velocity
magnitude was larger near the vessel wall; while the direc-
tional error was larger at the center. Comparison of the two
methods may help us to establish a more reliable and
accurate measurement of blood flow in ICA.
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Proposal of Physical Model of Cardiovascular
System; Improvement of Mock Circulatory
Loop

Lukas Peter, Norbert Noury, and Martin Cerny

Abstract
Each heart ejection gives the blood a pressure force and it
creates a pulse wave which travels from the heart to
peripheral blood vessels (blood vessel in fingers, toes,
…). This pulse wave travels during arterial tree and it
depends on arterial properties as elasticity, stiffness or
thickness of the artery wall. It will be very useful to
describe the relationship between blood pressure, pulse
wave propagation and hemodynamics parameters in real
or very similar conditions as are in real cardiovascular
system. The whole cardiovascular system can be
described as an electrical circuit with resistors (resistivity
of blood vessels R), capacitors (compliance of blood
vessels C) and inductors (inertance of blood vessels L). It
is possible to evaluate all of parameters of arteries and
developed physical model of cardiovascular system.
Physical model has to simulate real conditions which
are in human cardiovascular system. It would bring a
better knowledge about the behaviour of cardiovascular
system and improve its treatment. In this paper are
describe possibilities how to model cardiovascular system
and developing of physical model of cardiovascular
system.

Keywords
Cardiovascular system � Mock circulatory loop
Physical model � Model of hemodynamics

1 Introduction

Cardiovascular system is a very important system which is
responsible for transport nutrient and oxygen to tissues. As a
consequence, the CV system involves complex relationships
between various systems in a living body. Therefore it is
difficult to run experiments with control of the different
parameters and thus, it is interesting to work with a model.

The Cardiovascular system is affected by many factors
which makes it very difficult to describe the relationships
between hemodynamic and others parameters or pathologies
which affected function of cardiovascular system without
invasive entrance [1]. Some of these relationships aren’t
possible to describe by mathematic models because there
isn’t possible to make experiments in real conditions in real
time A multiphysics simulation of the CV system is not
accessible. For this kind of purpose would be interesting to
have some tool which be able to make this experiments
without invasive entrance into the human body [2].

It would be interesting to have some model where would
be possible to adjust independently the hemodynamic
parameters or to make some pathology and watch their
effects to function of cardiovascular system in real time.
Some model which will be able to reproduce physiology
signal as output with real flow and pressure. It could be also
use for education purpose.

2 Problem Definition

Nowadays there are exist some cardiovascular models which
are used as extravascular blood circuit or as tools for testing
of artificial heart’s valve or implantable devices. Unfortu-
nately, none of them is possible to use for looking rela-
tionships between hemodynamics parameters and
propagation of pulse wave and blood pressure value.
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2.1 Mathematical Models

The mathematical modelling of the cardiovascular system is
extremely complex and at the present time no model exists
that is able to describe all the parameters of cardiovascular
system [3].

It isn’t possible to build whole physical model of car-
diovascular system with all of its parts (due to quantity and
length of all of blood vessels). Based on the equivalence
between hydraulic and electrical circuits, it is possible to
connect the numerical model to an electrical circuit which is
based on a merging of lumped parameter method into a
numerical model.

2.2 Mock Circulatory Loop Method

Multiple mechanical circulatory support devices (MCSDs)
have been developed in recent decades, including total
artificial hearts (TAHs) and ventricular assist devices
(VADs). Under long-term support circumstances, a physio-
logical control algorithm is necessary for an MCSD to meet
various physiological demands. It isn’t possible to test it
directly in human body so it is necessary to use some system
which will be similar to cardiovascular system. For testing
such kind of devices was established Mock circulatory loop
(MCL) as an in vitro platform for evaluation of cardiac
assistance technologies and can provide valuable insights to
physiological control development prior to animal and
clinical trials [4].

For design of MCL elements, firstly it is necessary to use
lumped method for mathematical evaluation of properties of
elements afterwards it is possible to developed MCL which
will produce similar conditions as human cardiovascular
system. Thanks to MCL is possible to measure pressure and
flow changes but without effects of modulus of elasticity and
other properties of artery segments. It isn’t possible to watch
relationship between propagation of pulse wave, blood
pressure and blood flow. Also it isn’t possible to test pres-
sure, flow and other sensor for monitoring of cardiovascular
system in real conditions [5] (Fig. 1).

It will be useful to develop some loop which will con-
nected all of nowadays method for simulation of cardio-
vascular system.

3 Implementation of New Solution

Nowadays doesn’t exist physical mode of cardiovascular
system which has possibility to change all of hemodynamics
parameters. Such kind of model would be beneficent for
monitoring changes of pulse wave propagation and blood
pressure based on hemodynamic parameters.

It isn’t possible to make model of cardiovascular system
which includes all of blood vessels with their parameters. In
human body there are thousand kilometres of blood vessels.
It is necessary to make some approximation of some parts of
cardiovascular system.

It is necessary to produce pulsatile flow, same as in
human body. For this purpose was used pulsatile pump
(Harvard Apparatus) which is clinically used as external
heart. It was used type of pump which is able to simulate the
heart of bigger animal with the possibility to change basic
hemodynamic parameters. It is possible to set stroke volume
in range 5–30 ml, heart rate in range 0–200 bpm and ratio of
systole to diastole.

For model of blood vessel segments was needed to use
tubes and tubules with define properties as inner diameter,
width of artery wall and modulus of elasticity. As the closest
material of real blood vessel tissue was choose silicone. For
simulation of pathology of arterial segments and for moni-
toring of pulse wave properties based on changing in arterial
tree were also used PVC and Teflon material (Fig. 2).

It was model aortic segment as separate part for mea-
surement of pulse wave propagation. Rest of arterial tree was
model as reservoir produces its resistivity and compliance.
The venous tree was model simply as reservoir. It was build
close circulation loop which was based on adjustment of
Mock circulatory loop. It is possible to change some
hemodynamics parameters and monitor changes of pulse
wave propagation. For such experiment was needed to have
a possibility to change blood flow, range of pressure value of
systolic, diastolic and pulsatile pressure just with changing
of resistivity, compliance of artery segments or heart rate or
stroke volume of pulsatile pump.

Fig. 1 Design of MCL consist from arterial and venous reservoirs to
simulate compliance and resistance of whole human body, from
compliance chamber to simulate compliance of aortic segment and to
set offset of pressure and from adjustable valves to change resistance
for blood flow
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3.1 First Approach

For the first experiment was developed model of cardio-
vascular system which contains segment of aorta, one
reservoir for simulate compliance of artery tree, one reser-
voir for simulate compliance and volume of venous tree and
one valve to change of resistance of artery. It was necessary
to ad one chamber on the beginning of aorta for simulation
of aortic arch which is the biggest store of energy of each
systole of the heart. Without this chamber was measured
negative blood pressure.

For aortic segment was used silicone tube with properties.
Inner diameter 1.23 cm (inner diameter of aortic part is in
range from 2.8 to 1 cm). Width of wall 1 mm width of artery
wall is in range from 1.6 to 0.7 mm). Modulus of the elas-
ticity 1.79 MPa (modulus of aortic part is approximately
0.4 MPa. Length 30 cm (length of aortic part is approxi-
mately 45 cm).

In the human body the first part of aorta absorbs a lot of
kinetic energy of ejected blood. It was needed to added
compliance chamber which simulate this kind of effect.
Chamber was developed as hermetically closed box where
was monitor height of surface of water. On the end of aortic
segment was added first bifurcation of arteries to iliac artery.
Each of this artery has controllable valve to change resis-
tivity of artery part. Iliac arteries leaded to reservoir which
simulate venous system. This reservoir was open reservoir
for store liquid. For first measurement was used water with
viscosity 1. Thanks this setting it was measured blood
pressure wave close to reality but without physiological

properties (shape affected by bifurcations of artery tree,
dicrotic notch, and pulsatile pressure). Pressure wave was
measured on the beginning and on the end of aortic segment.
With changing hemodynamic parameters was possible to
recognize changes in systolic and diastolic blood pressure
value and it was possible to detect their time delay (Fig. 3).

4 Measured Signal

Pulse wave was measured in several places. With the change
of hemodynamics parameters via a pulsatile pump, as HR,
stroke volume or positivity (ratio between systole and

Fig. 2 Reduced model of cardiovascular system. Pulsatile pump produces liquid flow which continues through first compliance chamber, aortic
segment and second compliance chamber to reservoir. It is close loop

Fig. 3 Preparation for developing of physical model of aorta for the
second approach
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diastole), it is possible to see change in pulse wave velocity
and blood pressure value.

The main goal was to improve Mock circulatory loop to
be close to real cardiovascular conditions. It was important
to develop physical models of cardiovascular system where
will be possible to measure pulse wave and blood pressure
with the same properties as in real cardiovascular system as
in the human body.

Measured signal was compared with physiologic signal
which was measured invasively via catheter. It is possible to
see that signal measured thanks to model is very close to real
signal.

5 Conclusion

It is very important to monitor the state of the cardiovascular
system. There are many parameters which can bring sig-
nificant information about its condition. The best indicator is
value of blood pressure. This value gives global information
about state of cardiovascular system, but many times it is
more useful to know information about each part of the
cardiovascular system. Possibility how to evaluate the
parameters of each part is to measure pulse wave which
gives information about state of blood vessel which reflects
the state of the cardiovascular system (Fig. 4).

For precise evaluation based on propagation of pulse
wave is necessary to know relationships between

hemodynamics parameters and state of cardiovascular sys-
tem. This kind of research is very complicated because it is
needed invasive measurement. Our model brings a new
possibility how to evaluate and describe relationships in
cardiovascular system without any risk for patient.
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Numerical Study on the Effects of Segmental
Aqueous Humour Outflow on Ocular Drug
Delivery

Ean Hin Ooi, Chai Yee Loke, Norlina Ramli, and Amir Samsudin

Abstract
The present study develops a 3D model of the human eye
to investigate the effects of segmental aqueous humour
outflow on ocular drug delivery. Segmental outflow is
modelled by prescribing the permeability of the trabecular
meshwork (TM) as a spatially-varying heterogeneous
function that follows a rectangular profile. The choice of
the rectangular profile is decided based on a recent
experimental study on segmental outflow. Results from
the numerical simulations showed that segmental outflow
causes the majority of the drugs to egress through the
active part of the TM. In the context of glaucoma
treatment, this can be detrimental to the treatment
efficacy, since it is the non-active region is the primary
target site of the drugs.

Keywords
Drug delivery � Aqueous humour � Glaucoma

1 Introduction

In a recent study [1], it was found that the outflow of
aqueous humour (AH) through the trabecular meshwork
(TM) is segmental and heterogeneous, where some parts of
the pathway are filtration-active, while the others are not.
Filtration active regions generally have a lower flow resis-
tance, while non-active regions are more hydraulically
resistant to AH flow. This morphologic variation has been
suggested to be the result of a heterogeneous hydraulic
resistance across the TM. According to Chang et al. [1], the

existence of segmental outflow can potentially affect the
delivery of ophthalmic drugs to the TM by promoting
greater flow of drugs through the active regions, while
minimizing drugs exposure of the non-active regions. Since
it is the non-active regions of the TM that are targeted by
anti-glaucoma drugs, the different drug exposure of the
active and non-active regions can potentially cause scenarios
of ‘over-treatment’ and ‘under-treatment’ of the disease.

In this paper, a computational model of the human eye is
developed to investigate the effects of segmental AH outflow
on the delivery of ophthalmic drugs. A 3D eye model is
developed and simulations are carried out using the
commercial software COMSOL Multiphysics 5.3®. Seg-
mental AH outflow is modelled by prescribing the perme-
ability of the TM as a spatially-varying heterogeneous
function. Zones of the TM that mimic active regions are
prescribed with a baseline permeability, while zones mim-
icking non-active regions are assigned with a near-zero
permeability.

2 Materials and Methods

2.1 The Eye Model

The 3D eye model is developed based on the dimensions
reported by Ooi and Ng [2]. A ring-like domain is added into
the model around the circumferential edge of the anterior
chamber to represent the TM. A gap of 25 lm is created
between the iris and the lens to allow the flow of AH from
the posterior to the anterior chamber. The model developed
is illustrated in Fig. 1a.

2.2 The Flow, Thermal and Transport Models

The flow and thermal models used to describe the hydro-
dynamics of AH are similar to those used by Ooi and Ng [2].
For brevity, these equations (Navier-Stokes equations and
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bioheat equation) are not presented here and readers may
refer to the aforementioned paper for more details. Flow
through the TM, which is a porous structure, is described
using the Stokes-Brinkmann equation:

�rp ¼ � l
j
uþ l

e
r2u ð1Þ

where l is viscosity, p is pressure, j is the permeability, e is
the porosity and u is the velocity vector.

The model describing the delivery of drugs is active only
in the cornea, the anterior and posterior chambers and the
TM. Only the delivery of ophthalmic drugs via topical eye
drops is considered. From the corneal surface, the drugs are

assumed to diffuse into the cornea before entering the AH
circulation inside the anterior chamber. The drugs will then
egress through both the filtration-active and non-active
regions of the TM. The rate of change of the eye drop
concentration upon administration onto the corneal surface is
given by [3]:

dc

dt
¼ � S

VL þViexp �kdtð Þ c ð2Þ

where c is the drug concentration normalized against its
initial concentration, S is the lacrimal secretion rate, kd is the
tear drainage constant, VL is the normal lacrimal volume and
Vi is the initial tear volume after eye drop administration.

Fig. 1 a The 3D model of the human eye with a cut-view of the
interior; b the boundary conditions prescribed across the anterior
chamber, the posterior chamber and the TM; c an illustration of the

profile of the rectangle function; d locations of the active outflow for
the north (N), east (E) and south (S) positions
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Inside the cornea, the anterior and posterior chambers, and
the TM, the following equations are prescribed:

dc

dt
¼ Dcr2c� Kcc ð3Þ

dc

dt
þ u � rc ¼ Dar2c� Cl

Va
c ð4Þ

dc

dt
þ u � rc ¼ Dtmr2c ð5Þ

where Dc, Da and Dtm are the diffusion coefficients of the
cornea, the anterior and posterior chambers, and the TM,
respectively, Kc is the metabolic rate of drugs within the
cornea, Cl is the drug clearance inside the anterior and
posterior chambers and Va is the volume of the anterior and
posterior chambers. The model describing the transport of
drugs is adapted from the work of Zhang et al. [4].

2.3 Boundary Conditions

The boundary conditions for the flow field are illustrated in
Fig. 1b. The boundary conditions for the thermal field are
identical to those used by Ooi and Ng [2] and will not be
presented here. The boundary condition assigned to the
corneal surface for the transport field merits some discus-
sion. When the eye drop is administered onto the corneal
surface, it mixes with the surrounding tear film. Since the
tear film is not part of the solution domain, the time evolu-
tion of drug concentration on the corneal surface is obtained
by solving Eq. 5. This gives:

c tð Þ ¼ VLexp kdtð ÞþVi

VL þVi

� �� S
kdVL ð6Þ

where c is the drug concentration, VL is the normal lacrimal
volume, Vi is the initial tear volume after eye drop admin-
istration, kd is the tear drainage constant and S is the lacrimal
secretion rate. Equation 6 represents the boundary condition
on the corneal surface.

Table 1 summarizes the values of the parameters used in
the present work with regards to Eqs. 2–6.

2.4 Segmental Outflow

As stated in Sect. 1, segmental outflow is modelled by
prescribing the permeability of the TM in Eq. 1 as a
spatially-varying function along the circumferential direction
of the TM. Using the results from the fluorescent tracer
distribution study of Chang et al. [1] as a guide, the chosen
rectangular function is expressed mathematically as:

j hð Þ ¼ jref for h1\h\h2
0:0001jref otherwise

�
ð7Þ

where jref is the baseline permeability value of the TM, h is
the angular coordinate that represents the circumferential
position along the TM, and h1 and h2 are respectively, the
lower and upper limits of the function. This is depicted in
Fig. 1c.

3 Results

Simulations were carried out for three different active outflow
locations defined by N ([h ←1, h ←2] = [30°, 150°]), E
([h ←1, h ←2] = [−60°, 60°]) and S ([h ←1,
h ←2] = [−150°, −30°]). These are shown in Fig. 1d. The eye
is assumed to be in the standing position such that gravity is
acting in the −y direction (see Fig. 1a). The values of the
material properties used in the present study are obtained from
the literature and they represent typical values for the human
eye. Figure 2 illustrates the contours of the drug concentration
distribution across the x = 3.75 mm plane (see Fig. 1b) 10 and
20 min after eye drop administration. At 10 min, large drug
concentration is seen across the active regions (see grey region),
while the drug concentration across the non-active regions
remains low (see black arrows). At 20 min, the non-active
regions show a higher drug concentration than the active
regions.

Figure 3 tracks the drug concentration at seven points
around the TM over 120 min. The selected seven points are
defined by h = −90: 30: 90°. Peak drug concentration is
observed across the points within the active region during the
first 10 min. After 10 min, the drug concentration across the
active region decreases, while those across the non-active
region increases. The results in Figs. 2 and 3may be explained
by the dominant drug transport mechanism across the TM at
different times. Convection dominates the egression of drugs
through the active region; hence, most drugs egress through
this region during the first 10 min due to its shorter timescale.
The non-active region is dominated by diffusion, which has a
longer time scale. As such, significant drug activity is only
observed 20 min after the administration of eye drop.

From Fig. 3, one may observe that the point h = 90° has
the lowest concentration regardless of the location of active

Table 1 Values of the parameters used to describe the ocular drug
delivery model

Parameters Value Parameters Value

Dc (m
2/s) 5.74 � 10−9 V−L (ll) 7

Da (m
2/s) 5 � 10−11 Vi (ll) 10

Dtm (m2/s) 1.62 � 10−11 Kc (1/min) 1.07 � 10−5

S (ll/min) 1.2 Cl (ll/min) 30

kd (1/min) 1.45
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outflow (see red arrow). This is also depicted in Fig. 2 by the
dark blue region indicating low drug concentration at the 12
o’clock position. The low drug concentration at h = 90° is a
consequence of the AH hydrodynamics, which cause mini-
mal drug flow through the top region of the TM. For the eye
in the standing position, gravity, which is directed down-
wards, causes the flow of AH to change direction in the
vicinity of the point h = 90°. Consequently, the majority of
the drugs would be directed downwards leaving only a very

tiny amount to egress through the top portion of the TM.
This is shown in Fig. 2c.

To determine the amount of drugs that have been deliv-
ered to the active and non-active regions, the following
integral is evaluated:

Mtotal ¼ Zta

0

ZZ
C

�D
@c

@n
þ uc

� �
dSdt ð8Þ

Fig. 2 Contours of the drug concentration distribution across the
x = 3.75 mm plane at a 10 min and b 20 min after the administration
of eye drops. Grey region represents the zones of active outflow.

c velocity vectors superimposed on the contours of drug concentration
across the sagittal plane of the eye

Fig. 3 Plots of the drug concentration at seven points across the TM against time for the model with outflow in the a N, b E and c S positions. The
dashed box in the legend indicates the points that fall within the active region
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where Mtotal is the total amount of drugs delivered, tA is the
duration of drug exposure, which is taken at 10 and 15 min
and C represents the interface between the anterior chamber
and the TM across either the active or non-active regions.
The values of Mtotal are tabulated in Table 1. It is apparent
from Table 1 that the majority of the drugs egress through
the active region compared to the non-active region,
regardless of the position of the active outflow. Overall, the
total amount of drugs flowing through the active region is
two orders higher than those flowing through the non-active
regions (Table 2).

4 Conclusion

When Chang et al. [1] demonstrated the existence of seg-
mental AH outflow across the TM, they postulated that this
phenomenon may cause the non-active regions, i.e. the
regions of the TM that are targeted by anti-glaucoma drugs,
to be severely under-treated. Results from the numerical
simulations of this study support this hypothesis. With
segmental outflow, the amount of drugs that flow through
the non-active regions was found to be two orders smaller
than those that flow through the active-regions. These find-
ings suggest that there is a need to take into consideration the

effects of segmental outflow when planning for the treatment
protocol involving topical eye drop administration. This is
especially true for diseases such as glaucoma, where the
primary target site of the drugs is the TM.
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Table 2 Total amount of drugs delivered across the active and non-active regions of the TM

Mtotal (�10−8)

10 min 15 min

N E S N E S
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Non-active 0.141 0.130 0.116 0.296 0.252 0.203
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Numerical Simulation of Fluid-Structure
Interaction Under the Condition of Pulsatile
Blood Flow of Renal Artery
with Radiofrequency Electrode

Qun Nan, Yanyan Cheng, Zhen Tian, Tong Dong, and Xiang Gao

Abstract
To investigate the effect of Fluid-Structure interaction of
the renal artery with radiofrequency electrode under the
situation of pulsatile blood flow, the ideal renal artery
model that contains electrode was constructed by Solid
Works. The renal arterial bifurcation vessel model with
electrode and non-containing electrode was selected for
comparison. Comsol software was applied to mimic the
pulsatile blood flow. Six key points was selected for the
analysis of hemodynamic parameters. The distribution of
velocity, pressure, the equivalent stress and the deforma-
tion of the vascular wall were obtained. Compared to the
pure arterial model, the speed is reduced and the pressure
and equivalent stress are increased at point F When
containing electrode. However, the deformation of vessel
walls caused by this is very small and can be neglected.
And the velocity pressure, equivalent stress and defor-
mation of point B are relatively small at the same time.
which to some extent protects the blood vessels. In
combination, the insertion of RF electrode does little
harm to the arterial blood vessels.

Keywords
Fluid-solid interaction � Numerical simulation
Pulsating blood flow � Hemodynamics � Radiofrequency
electrode

1 Introduction

The arterial disease and hemodynamics are closely related.
The flow-solid coupling of blood vessels is a hot and difficult
point in the study of hemodynamics. Studying and observing

the hemodynamic characteristics (such as velocity distribu-
tion, pressure distribution, and stress) are important for
explaining arterial pathogenesis diseases.

With the development of computer technology and finite
element analysis, numerical simulation has been widely
applied to the study of cardiovascular and cerebrovascular.
In recent years, fluid-solid interaction (FSI) plays a key role
in studying the flow of blood in elastic blood vessels, the
causes of aneurysm and atherosclerotic plaque rupture [1–3].

At present, catheter radiofrequency ablation (RFA) of the
renal sympathetic nerve is a new method of treatment of
resistant hypertension. Its principle is the catheter electrode
puncture through the femoral artery into the renal artery and
produce radio frequency energy to achieve renal sympathetic
damage. However, when electrode is inserted into the renal
artery, it is bound to cause changes in the hemodynamic
parameters. There is a possibility of complications such as
perforation, dissection and atherosclerosis. It is essential to
observe the changes of hemodynamic parameters when RF
electrodes are inserted into the renal artery.DiMartino et al. [3]
performed a fluid-structure interaction analysis of abdominal
aortic aneurysm under pulsatile flow conditions and deter-
minedwhether the abdominal aortic aneurysm ruptured byvon
Mises stress. Yang et al. [4] mimicked the normal aortic arch
elastic vessel wall and rigid vessel wall and obtained the
normal aortic arch hemodynamic parameters through FSI
analysis. To date, there have been few studies on the hemo-
dynamics after radiofrequency ablation of the renal artery.

The aim of the present study is to investigate the hemo-
dynamic changes of blood at pulsatile velocities with regard
to the coupling effects of fluid-solid by numerical simulation
when arteries inserted electrode. 3D arteries and electrode
models were reconstructed, and finite element models were
performed.
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2 Methods

According to the anatomic features, solid Works software
was used to establish the idealized three-dimensional model
of renal artery. The diameter of the renal artery was 5 mm,
the outer diameter was 7 mm, the bifurcated inner diameter
was 3.5 mm, the outer diameter was 5.5 mm, and the
bifurcation angle was 50°. Radiofrequency ablation elec-
trodes were built according to the actual size in clinical
applications. A model of artery with electrode were recon-
structed and its six key point (A–F) is shown in Fig. 1.

Vessel wall and the electrode are all of linear elastic
property. The arterial wall is incompressible, isotropic
property [5]. Blood is incompressible viscous Newtonian
fluid. The blood flow is set to pulsatile flow and the velocity
changes periodically with time. The surfaces of blood are
contacted with the inner surfaces of vessel, and they are the
interface of FSI where the no-slip condition is satisfied.

The initial values of each vector such as blood velocity,
pressure, displacement and stress are set to zero. For elas-
tomers, blood vessels are subject to certain restrictions in the
human body, we completely limit the freedom of access and
exit of the artery. The outer wall of the blood vessel gives a
free wall condition without limitation; the inner wall surface
of the blood vessel is defined as the coupling interface
condition. For fluid, given its inlet velocity conditions [6, 7].
The typical human heart beat frequency is 75 beats/min (the
heart beat cycle T = 0.8 s). During the entire 0.8 s of Sys-
tolic accounted for 0.35 s, cardiac systolic was 0.45 s. The
inlet pulsation velocity curve shown in Fig. 2. The arterial
outlet boundary conditions were set to zero pressure.

In numerical simulations of blood flow that does not
consider heat transfer, it can be considered that the energy
conservation equation is not established. The equations used
to control the fluid here are only the continuity equation and
the momentum conservation equation. The Fluid continuity
equation is shown in Eq. 1.

@Ui

@t
¼ 0 i ¼ 1; 2; 3ð Þ ð1Þ

where, Ui is the speed vector. The above equation states that
the density of the fluid particles remains constant along the
trace. The Fluid motion equation is shown in Eq. 2.

qf
@Ui

@t
þUj

@Ui

@Xj

� �
� @dij

@Xj
¼ qf fi i; j ¼ 1; 2; 3ð Þ ð2Þ

where, dij is the stress tensor component, qf is fluid density,
fi is the component of physical strength.

qs
@2di
@t2

� �
� @dij

@Xj
¼ qsFi i; j ¼ 1; 2; 3ð Þ ð3Þ

where, di and dij respectively are the components of dis-
placement vector and stress tensor of solid parts, and l is the
density of solid part, and E is the component of physical
strength of the solid part.

dBij � njjFSI ¼ dWij � njjFSI
dBij � njjFSI ¼ dWij � njjFSI

(
ð4Þ

In the formula, dB represents the stress tensor of blood,
dW denotes the stress tensor of the vessel wall, and the inside
of the blood vessel wall, and the inner surface of the vascular
wall is expressed as FSI.

According to the Refs. [8, 9], the material properties of
each domain are listed in Table 1. Comsol software was
applied to mimic the blood flow under the fluid-solid
interaction.

Fig. 1 Illustrating geometry model (a), boundary conditions and six key point (A–F) (b)
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3 Results

Figure 3 depicts the variation of velocity field with time in
two cycle in artery model with electrode. The variation rule
of velocity is in agreement with that of pressure difference,
but the variation magnitudes are different. In the case of
pulsatile flow, the speed of the six key points also shows a
fluctuating trend. It can be found that the speed at the point B
changes slowest during systole.

Figure 4 illustrates the comparison of velocity at node B
and F between artery with electrode (B2, F2) and artery
without electrode (B1, F1). As can be seen in Fig. 4, there is
no significance change in B1 and B2, and the speed reached
the maximum in 0.1 s, but the speed of B2 is less than B1. It
means that the electrode does not have much effect on the
velocity of point B. And the velocity F2 point changed
significantly slower than F1 during 0–0.2 s. This is because
the presence of the electrodes blocks the flow of blood.

Figure 5 shows that during one cardiac cycle, the pres-
sure difference between points B1 and B2 are almost
unchanged. This implies that the presence of electrode has
little effect on arterial bifurcation pressure at the node B. The
pressure curve at point F2 changes faster than F1 in the
range 0.01–0.2 s.

Figure 6 demonstrates the contrast of equivalent stress
and displacement at point B and F between artery with
electrode (B2, F2) and it without electrode (B1, F1). Due to
the electrode is inserted, the equivalent stress at point F2
changes relatively faster, while the deformation is slower in
the range about 0.1–0.18 s. The equivalent stress and

Table 1 Material properties in different domains

Parameter E (MPa) # qðgm3Þ l kgm s�1ð Þ
Blood – – 1050 0.0035

Vessel 0.6 0.495 1150 –

Electrode 110� 103 0.34 8700 –

Note E—Young’s modulus, #—Poison’s ratio, q—density,
l—viscosity
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deformation at point B2 are relatively smaller than B1 at
critical time 0–0.2 s.

4 Conclusion

The distributions of velocity, pressure, displacement and
stress etc. were investigated in this paper by numerical
simulation under pulsatile blood flow. By selecting the key
points, the results of the intravascular containing and
non-containing electrodes are compared. The study found
that the electrode does not have much effect on the velocity
and pressure make the equivalent stress and deformation are
smaller in the bifurcation. From the deformation of the wall
of vessel wall, the deformation of the vessel wall is reduced
after the electrode adhered to the wall. There is a possibility
that the blood vessel pulsation rate may decrease, but it has
little effect on the whole blood vessel. However, the model
belongs to the idealized model. The future work will take
personalized renal artery model for fluid-structure interaction
numerical simulation.
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In Vitro Evaluation of Hemodynamic
Performance for Right Ventricular Outflow
Tract Reconstruction with Trileaflet ePTFE
Valved Conduit

Wei-Ling Chen, Chiu-Chin Wu, and Chung-Dann Kan

Abstract
Right ventricle to pulmonary artery (RV-PA) continuity
reconstruction traditionally is treaded by open repair with
pulmonary valve implantation or replacement. Percuta-
neous pulmonary valve implantation (PPVI) has evolved
as most exciting development surgical strategy with
dysfunctional right ventricle-pulmonary artery conduits.
However, size restrictions of the currently available
valves for PPVI application prevents development in a
larger pool of patients. We propose a formula for
designing handmade trileaflet-valved conduits with dif-
ferent diameters. The formula is derived from a trigono-
metric function and can be used to estimate the optimal
parameters for ePTFE-valved conduits for young adults
and children. The purpose of this study is to investigate
the hemodynamic and functional consequences of the
new design using a mock circulation system. We recorded
the diastolic valve leakage and calculated pulmonary
regurgitation, regurgitation fraction, and ejection effi-
ciency in pulsatile setting. Additionally, the prosthetic
leaflet behavior was assessed with an endoscope camera
and the pressure drops through valves were measured. All
the in vitro parameters indicated that the ePTFE-valved
conduits did not have an inferior outcome compared with

commercial mechanical or tissue valve conduits and
could decrease the regurgitation volume and increase the
efficiency. Compatible early clinical outcomes were also
found among ePTFE-valved conduits and other valved
conduits used for RVOT reconstruction, and ePTFE-
valved conduits could be implanted in patients of a
significantly smaller size. In vitro experimental study
provided evidence that a handmade ePTFE-valved con-
duit could be an attractive alternative to other commer-
cialized valved conduits used for surgical Right ventricle
to pulmonary artery (RV-PA) continuity reconstruction.

Keywords
ROVT reconstruction � EPTFE-valved conduits
Hemodynamic � Mock circulation loop

1 Introduction

Right ventricle to pulmonary artery (RV-PA) continuity
reconstruction is one of the important and distinctive pro-
cedures for the complex congenital heart surgery. Recon-
struction of Right Ventricular Outflow Tract (RVOT) may
necessitate placing a conduit that establishes the continuity
between the Right Ventricle (RV) and the Pulmonary Artery
(PA) [1]. These prosthetic conduits are composed of non-
viable homograft or xenograft tissue which cannot grow
with patients. In order to minimize the number of surgical
procedures, surgeons desire to delay the reintervention
intervals as long as possible. However, chronic pulmonary
valve regurgitation might result in right ventricular volume
overload and with potential subsequent right and left ven-
tricular dysfunction [2]. Pulmonary valve replacement
(PVR) sometimes became inevitable. This clinically chal-
lenging task prompts the need to develop the minimally
invasive valve therapies. Percutaneous pulmonary valve
implantation (PPVI) evolves as a valuable treatment option
for patients with dysfunctional right ventricle-pulmonary
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artery conduits [3]. This procedure might reduce the number
of operation need over the lifespan with RVOT and avoid
ROVT revision in the majority of patients.

Since 2000, Dr. Bonhoeffer et al. reported the first suc-
cessful PPVI and this technology led to significant
improvement in both valve design and procedural approach
[4]. Patient has significant improvement and no complica-
tions after long term investigation. Melody® transcatheter
pulmonary valve replacement (TPVR) technique [5] is an
approach used to treat narrowed pulmonary valves or leaky
valves without the need for pen-heart surgery. Its technique
can reduce surgical risk, and improves patient care by
achieving fast recovery times and short hospital stays. In
addition, previous studies [6–9] have shown that handmade
expanded polytetrafluoroethylene (ePTFE) trileaflet conduits
provide a large range of customized diameters for right
ventricular outflow tract (RVOT) reconstruction in children
and adult patients. The expanded polytetrafluoroethylene
(ePTFE) products have good biocompatibility and low
antigenicity properties, and the good outcomes of handmade
ePTFE-valved conduits for open RVOT reconstruction sur-
gery have been reported [2].

In our previous study [6–9], we thus, in a previous study,
we designed a cost-effective, handmade trileaflet stent graft
by suturing a bisemilunar tricuspid-shaped expanded ePTFE
pericardial membrane (W. L. Gore & Associates, Inc,
Flagstaff, Ariz) onto a commercial transcatheter stent graft.

Moreover, we also developed the optimal design algorithm
for clinical application of handmade ePTFE trileaflet-valved
conduits, as Fig. 1 shown. Using these formule, the ePTFE
membrane can be trimmed into a semilunar tricuspid-shaped
leaflet, which can then be mounted in the stent conduit via
hand suturing. Nerveless, the hemodynamic and functional
exams of ePTFE-valved conduits compared with mechanical
valves and tissue valves have not been studied. This study
was to examine the hemodynamic and flow conditions of
different pulmonary valves in a bio-physical circulation
system. Through valve competency tests, the regurgitation
fraction (RF) and efficiency of valve were employed to
validate that ePTFE-valved conduits had not inferior out-
come compared with commercial mechanical or tissue valve
conduits. The ePTFE-valved conduits could decrease the
regurgitation volume and increase the efficiency of valve as
compared with valveless condition.

2 Materials and Methods

2.1 Mock Circulation System

An experimental circulation system is established to mimic
the cardiopulmonary circulation loop system, consisting of
an artificial right ventricle (ARV), an artificial pulmonary
artery (APA) with the right and left pulmonary arterial

Fig. 1 Handmade trileaflet valve
design and clinical application
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branches, right and left pinch valve resistors (artificial lung,
AL), a pulmonary vein, and an artificial right atrium
(ARA) [9–12], as shown in Fig. 2a. Two compliance
chambers and pinch valve resistors at the end of right and
left pulmonary arterial branches are designed to mimic the
compliance characteristics of the distal vasculature. Blood
pressures and flows are driven by a digitally controlled
hydraulic piston pump (ViViTro Labs Inc., Super Pump
System, Victor, BC) to produce pulsatile waves with heart
rates of 60 and 80 beats/min from ARV to ARA. The APA is
made of 2.0 mm-thick silicone rubbers with a T-shaped
geometry connecting to the right and left ALs, and allowed
blood flow volumes of 40, 50, and 60 mL through the arti-
ficial pulmonary valve, as handmade pulmonary valved
conduit and Epic valve stent in Fig. 2b, c. The
blood-mimicking fluid is made from water and glycerin
(water: glycerin = 1.688: 1.000; kinematic viscosity: 2.8–
3.8 m2/s; density: 1.05–1.06 kg/m3) at 37 ± 2 °C. The
metering system consisting of a transonic clamp-on flow
sensor (ME16PXL, Transonic Systems, Ithaca, NY, USA;
resolution, 10 Hz; ±5 mL/min, bidirectional flow) and three
pressure transducers (81A 006G Sensormate, Chang Hau,
Taiwan) is employed to acquire the ARV pressure, APA
pressure, and APA flow via a data acquisition (DAQ) card
(National InstrumentsTM, PCI-6259 Austin, TX, USA)
connecting to a laptop PC for further signal analysis.
A transonic clamp-on flow sensor (ME16PXL, Transonic

Systems, Ithaca, NY) monitor pulmonary artery flow
(FPA) and transducers (81A 006G Sensormate, Chang Hau,
Taiwan) were employed to obtain the pressures before (right
ventricular pressure, PRV) and after (pulmonary artery
pressure, PPA) the prostheses valves. An endoscope
inspection camera with 7 mm waterproof diameter and 6 pcs
LED light positioned above the prostheses valves captures
all valve leaflet motion at 30 frames per second.

2.2 Handmade Trileaflet Valve Design Method

According to the templates of trileaflet pulmonary leaflets
(Fig. 1), lower and upper curved geometric lines and two
vertical lines can be presented as follows [9, 12], two curved
lines, C1 and C2:

C1ðxÞ ¼ x2

8� ðD=20Þ � L1
; x 2 �W1; þW1½ � ð1Þ

C2ðxÞ ¼ x2

�l� ðD=20Þ � L1
þ L; x 2 �W1; þW1½ �

ð2Þ

L ¼ x2

�l� ðD=20Þ � L1

����
����þ 2� L1 ð3Þ

Two vertical lines, C3 and C4:

Fig. 2 The configuration of
pulmonary circulation. a The
schematic diagram of biophysical
pulmonary circulation loop
system; b Artificial right
ventricle; c Artificial pulmonary
artery and pulmonary valve;
d Mechanical valve; e Tissue
valve (EpicTM); f Handmade
trileaflet valve
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x ¼ �W1;C3 xð Þ 2 L1; 2L1½ � ð4Þ

x ¼ þW1;C4ðxÞ 2 L1; 2L1½ � ð5Þ
where D (mm) is the diameter of the pulmonary trileaflet
valved conduit; length, L1 = 3.0–5.0 mm (experience
valves), is the connecting junction at the lower curved
structure [9];W = 2 � |±W1| is the horizontal width (mm) of
each leaflet and its valve is one-third of perimeter, P = (p �
D)/3 (mm); and L is the vertical length (mm) of each leaflet.
Based on the 20 mm diameter commonly observed in chil-
dren, two terms, [8 � (D/20) � L1] and [−l � (D/20) � L1],
are used to modify the curved lines, C1 and C2, and can
obtain different valve diameters.

2.3 Hemodynamic Evaluation

Four valvar conditions were tested: Valveless, Mechanical
valve—Masters HPTM and Epic stented tissue valve
(St. Jude, St. Paul, MN), Handmade ePTFE-valved conduits,
as Fig. 2d–f shown. Each condition was also tested at three
separate stroke volumes (40, 50, and 60 mL) and two heart
rates (60 and 80 beat/min) to mimic six separate cardiac
outputs ranging from 2.4 to 4.8 L/min.

Valve stent performance index were obtained by stroke
volume and regurgitation volume. Valve stent efficacy was
evaluated using the regurgitation fraction (RF) which was
calculated as the ratio between backward and forward flow
through the pulmonary valve in each heartbeat. Pulmonary
regurgitation (PR) was incompetency of the pulmonic valve
causing blood flow from pulmonary artery into the right
ventricle during diastole. A leaky pulmonary valve allows
blood to flow back into the heart chamber, due to insuffi-
ciency of the pulmonic semilunar valve. Pulmonary insuffi-
ciency is evaluated on the basis of the regurgitation fraction,
which is defined as the percentage of PAF that regurgitates
through the pulmonic valve to the right ventricle. The pul-
monary arterial flow volumes can be obtained using the
on-line flow metering. For each heartbeat, the end-systolic
and end-diastolic volumes are computed by integral opera-
tions, as

SV ¼
Zt2

t1

PAFfw dt ð1Þ

RV ¼
Zt2

t1

PAFrv dt ð2Þ

where SV is the forward stroke volume (mL); PAFfw is the
forward PAF rate during systolic period, [t1, t2]; RV is the

regurgitation volume (mL); and PAFrv is the regurgitation
flow rate during diastolic period, [t2, t3]. The RF can be
represented as:

RF% ¼ RV 0

SV 0 � 100% ð3Þ

where index, RF%, offers a quantitative measurement of the
severity of the valvular lesion, as normal condition means no
blood regurgitates, then RF% � 0. In cases with severe
valvular lesions, RF% can approach 50–80%.

Ejection Efficiency (EE) index is also related the quantity
of blood delivered to the right and left lungs as:

EE% ¼ Outflow Volume

InflowVolume
� 100% ¼ SV 0

SV 0 þRV 0 � 100%

ð4Þ
where EE% > 80% indicates the good valve stent efficacy.
We can quantify the relationship between EE% and RF%
using the linear regressions.

3 Results and Discussion

In our previous study, we designed a trileaflet stent graft by
suturing a bi-semilunar tricuspid-shaped expanded ePTFE
Preclude® pericardial membrane (WL Gore & Associates
Inc, Flagstaff, AZ) onto a commercial transcatheter stent
graft. However, ePTFE-valved conduit’s function and
hemodynamic status were suboptimal. Thus, we designed an
experimental model mimicking the human pulmonary cir-
culation system. Moreover, four conditions of pulmonary
valve were used to estimate the hemodynamic determinant
of pulmonary valve motion, the valveless group had quite
distinction presentations to the various valved groups (me-
chanical valve, EpicTM tissue valve, and ePTFE-valved
conduits), as Fig. 3a shown. Due to no cusps to prevent
backflow during diastolic phase, the variation of pressure
(−4.9 to 17.7 mmHg) was distinctive vibrated in valveless
group. It was the baseline condition compared with the other
groups. In contrast to the valveless group, the porcine bio-
prosthetic valve and mechanical valve were gold standard
and the pressure changed limited in 16.7–23.8 mmHg and
12.4–23.9 mmHg, respectively. Hence, the handmade
ePTFE-valved conduit was determined to effective increase
pulmonary pressure to 13.9–23.8 mmHg, as well as gold
standard valve.

Analysis of pulmonary valve function by pressure-flow
loops is attractive because it quantifies various determinants
of valvular function. The phase diagram of PA pressure and
PA flow and the conventional indexes such as forward stroke
volume (SV) and backward stroke volume (regurgitation
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volume; RV), PA pressure, and PA flow can be directly
derived from the loop. In the first quadrant, the area of
PAP-PAF loop indicated the positive stroke work, and the
second quadrant demonstrated the negative stroke work.
Figure 3b is the valves PAP-PAF loop appeared that the
areas of SV fairly equaled RV, and Table 2 demonstrated
RF% is very high. Figure 3b–e have similar PAP-PAF loop.

Hand-made ePTFE-valved conduit seems to be a feasible
and reproducible method used for RVOT reconstruction,
especially for earlier children, and our early clinical out-
comes were impressive. Previous studies have demonstrated
that ePTFE has good durability and biocompatibility. The
microporous structure of ultrathin ePTFE membrane
impedes host cellular infiltration, which prevents further
development of calcification. The negatively charged surface
that prohibits platelet adherence makes ePTFE membrane
less thrombogenic. Furthermore, explanted ePTFE grafts
also showed very minimal inflammatory responses. These
properties promote the leaflets made from ultrathin ePTFE
membrane being free from, if any, attachment of cellular or
extra-cellular component and having sustained flexibility.
When used for RVOT reconstruction, previous studies have
demonstrated that both patches with ePTFE monocusp and
ePTFE-valved conduits could exhibit long-term freedom
from re-operation or significant valvular dysfunction.

Our in vitro experimental study also showed clear evi-
dences of adequate hemodynamic function of the
ePTFE-valved conduits, which was at least not inferior to

those commercially available prosthetic valves and valved
conduits. By using the mock circulation system, long-term
quality of the ePTFE-valved conduits should be stimulated
and analyzed, and further suitable modifications of the
hand-made valved conduits could be made.
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Real-Time Monitoring of Yeasts Growth
Based on Bioimpedance Spectroscopy

Marcos Antonio Salvino da Silva, Elizabeth Gomes Sanches,
Alexandre Visintainer Pino, and Marcio Nogueira de Souza

Abstract
Industrial bioprocesses usually occur in bioreactors,
where the stages of a microorganism growth must be
monitored to optimize the whole process. Off-line
analytical methods are considered gold standard for such
monitoring, but they are time consuming and may
postpone important decisions making. Thus, there is
always demand for the development of real time (on-line)
monitoring methods for bioprocesses. Despite the exis-
tence of some real time methods used to measure the
concentration of biomass in real time, such as optical
density or turbidimetry, many of them are not able to
distinguish living microorganisms from other materials,
including dead microorganisms. This work proposes an
on-line method for monitoring of total biomass, as well as
the amount of viable cells, using a bioimpedance
spectroscopy based on the current response to a step
voltage excitation. To evaluate the proposed method, we
performed an experiment of growth with yeast strain
Saccharomyces cerevisiae species with initial inoculum
of 0.1 and 0.5 g/L. The total amount of microorganism
(using Neubauer chamber), the number of viable ones
(using dyeing with methylene blue), and bioimpedance
data were collected every hour during a period of 12 h.
For each initial inoculum, series of data were collected.
The results indicate the proposed technique presents good
prediction of the total amount of microorganism
(r ¼ 0:918) and of the number of viable ones (r ¼ 0:858).

Keywords
Bioprocess � Bioimpedance spectroscopy � Monitoring
yeast growth

1 Introduction

Industrial bioprocess are normally developed in bioreactors
and must be monitored, preferably in real time (on-line).
Despite of this, many are still accompanied by off-line ana-
lytical methods, because they are considered gold standard.
Examples of such methods are: counting the total number of
cells by Neubauer chamber; the staining of live/dead cells;
the spectrophotometry, among others. More over, these
analytical methods usually require a lot of laboratory work
and are time consuming [1–3].

Electrical techniques, bioimpedance spectroscopy among
them, have been proposed to monitor some bioprocesses in
real time have also been used in an attempt to monitor
bioprocesses in real time [4–7]. Despite this, no on-line
monitoring work was that aimed to distinguish the percent-
age of live microorganisms, besides the total result of the
biomass, performing the total measurement time in less than
100 s. Thus, this work proposes an alternative monitoring of
biomass by bioimpedance spectroscopy based on the current
response to the voltage step [8], hereinafter referred to as
BIS-STEP, which also to provide the percentage of live
microorganisms in the indicated amount of biomass.

2 Materials and Methods

For the evaluation of the proposed method, a yeast growth
experiments were carried out in three Erlenmeyers, one of
which was adapted with electrodes for bioimpedance mea-
surement and two for aliquot removal and to be analyzed by
traditional off-line methods (Fig. 1a).
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2.1 Yeast and Culture Media

The microorganism used in this study was a yeast strain,
Saccharomyces cerevisiae species, found in the form of
instant dry yeast (Fleischmann, AB Brasil Ind. e Com. Ltda).
Two initial inoculum concentrations were used int the
experiments, 0.1 and 0.5 g/L. The adapted culture medium
containing: Anhydrous glucose ðC6H12O6Þ − 10 g/L;
Potassium phosphate monobasic ðKH2PO4Þ − 1.5 g/L;
Ammonium sulfate NH4ð Þ2SO4

� �
− 2.0 g/L; Magnesium

sulfate heptahydrated ðMgSO4 � 7H2OÞ − 1.0 g/L and Yeast
extract − 1.0 g/L.

Culture Conditions: Three 250 mL culture medium
were prepared within 500 mL Erlenmeyer flasks, autoclaved
at 121 °C for 20 min. At room temperature the flasks were
inoculated with the yeast concentration of 0.1 g/L or
0.5 g/L. From the two Erlenmeyer analyzed by traditional
off-line methods, two aliquots of 2 mL were alternately
withdrawn every hour. The third Erlenmeyer was connected
to the bioimpedance measurement hardware and placed on a
shaker at 200 rpm @ 30 °C (Fig. 1a).

2.2 Bioimpedance Spectroscopy System

A hardware prototype implementing the bipolar bioimpe-
dance spectroscopy based on the current response to a
voltage step [8] was specifically designed for this application
(Fig. 2a), which was controlled by a program developed in
LabVIEW (National Instruments, USA). The current
response signals were acquired at 14-bit resolution at a rate
of 100 kS/s by a data acquisition board (National Instru-
ments, USA–USB model 6351). Each final current signal

was coherent average of 20 readings, requiring a total time
of 20 s.

The electrodes (stainless steel with 1.54 mm diameter,
spaced 2 mm each other) used to perform the bioimpedance
measurement were fixed in the Erlenmeyer by means of an
insulating foam stopper (Fig. 1b).

Analysis of the current response to the voltage step
excitation: Experimental conditions (illustrated in Fig. 2a)
was modeled by the equivalent electrical circuit presented in
Fig. 2c, in what concerns the analysis of the current signal
(Fig. 2b) observed during the experiments. Such equivalent
circuit has been used elsewhere [9]. In such circuit Cm

indicates the capacitance of associated to the cellular mem-
brane; Cdl states the electrodes capacitance; Rcy represents
the resistance modeling the intracellular medium; and Rs the
resistance associated to the extracellular or culture solution
medium. It can be demonstrated that for the circuit of Fig. 1
the current response IðsÞ in the Laplace domain is expressed
by Eq. (1):

IðsÞ ¼ Ip
sþA

s2 þBsþCð Þ ¼ Ip
K1

ðs� s1Þ þ
K2

ðs� s2Þ
� �

ð1Þ

where:

Ip ¼ vd
Rs þRcy

Rs � Rcy

� �
; A ¼ 1

Rs þRcy

� �
Cm

ð2Þ

B ¼ Rs � Cdl

Cm
þRs þRcy

� �
1

Rs � Rcy � Cdl
;

C ¼ 1
Rs � Rcy � Cdl � Cm

ð3Þ

The inverse Laplace transform of Eq. (1) gives the cur-
rent response in the time domain iðtÞ.

Fig. 1 a Set-up of the experiment. b Electrodes with spacers and insulating foam stopper
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iðtÞ ¼ Ip K1 � es1t þK2 � es2tð Þ ð4Þ
whose parameters K1, s1, K2 and s2 are obtained from the
electrical parameters (Cdl, Rs, Rcy and Cm).

An optimization routine was implemented in MATLAB
to obtain the values of electrical parameters that minimized
the mean square error between each experimental measure
(Fig. 2b) and the theoretical (Eq. 4) expectation of the cur-
rent response.

Multivariate Linear Regression Model: The estimated
electrical parameters (Cdl, Rs, Rcy and Cm) were used to
derive a multivariate linear regression model to estimate the
number of the total and viable cells. All regressions were
made by R Software (R Foundation for Statistical Comput-
ing), using data associated to the inoculum of 0.1 and
0.5 g/L.

Growth Yeast Monitoring: For each inoculum (0.1 g/L
or 0.5 g/L) the yeast growth experiment was monitored each
hour during a 12 h period by two off-line methods, consid-
ered gold standard (Neubauer chamber to count the total

cells and dyeing with methylene blue to differentiate living
and dead microorganisms) and by the proposed on-line
bioimpedance method. Two experiments (duplicate) were
performed using the inoculum of 0.1 g/L and three experi-
ments (triplicate) using 0.5 g/L.

3 Results and Conclusions

The Fig. 3 shows the results of the multivariate linear
regression for the number of total cells and for the viable
cells, (r ¼ 0:918 and r ¼ 0:858, respectively). Graphical
representations of experimental and estimated number of
total cells, as well as of the viable cells, can be seen in the
Fig. 4, where the thin red line represents the identity func-
tion and the thick black line represents the regression.

A time of approximately 40 s was elapsed from the
beginning of the data acquisition, estimating the electrical
parameters, and deriving the number of total cells and of the
viable ones.

Fig. 2 BIS-STEP: a Culture medium (suspension) of the microorgan-
ism. b Typical experimental curve of the current response for a voltage
step excitation and adjustment of the theoretical equation. c Its
equivalent electrical model, where Vd is the magnitude of the voltage

step, iðtÞ is the current in the time domain, Cdl is the total capacitance of
the electrodes, Rs is the resistance of the culture medium (suspension),
Rcy is the intracellular resistance and Cm is cell membrane capacitance
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In conclusion, despite the present work has shown good
results in using bioimpedance technique to estimate the total
number of microorganisms and the number of viable ones in
a yeast growth experiment, more studies with different
microorganisms are necessary to state the method can be
applied for monitoring of industrial bioprocesses.
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Agent-Based Model of the Budding Yeast
Cell Cycle Regulatory Network

Carlos Castro , Dora-Luz Flores , Eunice Vargas ,
David Cervantes , and Efren Delgado

Abstract
Kinetic parameters are a crucial aspect when studying
reactions involving proteins. Unfortunately, these are
often unknown or hard to measure in the laboratory.
Therefore, modeling phenomena involving protein reac-
tions without using kinetic parameters can be a significant
advantage. In this work, an agent-based model of the
budding yeast (Saccharomyces cerevisiae) cell cycle was
created based on a cell cycle regulatory network, to obtain
the correct sequence of states of the regulatory proteins.
Comparing the results to a Boolean network model,
having similar results, following the correct sequence of
phases and reaching in 71% of the cases the biological G1
stationary state of the cell. Yeast cell cycle is highly
conservated among other eukaryotes, meaning that is
regulators works similar than the ones in humans;
knowing that, yeast cells can be mutated to have behavior
related to a specific tumor and then treated with different
drugs to check which is better to kill that particular tumor.
This model could be a starting point for being used in the
development of cancer drugs adding cell cycle mutations
that match a specific type of tumor cell cycle and an agent
representing the medication or treatment.

Keywords
Agent-based model � Budding yeast � Cancer
Cell cycle

1 Introduction

1.1 Yeast as a Model for Research

Yeast had been a powerful organism for the study and
development of anticancer drugs [1, 2]. The primary char-
acteristics that make yeast a complete model usable as a tool
in cancer research are its less complexity compare to human
tumors, significant similitude between yeast and mammalian
cellular processes, and easy genetic transformation [3, 4].

Saccharomyces cerevisiae commonly called budding
yeast is a single-celled organism that carries out a rapid cell
division in the ideal environment. During its reproduction,
the cell produces a bud (from his colloquial name, budding
yeast) that grows throughout the cell cycle giving precise
morphological information of the progress. It is important to
highlight that the cell structure, synthesis, and chromosome
replication are highly homologous to greater eukaryotes like
plants, animals and also humans [5]. Due to the above, the
budding yeast has been a robust model to study cell cycle
regulations, Deoxyribonucleic Acid (DNA) repair, growth
and cellular pathways of human diseases. In addition, there
is an approximate from 25 to 30% homolog genes associated
with diseases between yeast and humans [3, 4].

Genetic defects in cells can lead to genetic problems that
affect the cell cycle machinery, DNA, or cell cycle check-
points, thus, transforming it into a cancer cell. These defects
can create vulnerability for the cancer cell making it able to
be targeted for therapeutic purposes. The way to do it is
transforming yeast cells in a way that match the character-
istics of specific tumors like mismatch of repair, cyclins, etc.
Then the normal and transformed cells are tested with drugs
to identify which kill the mutated cell faster [2].
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1.2 Cell Cycle Regulators Network

The cell cycle is a vital process where the cell divides itself
into two daughters. Budding yeast cell cycle is well known
having around 800 genes that are involved in some way in
its cell cycle regulation, but the key regulation of the cycle is
made by just a little amount of proteins [6].

The regulatory network for the budding yeast is sum-
marized in Fig. 1, was simplified by Li et al. [6]. The sim-
plify regulatory network was chosen in order to make a
direct comparison from the results of Li et al. Green arrows
represent a positive regulation or activation. meaning that a
protein affects to another protein, (by expression of a gene,
changing molecular concentration, doing phosphorylation,
etc.) making it able to fullfil its role in the cell cycle regu-
latory network. Red arrows are a process of deactivation or
inhibition/degradation, it happens when a protein affects
other protein (by dephosphorylating, changing the concen-
tration negatively or denying gene expression of that protein)
making it unable to do its role in the regulation. Yellow
arrows are a self-degradation process added to proteins that
are not deactivated by others. Also, a checkpoint of cell size
is incorporated to represent when the cell reaches the nec-
essary size to commit division.

1.3 Agent-Based Modeling

Agent-Based Modeling (ABM) is a modeling technique used
to make a representation of a real phenomenon, created by
using autonomous agents representing the entities or parts of
the model. The agents have a set of rules that define its
behavior to reproduce the real entity. Agents also have
interactions with other agents and with the environment. The
quality of this rules and interactions will determine if the
model represents the real phenomenon [7]. ABM is a tech-
nique widely used in the modeling of biological systems
thanks to its facility to integrate qualitative and quantitative

information [8]. Some examples of the application of ABM
in biological studies can be found in previous research [9–
12].

ABM works on the premise that everything can be
modeled if it can be represented as agent, an environment
and interactions agent to agent, and agent to environment
[13]. Regarding the cell cycle, the proteins will be set as
agents and the cell as the environment and arrows in the
regulatory network are the interactions. Therefore, the ABM
of the budding yeast cell cycle can be achieved.

In this paper the Cell Cycle Agent-Based Model
(CCABM) of the budding yeast was created based on the
regulatory network from [6] to reproduce the correct
sequence of the cell cycle phases, reaching the expected
stationary G1 state. The model was made without taking
neither kinetic parameters nor concentrations of the proteins
into consideration, reducing the complexity of the model and
the facility of creation due to the often lack of information
about cellular parameters. NetLogo [14] was used to create
the CCABM because is the most widely used to program
ABM [13].

2 Methodology

The steps described in [13] for the creation of an ABM are
designed, built and analyzed.

2.1 Designing the Model

This step consists in setting up how the phenomenon will be
modeled, depending on the type of physical problem to
study, how much information has been recollected and
personal preferences for coding in NetLogo. The model will
be under the category of phenomena-based modeling, where
the design starts knowing the desired target phenomenon, in
this case, the G1 stationary state of the budding yeast cell
cycle. Then a set of agents have to be defined and loaded
with a set of rules that will generate the target. Eleven agents
were chosen, one for each of the proteins for the regulatory
network in Fig. 1 (Cln3, MBF, SBF, Cln1,2, Cdh1, Swi5,
Cdc20&Cdc14, Clb5,6, Sic1, Clb1,2, and Mcm1/SFF). Each
agent having the set of rules that act as the activation and
deactivation arrows from the network fully represented by
adding a binary value to each agent, having a value of 0
when it is deactivated and 1 when it is activated. This
property will help to know in what phase of the cycle is the
cell and if the desired output was obtained. Also, the design
was made under the top-down approach, meaning that all the
definition of the conceptual model (which agents, the envi-
ronment and the rules of behavior) was made before writing
the code in the software.Fig. 1 Budding yeast cell cycle regulatory network from Li et al.
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2.2 Building the Model

The coding of the model was made in NetLogo version 6.1
[14]. Each protein in the regulatory network was pro-
grammed as a breed on the model; proteins react when they
are on the same physical space with other proteins which
they can react (green and red arrows on the regulatory net-
work), changing the activity value of the protein in the
process.

2.3 Analyzing the Model

Whenever a model has stochastic properties, like this one, it
is necessary to run the model several times to properly
identify the behavior of the model. Having anomalous
response in the model is possible, if the model is only run
once it will be difficult to know if the result of that run is the
expected behavior of the model or if it is just an atypical
case.

Checking the times’ percentage the model reached G1
stationary state 100 runs were performed, under the same
exact initial conditions. The initial state for each protein
were set as mentioned in [6], being Cln3 = 1, MBF = 0,
SBF = 0, Cln1,2 = 0, Cdh1 = 1, Swi5 = 0,
Cdc20&Cdc14 = 0, Clb5,6 = 0, Sic1 = 1, Clb1,2 = 0, and
Mcm1/SFF = 0, the exact same way as in biological con-
ditions, the moment that cell size signal activate Cln3 and
starts the cycle.

Additionally, the model was run 211 = 2048 times by
varying the initial state of each protein to cover all the
possible configurations, to determine whereas the cell is
fixing towards the G1 stationary state.

3 Results and Discussion

When running the model 100 times under biological initial
conditions the cell followed the cycle by starting at the G1
phase, going to the S phase, the G2 phase, the M phase and
finishing in the G1 stationary state, that is the biological
pathway of the regulatory network. The cell reached the G1
stationary 71% of the cases, meaning that the model is
correctly obtaining the target phenomenon. It is important to
notice the fact that the model did not reached 100% of the
times the G1 stationary state, meaning that the model is
stochastic and therefore it is not lineal, thus, not following an
exact same sequence over and over again, negating any type
of complexity in the model.

Table 1 shows the sequence obtained by the model the
71% of the cases when the cell reached its biological sta-
tionary state. The sequence of events shows the start of the
cycle leading towards G1, S, G2, M and finally the G1
stationary state.

In Table 2 are the stationary states obtained and the
number of times each state was reached, with the G1 sta-
tionary state predominating over the others 67% of the cases
confirming cell stability to fix towards the target state. In this
model an emergent behavior was found, having an extra
stationary state in contrast with Li et al, the state where all
proteins are set on 0, this is a variation of the state when only
Cdh1 is active and can be attributed to the stochastic
movement of the proteins.

These results give enough information to say that the
CCABM of the budding yeast can be used to study the
biological cell cycle of this yeast. Primarily using it as a base
model for being used in cancer research, applying the
experimentation process described above, adding some

Table 1 Sequence of events of the budding yeast cell cycle

Step Cln3 MBF SBF Cln12 Cdh1 Swi5 Cdc20 Clb56 Sic1 Clb12 Mcm1 Phase

1 1 0 0 0 1 0 0 0 1 0 0 Start

2 0 1 1 0 1 0 0 0 1 0 0 G1

3 0 1 1 1 1 0 0 0 1 0 0 G1

4 0 1 1 1 0 0 0 0 0 0 0 G1

5 0 1 1 1 0 0 0 1 0 0 0 S

6 0 1 1 1 0 0 0 1 0 1 1 G2

7 0 0 0 1 0 0 1 1 0 1 1 M

8 0 0 0 0 0 1 1 0 0 1 1 M

9 0 0 0 0 0 1 1 0 1 1 1 M

10 0 0 0 0 0 1 1 0 1 0 1 M

11 0 0 0 0 1 1 1 0 1 0 0 M

12 0 0 0 0 1 1 0 0 1 0 0 M

13 0 0 0 0 1 0 0 0 1 0 0 G1
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modification to match the behavior of a tumor cell and then
adding an agent representing the drug that wants to be tested.

4 Conclusions

An agent-based model for the budding yeast cell cycle was
obtained, using a regulatory cell cycle network to define
agents, agent properties, and rules of behavior. The model
showed the G1, S, G2 and M phases as the biological phe-
nomenon similar to the results from Li et al.; both models
use the same regulatory network of the cell cycle to simulate
the sequence of protein states in each phase without using
any quantitative data as molecule concentrations, kinetic
parameters, etc. but adding an stochastic movement to the
proteins of the CCABM. The major difference between those
models is the computational technique used where ABM
was not used before to model the budding yeast cell cycle,
therefore, being prove that ABM can be addressed when
studying cell cycle regulation based on regulatory interac-
tions of proteins.

This model is a base for the study of the cell cycle saving
economic and time resources. Computational biology proves
to be of significant help for research and analyze biological
phenomena that can be hard or impossible to realize in the
laboratory. Therefore it is a field to be considered in further
investigations alongside the agent-based modeling approach,
especially in hard topics as cancer drug development and
cancer research in general.
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Basic Concepts of Sensing Respiratory
Sounds at the Surface of Human Chest

Vladimir Korenbaum , Alexandr Tagiltcev, Sergei Gorovoy,
Anatoly Kostiv, Anton Shiryaev, and Oksana Kabancova

Abstract
Acoustic sensors for recording lung sounds at the chest
surface should meet some basic requirements—(a)
achievement the acceptable sensitivity or sensitivity
threshold to the useful signal, (b) a linearity of frequency
response, and (c) sufficient noise immunity. Specific
condition of recording acoustic wave propagating through
human thorax is its registering on the border of the body
with air medium which can be regarded as an acoustically
soft one. Existing types of acoustic sensors usually used
may be divided into contact and non-contact receivers.
Non-contact receivers are still exotic to some extent.
Currently, three types of acoustic receivers mounted in
contact with the chest surface are used. They are
accelerometer sensor, stethoscope sensor with micro-
phone, and so called “contact” sensor. Any acoustic
sensor having a mass when placed on a layer of soft
tissues having hardness should inevitably have an eigen-
frequency of suspending. According to ratio of working
frequency range and the frequency of suspending all
mentioned sensors are modeled as the receivers of
oscillatory acceleration, velocity, displacement or
dynamic force. Experimental study and theoretical esti-
mates indicate that there is no one optimal sensor meeting
all basic requirements for all scenarios of acoustic study
of lungs. Hence a passive recording of lung sounds is
more frequently performed with a stethoscope or with
“contact” sensor, whereas active transmission sounding is
performed with an accelerometer or “contact” sensor.
However even these sensors are frequently used in
non-optimal modes. New studies are welcome to design
more optimal sensors.

Keywords
Acoustic sensor � Chest surface � Lung sounds

1 Introduction

Acoustic sensors for recording lung sounds at the chest
surface should meet some basic requirements: (a) achieve-
ment the acceptable sensitivity or sensitivity threshold to the
useful signal, (b) a linearity of frequency response and
(c) sufficient noise immunity. Specific condition of recording
acoustic wave propagating through human thorax is it’s
registering on the border of the body with air medium.

The objective is a study of the characteristics of various
types of acoustic sensors in recording lung sounds at the
chest surface.

2 Theory

The border of the chest with air medium, where an acoustic
sensor is placed to receive approximately flat wave (long
wave approximation) generated by lung sounds sources
inside thorax, can be regarded as an acoustically soft one.

Existing types of acoustic sensors usually used may be
divided into contact and non-contact receivers.

A non-contact pick up of kinematic parameters (oscillatory
acceleration, velocity, displacement) of wave motion should
be ideal for any measurement at acoustically soft border.
There are now laser interferometer oscillatory displacement
receivers or the Doppler oscillatory velocity receivers having
even the scanning versions making possible serial pick up of
signals in various part of chest [1]. However the non-contact
receivers are still exotic and highly expensive.

Currently, three types of acoustic receivers mounted in
contact with the chest surface are used to record respiratory
sounds. They are accelerometer sensor, stethoscope sensor
with microphone, and so called “contact” sensor, in which
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the sensitive piezotransducer is situated between the surface
of the chest and the sensor housing [2].

Any acoustic sensor having a mass M when placed on a
layer of soft tissues (skin and adipose layer) having a
hardness K should inevitably have an eigenfrequency of
suspending, which in the long wave approximation of a
rubber vibration damper, as well as with consideration on a
small viscosity of biological tissues may be found as

f0 � K/Mð Þ0:5=2p. ð1Þ
With M � 7–8 g, and sensor diameter of about 30 mm

the f0 is assessed for the lower chest surface being about
200 Hz according to Eq. 1.

When operating at frequencies 1.5–2 times lower than f0,
the sensor will make common vibrations with the surface of
the chest. On the contrary, when operating at frequencies
substantially higher than f0, the sensor can be considered
isolated from vibrations of the medium. Note that the linear
vibration isolation (V.I.) effect, according to the known law

V:I ¼ 20 log f/f0ð Þ; ð2Þ
begins to manifest itself from frequencies of about (1.5–2)f0
and increases approximately linearly with elevating
frequency.

Let’s consider approximate frequency characteristics of
sensors at the chest surface being essentially below or above
the suspending resonance frequency, because in vicinity of
this resonance sensors their behavior is more complicated.

3 Results and Discussion

3.1 Frequency Response and Sensitivity

The idealized frequency responses of sensors with assump-
tion of equal masses and diameters are presented in Fig. 1.

As for characteristic of an accelerometer sensor (Fig. 1—
1), such acoustic sensor if the resonance of its sensitive
element is higher than the analyzed range, during operation
at frequencies lower than f0/(1.5–2), will make common
vibrations with the surface of the chest and, thus, should be a
classic oscillatory acceleration receiver. During operation
above f0, such sensor will be an oscillatory velocity receiver,
owing to compensation of the accelerometer’s natural fre-
quency response, by an almost linear drop in the transfer
characteristic due to vibration isolation effect (Eq. 2),
beginning from approximately (1.5–2)f0. However at very
high frequencies (more 10 f0) the sensor is transformed to
oscillatory acceleration receiver ones more sensing vibra-
tions of the co-oscillating mass of the medium (tissues) [3].

The stethoscopic sensor with electret microphone built
into the bell at frequencies above (1.5–2)f0 works as an

oscillatory displacement receiver, while below f0/(1.5–2) it
has very low sensitivity due to very high vibrational
immunity of the microphone (Fig. 1—2) [4].

The “contact” acoustic sensor below f0/(1.5–2) works as
an accelerometer (oscillatory acceleration receiver) while
above (1.5–2)f0 it has a characteristic of dynamic force
(contact pressure) receiver, which in locally flat wave in the
first approximation is identical to the response of an oscil-
latory velocity receiver (Fig. 1—3) [4].

Thus the best characteristics for recording respiratory
sounds on the chest surface in terms of sensitivity and the
absence of frequency response distortions in the range of
about 100–700 Hz belong to the heavy stethoscopic sensor
with a microphone and the heavy “contact” sensor with a
piezotransducer, the own resonance frequency of which lies
substantially higher than the studied frequency range. There
is a difference in the frequency slope of these sensors,
making “contact” sensors more pertinent for recording high
frequency sounds than stethoscopic one (Fig. 1).

The light accelerometers as well as the light “contact”
sensors with flexural sensitive piezotransducer [2] have
substantial distortions of the frequency response in the range
of 100–700 Hz. The only possibility to increase f0 up to
400 Hz is an application of MEMS accelerometers (mass
less than 4 g) unfortunately they still have very bad sensi-
tivity threshold (high level of self-noise). However it is
interesting that the light accelerometer with high enough
frequency of own resonance is the only sensor suitable now
to record sounds of high frequency range of 10–20 kHz [3].

The non-contact sensor like laser interferometer Doppler
oscillatory velocity receiver should be ideal for linearity of
frequency response since only light reflecting film should be

Fig. 1 Idealized frequency responses of sensors of three types: 1—
accelerometer sensor (green), 2—stethoscopic sensor with the micro-
phone (red), 3—“contact” sensor (black)
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mounted at chest surface making f0 ! 0. However the
features of its frequency response slope (Fig. 1—3) in
combination with bad sensitivity threshold still limit its high
frequency range by approximately 300 Hz [1].

3.2 Noise Immunity

It should be noted that all mentioned types of sen-
sors are exposed to noises and their noise immunity is
different.

The most frequent noises are external sound signals,
propagated through air medium; vibrations involved by
oscillations of the chest surface or operator’s hand, holding
sensor; and so named pseudo sound, caused by oscillatory
compression-expansion of elastic volume, adjacent to sen-
sitive element. The last kind of noise is connected with
mechanical vibrations too.

The stethoscopic sensor with a microphone has low
immunity to external sound signals, as well as pseudo sound,
while its immunity to vibrations is high. The accelerometer
sensor is highly sensitive to vibrations, whereas its immunity
to external sound signals and pseudo sound seems remark-
able. The “contact” sensor has acceptable noise immunity to
external sound signals; however it is prone to
vibrations/pseudo sound.

The combined acoustic receiver containing a heavy
“contact” sensor and a stethoscopic sensor with an electret
microphone developed [4], which responses are intensimetry
(orthogonally) processed, seems a promising solution in
terms of noise immunity [5].

Another problem is a multichannel recording. When
sensors are placed “back to back” at chest surface a cross
interference on their responses could be essential through
damping chest wall oscillations and exiting surface waves.
The best performance in the case is achievable by light
accelerometers, while heavy “contact” sensors are the worst.

The non-contact sensors like laser interferometer Doppler
oscillatory velocity receivers should be ideal for multi-
channel recording below approximately 300 Hz [1]. Though
the sensors are non-sensitive to pseudo sound, the problem
of their immunity to vibrations of chest as well as of own

apparatus, and external sound signals still remains poorly
understood.

4 Conclusions

There is no an optimal sensor for all scenarios of acoustic
study of lungs. Therefore a passive recording of lung sounds
at chest is more frequently performed by a stethoscopic
sensor with microphone (especially at law frequencies) or by
a “contact” sensor. Whereas under transmission sounding of
lungs a recording is performed better with an accelerometer
[6] or a “contact” sensor. However even these sensors are
frequently used by researchers in non-optimal modes as
related to non-distorted frequency response and/or sufficient
noise immunity. New studies are welcome to design more
optimal sensors as well as their modes of application.
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Computational Modeling of Drug Delivery
for Treatment of Age-Related Macular
Degeneration

N. G. Dimitrioglou, M. E. Kavousanakis, and D. T. Hatziavramidis

Abstract
Age-related macular degeneration (AMD) is a progres-
sive, neurodegenerative ocular disease. It involves cell
proliferation and uncontrolled growth in blood vessels
leading to leaking of blood and proteins, scarring of the
macula region, and, eventually, irreversible loss of vision.
Neovascular AMD results from uncontrolled expression
of the vascular endothelial growth factor (VEGF) and is
treated primarily with the anti-VEGF macromolecular
drugs, administered by intravitreal (IVT) injection. A less
invasive, less risky system of delivery involves delivery
from thermally responsive hydrogels of poly-
(N-isopropylacrylamide) (pNIPAm), placed episclerally.
In this case, most of the drug load is released by
convection, and the remaining, close to 30% by weight, is
released by diffusion. It was recently indicated that the
chronic exposure to oxidative stress and a decline in
lysosomal activity of retinal pigment epithelium
(RPE) cells is a possible cause for RPE degeneration.
An exogenous delivery of recombinant hHsp70 chaper-
one protein can protect RPE cells from oxidative stress
and thus has the potential to be a therapeutic option
against AMD. In this study, delivery of rhHsp70 from an
episcleral hydrogel implant has been simulated with an
anatomically and physiologically correct model of the
human eye. The average drug concentration in sclera,
choroid, retina and vitreous is com-pared, when the
rhHsp70 is released at the limbus and the posterior of the
eye. The results indicate that drug delivery from thermally
responsive hydrogels, placed episclerally, is more effec-
tive than the currently practiced delivery through IVT
injection.

Keywords
Age-related macular degeneration � Heat shock protein
Drug delivery � Gel implant � Posterior eye

1 Introduction

Age related macular degeneration (AMD) is a posterior eye
disease and the leading cause of central vision loss in the
elderly in the developed world [1]. AMD is a complex
progressive, neurodegenerative ocular disease occurring at
its advanced stage in two major forms: non-exudative
(“dry”) and exudative (“wet”). In non-exudative AMD, also
known as geographic atrophy, progressive atrophy and
massive loss of retinal pigment epithelium (RPE) cells,
photoreceptors, and choriocapillaries occurs. In exudative
AMD, also known as neovascular AMD, RPE produces
significant amounts of growth factor (VEGF) causing chor-
oidal neovascularization that breaks through the blood retina
barrier (BRB), and results in fluid, lipids and blood leaking
and fibrous scarring. Unfortunately, there is no effective
treatment targeting both AMD forms.

The exact mechanism of AMD’s pathogenesis is cur-
rently not known, however, there is evidence that chronic
oxidative stress and autophagy decline are factors implicated
in this pathology. Constant oxidative stress impairs autop-
hagy and heterophagy, increases protein missfolding and
aggregation and causes inflammatory activation [2]. The
chronic oxidative stress is mainly caused by: (i) high levels
of oxygen consumption, (ii) exposure to lipid peroxidation
products, and (iii) exposure to constant light stimuli [3].
Increased levels of heat shock proteins (Hsp) have been
observed in retina cells of AMD patients [4] highlighting
their important role in repairing the missfolding damage. In
this context, a new therapeutic strategy was proposed by
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exogenous delivery of recombinant human Hsp70 chaperone
protein (72 kDa) that can protect RPE cells from oxidative
stress [3]. In almost all cellular compartments a set of
abundant cellular machines that assist a large variety of
protein folding processes is compromised by Hsp70 chap-
erones [5].

Currently, neovascular AMD is treated primarily with
anti-VEGF macromolecular drugs, administered by intrav-
itreal (IVT) injection. The best known anti-VEGF drugs
contain pegylated aptamers of IgG1 Fab fragment. Delivery
of ocular drugs through IVT injections poses a challenge
be-cause of the presence of physiological and anatomic
barriers, e.g., BRB. Given the presence of many distinct
tissues targeted drug delivery is a necessity. Moreover,
ophthalmic delivery of macromolecules is difficult because
of the large size of the active pharmaceutical ingredient
(API) that limits the rate of diffusion [6]. A less invasive,
less risky sys-tem of delivery involves transcleral delivery
from thermally responsive hydrogels of poly-(N-isopropyl
acrylamide) (pNIPAm) [7]. A certain time after implantation
in the sclera close to the optical nerve, the hydrogel under-
goes de-swelling when it reaches the body temperature.
Ninawe et al. [8] developed a model that describes the
de-swelling of the gel implant and the release of IgG1 Fab
fragment. The simulation results revealed that most of the
drug load is released by convection, and the remaining, close
to 30% by weight, is released by diffusion [8]. Drug release
is influenced by many factors, such as the type of polymer,
the drug load, the implant morphology, and the hydrogel
permeability [9].

Ninawe et al. [8] proposed a model that utilizes com-
partments for various eye tissues, with individual compart-
ments considered to be completely mixed. In a
compartmental model the drug transport between compart-
ments occurs by one-dimensional diffusion. Although sim-
ulations with their model produced results comparable to
those of clinical trials, the idealization of the eye tissues as
continuously stirred tanks is not realistic. In Kavousanakis
et al. [10] research, the compartmental model was replaced
by an anatomically and physiologically correct model which
was more realistic than the former. Based on in silico results,
delivery of IgG1 Fab from an episcleral gel implant is as
effective as the currently practiced delivery of IgG1 Fab
through IVT. The aim of this study, is to utilize the
anatomically and physiologically correct model to simulate
the delivery of Hsp70 chaperones, as a potentially new drug
for the prevention of AMD. IVT injection and episcleral
hydro-gel implant at the posterior of the eye are tested as two
different routes of administration.

2 Method

A cross-sectional view of the three-dimensional geometric
model is shown in Fig. 1. The human posterior eye model
consists of spherical shells. The sclera, choroid, and retina
thicknesses are 0.6 cm, 0.32 cm and 0.22 cm, on the aver-
age, respectively [11]. The lens is excluded from the model,
as it is almost impermeable to drugs due to highly com-
pacted cellular material. In particular, the spacing between
the fiber cells remain smaller than the wavelength of visible
light [12]. The hyaloid membrane, forms a boundary
between the stagnant vitreous and the flowing aqueous
humor. Once drugs pass through the hyaloid membrane, they
are eliminated by the flowing aqueous humor [13]. The
vitreous humor is treated as a static, incompressible porous
medium.

The Darcy flow equation is applied to describe the flow of
the aqueous through the vitreous humor:

K

l
r2P ¼ 0 ð1Þ

The flow of the aqueous humor is assumed to remain
unaffected by the drug transport in the vitreous humor. The
aqueous humor is incompressible and cannot permeate the
lens. Values for the pressure at the outer surface of the
Choroid-Sclera (CS) interface and at the hyaloid are equal to
the intraocular pressure (IOP) which together with the
hydraulic conductivity for the various tissues and other
properties take the same values as in Kavousanakis et al.
[10].

Fig. 1 Schematic geometry of the posterior eye with an episcleral gel
implant
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The drug is released by convection and molecular diffu-
sion to the eye through two different routes of administra-
tion: (i) IVT injection and (ii) episcleral hydrogel implant at
the posterior of the eye. A 30-gauge needle is commonly
used for IVT injection [14], and thus, the nominal inner
diameter of the needle is taken equal to 0.15 mm. The
cylindrically shaped hydrogel implant is shown in Fig. 1.
and the radius of hydrogel, Rh, is equal with 0.25 cm [8].
Separate mass balance equations are used for the tissues of
the posterior eye,

@c

@t
� Dsr2cþ v � rc ¼ 0 ð2Þ

@c

@t
� Dcr2cþ keccþ v � rc ¼ 0 ð3Þ

@c

@t
� Drr2cþ kercþ v � rc ¼ 0 ð4Þ

where, v is the velocity field, Ds, Dc, Dr are the drug dif-
fusivities in the sclera, choroid and retina, and kec and ker
rate constants of drug elimination in the choroid and retina,

respectively. Drug elimination follows first-order kinetics.
At the outer surface and in contact with the sclera, a cylin-
drical hydrogel implant releases drug at a concentration, c(t).
The drug consecration decays exponentially as in Fig. 2. At
the rest of the outer surface of sclera, elimination due to loss
to conjuctival, lymphatics and episcleral veins as well as
other possible mechanisms occurs. Values for the drug
elimination coefficients in choroid and sclera and for the
mass transfer coefficient are the ones used for IgG1 Fab
fragment delivery [10].

Transport of macromolecules like HsP70 through the
hyaloid and the tissues of the posterior eye is insignificant. At
the vitreous-retina interface, the drug is transferred solely by
convection. Knowing the molecular weights and equivalent
molecular radii of IgG and Hsp70, and the effective diffusivity
of IgG in the sclera, the effective diffusivity of the Hsp70 in
the sclera can be estimated. The diffusivity coefficients in the
choroid and retina for the Hsp70 are estimated accordingly.
The vitreous diffusivity of the Hsp70 was calculated using the
fluorescein radius. The values of parameters used in the
simulations for the transport of Hsp70 are shown in Table 1.

The Galerkin finite element method (GFEM) is used to
solve the equations for pressure and drug concentration.
Details about the implementation of the algorithm and the
validation of the computational model can be found in
Kavousanakis et al. [10].

3 Results

Simulations are made with an anatomically and physiolog-
ically correct model to determine the correct time of sus-
tained delivery. For the purposes of this study the monthly
dose is chosen to be equal with 0.5 mg. First, 0.5 mg/l of
Hsp70 are injected at the vicinity of the limbus for 60 s. The
spatial distribution of the drug on the z = 0 plane 1 h, 8 h
and 24 h after injection is plotted in Fig. 3.

Fig. 2 Decay of drug concentration at the gel implant when
Cdrug(t = 0) = 0.5 mg/cm3

Table 1 Values of simulation parameters

Parameter Value Source

Hsp70 Stokes’ Radius, aHsp 4.1 nm [15]

IgG Stokes’ Radius, aIgG 5.23 nm [16]

Fluorescein Stokes’ Radius, af 0.5 nm [16]

Vitreous Diffusivity, Dv 7.317 � 10−7 cm2/s [17]

Sclera Diffusivity, Ds 3.272 � 10−7 cm2/s [8]

Choroid Diffusivity, Dc 2.572 � 10−8 cm2/s [8]

Retina Diffusivity, Dr 1.739 � 10−7 cm2/s [8]
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The drug is released to the posterior eye from a cylin-
drically shaped hydrogel implant. At the contact of the
implant with the sclera the initial drug concentration
Cdrug(t = 0) is equal to 0.5 mg/cm3. Figure 4 shows the
average drug concentration in the sclera, choroid, retina and
vitreous humor during the first day after implantation.

Figure 5 illustrates the comparison of the average drug
concentration in sclera, choroid, retina and vitreous humor

when injected at the limbus and released to the posterior
eye from a gel implant. One can see that the average
drug concentration in the sclera and choroid are con-
stantly higher when the drug is administered at the pos-
terior eye. The average drug concentration on retina and
vitreous is lower for 7 and 16 h after administration,
respectively.

Fig. 3 Spatial distribution of the drug on the z = 0 plane 1 h, 12 h and 24 h after injection
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Fig. 4 Spatial distribution of the drug released to the posterior eye on the z = 0 plane 1 h, 12 h and 24 h
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4 Conclusions

The aim of this study was to evaluate the effectiveness of
Hsp70 delivery for treatment of AMD through simulations
with an anatomically and physiologically correct model of
the eye. Hsp70 suppresses the development of AMD by
keeping lysosomal enzymes functionally active and pre-
venting inflammatory signalling in RPE cells. Therefore, the
administration route of Hsp70 should ensure that the drug
concentration in choroid and RPE cells remains at thera-
peutic levels. An episcleral hydrogel implant at the posterior
eye was chosen as a less risky delivery system and was
compared with IVT injection. The primary results of this
study revealed the advantage of the Hsp70 delivery through
an episcleral implant compared to conventional administra-
tion routes. The average drug concentration in the choroid,
the area of interest, are constantly higher when the drug is
administered to the posterior eye.

Hsp70 has the potential to be used as the API of a new
drug for the prevention of AMD. The evaluation of effec-
tiveness through simulations with an anatomically and
physiologically correct model of the eye could play a sig-
nificant role in the drug design and development process.
Furthermore, this model can assist significantly in the design
of the hydrogel implant material contributing to a more
efficient drug release profile.
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Numerical Simulation of Selective
Withdrawal Pertinent to Efficient Cell
Encapsulation

N. G. Dimitrioglou and D. T. Hatziavramidis

Abstract
Cell encapsulation represents a growing technology of
dealing with immunogenicity of cells transplanted for
disease treatment and regenerative medicine. The devel-
opment and standardization of an efficient encapsulation
method will render cell transplantation the therapeutic
modality of choice, significantly contributing to treatment
of severe chronic diseases, e.g., diabetes mellitus type 1,
and repair of damaged tissue. Complete, uniform-
thickness coating of differently-sized cells or cell clusters,
e.g., pancreatic cell islets, is necessary for preservation of
graft integrity and function. We propose a method of cell
en-capsulation based on selective withdrawal from the
lower of two immiscible-fluid layers. Optimal encapsu-
lation occurs, when the perturbed fluid-fluid interface is
kept stable and transition to viscous entrainment is
prevented. The physical model consists of a finite-size
tank containing the two immiscible-fluid layers and two
equal-dimension cylindrical tubes located on either side
of and at equal distance from the fluid-fluid interface.
Numerical simulations are carried out using the commer-
cial software COMSOL Multiphysics™. An Arbitrary
Lagrangian–Eulerian (ALE) method is utilized to track
the motion and deformation of the fluid-fluid interface,
and critical conditions for selective withdrawal are
established. The results of the simulations indicate that
the mean curvature at the hump tip of the interface
depends on the withdrawal flow rate and the distance of
the tube inflow tip from the unperturbed interface. The
simulations reveal that the phenomenon of selective
withdrawal occurs into two stages, (a) the movement of
the interface hump and (b) the steepening of the hump tip.

Keywords
Cell encapsulation � Fluid-fluid interface � Selective
withdrawal � Micro-encapsulation

1 Introduction

Micro-encapsulation is a versatile technology and has
already been applied to numerous food and biotechnology
processes. Possible micro-encapsulation techniques include
droplet generation, emulsion formation, polyelectrolyte
multilayering, and direct polymerization from a
surface-adsorbed initiator [1]. When applied to cell
micro-encapsulation, many of these methods become limited
by specifications and constraints on chemical composition,
uniformity and thickness of the membrane, polymerization
schemes, and maximum allowable shear stress [2]. The
methods for fabrication of encapsulated cells are widely
varied, and some of them are electrified coaxial liquid jets
[3], electrospinning [4], inkjet printing [5], hydrodynamic
focusing [6] and vibrating technology [7]. Despite the good
outcomes, some of them do not take into consideration the
stochastic cell or tissue loading, and others fail to encapsu-
late in a reasonable time the amount of live biomaterial
which is necessitated by the requirements of each treatment.
Hence, the primary issue in micro-encapsulation is the
design and development of a high-rate, high-efficiency
encapsulation apparatus.

Hatziavramidis [8] designed a high-rate, high efficiency
pancreatic islet encapsulation device combining hydrody-
namic focusing and selective withdrawal. A two-nozzle
feeder of islets together with an aqueous polymer solution
ensures separate encapsulation of individual islets. The
separated islets enter a chamber containing a two layer
water–oil system in which are encapsulated by selective
withdrawal. The entrained spout of the above fluid breaks
both above and below the particle because of stretching,
when the radius particle is significantly large, otherwise
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because of Rayleigh capillary instability. The polymer in the
aqueous coat is subsequently cross-linked by being exposed
to laser light to produce semipermeable capsules. Care is
taken to keep the fluid-fluid interface stable by returning to
the encapsulation chamber equal amounts of removed fluids.

The main advantage of this approach is that enables
uniform coats of controllable thickness onto particles with
diverse size and shape, like pancreatic b-cell islets. Firstly,
Cohen et al. proposed this technique to encapsulate
micro-particles [1]. Selective withdrawal is the draining of
one immiscible fluids from two stratified layers through a
tube placed close to their interface [9]. When fluid is with-
drawn through the tube at low flow rates, only the upper
fluid is withdrawn. As the flow rate is increased, the flow
undergoes a transition where the lower fluid becomes
entrained in a spout along with the upper fluid [10]. Lister
[11] considered the case of selective withdrawal from the
upper layer of two stratified layers of immiscible fluids with
the same viscosity with the simplest geometry possible. Case
and Nagel [12] explored the nature of selective withdrawal,
proceeding via a discontinuous jump and resembling
first-order hysteretic transitions.

Hatziavramidis and Pozrikidis [13] investigated the
selective withdrawal process modeled as a physical system
consisting of a point source and a point sink of equal
strength located on either side of a fluid interface. The
boundary element simulations reveal that the interface
deforms in accordance with the withdrawal flow rate. In case
of sufficiently small flow rate the interface reaches a steady
shape, while in case of large flow rate, the interface con-
tinues to evolve into a nearly cusped conical shape whose tip
eventually arrives at the point sink. In all cases the distance
of the source and the sink from the undisturbed interface was
fixed.

The aim of this study is the simulation of the selective
withdrawal pertinent to efficient cell encapsulation taking
into account the polydispersity in size and the different shape
of the cells or islets. The system feeds the cells the same way
as in the apparatus previously described [8], ensuring sepa-
ration and dealing with stochastic loading. The cells enter
the encapsulation chamber and move to-wards the cusp tip
(Fig. 1) causing extra disturbance due to it. At that point the
disturbed cusp collapses creating drops that encapsulate the
cell or the cell aggregate.

For a floating particle, the force due to weight and
buoyancy is counterbalanced by the vertically resolved
surface tension force, acting per unit length of the
three-phase contact line [14]. The horizontal force is equal to
zero, as there is symmetry. In the event of a moving particle,
an extra force is applied and can be calculated if the terminal
velocity of the particle is known. The contact angle is
exclusively determined from the size of the cell and the

Fig. 1 Meridian plane of the axisymmetric geometry used to model
selective withdrawal in a cell encapsulation chamber
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interface shape. In this paper, we simulate the case of an
axisymmetric flow generated by two cylindrical tubes loca-
ted on either side of the horizontal interface between two
immiscible viscous liquids in a circular tank to determine the
critical conditions for stable and unstable disturbance of the
interface. The dependence of the curvature and the hump
height on the geometry and the flow rate is investigated.

2 Method

2.1 Physical Model

We consider the case of a finite-size circular tank containing
two immiscible-fluid layers and two equal-dimension
cylindrical tubes located on either side of and at equal dis-
tance from the fluid-fluid interface. The lower and heavier
fluid, fluid 1, drains out through the lower tube, and the
upper and lighter fluid, fluid 2, charges in through the upper
tube. Figure 1 shows half of the physical domain for the
axisymmetric flow of interest and the geometry parameters
are presented in Table 1.

2.2 Mathematical Model

The flow, being laminar, is governed by the Navier-Stokes
equations and the equation of mass conservation for
incompressible fluids. On the liquid-liquid interface, the
kinematic and the stress boundary conditions are

u1 ¼ u2
n1 � T1 � n2 � T2 ¼ cðrt: n1Þn1 �rtc

�
ð1Þ

where n is the outward unit normal vector and c the surface
tension.

The no-slip boundary condition applies on the side walls.
At the upper surface boundary, the pressure is zero (p0 = 0 Pa)

and at the bottom, the pressure is p = p0 + (q1g + q2g) �
(S + Hc). This specification is necessary to keep the unper-
turbed interface at a fixed height, S.

Following Zhou and Feng [15], we introduce a capillary
number, and following Hatziavramidis and Pozrikidis [13]
we introduce the Bond number, respectively, as:

Ca � l1q
cR2

; Bo � DqgR2

c
ð2Þ

where l1 is the viscosity of the lower fluid, g the gravity
acceleration and Dq the density difference of the two liquids,
q2 − q1.

The axisymmetric interface can be approximated by an
equation of the form z = f(r) and the mean curvature at any
of its points can be calculated from the equation

2n ¼ f 00 rð Þ
1þ f 0 rð Þð Þ2
h i þ f 0 rð Þ

r � 1þ f 0 rð Þð Þ2
h i1=2 ð3Þ

where f′(r) = df/dr and f″(r) = d2f/dr2.

2.3 Computational Model

Numerical simulations are carried out using the commercial
software COMSOL Multiphysics™. The governing equa-
tions are solved numerically using the Galerkin-Finite Ele-
ment method to resolve the flow and an Arbitrary
Lagrangian–Eulerian (ALE) method to track the movement
and deformation of the liquid-liquid interface is employed.
Mesh-size independence of the numerical solution is checked
using the traditional way of decreasing the mesh size until the
solutions with two consecutive mesh sizes show no consid-
erably difference. The smallest grid size is typically around
10−3R, while the mesh is refined near the interface. For
convergence reasons, the number of elements of the
unstructured triangular mesh depends on the container size.

Table 1 List of geometry parameters

Symbol Explanation Value

R Inner tube radius 0.08 cm

L Chamber radius 3.2 cm

w Tube wall thickness 0.04 cm

Ht Tube height 2.0 cm

Hc Distance of each tube inlet from the chamber bottom 0.4 cm

S Distance of each tube from the unperturbed interface 0.55 cm � S � 0.8 cm
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3 Results

The validation of the numerical model is firstly presented. The
computational model was validated with experimental data
from Cohen and Nagel’s study [10]. Simulations are made
with the same geometry and parameters and for
S = 0.508 cm. To calculate the mean curvature, the locations
of the mesh nodes on the interface are fitted to a parabola
around the tip. The validation results indicate that the thick-
ness of the tube wall influences the mean curvature, j. Fig-
ure 2 shows that, for w/R = 7.5, the simulations of this study
agree well with the experimental results for different values of
S, while forw/R = 1, agreement is only observed at the lowest
values of q. It must be noted that no explicit description of the
tube geometry is given in Cohen and Nagel’s research [10].
For the present study, w/R = 0.5 is used in all cases.

In the simulations of this study, the Bond number is kept
constant and equal to 0.044, thus, the effect of surface tension
is dominant compared to gravity forces. The density ratio
a = q1/q2 is equal to 1.2, while the viscosity ratio k = l2/l1
is kept equal to 10. Moreover, the capillary number, Ca, takes
values between 3.65 and 34.71, signifying the importance of
viscous forces. The values of physical parameters that are
used in the current simulations are shown in Table 2.

The interface at steady state is shown in Fig. 3. Simula-
tions are made for: (a) S held constant and equal to 0.8 cm
while q -increases consecutively from 0.2 to 0.952 ml/s
(7.29 � Ca � 34.71), and (b) q held constant and equal to

0.4 ml/s while S decreases consecutively from 0.8 to
0.55 cm (Ca = 14.58). For all values of q and for all values
of S the interface is unperturbed for R ≳ 2 cm. In Fig. 3a, as
S decreases from 0.8 to 0.55 cm, the tip of the free surface
moves closer to the inlet of the withdrawal tube and the tip
of the free surface transitions to a cusp, very close to the tube
inlet at S = 0.55 cm. Specifically, the hmax increases from
0.099 to 0.259 cm as S decreases, while the curvature
increases from 0.653 to 14.39 cm−1. In Fig. 3b, as q in-
creases from 0.2 to 0.952 ml/s, the tip of the hump moves
closer to the inlet of the withdrawal tube and the tip of the
interface transitions to a cusp, very close to the tube inlet. In
particular, the hmax ranges from 0.022 to 0.464 cm for
varying flow rates, while the curvature increases from 0.118
to 43.668 cm−1. Similar results were obtained by Hatzi-
avramidis and Pozrikidis for fixed S [13].

Figure 4 shows four snapshots of the hump interface for
different periods. In all cases Ca = 25.52 and the initial
distance of the withdrawal tube inlet from the unperturbed
interface, S, is equal to 0.7 cm. Numerical simulations are
carried out for times up to t = 2 s. For times 0 s � t
0.5 s, the whole hump profile moves downward rapidly,
while for time t > 0.5 s only the hump tip moves downward.
As the hump tip approaches the withdrawal tube inlet, it
becomes sharper and the curvature increases rapidly. Note
that there is no noticeable change for t � 1 s, and the hump
stays stable. Figure 5 illustrates the evolution of the height,
h, for hump tip (0, h(0)) and two reference points (0.3, h

Fig. 2 Mean curvature at the hump tip, j, as a function of withdrawal flow rate, q. a w/R = 7.5, b w/R = 1

Table 2 List of physical parameters

Symbol Value and unit

c 0.03 N/m

q1 1260 kg/m3

l1 0.7 Pa s

q2 1050 kg/m3

l2 0.07 Pa s
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(a) (b)

(c) (d)

Fig. 4 Interface snapshots at different times a t = 0 s, b t = 0.2 s, c t = 0.5 s, d t = 2 s

Fig. 3 Shape of the interface. The outlet of the withdrawal tube is located at z = 0. In all cases w/R = 0.5. a Varying S, q = 0.4 ml/s in all cases,
b Varying q, S = 0.8 cm in all cases

Fig. 5 In all cases S = 0.7 cm. a Height, h, for hump tip (0, h(0)) and two reference points (0.3, h(0.3)) and (0.6, h(0.6)) as a function of time,
t and Ca = 25.52, b Height, hmax, of the tip as a function of time for varying q
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(0.3)) and (0.6, h(0.6)) as a function of time, t. One can
observe that the hump tip is moving faster and longer than
the two reference points. Furthermore, the viscosity ratio, k,
which is used in the present simulations does not cause
hysteresis which has been observed in Cohen and Nagel’s
study [10].

4 Conclusions

The standardization of an efficient encapsulation method will
render cell transplantation the therapeutic modality of
choice, significantly contributing to treatment of chronic
diseases. To this end, an encapsulation method is proposed
utilizing hydrodynamic focusing and selective withdrawal.
Optimal encapsulation occurs, when the perturbed fluid-fluid
interface is kept stable and transition to viscous entrainment
is prevented. In this study, we simulate the problem of a
finite-size tank with two immiscible-fluid layers and two
cylindrical tubes located on either side of and at equal dis-
tance from the interface. Numerical simulations are carried
out using COMSOL Multiphysics™ and an ALE method is
utilized to track the fluid-fluid interface.

The simulations reveal that the mean curvature at the hump
tip of the interface depends on the withdrawal flow rate and
the distance of the tube inflow tip from the unperturbed
interface. As S decreases, the tip of the interface moves closer
to the inlet of the withdrawal tube and the tip of the interface
transitions to a cusp, very close to the tube inlet at
S = 0.55 cm. As q increases, the tip of the humpmoves closer
to the inlet of the withdrawal tube and the tip of the interface
transitions to a cusp, very close to the tube inlet. Lastly, the
phenomenon of selective withdrawal is accomplished into
two stages, (a) the movement of the interface hump and (b) the
steepening of the hump tip. In particular, for 25% of the
simulation time (0 s � t � 0.5 s), the whole hump profile
moves rapidly, while for the rest (t > 0.5 s) of the simulation
the hump tip moves down and the curvature increases.
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Simulation of Respiratory Impedance
Variations During Normal Breathing Using
a Morphometric Model of the Lung

Adam G. Polak and Zoltán Hantos

Abstract
The forced oscillations technique (FOT) enables a
non-invasive monitoring of respiratory mechanics, return-
ing the impedance of the respiratory system (Zrs) at chosen
frequencies. Recently it has been shown that the intra-
breath variations of Zrs are correlated with respiratory
diseases, mainly due to the sensitivity of Zrs to morpho-
logical changes in the respiratory system. The aim of this
study was to develop a morphology-based computational
model able to simulate the variations of airway dimensions
during normal breathing and the resulting temporal
changes in Zrs. The model counts the symmetric structure
of the bronchial tree, lung and thorax wall viscoelasticity,
and properties of the upper airways. It takes into account
the distributed character of pressure loss along the airways
and flow-limiting mechanisms. Quasi-dynamic simula-
tions are performed, and for each time instant the
distributed properties of airways are recalculated to a
lumped parameter net corresponding to the momentary Zrs.
The implemented model enabled simulations of primary
signals characterising quiet breathing and the intrabreath
variations in Zrs for both the normal case and small airways
constriction. The simulation results recovered the flow-
and volume-dependent variations of Zrs observed in
healthy subjects and their alterations associated with
uniform bronchial obstruction. However, testing specific
hypotheses about the manifestation of inhomogeneous
lung diseases in the intrabreath FOT data involves future
incorporation of structural heterogeneity into the model.

Keywords
Respiratory impedance � Forced oscillations technique
Morphometric model

1 Introduction

The forced oscillation technique (FOT) has established a
significant amount of data characterising the mechanical
behaviour of the respiratory system and it is becoming one
of the main functional assessment techniques in the respi-
ratory clinical field [1]. The FOT has provided fundamental
information for sophisticated modelling studies focusing
mainly on the impedance of the respiratory system (Zrs) as a
function of the frequency of the imposed oscillations, with
special regard to the structural heterogeneity of the lungs [2].
The frequency domain approach to linear systems has
become dominant and the early seminal work on the non-
linear phenomena in respiratory mechanics, which are sig-
nificant even during normal breathing [3, 4] was neglected.
Recent studies addressing the temporal changes in Zrs within
the breathing cycle [5–7] have revealed marked nonlineari-
ties combined with spatial inhomogeneity in pulmonary
diseases, and this underlines the importance of simula-
tion tools in the interpretation of the intrabreath dynamics
of Zrs data.

The aim of this study was to develop a morphology-based
computational model able to simulate the variations of air-
way dimensions during normal breathing and the resulting
temporal changes in Zrs.

2 Computational Model

2.1 Model Structure

The electrical equivalent of the computational model con-
sists of a few segments (Fig. 1): the measurement setup
(resistance Rsu and inertance Isu in series); upper airways
divided into the oral pathway (Rop-Iop-Cop), pharynxA. G. Polak (&)
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(Rph-Iph-Cph) and larynx (Rlr-Ilr) parts; extrapulmonary tra-
chea (R0-I0-C0); intrapulmonary airways (Rg-Ig-Cg) con-
trolled by pleural pressure Ppl (generations 1–23); lung
tissue (RL-CL), and thorax wall segment (Rw-Cw-Iw).
A symmetrical structure of the bronchial tree is assumed [8],
thus the lumped parameters represent the properties of
generation airways connected in parallel. Additional polar-
izing sources Psl and Psw are added to obtain physiological
values of pressures produced by nonlinear lung and thorax
wall recoils at functional residual capacity (FRC). Respira-
tion is generated by a time-varying muscle pressure
source Pm.

2.2 Computational Scheme for Normal
Breathing Simulation

The general scheme of breathing simulation is based on the
previous model for forced expiration [9], completed by its
counterpart for inspiration. Specifically, the pressure drop
along an airway (and thus along an airway generation in the
symmetric bronchial tree) is computed for a given flow by
solving the nonlinear differential equation, taking into
account airway dimensions and mechanical properties (the
tube law), viscous pressure loss, Reynolds number, and wave
speed [10]. Upper airways are included as three segments:
nonlinear viscoelastic oral pathway and pharynx, and a stiff
larynx, with mechanical properties deduced from [11–13].

Normal breathing driven by muscle pressure Pm is sim-
ulated at intervals of 10 ms with tidal volume Vt � 0.5 L.
Instantaneous pressure drops are calculated for a steady
flow; however, dynamic effects are evaluated by difference
equations using data from two successive time instants, thus
the model is quasi-dynamic.

Actual airway dimensions result directly from their
morphological and mechanical features, and they change in
time with flow and pleural pressure Ppl controlled by the
elastic recoil of lung tissue and thorax wall. The lung
pressure-volume characteristics is nonlinear [14], and other
parameter values are set according to [15].

2.3 Calculation of Instantaneous Respiratory
Impedance Zrs

The numerical procedure (Runge-Kutta 4–5 order method)
for solving the differential equation describing the tube law
[9] returns not only the drop of lateral pressure, but also
transmural pressures at a few points along the airway. This
information is further used to calculate airway areas A (de-
creasing in flow direction) and elementary compliances (dA/
dPtm) at these points, and finally to assess the resistance Ra,
inertance Ia and compliance Ca of that airway, and of the
whole airway generation g:

Ra ¼
X

i

a8plDli
A2
i

; Rg ¼ Ra=2
g; ð1Þ

Ia ¼
X

i

qDli
Ai

; Ig ¼ Ia=2
g; ð2Þ

Ca ¼
X

i

dA

dPtm

� �

i

Dli; Cg ¼ 2gCa; ð3Þ

where: a—empirical constant, l—air viscosity, q—air
density, Dl—distance increment returned by the procedure.
Values of these parameters are flow-independent as is
assumed for ‘ideal’ FOT with insignificantly small ampli-
tudes of pressure/flow oscillations and negligible nonlinear
effects. As an example, the impedance of one airway gen-
eration at frequency f is calculated as follows:

Zg ¼ Rg þ jxIg � j
�

xCg

� �
; j ¼

ffiffiffiffiffiffiffi
�1

p
; x ¼ 2pf : ð4Þ

In contrast, flow-dependent resistances Rf are calculated
taking into account energy dissipation resulting in total
pressure head decrease and the Bernoulli effect:

Rf ¼ DPlt

Q
þ qQ

2
1

A2
0

� 1

A2
L

� �
; ð5Þ

where A0 and AL are the cross-sectional areas at the airway’s
beginning and end [15].
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Fig. 1 Electrical scheme of the
model structure
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The detailed structure of the model (Fig. 1) and calcu-
lated temporary parameter values enable finally the calcu-
lation of input respiratory impedance Zrs(t) at a single
tracking frequency of 10 Hz at every time instant.

3 Results of Simulations

Simulations of three respiratory cycles were performed for
the normal state of the respiratory system and for small
airways (generations from 8 to 19) obstruction case, mim-
icking airway wall smooth muscle constriction effects [16]
(see Fig. 2).

Because the first two cycles are auxiliary and just the
third one is proper, impedance trajectories for this 3rd cycle
are presented in Fig. 3.

4 Discussion and Conclusion

The aim of this study was to investigate temporal changes in
Zrs caused by variations of airway dimensions during normal
breathing. All signals representing normal breathing in the
time domain (pressures, flow, volume, respiratory resistance)
were generated in physiological ranges and resemble the
signals recorded in actual measurements. The marked
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Fig. 2 Signals simulated for the normal respiratory system state (a) and (b), and small airways constriction (c) and (d): muscle Pm, pleural Ppl and
driving (alveolar) Pd pressures, flow Q, lung tidal volume Vt and respiratory resistances (Rres—resistance to airflow including flow-dependent
components, Rosc—flow-independent resistance)
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flow-dependent changes in Rrs are in accordance with
intrabreath fluctuations observed in healthy subjects [3, 4, 7]
not accompanied by significant changes in Xrs (Fig. 3b),
whereas the changes in volume alone cause only minor
alterations in both Rrs and Xrs. In contrast, constriction of
small airways enhances the changes in Rrs with volume,
while invoking significant looping in the Xrs versus volume
plots (Fig. 3a). The latter changes mimic the looping pat-
terns of expiratory flow limitation observed in COPD [7].
All these changes are qualitatively independent of the
oscillation frequency within the medium-frequency (5–
20 Hz) range (data not shown).

While some basic features of the intrabreath changes in
Zrs are reproduced by this model, there are obvious limita-
tions in this preliminary simulation study. First, there is an
assumption that the small-amplitude oscillatory flows do not
interact with the respiratory signals. Second, departures from
the ideal laminar flow conditions, such as the inertial dis-
tortion of the parabolic oscillatory flow profile, turbulences
of airflow and other nonlinear phenomena that take place
during rapid phasic changes in airflow are not accounted for.
Finally, common respiratory diseases, such as asthma or
COPD, are characterized by spatial inhomogeneity in lung
structure and function, so testing specific hypotheses about
the manifestation of heterogeneous lung diseases in the
intrabreath FOT data requires the incorporation of structural
heterogeneity into the model.
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Discrete Event Simulation Model
for the Analysis of Centralized Front Office
Service in a Regional Hub Hospital

D. Cocchi, F. Frosini, E. Ciagli, P. Tortoli, C. Carpini, D. Cirone,
and A. Belardinelli

Abstract
Today, hospital rankings are based primarily on basic
clinical indicators. The aim of the project shown in this
article is to develop a methodology able to improve
non-clinical front office operation for the patients (like
booking exams, delivering medical reports etc.), keeping
the costs under control. The service center serves 600
users every day and it is the core of a great reorganization
process, focused on centralization of office activities of
the Careggi University Hospital of Florence, to ensure the
best services to patients. For this reason, Discrete Event
Simulation model (DES) have been used. The project of
the model was made according to the real process
observed during the confrontation with staff, document
verification, field observation stage and study of data
stored in hospital’s databases. These researches provided
parameters necessary for model running, such as number
of accesses, service time, available resources and patient’s
waiting time. Validation confirmed that model is formally
correct, and shown that waiting time of patients is
substantially equal between real data and simulated
outputs. The mean waiting time of all patients calculated
by the model (7 min and 9 s) is only 2.6% lesser than real
one (7 min and 20 s). Weekly workload of the model
(3048 patients) is equal to reality, proving that the
schedules of patient’s accesses are correct. We used a
statistic test to confirm the results. This paper shows that
DES is a valuable tool that can be used to save money and
improve clinical processes. In the future this model will

be used to evaluate the reorganization of the Service
Center with the aim to allow everyone (not only technical
staff) to use it, through a web-based support, a predictive
machine and a user interface.

Keywords
Discrete event simulation � Healthcare � Optimization
Front office service

1 Introduction

The organization of front office activity is a problem that
every business that provide a public service must deal with
great attention. It’s necessary to balance the necessity to use
resources strictly necessary, with the aim to provide ade-
quate service to customers. These problems are much more
important in a critic working environment like public
healthcare, which the need of save money became increas-
ingly high in the past years, but also the impressions of
patients are very important. The use of simulation models to
study and optimize clinic processes is a core part of Lean
Thinking approach, which importance is growing during
time [1, 2]. A service center, even inside a hospital, can be
studied and analyzed like a classic service to the public [3,
4], where the customers go to desks because they need the
provision of a service [5, 6]. Often, if the management want
to start or change this kind of process [7, 8], they choose to
implement immediately the changes and act eventually in a
second time if there are some organizational problems (lack
of resources, high waiting time, etc.) [9, 10]. Instead, is more
efficient and economical to analyze in advance the results of
a modification, to optimize the process before working [11].
In literature there are many examples of this kind that uses
simulation models [12, 13]. The first step is a deep process
analysis, to find information about accesses, available
resources, waiting times and duration of services, as well as
the internal organization of process itself. The analysis
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consists in interviews with workers, use of database and
direct observations. The second step is building the simu-
lation model, and finally validation. This is one of the highly
complex steps, because the perfect match between real data
and outputs of the model are almost impossible [14].
A scope in which is possible to use simulation with great
results is public administration. Often, these services have
organizational shortcomings that can be studied and cor-
rected with a careful process analysis and a correct use of
simulation models [15]. Fundamental data needed to
implement a simulation are workload, time of arrival, service
times and available resources [16]. The software used for
this analysis is Arena, developed by Rockwell Automation,
the globally most used product for discrete event simulation
[17, 18]. The object of this study is the Service Center of
Careggi University Hospital of Florence, which provides
several administrative services to the users. The management
plans to add more services so, to avoid an overload that lead
to a worsening of the quality of the process, we realized a
simulation model to evaluate the modifications, to change
the process in case of need and maximize the utilization of
resources [19]. This article explains the characteristics of the
model and its validation.

2 Methods

The first step to develop a simulation model is to understand
profoundly the process, through a long and deep analysis
[20]. Through interviews with the staff and direct observa-
tions was possible to understand the needs of users accord-
ing to the service. Especially, is very important to know the
necessity of make a payment during the service at the desks,
a fact that leads to an increase of the service time. The
Service Center is open from 7:30 to 18:30 every day from
Monday to Friday, and from 7:30 to 13:30 on Saturday,
there are 13 desks available. There is no priority or dedicated

desk, except for urgencies. The other activities provided now
are delivery of diagnostic reports, booking visits and exams,
delivery of laboratory exams, request and delivery of med-
ical records. Once understand how the process work, we
need to study the historical data, to set workload, service
time and available resources inside the model and to cal-
culate waiting time of patients. For this purpose, we used
hospital’s database, interviews with staff and direct obser-
vations. The records of database start from 1/2/2016 to
24/11/2016, in this period there are 126,850 users. Thanks to
this data is possible to find the time of arrival of users, the
type of service requested and the waiting time. Service time
is another core parameter of the process, unfortunately it is
impossible to use historical data to estimate it, because the
system does not register finish time of service. In this case
we needed a direct observation by the staff to know the
correct numbers.

During the morning there is a spike of accesses between
9:30 and 11:30 (Fig. 1). So, we calculated the mean value of
accesses for every hour, to evaluate the opportunity to
develop a time schedule. The trend is the same every day, so
the best approach to handle the queues and maximize uti-
lization of resources is to change the number of operators
during the day, with a higher number when there are more
accesses and a smaller one when the accesses decrease.
Considering the extremely discontinuous trend of accesses,
the waiting time was calculated based on user’s time of
arrival (Table 1). The mean waiting time does not change
significantly based on service, except for urgencies, but they
have a higher priority. In the moment of greater influx (be-
tween 10:00 and 12:00), waiting time is sensibly higher
compared to the daily mean. Analyzing the trend of waiting
time and accesses jointly, there is a direct correlation
between the two parameters (Fig. 1). The highest value is
12 min and 43 s between 10:30 and 11:30, and the smallest
one is 3 min between 17:30 and 18:30.
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The service time cannot be calculated through historical
data. Consequently, we used staff’s experience and direct
observations to find this parameter using a survey with all
the information needed. The sampling was made so that the
results were statistically significative, with 1510 samples.
We used the results of interviews and observations to set the
service time inside the simulation model. The historical data
of payment time are unavailable as well, so we used inter-
views and direct observation. After process analysis, we
developed a simulation model using Arena software. This
activity is strictly connected with process and data analysis
and go on parallelly with them.

The number of accesses are variable over the course of
the day, so it is impossible to set a fixed time between an
arrival and the next one, therefore we used a “schedule”.
Using this approach, we made a program of accesses that
changes hour by hour for every service available. To set the
path of the patient we used specific attributes based on
process analysis information. Every service shares the same
resources and has the same priority, except for urgencies.
The number of available desks in every time slot has been
set in base of historical data, like the accesses. After cre-
ation, the entity enters in a sub-model that simulates the
duration of every operational procedure according to the
type of request. To simulate the service time, we used an
exponential distribution, with mean value based on obser-
vations. This kind of distribution is currently used in case of
public services, where service time is extremely variable,
just like this situation. After completion of request, the entity
pass through a module that release the resource, and then the
path is over. In case of payment the user follows a parallel
path, basically identic to the previous one, but with the
creation of a duplicated entity. The aim of duplication is to
simulate the duration of payment, while the original entity
holds the desk. When the payment is over, the original entity
continues its path, finish the procedure, release the resource
and exit from the system.

This tool is meant to be used to evaluate the perfor-
mances of the process changing some parameters.

Especially, it is very important to set the correct number of
resources in every time slot, to deal with the number of
accesses during day, minimize the costs and improve the
KPI of the process. The number of accesses is based on
historical data, and, after validation, the model will be used
to test how the output of the simulation changes in case of a
reorganization of the Service Center. To do this we will
analyze some scenarios modifying the number of desks for
time slot, to find the best way to face the minimum and
maximum number of accesses during day. The selected
solution will be the one with the best performances.

3 Results

The model needs to be assessed with help of specialists, to
be sure that it is formally correct, and needs a validation, that
is to compare simulation’s outputs with historical data, using
statistic tests and numerical confrontation. ACT Operation
Research, partner of the project and specialized in discrete
event simulation application, made an evaluation of the
model and stated that is working properly, after that we
started the confrontation with historical data.

The results show that the estimated values are substan-
tially equal to the real ones, with a difference that is less of
5%. The outputs are the mean of 200 replications, each one
of them has a length of a week. Weekly workload of the
model is equal to reality, this proves that the schedules are
correct. Waiting times are like real ones, with a difference
that is less than 5% in the worst case, except for urgencies.
However, this service has special characteristics, and is so
poor in number to be irrelevant for the process. The mean
waiting time value of all users calculated by the model is
only 2.6% lesser than real one (Table 2). This value is
acceptable, especially considering that there are some

Table 1 Waiting time of patients

Service Waiting time
(daily)

Waiting time (10:00–
12:00)

Documents
delivery

7′41′′ 11′17′′

Diagnostic exams 7′18′′ 11′35′′

Laboratory exams 7′18′′ 11′33′′

Documents
request

8′00′′ 11′50′′

Urgencies 1′11′′ 1′07′′

Booking 7′32′′ 11′35′′

All services 7′20′′ 11′30′′

Table 2 Confrontation between historical data and model outputs

KPI Historical
data

Model
outputs

Difference
(%)

Weekly number of accesses 3048 3048 0

Waiting time for documents
delivery

7′41′′ 7′48′′ 1.5

Waiting time for diagnostic
exams

7′18′′ 7′01′′ 4

Waiting time for laboratory
exams

7′18′′ 7′00′′ 4.2

Waiting time for documents
request

8′00′′ 8′18′′ 3.7

Waiting time for urgencies 1′11′′ 35′′ 50.6

Waiting time for booking 7′32′′ 7′42′′ 2.3

Waiting time of all services 7′20′′ 7′09′′ 2.6
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parameters estimated poorly because of the lack of historical
data. To confirm this result, we used a statistic test to
compare the waiting time estimated by the model with the
real one. The result of Student’s test shows that there is no
statistic difference between historical data and model out-
puts, with a significance level of 95%.

4 Conclusions

This article proves that discrete event simulation is an
instrument that can be used as a decision support tool in
healthcare, especially regarding front office activities. This
model is formally correct, and validation proves that its
outputs are statistically equal to real ones, so the next step
will be utilization of model to evaluate the reorganization of
Service Center. This goal will be achieved testing a series of
scenarios with a different use of the resources, set to manage
the different workload during the day, and the one with the
best performance between costs and benefits will be chosen.
Later the model will be updated to allow everyone to use it,
through a web-based support, a predictive machine and a
user interface.
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Numerical Study for Lung Microwave
Ablation in Different Thermal and Electrical
Properties

Zhen Tian, Yanyan Cheng, Tong Dong, Xiang Gao, and Qun Nan

Abstract
Microwave ablation (MWA) is a minimal invasive
operation for treating lung cancer, and it has been widely
used in clinic. Lung contain tracheas and bronchus, and
the properties of thermal conductivity, electrical conduc-
tivity and density change by variations in the lung’s
internal air volume. Thus, it is difficult to control the
precise formation of coagulation zones. In this paper, we
propose to use finite element method (FEM) to simulate
the microwave ablation for lung cancer in a simple lung
model. We set the power as 10 watts for 10 s at
2.45 GHz. We built the lung model and a small bronchus
was placed close to the opened-tip coaxial antenna with
airflow at the rate of 3 L/min. We operated eight patterns
including the collapsed and aerated lung in different
thermal conductivity, electrical conductivity and density
to simulate. The results preliminarily showed that the
electrical conductivity had the greatest influence on the
microwave ablation temperature field of lung.

Keywords
Microwave ablation � Lung � Thermal conductivity
Electrical conductivity � Simulation

1 Introduction

Lung cancer seriously affects human health. Because of
smoking and the deterioration of living environment, a
number of patient from the disease is never decrease [1]. The
surgical approach to lung malignancies represents the first
therapeutic choice [2]. However, only 20% of all diagnosed
lung tumors are resectable [2, 3]. Microwave ablation
(MWA) is a way of thermal therapies. Because of its

minimally invasive and highly thermal efficiency, MWA has
been widely used in clinical, and it has become an important
means of treating lung tumor. When the tissue around the
electrode reaches a temperature of around 60 °C, tissue
coagulation occurs as a result of protein denaturation.

Lungs contain abundant air and it greatly affects the
thermal distribution. Since the presence of trachea and
bronchus inside the lung, the properties of thermal conduc-
tivity, electrical conductivity and density change by varia-
tions in the lung’s internal air volume [4].

The objective of this study is to simulate the microwave
ablation for lung cancer in different patterns under a simple
lung model. The physical structure of the lungs is complex,
including the trachea, bronchus and capillaries. In order to
simplify the calculation, we built the lung model and a small
bronchus was placed. And we set the airflow at the rate of
3.0 L/min which is the same rate of human breath motion.
We operated eight patterns including the collapsed and
aerated lung in different thermal conductivity, electrical
conductivity and density to simulate.

2 Methods

2.1 Geometric Model

We used the finite element method software Comsol Mul-
tiphysics to solve partial differential equations of single field
and multi-field in order to achieve the numerical results. The
idealized 3D symmetric simplified model of lung microwave
ablation was shown in Fig. 1 [1]. The antenna is consisted
by inner and outer conductor and dielectric. As to the coaxial
antenna, we set the power input at the inner catheter between
the inner and outer conductor [5]. The antenna structure and
the size was shown in Fig. 2 and Table 1.
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2.2 Bio-heat Equation

Microwave energy converted into heat when microwave
ablation instrument was turned on, meanwhile, the temper-
ature of tissue was increasing. When temperature approa-
ched or exceed 60 °C, the tumor cells produce irreversible
necrosis to achieve the purpose of killing tumor. The Pennes

bio-heat equation (Eq. (1)) governs heating transfer during
the thermal ablation [6, 7].

qc
@T

@t
¼ kr2TþQr � qb1cb1xb1 T � Tb1ð Þ ð1Þ

where: q and qb1 is the density of the tissue and the blood
(kg/m3), c and cb1 is the specific heat capacity of the tissue
and the blood (J/(kg K)), k is the thermal conductivity (W/(m
K)), T and Tb1 is the temperature of the tissue and the blood
(K), xb1 is the blood perfusion (1/s), Qr is the heat source
(W/m3). In this simulation we didn’t take the blood perfu-
sion into account.

2.3 Numerical Setting

In this study, some parameters and boundary conditions
were set as follows:

(1) The duration time was 10 s and the microwave fre-
quency was 2.45 GHz.

(2) The microwave power was set at 10 W.
(3) Lung boundary temperature was set at 37 °C, and the

outer surface was truncated by a scattering boundary
condition.

(4) We set the airflow at the rate of 3.0 L/min which is the
same rate of human breath motion.

Fig. 1 Lung model

Fig. 2 Antenna structure

Table 1 Size of the antenna

Dimension Size/(mm)

Diameter of inner conductor—D1 0.27

Diameter of dielectric—D2 0.67

Diameter of outer conductor—D3 0.92

Length of outer (L1) 45

Length of opened tip (L2) 5

Table 2 The properties of lung [8]

Pattern Thermal conductivity/(W/(m K)) Density/(kg/m3) Electrical conductivity/(S/m)

a 0.200 480 0.423

b 0.125 480 0.423

c 0.200 240 0.423

d 0.125 240 0.423

e 0.200 480 0.100

f 0.125 480 0.100

g 0.200 240 0.100

h 0.125 240 0.100
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From previous research, the lung’s thermal conductivity and
electrical conductivity decreased non-linearly with increasing
internal air volume in lung [4]. So we set eight patterns to
simulate. The properties of lung was shown in Table 2.

Since the mass of the lung can be considered constant (air
is less affected), the change of density can lead to the change
of the volume [4]. We set the lung model as a cylindrical
shape, and the 20 � 30 mm in radius and height respec-
tively when the density was 480 kg/m3, and the
28 � 30 mm in radius and height respectively when the
density was 240 kg/m3.

3 Results and Discussion

Table 3 shows the related temperature distribution field data.
The “a” to “h” in Table 3 correspond to the eight states of
Table 2, respectively.

From Table 3 we can see that the temperature was lower
when the thermal conductivity was high. Temperature in the
high thermal conductivity becomes low because the heat
input into the area quickly diffuses into surrounding areas
and does not accumulate. Thus when the lung was in the low
thermal conductivity the temperature was higher since the
heat spread slowly.

Figure 3 shows the increase rate of the highest tempera-
ture after ablation in 8 states. When the electrical conduc-
tivity increased, temperatures of the a/b/c/d groups were
increased than e/f/g/h groups. The rise rate was from 187.1%
to 128.3%. And the rate of the parameters of thermal con-
ductivity and density was from 28.6% to 48.7%, and 3.3% to
5.4%, respectively. Thus under the same condition, the effect
of electrical conductivity on microwave ablation is greater
than that of density and thermal conductivity.

For density, the change of temperature field is the
smallest. The temperature of pattern a/b/e/f were higher than
parameter pattern c/d/g/h in this simulation. Compared with
the previous research [8], when the density changed and the
electrical conductivity and thermal conductivity were con-
stant, the change of temperature trend was the same.

Figure 4 shows the temperature distribution field after
microwave ablation. Refer to the previous research [9] that
there was air flow in the bronchus at the rate of 3 L/min, so
in the process of heat transfer, the air flow take away the
heat. So it formed the temperature field shown in Fig. 4.

Table 3 Temperature field data

Pattern Highest temperature/(°C) Ablation lesion/(mm3)

a 267.5 73.9

b 380.6 86.1

c 279.4 168.1

d 401.4 182.3

e 93.8 8.2

f 122.1 10.8

g 98.6 9.5

h 126.4 14.9
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Fig. 3 The increase rate of the highest temperature after ablation in 8
states. In this figure, “ab/ad/ef/gh” represents the comparison of two
groups with different thermal conductivity. “ae/bf/cg/dh” represents the
comparison of two groups with different electrical conductivity.
“ac/bd/eg/fh” represents the comparison of two groups with different
density

Fig. 4 Temperature distribution
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4 Conclusion

This study simulated the microwave ablation for lung cancer
in different patterns under a simple lung model. Through the
results, it was suggested that the electrical conductivity and
thermal conductivity and density had an effect on lung
MWA, and by comparing the results the electrical conduc-
tivity had a greater effect.

There are still some limits in this research, such as lack of
an accurate electrical conductivity data in microwave fre-
quency and the ablative time was short. In future, we’ll take
these condition into account and to get more accuracy data to
compare the results.
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Use of Modelling Simulation to Monitor
the Performance of a Pediatric Emergency
Department

Giuliana Faiella, Marco Simonetti, Antonio D’Uffizi, Vincenzo Tipo,
Mario Cesarelli, and Fabrizio Clemente

Abstract
Hospitals are complex systems in which different depart-
ments interact with each other. Systemic analytical
models use systematic representations to facilitate the
understanding of a complex process. The models are
simulated with an imitation of the operations of a system
and its internal processes, usually over time, and in
appropriate detail. Simulation is used to study the
performance of new systems as well as predict the effect
of changes. Since Emergency Departments (ED) are
unpredictable and frontline of healthcare service delivery,
their detailed description and analysis are highly needed
in order to design improvement actions. In this study, we
will present the simulation of the ED a pediatric hospital
which admits more than 100 k/year patients. The simu-
lation tool is SIMIO®.

Keywords
Simulation modelling framework � Emergency depart-
ment � SIMIO®

1 Introduction

Healthcare is a very vast and complex system in which
different departments interact dynamically with each other.
Individuals and teams contribute to serving patients’ demand
in a dynamic environment [1, 2].

The Discrete Event Simulation (DES) is used like ‘the
imitation of real operation of a real-world process or system
over time’ [3]. DES is a stochastic approach used to create
processes and systems, where the state changes instanta-
neously. It is used for tactical-operational analysis with the
objective to study the functional specifications of a system
and improve its performance. The process is modelled as a
discrete sequence of activities and entities distributed over
time, interspersed with queues. Each entity has specific
characteristics, which determine the functioning of the
model. The durations of the activities are distinct for each
single entity and depend on probability distributions. Every
event happens in a specific moment of time and the behavior
of the system is determined by every single event. This
approach is used also to analyse and improve processes
concerning not only the manufacturing fields but also human
security and Emergency Logistics study [4, 5].

Many hospital emergency departments are critically
overcrowded and unable to respond to daily emergencies [1,
6]. The stochastic nature of arrival times and of pathological
conditions can have a strong impact on workload and con-
sequently on patient waiting times and quality of care [7].

This work describes the simulation model of a complex
healthcare process, such as ED of Santobono Pediatric
Hospital in Naples performed with SIMIO®. The model has
been designed with a preliminary requirement analysis and
validated with real data extracted from the Hospital Infor-
mation System database.
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2 Materials and Methods

2.1 The Emergency Department of Santobono
Pausilipon Pediatric Hospital

The type of patients arriving in ED is heterogeneous and the
admission of patients is regulated by a priority-based policy.
The triage consists in a set of procedures that ensure that
patients with critical conditions are admitted before the
others. The priority level is usually represented by a color
code (white, green, yellow and red) that defines the
increasing need of care [8].

Santobono-Pausilipon pediatric hospital is the oldest and
the largest pediatric hospital in the South of Italy. The rate
of ED’s accesses is steadily growing (estimated at 5% per
year). Specifically, Santobono-Pausilipon recorded 102.000
accesses in 2016, i.e., about 280 per day. This is the
highest rate recorded in Italy by a pediatric emergency
department and, to the best of our knowledge, the 2nd
highest in Europe.

2.2 SIMIO® and Simulation Modelling

SIMIO® is a widely used simulation software of new gen-
eration. It is not built on an outdated 2D technology that
limits the ability to visualise and understand the analysed
process, but it provides a true object-based 3D modelling
environment.

The user simply drags and places the 3D objects from an
Object Library into the facility view of the model. All
SIMIO® model-building products directly integrate with
Google Warehouse adding realism to designed models. It is
also possible to create a self-made symbol. Moreover, it is
possible to use a 3D graphical background with the repre-
sentation of the physical ambient in which the stakeholders
operate [9]. Thus, SIMIO® is very useful to create a simple
representation that can be shared with no-technical personnel
as medical staff and nurses. For this reason, SIMIO®, with its
branch SIMIO Healthcare, is gaining much confidence in
healthcare management since it is designing a new office,
outpatient clinic or evaluating new surgical planning strate-
gies, predicting variables such as changing the number of
employees who work at any time [10].

3 Results

The dynamic simulation of Santobono ED process followed
the standard steps of modeling [11, 12]: (i) requirement
analysis and identification of the inputs of the model,
(ii) model development and (iii) output analysis.

3.1 Requirement Analysis and Inputs
Identification

The requirement analysis is a fundamental activity to depict
a process [13, 14] with a detailed description of the flow.
The analysis was carried out by a team composed by the
manager of ED and two biomedical engineers and it was
performed investigating the locations, the activities (type and
duration), the involved resources and their workload. The
result of the requirement analysis is the flowchart in Fig. 1.

After the arrival, the patient is registered and assessed by
a dedicated nurse in the triage area. After the assessment, the
triage nurse assigns a color tag and guides the patient into a
specific treatment area.

The treatment areas are distinct in Specialist Departments
of Fast Track (i.e., dermatology, ophthalmology depart-
ments), placed outside the area of the ED and reserved for
care of low acuity patients, and five emergency rooms inside
the ED reserved for care of moderate to high acuity patients.
The Emergency rooms are divided into one surgical, one
orthopedic and three pediatric. They are staffed by five
physicians from 8:00 am to 12:00 midnight and by one
pediatrician less during the night. Some patients are required
to prolong their stay for treatment or observation, and they
are admitted for 24/48 h into a treatment area called Short
Intensive Care that is staffed by two nurses. According to this
description, the simulation required four types of input data:

• Number of patients accesses.
• Percentages of the patients classified into each triage tag;
• Percentages of the accesses in the specialist departments

and emergency rooms.
• Percentages of the discharges from the emergency

department.

3.2 Model Development

After the requirement analysis, the ED process was modelled
using SIMIO®. The model was tested using 24 h data of a
high-intensity working day. The main process was modelled
separated in two sub-processes. The first sub-process is an
administrative process, which manages the patient registra-
tion and the assignment of the triage code (see Fig. 2). The
sub-process is composed by three activities (i.e. servers in
SIMIO®).

In the first sub-process, a source (PatientArrival) gener-
ates the generic entity patient according to a Rate Table that
shows the number of patients’ accesses divided in hourly
time slots (see Fig. 3).

Then, the patient is registered at FrontDesk and cate-
gorised into the triage classes defined according to the level
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Fig. 1 Overview of the Santobono Emergency Department flow. The colored parallelograms represent the color tag assigned to patients after the
triage

Use of Modelling Simulation to Monitor the Performance … 569



of assistance required (i.e., red, yellow, green and white tag).
The classified patients will be the inputs of the second
sub-process.

The FrontDesk is modelled as a server that performs the
triage operation according to a processing time that follows a
normal distribution with a mean of 5 min and a standard
deviation of 0.2 min. The assignment of the triage tags is
modelled using a Data Table (see Fig. 4) with the percent-
ages of patients in each triage class. The data were extracted
from the ED information system. The data table assigns to
each entity patient a label that will be used to identify and
correctly direct each type of patient.

The second sub-process is a clinical process (see Fig. 5)
related to the clinical path of the patient across the treatment
areas (modelled as servers in SIMIO® and called Emergency
* Rooms where the * indicates the name of a generic
Emergency Department). The Emergency * Room process-
ing times follow normal distributions with a mean of 20 min
and a standard deviation of 0.2 min.

Depending on triage tag and simulation clock (internal
simulation time), the patients follow different paths (see
Fig. 1):

• RED TAG patients: they proceed exclusively towards the
RedTagBox server;

• FAST TRACK patients: they proceed towards the Spe-
cialisticEmergencyRoom server, which is open only in a
defined time slot (8:00 am to 5:00 pm). When the service
is not available, the patients are addressed to the Wait-
ingRoom server;

• YELLOW, GREEN and WHITE TAGS patients: they
proceed towards the Waiting-Room.

After the WaitingRoom, the patient follows the path that
is open according to the time slots, in fact a pediatric
emergency room (EmergencyPaediatricRoom3 server) is
activated only from 8 am to 12 am. This option has been
modelled using a TransferNode, which allows or inhibits the
access to the arcs exiting the node. The access to the dif-
ferent EmergencyRoom depends on percentages (see
Table 1) and on the room availability (server free). This has
been modelled setting the routing and selection logic of the
path defined according to percentages provided by the ED
information system.

Fig. 2 Modelling of the administrative sub-process: patient registra-
tion and triage

Fig. 3 Rate Table of patient arrivals

Fig. 4 Data Table with the percentages of patients for each triage code
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Once the patient leaves the specific emergency room,
he/she can follow 3 paths: Exit, Ward and Short Stay
Observation Unit (SSOU) server, in relation to the doctor’s
prognosis. This has been modelled setting the routing and

selection logic of the path defined according to percentages
provided by the ED information system (see Table 2).

4 Tests and Conclusions

The model has been simulated with a dual purpose to
evaluate the functionality of Santobono Emergency
Department process and check the model’s ability to high-
light criticalities using real data. In order to achieve these
purposes, the model was tested using real data related to a
24 h high-intensity working day (pre-holiday and wintry day
in which there were numerous accesses because of seasonal
typical pediatric age illnesses).

In order to simulate the Front Desk (i.e., Patient Regis-
tration Desk) and triage management according to the num-
ber of patients approaching the ED, two simulation tests were
performed. The first (#1) considers the presence of one triage
nurse, the second (#2) considers the presence of two triage
nurses. Tables 3 and 4 report the time in system and the Front
Desk queues. These results show that considering simulation

Fig. 5 Modelling of the clinical sub-process: medical assessment and treatment

Table 1 Patients’ percentages from the WaitingRoom to the Emer-
gencyOperating Rooms

From WaitingRoom to [*] Percentage (%)

EmergencyOperatingRoom 20

EmergencyOrthopaedicRoom 16

EmergencyPaediatricRoom (1, 2, 3) 64

Table 2 Patients’ percentages from the EmergencyOperatingRooms
to exit, ward or SSOU

From EmergencyRoom to [*] Percentage (%)

Exit 90.8

Ward 5.8

Short stay observation unit 3.4

Table 3 Results of simulation #1

Simulation #1: n.1 Triage nurse

Triage tag Timing system (h:mm) Max (h:mm) Min (h:mm)

White 0:31 2:00 0:20

Green 0:27 1:52 0:20

Yellow 0:31 1:42 0:20

Fast track 0:22 0:30 0:20

Front desk queues

Final output 113 people

Average 31 people
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#1 there will be a queue of 113 people at the end of the day.
Whereas, considering simulation #2 all patients are treated
into 24 h even if the average time in the system is higher.

This suggests that in healthcare, particularly in ED, a
robust requirement analysis should be performed by a
valuable multidisciplinary team [15, 16] in order to identify
the correct model and its real implementation [17].
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Validation of SIMIND Monte Carlo
Simulation Software for Modelling
a Siemens Symbia T SPECT Scintillation
Camera

John E. Ejeh, Johan A. van Staden, and Hanlie du Raan

Abstract
The use of Monte Carlo (MC) simulations in nuclear
medicine is on the rise due to its usefulness in modelling
many physical phenomena which are difficult or impos-
sible to measure. To use MC for gamma camera image
simulations, it is important to validate the simulated data
with the measured data to ensure that what is simulated is
a true representation of the physical system being
modelled. Therefore, in this study, the SIMIND MC
code for modelling a Siemens Symbia T dual head
SPECT/CT gamma camera fitted with high energy
all-purpose collimators (HEAP) was validated. The
validation was done by acquiring and simulating certain
NEMA stipulated performance measurements for 131I.
These measured and simulated performance data were
processed and the results compared. The FWHM and
FWTM for the gamma camera for measured and simu-
lated system spatial resolution were 14.4, 29.7 mm versus
13.9, 25.9 mm. System sensitivity performance measure-
ments and simulation produced results of 49 cps/MBq
and 48 cps/MBq respectively. The corresponding mea-
sured and simulated values for the septal penetration were
3.8 and 4.2%. From this study it is evident that the
SIMIND MC Code can be used with confidence to mimic
131I studies acquired with a Siemens Symbia T
SPECT/CT gamma camera fitted with HEAP collimators.

Keywords
Computer simulation � Code validation � SIMIND
Septal penetration fraction � Monte Carlo

1 Introduction

Monte Carlo (MC) simulations are used to model real life
systems. MC has the advantage of creating a controlled
environment to evaluate many phenomena which are diffi-
cult or impossible to measure physically. In nuclear medi-
cine it provides the opportunity to study the physics of
factors responsible for degradation of images [1]. The opti-
mization of image acquisition and processing in nuclear
medicine is one of the reasons why the use of MC simulation
is on the rise [2].

Simulation of Imaging Nuclear Devices (SIMIND) [3] is
one of the dedicated MC codes for simulating nuclear
medicine images acquired with gamma cameras. In SIMIND
a standard clinical gamma camera can be defined which can
be used to simulate planar and SPECT data [4].

It is necessary to validate all computer models before
using them to simulate real world systems. To validate a MC
code, results of simulated experiments are benchmarked
against results obtained from experimental measurements on
the physical system [5]. The validation ensures that the
simulated system truly represents the physical system.

Validating nuclear medicine MC codes to simulate
imaging systems can be done by performing certain National
Electrical Manufacturers Association (NEMA) stipulated
performance measurements [6]. Commonly used measure-
ments for gamma cameras are the energy resolution, system
spatial resolution, and system sensitivity [7–11]. For this
study, the extrinsic planar spatial resolution, system planar
sensitivity and collimator septal penetration performance
tests were done to validate the MC Code.

The aim of this study was to validate the SIMIND MC
code for modelling a Siemens Symbia T SPECT/CT dual
head gamma camera fitted with HEAP collimators using
131I. The validation of SIMIND MC for the aforementioned
gamma camera with 131I was done due to our interest in 131I
dosimetry using simulated SPECT images.
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2 Materials and Methods

The radionuclide (131I) necessary for the study was measured
in a dose calibrator (Biodex Atomlab 500, Biodex Medical
Systems New York, NY, USA). Validation measurements
were obtained with a dual-head gamma camera (Symbia T,
Siemens Medical Solutions, Inc. Hoffman Estates, IL., USA)
fitted with HEAP collimators.

A model of the Symbia T gamma camera was created in
SIMIND version 5.0 which simulated all planar images
required for the validation tests.

All measured and simulated images were processed with
the public domain software, ImageJ (version 1.50i) [12].

2.1 Gamma Camera Measurement

Only one of the Symbia T dual-head SPECT/CT gamma
camera’s detector was used to acquire data because accep-
tance tests showed little difference between the two detec-
tors. The gamma camera data were acquired with a 15%
energy window centred at the 364 keV, photopeak of 131I
and all measurements were repeated three times. The matrix
size was selected as indicated for each specific test.

Extrinsic spatial resolution: Two capillary tubes with an
inner diameter of 1 mm were used to determine the system
spatial resolution. The capillary tubes were filled with
9.4 ± 0.4 MBq of 131I and were placed 10.0 ± 0.5 cm apart
and 10.0 ± 0.5 cm away from the detector of the gamma
camera. Gamma camera images of 4 000 000 counts were
acquired in an image matrix of 512 � 512 with a pixel size
of 0.12 cm.

The spatial resolution was calculated by drawing a profile
across the image of the capillary tubes. The line profile was
fitted with a Gaussian function and from this, the full width
at half maximum (FWHM) and the full width at tenth
maximum (FWTM) were calculated.

System sensitivity: A petri dish with an inner diameter of
6.4 cm was filled with water to completely cover the bottom
of the dish. Activity of 135.7 MBq of liquid 131I was dis-
persed into the petri dish. The petri dish was placed at the
centre of the gamma camera detector and 10.0 ± 0.5 cm
from the face of the detector. A static image of the set up was
acquired for 600 s using a matrix size of 256 � 256 with a
pixel size of 0.24 cm.

The system sensitivity was calculated in units of ‘counts
per second per Mega becquerel (cps/MBq)’ using Eq. 1

System Sensitivity
cps

MBq

� �
¼ total counts in image

time sð Þ � activity MBqð Þ ð1Þ

Septal penetration fraction: The activity-filled petri dish
with which system sensitivity was measured was also used
to measure the collimator septal penetration fraction. The
same acquisition parameters were implemented in acquiring
the petri dish at distances of 5, 10, 15, 20, 25, 30, 35, and
40 cm from the detector of the gamma camera. The decay
corrected count rates and the variable distance from the
source to collimator were fitted to the function in Eq. 2.

Ri ¼ c0 þ c1exp �c2Dið Þ ð2Þ
where c0; c1; and c2 are fitting parameters, Ri is the decay
corrected count rate and Di is the distance from the detector
to the bottom of the petri dish. The collimator penetration
fraction (PF) was calculated at DN , where DN = 10 cm,
using Eq. 3

PF ¼ c1exp �c2DNð Þ
c0 þ c1exp �c2DNð Þ ð3Þ

2.2 Monte Carlo Simulation

SIMIND Monte Carlo code

The SIMIND MC code, written in FORTRAN-90 consists of
two main programs, SIMIND and CHANGE (which pro-
vides a menu in which the system and the study to be
modelled is defined). After defining the system in
CHANGE, SIMIND executes this system.

All detector and intrinsic characteristics of the gamma
camera were defined according to the Siemens Symbia T
specification sheet [13]. The thickness of the cover of the
scintillation crystal made of aluminium was defined in
CHANGE as 0.1 cm. Acceptance test results for energy
resolution and intrinsic spatial resolution of the camera were
also defined in the CHANGE program to ensure that the
characteristics of the physical camera and the digital camera
matches.

The CT scanner of the hybrid gamma camera was used to
acquire high resolution CT images of each experimental
setup. The CT acquisition was carried out in a 512 � 512
image matrix with a pixel size of 0.127 � 0.127 cm2 and a
slice thickness of 0.5 cm. These CT images were segmented
using ITK-SNAP version 3.6.0 [14]. Each segmented region
of the CT images were assigned a unique value. These
unique assigned segmentation values along with the density
and radioactivity concentration values were saved in a text
file (Zubal file) [4]. In-house software was used to convert
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the Hounsfield values of the CT images to density values.
These CT density images along with the text file and the
segmented CT images served as input for the SIMIND MC
code. The SIMIND MC code, with which the model of the
Symbia T gamma camera, was created, was used to simulate
the above mentioned experiments. The stop condition for
each simulation was based on the same duration used to
acquire the corresponding physical gamma camera
measurements.

3 Results

Figures 1 and 2 show the images obtained for the extrinsic
spatial resolution and system sensitivity validation tests.
Figures 1a and 2a show the images obtained through mea-
surement, while Figs. 1b and 2b show the simulated images.

Table 1 shows the results for both measured and simu-
lated data for the validation tests. The measured data are
shown as the mean value ± SD of the three repeated
measurements.

4 Discussion and Conclusion

The results for the system spatial resolution shows good
agreement between the measured and the simulated data.
The differences between the measured and simulated
FWHM and FWTM are 3.5% and 12.8% respectively. The
difference between the measured and simulated FWTM can
be attributed to the absence of the glass tube in the simulated

setup (which cause scatter in the physical measurement). The
measured and simulated FWHM of the gamma camera were
in good agreement with the specified value given by the
manufacturer (13.4 mm).

The measured and simulated system sensitivity agree well
as shown in Table 1. The percentage difference between the
measured and simulated sensitivity values is 2.0%.

The collimator penetration fraction for the HEAP colli-
mator with 131I was calculated to be 3.8% and 4.2% for the
measured and simulated data respectively. The measured
and simulated values compare favourably to the value
specified by the manufacturer for the gamma camera fitted
with HEAP collimators (3.5%).

The good agreement between the measured and simulated
data implies that the SIMIND MC Code is suitable for
modelling the Siemens Symbia T SPECT/CT dual head
gamma camera fitted with HEAP collimators. This study
was aimed at validating SIMIND for simulation of 131I
images. The validation was performed to provide the con-
fidence that the simulated images are true representations of
the gamma camera images. The results obtained are com-
parable to those obtained for similar SIMIND validation
tests for different gamma camera models and different iso-
topes as reported by other researchers [9, 15–18].
Thus SIMIND was accurately validated.
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Fig. 1 a Image of the measured capillary tubes for system spatial
resolution b Simulated capillary tubes for system spatial resolution

Fig. 2 a Planar image of the measured sensitivity b Planar image of
the simulated sensitivity

Table 1 Results for the measured and simulated validation tests

Test Measured Simulated Difference %−difference

Spatial resolution

FWHM (mm) 14.4 ± 0.72 13.9 0.5 −3.5%

FWTM (mm) 29.7 ± 1.20 25.9 3.8 −12.8%

System sensitivity

(cps/MBq) 49.0 ± 0.26 48.0 1.0 −2.0%

Septal penetration fraction

(%) 3.8 ± 0.01 4.2 0.4 10.5%
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A Model Describing the Multiphasic
Dynamics of Mixed Meal Glucose Responses
in Healthy Subjects

Manuel Eichenlaub, Natasha Khovanova, and John Hattersley

Abstract
Modelling of the glucose metabolism for the purpose of
improving the diagnosis and therapy of diabetes mellitus
has been the subject of research for decades. Despite this
effort, conventional models describing postprandial glu-
cose profiles of healthy subjects fail to include the
phenomenon of biphasic glucose responses. Continuous
glucose monitoring data recorded from five healthy
subjects show that mono- and biphasic glucose responses
from regular meals are equally common. We therefore
developed a suitable parametric model, capable of
producing mono- as well as biphasic meal responses. It
is expressed by linear second order differential equation
with a dual Gaussian input function. Additionally, a
simple method for classifying meal responses into mono-
or biphasic profiles was developed. Model inversion was
performed using a fully Bayesian method. R2 values of
model output compared to CGM data was 91.6 ± 8.3%,
indicating the models ability of accurately describing a
wide range of mixed meal glucose responses. Parameters
were found to be associated with characteristics of
individual meals. We suggest that the model could be
used to objectively assess postprandial hyperglycemia,
one of the main measures for glycemic control.

Keywords
Healthy subjects � Input function � Postprandial glucose
dynamics � System identification

1 Introduction

Diabetes mellitus is one of the most common metabolic
disorders and manifests itself by a failure of the body to
regulate the concentration of glucose in the blood in a
healthy range. In this context, various diagnostic and ther-
apeutic methods rely on knowledge of the underlying
mechanisms of glucose regulation. For that reason, mathe-
matical modelling of the glucose metabolism in the healthy
as well as the diabetic state has gained much attention in
research over the past decades. Hereby, one of the main
focus points has been the metabolism in a postprandial state,
modelled with the help of corresponding profiles glucose
and other substances, e.g. insulin. The level of biomedical
detail incorporated into those models is thereby strongly
dependent on the experimental data available for model
identification [1].

By analyzing postprandial glucose profiles from healthy
subjects consuming mixed meals, i.e. meals containing car-
bohydrates as well as fat and protein, the occurrence of two
distinct peaks rather than only one single peak in the profiles
has been reported [2]. A similar effect has also been
described with a pure glucose meal during an oral glucose
tolerance test (OGTT) [3]. At present day, the occurrence of
biphasic glucose responses has not been incorporated into
models describing the postprandial glucose metabolism from
mixed meals. Conventional models are only capable of
producing monophasic (single peak) responses, including
the well-established and highly influential simulation model
by Dalla-Man et al. [4]. In those models it is common to use
various types of input functions to model the impact of food
on the glucose concentration. These input functions can be
an impulse (e.g. [5]), of trapezoidal/triangular shape [6] or be
described by the general functional form f tð Þ ¼ t exp �tð Þ or
f tð Þ ¼ t exp �t2ð Þ [7, 8].

In this paper we present a model capable of describing
monophasic as well as biphasic responses from mixed meals
by introducing a type of input function, often used in the
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modelling of hormone secretion patterns [9]. The model was
designed to be identified using only data from continuous,
subcutaneous glucose monitoring (CGM). We demonstrate
that the model possess enough flexibility to describe
responses of greatly varying shape from different meals and
that parameters of the model are related to the characteristics
of the meal. Secondly we introduce a simple method for
classifying meal responses as mono—or biphasic, based on
similar process developed for sparsely sampled glucose data
during an OGTT [3].

In doing so, we want to establish a method for objectively
characterizing the postprandial glucose exposure under
realistic conditions. Such a tool could be used to improve the
assessment of the overall state of glycemic control in indi-
viduals affected by diabetes mellitus.

2 Methods

2.1 Data Collection

CGM data was collected from five healthy male subjects
(Age: 26–47, BMI: 25.2–30.2 kg/m2) undergoing inpatient
monitoring at the Human Metabolism Research Unit at the
University Hospitals Coventry and Warwickshire, UK. For
that, the Freestyle Navigator 2 CGM system (Abbot Dia-
betes Care Inc., 1360 South Loop Road, Alameda CA, USA)
providing a 10-min sampling period was utilized. After a
sufficient sensor “warm up” period, 18 h of consecutive
glucose data, collected between 09:00 and 03:00 the fol-
lowing day was recorded. During this time, subjects con-
sumed a total of four meals and performed two 30 min
periods of light stepping exercise at 12:30 and 16:30. The
meals consisted of standard western menu items and were
identical for all subjects, with only the amounts adapted to
ensure an isocaloric diet. In detail, the share of calories from
carbohydrates and the overall share of the total daily calorie
intake in percent for each meal were as follows: breakfast
(52/25), lunch (44/34), dinner (47/26) and snack (74/15).

Prior to the study, appropriate ethical approval including
the compliance with the Ethical Principles for Medical
Research on Human Subjects set by Declaration of Helsinki
was granted (REC Reference: 13/WM/0327).

2.2 Model Formulation

The basis for the model formulation is formed by the fact
that the metabolism of a healthy person attempts to maintain
glucose homeostasis, meaning that an inflow of glucose to
the blood from a meal and the subsequent rise in concen-
tration is rapidly compensated by the endocrine system The
model itself was adapted from previous publications [10, 11]

and consists of a linear second-order differential equation
with a novel, nonlinear input function:

€x tð Þþ h1 _x tð Þþ h2x tð Þ ¼ f t; hð Þ ð1Þ

x 0ð Þ ¼ x01 _x 0ð Þ ¼ x02 ð2Þ

y tð Þ ¼ x tð Þþ e e � N 0; k2
� � ð3Þ

f t; hð Þ ¼ h4ffiffiffiffiffiffiffiffi
10p

p exp � t � h3ð Þ2
10

 !

þ h6ffiffiffiffiffiffiffiffiffiffi
100p

p exp � t � h5ð Þ2
100

 !

:

ð4Þ
The new external input function f t; hð Þ acts on the system

describing the glucose concentration x tð Þ. In (3), the process
of observing the CGM data y tð Þ is described as having a
Gaussian distributed measurement error e with zero mean
and standard deviation k. In (1) the linear system behavior is
governed by the evolution parameters h1 and h2 with the
initial conditions x01 and x02 being described in (2).

The input f t; hð Þ is defined through the summation of two
Gaussian distributions and introduces additional evolution
parameters h3 to h6. By adapting these parameters, it is
possible to induce both mono- and biphasic glucose
responses from the model. It was designed to represent the
biphasic process of glucose absorption. The first component
of (4) models an initial inflow of glucose from carbohy-
drates, whereas the second component describes mixed and
delayed effects of carbohydrates, fat and protein in the food.
The widths of the two components (corresponding to the
standard deviation of a Gaussian) were chosen to produce
sharp or flat responses, associated with carbohydrates or
fat/protein, respectively [12]. This gives the model the
ability to produce a wide variety of responses to different
meals as can be seen in Fig. 1.

2.3 Parameter Estimation

Equations (1)–(4) specify a total of nine parameters that
have to be estimated from the CGM data only. The two
initial conditions in expression (2) were fixed, because the
dynamics of the model are mainly driven by the input
function and therefore have little effect on the model output.
This leaves a total of seven unknown parameters, i.e. the
evolution parameters h1 to h6 and the measurement error k,
to be identified during model inversion. For that, a varia-
tional Bayesian numerical method was employed. It is a
fully Bayesian method, allowing the identification of non-
linear models formulated with ordinary as well as stochastic
differential equations [13]. By using Bayesian approach, all
unknown parameters are characterized by probability dis-
tributions rather that fixed values. Furthermore, any existing
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information about the parameters can be included into prior
distributions. The particular inference method has been
proven to be useful and robust by past research [10, 14].

Based on findings from a previous study [12] and the
experimental schedule, the sections of CGM data under meal
influence were extracted for each of the 20 recorded meals
(see dashed vertical lines in Fig. 1). From that, the value of
x01 was set to the first CGM value of the respective meal and
x02 to the difference of the second and first measurement
point. Additionally the offset of the CGM data was corrected
by subtracting a basal glucose concentration value estimated
as average between the first and last measurement point of
each meal. This is justified by the fact that baseline levels on
the timescale of one peak can be considered constant. After
that, all seven model parameters were estimated for each
individual meal.

All prior distributions utilized existing information to a
varying extend. The prior for the measurement error k was
set to in accordance with the experimentally derived value of
0.9 ± 0.8 mmol/L for the used CGM device [15]. The priors
for the normally distributed evolution parameters (h1 to h6)
were chosen to reflect physiologically sensible ranges
or based on previous findings with a similar model
structure [10].

All derivations were done in MATLAB 2015b (The
MathWorks, Inc., 1 Apple Hill Drive, Natick MA, USA). An
implementation of the inference method is published as an
open-source library of MATLAB functions [16].

2.4 Classification of Meal Responses

The meal responses were classified according to the number
of significant peaks within the response into the categories

“monophasic” for one and “biphasic” for two peaks. Based
on the previously mentioned publication by Tschritter et al.
[3], the following criteria for detecting peaks were devel-
oped: a continuous rise in BG level by at least 0.5 mmol/L
or duration of 30 min and a subsequent continuous drop in
BG level by at least 0.5 mmol/L or duration of 30 min. An
automated algorithm applying these criteria to the meal
responses was implemented.

3 Results

The quality of the model fit was evaluated using the coef-
ficient of determination (R2). The overall mean and standard
deviation for R2 are 91.6 and 8.3%, respectively. An
example of model output is given in Fig. 1. The classifica-
tion of the meal responses yielded and exact 50% spilt
between monophasic and biphasic.

In order to increase the understanding in the inferred
evolution parameters h1 to h6, they were transformed into the
following, more meaningful quantities:

s ¼ 2p
ffiffiffiffiffi
h2

p f ¼ h1
2
ffiffiffiffiffi
h2

p DT ¼ h5 � h3 UF ¼ h4
h6

: ð5Þ

In (5), s is the period of natural oscillation of the system
in minutes and f the damping factor (dimensionless). DT

describes the time difference between the two peaks of the
input function in minutes and UF the ratio between the
intensities associated with the peaks (dimensionless).

Median values and interquartile ranges of all parameters
grouped by meals are displayed in Table 1. The mean and
standard deviation of k over all responses are 0.32 and
0.04 mmol/L, respectively.

Fig. 1 Top: example of model outputs with uncertainty. Bottom: plots
of the respective input functions f t; hð Þ. The dashed vertical lines mark
beginning and end of every meal period. Here breakfast and dinner

were classified as monophasic responses, whereas lunch and the snack
were classified as biphasic
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4 Discussion

Our experiments confirm previous findings, regarding the
biphasic nature of mixed meal glucose responses [2]. The
classification results show that biphasic responses are as
common as monophasic responses, justifying the premise of
this work and the need to include this phenomenon in
realistic models. Apart from that, the main contribution of
this work is the addition of an input function to an otherwise
established model, allowing the description of a wide range
of mono- and biphasic glucose responses. The functional
form of two overlapping Gaussians is novel in the context of
describing glucose dynamics and enables a high degree of
flexibility by allowing the adjustment of the intensity and the
timing of the peaks.

In Fig. 1 the capability of the model to accurately
describe different degrees of biphasic and monophasic
responses is exemplified. The results from the analysis of R2

values confirm this impression and show the model’s ability
to fit the data well.

Due to the small number of responses recorded per meal,
the use of statistical testing in the analysis of parameters was
intentionally forgone. Nevertheless, it is possible to infer
information about the explanatory power of the model upon
inspection of the parameters (Table 1). In comparison with
other meals, the parameters s and DT are increased during
lunch. This implies that the high overall calorie (34% of total
daily carbohydrate intake) and especially fat/protein content
(56% of calories) could cause prolonged hyperglycemia. The
same argument can be made for the damping parameter f,
also being increased during lunch, compared to other meals.
This suggests that these parameters are related to the food
characteristics. On the other hand, the results of parameter
UF do not clearly support the physiological interpretation of
the input function as being related to the carbohydrate and
fat/protein content of the food. Here, no similarities between
ratios of macronutrients in the food and UF were found.

In terms of the measurement error k, the inferred values
(0.32 ± 0.04 mmol/L) lie well within the uncertainty limits

reported in literature (0.9 ± 0.8 mmol/L) [15]. Additionally,
the small standard deviation of k is a sign of consistent
model fitting.

In terms of experimental design, the time difference
between meals as well as the time difference between
exercise and meal was short. This could have been a limiting
factor in the modelling process due to overlapping effects of
meals or meals and physical exertion. Additionally, the
homogeneity and limited size of the study population hin-
dered the explanatory power of results as well as the ability
to relate the model parameters to physiological
characteristics.

Based on previous findings in our group [10], this work
can be considered as a further step towards our goal of
improving the evaluation of glycemic control in people
affected by diabetes mellitus. In particular, the model could
be used to objectively assess postprandial hyperglycemia,
one of the main measures for glycemic control [17]. Future
experiments will focus on isolating the effects of different
macronutrients and include subjects with different stages of
impaired glucose tolerance and DM type 2.
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Geant4 Simulation for Commissioning
of Proton Therapy Centre

Hong Qi Tan, Jun Hao Phua, Lloyd Tan, Khong Wei Ang, James Lee,
and Andrew Anthony Bettiol

Abstract
In anticipation of the new Proton Therapy Centre in
Singapore at 2020, the medical physicists and physicists
in NCCS and NUS have come together to do several
preparation/preliminary works. Of which, one of the most
important programme is to develop the Monte Carlo
simulation capability using GEANT4 toolkit. We simu-
lated the entire beam delivery and nozzle based on
specifications given by Hitachi. The results of the
Energy-Range curves in water phantom together with
spot size in air agrees well with measurement data
provided by Hitachi. We will show the complete
methodology of simulation leading up to the comparison
with measurement data. There were 3 main aspects we
focused on—(1) The choice of physics models, (2) The
determination of initial proton phase space based on
Twiss parameters from beam profile measurement and
(3) The choice of cut-off energy and step size. This
simulation is important for the commissioning of the
Proton Therapy System and the methodology presented
will be helpful for other upcoming centers who are
interested in doing the same.

Keywords
Proton therapy � Monte Carlo � Beamline simulation

1 Introduction

The National Cancer Centre Singapore (NCCS) aims to start
its first Proton Therapy treatment in 2021. This is a huge
time gap before a physical Proton Therapy Beamline will be
available for data collection, measurements, and clinical
evaluations. There are available commercial Treatment
Planning Systems (TPS) that allow clinicians, physicists and
dosimetrists to prepare for the eventual operation of the
Proton Therapy Centre. However, most of these analytical
model-based TPS have limitations in their modeling of the
proton dose distributions [1, 2].

Monte Carlo Simulation is a great tool for simulating
radiation transport accurately and can potentially be used to
simulate the entire Proton Therapy system [3–5]. Thus, there
is a strong motivation to develop an in-house Monte
Carlo-based Proton Therapy clinical system capable of
producing fast and accurate results using highly parallelised
code and GPUs. Furthermore, Monte Carlo simulated beam
data can be used as input data to the clinical commercial
TPS, thereby reducing the number of measurements during
commissioning [6]. This can greatly improve efficiency of
the Proton Therapy system commissioning.

In this paper, we will present the methodology of con-
structing such a Monte Carlo simulation using GEANT4
toolkit [7, 8] version 4.10.02.p02. GEANT4 toolkit is highly
configurable and has proven to be invaluable in high energy
physics, space technology and medical application. How-
ever, this toolkit can be daunting for first time user [2] due to
the wide variety of settings available. Thus, our aim is to
explain how the settings are chosen for the simulation of
Depth-Dose curves (IDD) and in-air spot size at the isocenter
for a PT (Proton Therapy) system. Based on our under-
standing, three important settings are crucial for successful
simulation of a PT system—(1) Physics model, (2) Twiss
parameters and (3) cut-off energy and stepsize. This simu-
lation will model a Pencil Beam Scanning Proton Therapy
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system which follows the specifications of NCCS’s Proton
Therapy system (Hitachi, Ltd. Healthcare Business Unit).

2 Method of Simulation

The entire geometry and material of the Proton Therapy
nozzle is constructed in GEANT4 inheriting the
G4VUserDetectorConstruction class. For the Scanning Pro-
ton Therapy system, the relevant components are Range
Shifter, Main and Sub Dose Monitor, beam spot position
monitor and the Kapton window. They will introduce lon-
gitudinal and lateral straggling which will affect the beam
profile. The X and Y Scanning magnet can be included to
deflect the beam in the lateral position by using the
G4UniformMagField class and including a suitable inte-
grator class such as G4SimpleRunge, G4HelixImplicitEuler
or G4ImplicitEuler etc. The exact integrator class to be used
depends on the accuracy, speed and magnetic field profile.
However, this consideration is not relevant for the purpose
of this paper, thus no magnetic field was applied to the
scanner. The final geometry of the nozzle used in the sim-
ulation is shown in Fig. 1. The beam is set to start at the
Beam Profile Monitor (BPM) as the phase space parameters
for the beam is given at this component by the manufacturer.
A 30 � 30 � 30 cm water phantom is placed at the
isocenter with a user-defined sensitive detector (shown in
Fig. 1 as a blue box) placed within for dose scoring. The
geometrical configuration of the detector depends on both
the physical quantity that we are interested in and the time
required for the simulation. A 1-dimensional slice of reso-
lution 0.1 mm was used along the beam direction for cal-
culating the IDD curve whereas a 3-dimensional voxels of
resolution 0.2 mm were used for calculating the beam spot
size. The choice of resolution is decided based on the data
given by the manufacturer and time required for simulation.
The entire water phantom was used for scoring of IDD due
to the long range of high energy proton, but only a thin slice

of water phantom at the isocenter is used for scoring of beam
spot size as the longitudinal information is not required.

2.1 Physics Model

The choice of physics model is undisputedly the most
important input for Monte Carlo Simulation and it often
involves a trade-off between computation speed and accu-
racy. It has an impact on the spatial dose distribution which
affects the IDD curve and beamspot size. The three main
interactions of Proton (considering only energy of relevance
to PT, <250 MeV) with biological material are inelastic
coulomb scattering, elastic coulomb scattering and
non-elastic nuclear reactions [9]. The first interaction con-
tributes the most to defining the dose distribution in the
longitudinal direction and the range of the particle, thus
having the most impact on the shape of the IDD curve. The
non-elastic nuclear reaction serves to reduce the fluence of
the incident primary proton beam towards the Bragg Peak
which in principle could affect the longitudinal dose distri-
bution as well. However, this is less significant than the
other interaction due to it’s lower cross section. Finally, the
elastic coulomb scattering introduces lateral straggling to the
proton beam and has a direct impact on the beamspot size.

Due to the significance of the Electromagnetic Process in
defining dosimetric characteristic of the proton beam, this
preliminary work will focus on investigating how different
Electromagnetic (EM) Physics Model affects the IDD curve
in water and beamspot size in air. The nuclear model
QGSP_BIC is recommended for medical application [10]
and was used for our simulation. The list of models to be
examined are:

1. emstandard_opt1
2. emstandard_opt2
3. emstandard_opt3
4. emstandard_opt4

Fig. 1 A schematic of the geometry used for simulation. The beam is
set to start at the Beam Profile Monitor (BPM) and will traverse through
the Kapton window, Sub and main dose Montor, spot position monitor

and finally range shifter before hitting the water phantom centered at
the isocenter. The blue cube in the water phantom is the sensitive
detector for dose scoring
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5. Livermore
6. Penelope.

The results of varying the physics models are shown in
Fig. 2 using 20 millions proton in the simulation. Figure 2a
shows the comparison of a IDD curves for different energy
proton using “emstandard_opt4” physics model. The defi-
nition of the range of proton as the 90% distal fall-off edge is
also shown in Fig. 2a. Figure 2b shows the y-z beamspot
distribution at the isocenter for a 150.3 MeV proton beam.
The spot size is determined from the Gaussian fit of the
beamspot distribution in Fig. 2b. Figure 2c shows the
absolute range difference of proton under various physics
models. This range difference is with respect to “emstan-
dard_opt4” as this is deemed to be the most accurate Elec-
tromagnetic physics model. It can be observed that the

choice of physics model has a greater impact on higher
energy incident protons with range difference up to 0.2 mm.
Also, emstandard_opt3, Livermore and Penelope gives the
same level of accuracy as emstandard_opt4, whereas
emstandard_opt1 and emstandard_opt2 differ the most from
emstandard_opt4. Hence, depending on the range tolerance
and computational resources, users can settle for less accu-
rate EM model such as emstandard_opt2. Figure 2d shows
the comparison of spot sizes under different Physics Models.
The spot size are again computed with reference to
emstandard_opt4. There are no clear trends between differ-
ent physics models in determining the spot size. This could
be possibly due to the use of 0.2 mm voxel size in the
simulation and differences might arise if a smaller voxel size
is used. However, it is interesting to note that the impact of
physics models seem to be less significant as the energy of
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Fig. 2 a Depth-dose curve for different proton’s energy and the
definition of the range of proton as the 90% distal fall-off is shown in
the figure. b Beamspot profile in both horizontal and vertical direction
together with their Gaussian fits for 150.3 MeV proton beam.
c Absolute range difference between the various physics models and

emstandard_opt4. The dashed lines represent physics models that
deviate the most from emstandard_opt4 and the models represented by
solid lines deviate the least. d Absolute difference in beamspot sizes for
different physics models with respect to emstandard_opt4
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incident proton increases. The run time comparison of the
different physics model is shown in Fig. 3 and is calculated
using a single core intel xeon E5620 CPU. emstandard_opt2
offers the fastest computation time and interestingly
emstandard_opt1 has similar run-time as Livermore, Pene-
lope and emstandard_opt4 models. This run time trend is for
calculation in a homogeneous water medium and could vary
substantially when the medium is composed of many dif-
ferent materials and complex geometry. Thus, results in
Fig. 3 should be used with caution.

2.2 Twiss Parameters

This section focused on the modelling of the phase space in
the simulation. The phase space description of the initial
beam profile is crucial in calculating the final beamspot size
at the isocenter. The phase space ellipse are characterized by
4 parameters—a, b and c known as the Twiss parameters
and the emittance, e which is proportional to the area of the

phase space [11]. Using the Twiss parameters and emittance,
the equation defining the ellipse is given by Eq. (1).

cx2 þ 2axx0 þ bx02 ¼ e ð1Þ

bc� a2 ¼ 1 ð2Þ
x is the position and x0 is related to the transverse momenta via
px ¼ p0 tan x0. For completeness, the maximal x for the ellipse
is

ffiffiffiffiffi

eb
p

and that of x0 is
ffiffiffiffi

ec
p

. The three Twiss parameters are not
independent and relate to each other through Eq. (2).

In this work, two of the Twiss parameters a and b, and the
Emittance are given by the manufacturer at the BPM for
both the vertical and horizontal beam profiles (total of 6
parameters). The c parameter can be calculated from Eq. (2).
In order to sample the x� x0 values from the phase space
ellipse, we assumed a bivariate gaussian distribution [11]
with covariance matrix given by Eq. (3)

VarðxÞ Covðx; x0Þ
Covðx; x0Þ Varðx0Þ

� �

¼ eb ea
ea ec

� �

ð3Þ

Lastly, using Cholesky decomposition technique on the
covariance matrix [12], any bivariate gaussian distribution
can be sampled from standard normal distribution where the
latter is included in GEANT4 G4RandGauss class. This
concludes the modelling of the initial phase space distribu-
tion of the beam given the Twiss parameters and Emittance.

2.3 Cut-Off Energy and Step Size

The cut-off energy and step size are input parameters that are
necessary for Monte Carlo simulation [13]. Ideally, a smaller
cut-off energy and step size will yield a more accurate result,
but this is at the expense of computation speed. Furthermore,
there is a practical voxel size resolution of the sensitive
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Fig. 3 Comparison of the run time between different physics models
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detector. If the cut-off range or step size is much smaller than
the voxel resolution, the accuracy of the result will not
improve. However, it is not clear from literature what is the
best recommended cut-off energy (or range) and step size
without compromising the computation speed. In this study,
we varied both the step size and cut-off from 0.02 to 0.5 mm,
but did not observe any clear difference in range and spot
size beyond the voxel resolution.

3 Comparison with Provided Data

The comparison between the measurement data from the
manufacturer and our simulation is shown in Fig. 4. The
final setting used in the simulation is emstandard_opt4
physics model together with manufacturer input of a; b; e
parameters and step size and cut-off of 0.1 mm each. The left
figure in Fig. 4 shows the range comparison and the devia-
tion from data is generally less than 0.5 mm for most energy.
However, deviation up to 0.8 mm can be observed for
energy more than 200 MeV. The right figure in Fig. 4 shows
the spot size comparison and there is excellent agreement
between manufacturer’s data and simulation data.

4 Conclusion

We have validated our configuration of the Geant4 Monte
Carlo simulation toolkit based on the specifications of our
Proton Therapy beamline from the manufacturer. Further
work includes building a customizable treatment planning
and clinical evaluation system for Proton Therapy. We aim
to extend this development for various studies, including,
(1) radiobiological effects, (2) 4D robust optimizations,
(3) 4D dose distributions evaluations, (4) commercial treat-
ment planning system validations, and eventually (5) as a
commissioning tool during clinical commissioning of our
Proton Therapy system.

Disclosures No conflicts of interest, financial or otherwise, are
declared by the authors.
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3D Quantification of Biological Damage
for a 160 MeV Proton Beam

Hong Qi Tan, Khong Wei Ang, and Andrew Anthony Bettiol

Abstract
Current Treatment Planning System uses advanced opti-
mization algorithm with Dose Calculation Engine to
optimize the dose delivered to the tumor to maximize the
tumor-killing potential while limiting the side-effects to
the normal tissues. Working in parallel, there are various
radiobiology simulation programs being developed by
different research groups to quantify biological endpoints
such as Double Strand Breaks (DBSs) yield and Chro-
mosome Aberration (CA) induced by different radiation
types. In this paper, we conduct a novel preliminary work
to combine these two areas to determine DSB yields in a
3D CT geometry. Our preliminary result shows that the
position of the Bragg Peak determined from dose
deposition differs from the position of maximal DSB
yields. The difference can range from 0 to 1 mm, hence
showing that dose is not entirely indicative of biological
damage in tissue.

Keywords
Proton therapy �Monte Carlo � Radiobiology simulation

1 Introduction

Proton radiobiology has received increasing attention due to
evidence that for some endpoints it can trigger a different
biological response compared to conventional X-rays [1]. As
a result, a proper understanding of proton radiobiology could
allow us to optimize the treatment delivered using Proton
Therapy (PT), yielding greater positive clinical outcomes.

Currently there are both experimental and computational
approaches towards achieving this goal. The latter approach
focus on using mathematical model with biological inputs
consistent with experiment to quantify biological endpoints
such as DSBs, CAs or clonogenic cell survival. There are
several groups working on establishing a computational
model for this purpose [2–6]. Even though the goal is the
same, the approaches and method of implementations differ
between the various models. Due to the fact that most of
these models are still in development phase, our group in
Centre of Ion Beam Application (CIBA) decided to develop
our own radiobiology software titled Integrated Radiobiol-
ogy Simulation with Geant4 and System biology (IRSGS;
pronounced as eye-ris) for this purpose. In this paper, we
develop a novel methodology to combine the DSBs quan-
tification from IRSGS into a 3D CT geometry and compare
it to the dose deposition in this similar geometry. This pre-
liminary study shows that the maximal DSBs spatial location
does not coincide with the Bragg’s peak, with the maximal
DSBs being about 1 mm further. Hence, showing that dose
is not entirely indicative of biological damage. This simu-
lation result agrees with experimental observation in Refs.
[7, 8]. It is important to note that DSB is not entirely
indicative of the cell-killing potential but the initial DNA
damage. Chromosome Aberration will be a more suitable
endpoint for this purpose but has yet to be included in our
IRSGS software. We will first cover the mathematical
framework for integrating DSBs quantification in any
geometry follow by the results and discussion, and finally
the conclusion.

2 Mathematical Framework

This section will present the mathematical framework that is
used for quantifying the DSB yields in a 3D geometry. The
output of IRSGS and other simulation softwares is DSB
yield per Giga-basepairs (Gbps) and per Gray, Ydsb whereas
a more appropriate measure of biological damage is DSBs
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per GBps, YD
dsb. The relation between these two quantities is

given in Eq. (1).

YD
dsbðrÞ ¼

Z

YdsbðEÞDðr;EÞdE ð1Þ

E is the energy of the proton particle and YdsbðEÞ is
dependent on the energy of the particle. Dðr;EÞ is the dose
deposited by a proton of energy E at position r. By running
the simulation several times for different values of the initial
incident proton energy, we obtained a relation between the
Linear Energy Transfer (LET) of the particle and Ydsb. In
general, we can express the relationship as a power series as
shown in Eq. (2).

YdsbðEÞ ¼ RiaiLETðEÞi ð2Þ
ai is the fitting constants for the i-th term of the power series.
However, for proton radiation, our simulation together with
other works show that the relation between Ydsb and LET is
approximately linear [2, 4, 9] which is not the case for heavy
ion radiation such as carbon ions, alpha particle or oxygen
ions or even neutrons. It is important to note that the overkill
effect will introduce maximum peak and nonlinearity in the
Ydsb and LET relation which exists only for high LET greater
100 keV/lm. This range of LET is not achievable by proton
ions which is regarded as a low LET radiation. Thus,
retaining only the first two terms of Eq. (2), we obtained
Eq. (3).

YdsbðEÞ ¼ a0 þ a1LETðEÞ ð3Þ
Substituting Eq. (3) into Eq. (1) and using the relation

R

Dðr;EÞdE ¼ DðrÞ and the definition of dose-averaged
LET, LETDðrÞ ¼

R

LETðEÞ � Dðr;EÞdE�R Dðr;EÞdE, we
obtain Eq. (5)

YD
dsbðrÞ ¼ a0

Z

Dðr;EÞdEþ a1

Z

LETðEÞDðr;EÞdE ð4Þ

¼ a0 þ a1LETDðrÞ½ �DðrÞ ð5Þ
Equation (5) gives the crucial mathematical relation in

evaluating 3D distribution of DSBs yield, YD
dsbðrÞ. It only

requires information of the 3D dose and LETD distribution in
the geometry as well as the fitting parameters a0 and a1
(determined from radiobiology simulation). The dose and
LETD in 3D geometry of defined materials can be calculated
by various methods [12, 13] and a0, a1 are determined from
radiobiology simulations. The simple form of Eq. (3) is due
to the linear Ydsb-LET relationship. Under different irradia-
tion condition used in the simulations (such as different
particle or DNA geometry etc.), higher order terms in the
power series might be required and YD

dsb will depend on
higher moments of LET.

3 Results and Discussions

As mentioned in the previous section, the first step in
quantifying 3D DSB yield distribution YD

dsbðrÞ is calculating
the fitting constants a0 and a1. The plot of Ydsb against LET
for IRSGS and other simulations [2, 4] are shown in Fig. 1.
The DSB scoring in IRSGS is based on DBSCAN algorithm
and the criteria that two SSBs on opposite DSB strand must
occur within 10 basepairs from each other. If multiple SSBs
exists within 10 basepairs, DBSCAN algorithm will classify
them as a single DSB. In general, even though the details of
implementation differ between simulations, the DSB yields
agree with each other. The difference in range of the LET
values between simulations is due difference in physics
models between GEANT4 and PARTRAC [2, 5] which
results in different LET value for the same incident proton
energy. The estimated fitting parameters from all the simu-
lation data are a0 ¼ 7:977 and a1 ¼ 0:172.

Next, the 3D LETD and Dose distribution is calculated in
the geometry. For this preliminary studies, we used a real CT
data of a lung irradiated by a monoenergetic 160 MeV
proton beam and calculated the dose and LETD using our
in-house GEANT4-based Monte Carlo code (the physics
models in GEANT4 have been well-validated [14, 15])
which ha been validated with commercial Eclipse TPS by
Varian Medical System. The conversion of Hounsfield units
in CT image to atomic composition for Monte Carlo cal-
culation is achieved using the method by [16]. This study
does not includes dose uncertainty due to HU conversion or
motion as this is a preliminary study to present a method-
ology of determining 3D DSB yields in a CT image. Such
considerations will be included in further work. Figure 2a, b
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Ydsb ¼ 7:977þ 0:172� LET
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and c show the dose, LETD and YD
dsb for a slice of the CT data

respectively. The calculation of LETD in Monte Carlo sim-
ulations follows the approach by [10, 11] and omits the
contribution of secondary neutron particles. A visual
inspection between Fig. 2a and c seems to suggest they are
largely similar. However, a close analysis of the regions
highlighted in both figures shows a difference in the spatial
positions between their maximal values. Figure 2d shows
the comparison between the spatial position of the maximal

DSB yield and the Bragg’s peak position along the high-
lighted regions in Fig. 2c, a respectively. 21% of the data in
Fig. 2d shows a 0–1 mm difference between their maximal
position with the YD

dsb being deeper in the target. This dis-
tance discrepancy is non-negligible from a clinical view-
point. The percentage of data having the discrepancy
depends significantly on the geometry and heterogeneity of
the target and cannot be estimated prior to performing this
calculation. More importantly, this result shows that

(a) (b)

(c) (d)

Fig. 2 a Shows the dose deposited in the lung from a 160 MeV proton
beam calculated using our in-house GEANT4-based Monte Carlo dose
calculation engine. b Shows the LETD distribution in the lung using the
same Monte Carlo code. The secondary neutrons are omitted in this

calculation. c 3D distribution of YD
dsb. The horizontal and vertical axis

for Fig. 2a, b and c are in millimeter. d The comparison of the position
of the maximal YD

dsb (in blue solid line) and the Bragg peak (in red solid
line) along the region highlighted in Fig. 2a, c
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maximal dose does not necessarily imply maximal YD
dsb and

dose is not entirely indicative of biological damage.

4 Conclusion

In this paper, we introduced a novel method to determine the
DSB yield in a 3D heterogeneous geometry based on Eq. (5)
and applied this to a simple test scenario of irradiating a
Lung geometry with a monoenergetic 160 MeV proton
beam. In doing so, we found that the maximal biological
damage could extend up to 1 mm beyond the Bragg peak.
This result resembles the concept of RBE weighted dose
[9, 17], but offers a different perspective (more radiobiology-
oriented) and does not require the knowledge of a=b
parameter. Further work includes extension to other bio-
logical endpoints (such as to yield a 3D distribution of CA)
and running the simulations with realistic clinical proton
beam configurations.
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Dynamic Effects of Obstructed Airways
Mechanics on the Forced Expiratory Curve

Adam G. Polak , Dariusz Wysoczański , and Janusz Mroczka

Abstract
Spirometry is the most popular test of lung function. Its
status arises from the effort-independence of the maximal
expiratory flow-volume (MEFV) curve, its reproducibility
for a given subject and simultaneous sensitivity to
respiratory disorders. Previous trials have shown that
the morphology-based, quasi-static models cannot repro-
duce characteristic swings in the MEFV curve, sometimes
visible in the case of obstructive diseases. The aim of this
work was to test the hypothesis that the aforementioned
details in the MEFV curve are caused by dynamic
phenomena occurring during forced expiration, and that
they manifest particularly in obstructive diseases. To this
end, the computational model for forced expiration
including the fundamental physical phenomena in
quasi-static conditions was further developed by includ-
ing the dynamic phenomena: additional flows from
narrowing airways, and gas compressibility and inertia.
The MEFV curves simulated using the quasi-dynamic and
quasi-static models were then compared for a variety of
respiratory system states. For most simulated cases, the
differences between forced expiratory curves computed
with the models were negligible. Only implementing
some specific conditions causing flow limitation in small
airways yielded a visible alteration and the characteristic
swing after the peak expiratory flow (PEF). Concluding,
the dynamic effects of airway narrowing and gas com-
pressibility and inertia modify the MEFV curve near the
PEF slightly and only in specific cases. This finding
justifies the general use of the quasi-static models as an
adequate tool for forced expiration simulations.

Keywords
Forced expiration � Quasi-dynamic model
Small airways obstruction

1 Introduction

Spirometry is the most widely used test of lung function,
characterised by high sensitivity and specificity. Its status
arises from the effort-independence (thus objectivity) of the
registered maximal expiratory flow-volume (MEFV) curve,
its reproducibility for a given subject and simultaneous
sensitivity to respiratory disorders, such as chronic
obstructive pulmonary disease (COPD) or asthma [1].

A few methodologies to model and simulate forced
expiration have been proposed for the last decades. They can
be grouped into two general approaches: simplified dynamic
models built with electrical analogue elements as resistances,
capacitors, inductive coils or transistors [2–4]; and
morphology-based complex models assuming a quasi-static
flow of uncompressible air through a symmetric [5–7] or
asymmetric bronchial tree [8, 9]. Previous trials have shown
that the complex quasi-static models cannot reproduce some
specific swings in the MEFV curve, sometimes visible in the
case of obstructive diseases.

The aim of this work was to test the hypothesis that the
aforementioned specific details in the MEFV curve are
caused by dynamic phenomena occurring during forced
expiration, and that they manifest particularly in obstructive
diseases.

2 Methods

2.1 Quasi-static Model for Forced Expiration

The quasi-static computational model for maximum expira-
tion through the symmetrical bronchial tree of a healthy
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subject has been described elsewhere [6, 7]. Briefly, it
includes Weibel’s bronchial structure [10], lung tissue and
airway (the so-called tube law) nonlinear mechanical prop-
erties, and fundamental physical phenomena as wave-speed
and dissipative flow limitation.

The model assumes a static flow through the airways for a
given lung volume to calculate pressure losses along the
bronchial tree and upper airways, and takes into account the
change of lung elastic recoil with its volume modifying the
driving pressure, and thus the maximal flow at this lung
volume. The used procedure checks pressure drops for tested
expiratory flows and finds the flow satisfying the driving
pressure excitation (see [6] for details). Finally, the whole
MEFV curve is simulated at quasi-static flow conditions.

2.2 Quasi-dynamic Model for Forced Expiration

The quasi-static model described above, predicting expira-
tory flows for succeeding lung volumes, was further devel-
oped by including the dynamic phenomena: additional flows
from airways narrowing during expiration and produced by
gas compressibility, as well as intra-airway pressure modi-
fications caused by gas inertia. All these effects were
implemented in a discrete manner, i.e. using the respiratory
states at the current and previous lung volumes.

The time between two simulated flow-volume points is
assessed using the known expired volume increment DV (the
domain of simulations) and the current flow from the alveoli
Qalv:

Dt ¼ DV=Qalv: ð1Þ
The numerical procedure used for solving the differential

equation of the ‘tube law’ returns the drops of lateral pres-
sure DPlt and thus transmural pressures Ptm at a few points
along the airway. This information is further used to calcu-
late airway areas A (decreasing in flow direction) and ele-
mentary compliances (dA/dPtm) at these points, and finally to
assess the volume Va, inertance Ia and compliance Ca of that
airway, and of the whole airway generation g:

Va ¼
X

i

AiDli; Vg ¼ 2gVa; ð2Þ

Ia ¼
X

i

qDli
Ai

; Ig ¼ Ia=2
g; ð3Þ

Ca ¼
X

i

dA

dPtm

� �

i

Dli; Cg ¼ 2gCa; ð4Þ

where: q—air density, Dl—distances along the airway
returned by the procedure.

The flexible airways narrow during expiration because of
the decrease of lung elastic recoil and the resulting decrease

of transmural pressure [5]. In effect, there is an additional
flow DQv coming to a given airway generation from the
previous one:

DQv gð Þ ¼ DVg gþ 1ð Þ
Dt

: ð5Þ

Another flow component DQp is produced by gas com-
pressibility, and (from Boyle’s law) it depends on the rate of
pressure change:

DQp gð Þ ¼ �Vg gþ 1ð Þ
Pg gþ 1ð Þ

DPg

Dt
; ð6Þ

where Pg is the absolute pressure in a given generation.
Finally, the total flow coming from airway generation g + 1
into generation g is:

Q gð Þ ¼ Q gþ 1ð ÞþDQv þDQp: ð7Þ
Similarly, the additional modification of pressure drop

along an airway stems from gas inertia:

DPi gð Þ ¼ Ig
DQ gð Þ
Dt

; ð8Þ

so the total pressure loss DPt along an airway generation
amounts to:

DPt gð Þ ¼ DPlt gð ÞþDPi gð Þ: ð9Þ
In a sitting position, there is a gravity-dependent pleural

pressure gradient [11] modifying transmural pressure of
intrapulmonary airways, and thus their dimensions and
dynamic behaviour. Assuming in simplification a vertical
airway arrangement from the alveoli at the bottom to the
trachea at the top, and taking into account that in a real
bronchial tree there is also a vertical distribution of alveoli
and small airways, the pleural pressure gradient of 0.3 hPa
cm−1 (*0.3 cmH2O/cm) was included in this quasi-dynamic
model.

2.3 Numerical Simulations

Simulations of forced expiration (500 flow-volume points in
the range of vital capacity, VC) from the respiratory system
of the same structure and parameter values were run using
the standard quasi-static and the new quasi-dynamic models,
and then compared for two cases: a normal respiratory
system state and for the obstructed small airways. Simulation
of airway obstruction mimicked airway wall smooth muscle
constriction effects [7]. A several patterns of homogeneous
airway narrowing were tested to enhance the difference
between the results yielded by the two models.
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3 Results

The MEFV curves simulated using the both models were
virtually the same in the case of normal lungs (Fig. 1a), with
only minor differences in the folds related to flow limitation
movement from one airway generation to another [12]. In
the case of obstructed airways, these changes were also
negligible in most of tested constriction patterns. Only
specific modifications in airway mechanical properties

returned moderate effects. An example outcome, for
enlarged central airway areas (generations 2–6) and con-
stricted small airways (generations 10–20) is shown in
Fig. 1b.

The physical phenomena implemented in the
quasi-dynamic model, according to Eqs. (5, 6, 8), depend on
airway volumes and pressure changes during forced expi-
ration. Expiratory traces of these quantities are presented in
Fig. 2.

(a) (b)Fig. 1 MEFV curves simulated
for normal lungs (a) and
obstructed airways (b)

(b)(a)

(d)(c)

Fig. 2 Volumes of single
airways (a and c, from the trachea
at the top to alveolar sacs at the
bottom) and intra-airway
pressures (b and d, from the
trachea at the bottom to alveolar
sacs at the top) changes during
forced expiration for the normal
lungs (a and b) and obstructed
small airways (c and d)
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4 Discussion and Conclusion

The aim of this work was to investigate the effects of
dynamic phenomena occurring in the flexible airways during
forced expiration on the MEFV curve.

The developed quasi-dynamic model enabled simulation
of intra-airway volume and pressure changes responsible for
these dynamic processes. The symmetrical structure of the
model applied here results in a much simpler computational
scheme than using a model with the heterogeneous bronchial
tree (compare [6] and [8]), and simultaneously it is quite
sufficient for such investigations.

Figure 2a, c prove that airways reduce their volumes for
most of expiration time, producing additional flows to the
downstream segments, however the central airways recover
at the end, when the pressure losses in the upstream seg-
ments come to zero and the transmural pressure becomes
higher. Intra-tracheal pressure course is very similar to the
MEFV curve (compare Fig. 1 with Fig. 2b, d) because it
depends mainly on upper airway resistance. The trajectories
of pressures in intra-pulmonary airways correspond well to
experimental results [3, 13, 14].

The main finding of this work is that only some specific
conditions, causing that flow limitation exists right in small
airways, yields a visible difference and the characteristic
swing after the peak expiratory flow (PEF), reported in the
literature [15]. This is in agreement with results presented in
[4] and implies that the ‘classic’ quasi-static model is an
adequate tool for forced expiration investigations until one
needs to analyse heterogeneous diseases.
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Electronic-Based Model of the Sensitive Type
of Mycobacterium Tuberculosis

R. U. K. Raja Mohd Radzi , W. Mansor , and J. Johari

Abstract
Early diagnosis of Tuberculosis disease is important to
prevent complicated issues from arising. The conven-
tional techniques used to diagnose the Mycobacterium
Tuberculosis have limitations such as time-consuming,
invasive, tiring, labour intensive and microbiologist
expert dependence. There is no electrical instrument to
detect Tuberculosis automatically and no electronic
circuit model for evaluating the device. This paper
describes the development of an electronic circuit model
of the sensitive type of Mycobacterium Tuberculosis. The
model was developed by first converting the real data to
gain, deriving the model equations using Regression
model analysis and performing one-way ANOVA to
confirm the results. Three types of model were investi-
gated; the first order, second order and third order LC
passive low pass filter circuits. It was found that the
second order of LC circuit is the best model of the
sensitive type of Mycobacterium Tuberculosis as it
provides less than 10% discrepancy. The simulation
results show that the logarithmic regression model is the
best equation that demonstrates the sensitive type of
Mycobacterium Tuberculosis.

Keywords
Tuberculosis � Mycobacterium tuberculosis
Low pass filter � Regression model analysis
LC circuits

1 Introduction

The number of tuberculosis cases is increasing every year.
Tuberculosis is a disease that is caused by bacteria called
Mycobacterium Tuberculosis and has been considered as a
global emergency by the World Health Organization
(WHO) [1, 2]. Mycobacterium Tuberculosis falls into two
categories; Resistant type and Sensitive type [3]. The resis-
tant type of Mycobacterium Tuberculosis does not influence
by the medicine. Even though the patients take medications
as prescribed, the resistant type of bacteria still alive and the
patient will not be cured. Unlike the resistant type, the
sensitive type of Mycobacterium Tuberculosis will react to
the medicine, and the disease will be cured after taking
medicine.

It was reported that techniques such as tuberculin skin test
based on purified protein derivative also known as Mantoux
Test, X-ray, positive smear for acid-fast bacilli (AFB) and
the microscopy are used to detect the bacterium [4–8]. Even
though these techniques could identify the bacterium, it
takes time to diagnose the disease. Some of the methods are
also expensive and need the more skilled person to perform
the diagnosis or handle the equipment [9].

Conventional Mycobacterium Tuberculosis detection
techniques are invasive. The blood of the patient is taken
through injection to detect the bacteria. In some cases, the
tissue of the infected organ is removed. The process of
removing the tissue is very painful which is not suitable for
old people and debilitated patients since this process may be
harmful. Therefore, the non-invasive technique is more
preferred to replace the invasive method. A model that
mimics the sensitive type of Mycobacterium Tuberculosis
has to be created before the non-invasive diagnosis system
can be used. The reason for this is that the model can act as a
tester to examine the functionality of the diagnosis system.

Currently, the model that serves this purpose has not been
investigated, and the use of the electronic circuit to model
the bacteria has not been reported. In our previous work, we
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have studied the performance of three types of an electronic
circuit; resistor-capacitor, resistor-inductor and
resistor-inductor-capacitor circuits in modelling the sensitive
type of Mycobacterium Tuberculosis [10, 11]. However, the
study only focused on the first order of the electronic circuit.

In this study, the ability of the second order and third order
of the electronic circuits to mimic the sensitive type of
Mycobacterium is investigated. This paper describes the
performance of the three types of inductor-capacitor
(LC) circuit; the first, the second and the third orders in
modelling the sensitive type of Mycobacterium Tuberculosis.

2 Methodology

The circuit model of the sensitive type of Mycobacterium
tuberculosis was developed from the real data collected by
the Johari et al. [3]. The real data is the number of bacteria

remained when electricity is supplied to the sample in the
frequency range of 1–16 MHz. The sample used by [3] was
their own cultured bacteria that is staphylococci epidermidis
strains JD140 (streptomycin sensitive) which was grown in
nutrient broth for 16 h at 37 °C, with or without the addition
of streptomycin and passed through incubation, centrifuga-
tion and resuspendation.

The whole process of developing the model encompasses
four stages. The first stage was the conversion of the col-
lection rate to gain which was followed by the model design
and simulation, model derivation and finally statistical
analysis.

2.1 Model Development

In the model development, the collection rate was first
converted to gain versus frequency and then normalised.
This conversion was carried out since the graph of the col-
lection rate poses the characteristics of frequency response.
Table 1 shows the collection rate and the gain resulted from
the conversion. The electronic circuits were then designed
based on the data extracted from the gain versus frequency
graph. Since the LC circuit was found to be the best model
in our previous work [11], this study continues to look at the
performance of the LC circuit, but this time, it extends to the
higher order circuit; the second and third order of LC
circuits.

Table 1 The Transformation from collection rate of bacteria to gain

Frequency (MHz) Collection rate Real data gain

1.0 11 1

1.6 9 0.82

2.5 8 0.73

4.0 7 0.64

10 5 0.45

16 3 0.27

(a) (b)

(c)

L1

C1 C2

L1

C2 C3

L2

C1

L2 C1

L6

C3

C2

L1

L4

L3

Fig. 1 Schematic diagram of a the first-order LC circuit, b the second-order LC circuit and c the third-order LC circuit
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2.2 Simulation and Analysis

The LC circuit models consist of lumped elements, which
are a capacitor, C and an inductor, L as shown in Fig. 1. The
schematic diagrams of the circuits were drawn using Gene-
sys software and simulated to obtain the expected output
gain.

The regression model analysis was used to derive the
model equations. Here, four types of regression model
analysis were employed; Exponential Regression Model,
Linear Regression Model, Logarithmic Regression Model
and Power Regression Model. The percentage of discrep-
ancy, Pd between the values of gain from the equations and
the real data gain was then calculated using Eq. (1).

Pd ¼ x� y

x

�
�
�

�
�
�� 100% ð1Þ

where x is the gain from the real data, and y is the gain taken
from the equation. The values of discrepancies were ana-
lyzed using one-way analysis of variance (ANOVA) to
obtain the best equation that fits the real data.
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Fig. 2 Frequency response of the LC circuits

Table 2 One-way ANOVA for the optimum LC simulation circuits

Groups Count Sum Average Variance

Pd of LC-1st order 6 20.64 3.44 17.09

Pd of LC-2nd order 6 20.94 3.49 16.17

Pd of LC-3rd order 6 16.77 2.8 31.18

Fig. 3 Graph of a Exponential regression model, b Linear regression model, c Logarithmic regression model, and d Power regression model
which represent the simulation circuit
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3 Results and Discussions

Figure 2 shows the frequency response of the first order,
second order and the third order of LC simulation circuits
and real data gain. From observation, all graphs of the LC
simulation circuits have the similar trend to the graph of
actual data gain. The percentage of discrepancies obtained
from all LC circuit is between 0.27 and 0.98%. The first
order and the second order LC circuit model have the same
strength where it follows the real data closely except at 1,
1.6, and 4 MHz. The third order of LC circuit model pro-
duces the largest discrepancy at 4 MHz.

Table 2 shows the one-way ANOVA for the optimum LC
simulation circuits. The count is sample size or numbers of
data collected. Here, the six counts represent the six fre-
quency samples (1–16 MHz). The sum is the total gain in
each group while the average is the amount of sum over the
count. The result shows that the second-order LC simulation
circuit is the optimum model since it has the smallest vari-
ance which is 16.17 compared to others.

Figure 3 shows the graphs and the equations derived from
the regression model analysis. The lowest percentage of the
discrepancy is produced by the logarithmic regression model
which is between 0.52 and 10.05%, and the largest difference
is given by the linear regression model (4.42–22.82%).
Table 3 shows the one-way ANOVA for the four types of the
regression model. The largest variance is 52.55, that is pro-
duced by the Linear Regression Model whereas the smallest
variance is obtained from the Logarithmic Regression Model
which is 17.67. Therefore, the Logarithmic RegressionModel
is the best model compared to others. These results show that
the biological data (real data) can be transformed into elec-
trical data to develop an electronic-based model that predicts
the sensitive type of Mycobacterium Tuberculosis.

4 Conclusion

The simulation circuit models were successfully designed to
demonstrate the sensitive type of Mycobacterium Tubercu-
losis. The second order of LC simulation circuit is the

optimummodel since it produces the acceptable percentage of
gain discrepancywith the lowest variance compared to thefirst
and the third other LC circuits. The Logarithmic Regression
Model that represents the second order LC circuit is the best
model of the sensitive type of Mycobacterium Tuberculosis.
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RF Ultrasound Based Estimation of Pulsatile
Flow Induced Microdisplacements
in Phantom

Monika Zambacevičienė, Rytis Jurkonis, Sigita Gelman,
and Andrius Sakalauskas

Abstract
Mechanical stimulus is key component to estimate tissue
stiffness. Few techniques have been developed to induce
external mechanical stimulus into tissues. We hypothesize
that the natural tissue motion due to cardiovascular
activity could be employed for this purpose and with
decrease of tissue stiffness increase their motion ampli-
tude. The assessment of elastic sub-millimeter tissue
displacements is one of the leading developments for
ultrasonic characterization of tissue stiffness. The objec-
tive of this study was to investigate the feasibility to
parametrize the phantom material response to pulsatile
flow. The displacements were evaluated in tissue-
mimicking phantoms with known stiffness. The two agar
phantoms, having vessel imitating channel with con-
trolled pulsatile flow inside, were manufactured (agar
concentrations 6 and 3 g/l in distilled water, predicted
Young modulus was 10 and 7 kPa respectively). The
pulse water flow in channel was produced by centrifugal
pump MultiFlow (Gampt) with period of 1 s. The length
of channel was 19 cm embedded in the tissue mimicking
agarose gel. Linear array transducer L14-5 (5–14 MHz)
driven by scanner SonixTouch (Ultrasonix) was used for
the echoscopy of phantom and ultrasound (US) radiofre-
quency (RF) data acquisition. The collected beam formed
B-mode RF data (120 fps) were used for the displace-
ments estimation applying phase-correlation and
sub-sample techniques. The pulsation of channel diameter
and displacements of material were estimated at a few
distances from channel border in all phantoms. The
pulsation of diameter and displacements of material were
parametrized extracting double amplitudes. Amplitudes

of displacements of material were normalized respective
to pulsation amplitude of channel diameter. The relation
of amplitude parameters with concentration of agar was
evaluated. It was determined that displacement is corre-
lated with stiffness: with decrease of tissue stiffness the
motion amplitude is increasing. The method may provide
the technological background for future studies charac-
terizing in vivo tissue stiffness from vascular pulsations
generated displacements.

Keywords
Stiffness � Tissue-mimicking phantom
Microdisplacement � Radiofrequency signals
Phase correlation

1 Introduction

Mechanical stimulus is key component to estimate tissue
stiffness. Few techniques have been developed to induce
external and artificial mechanical stimulus into tissues.
External force induces shear waves or mechanical strain in
the tissue. The technologies are designed to track shear wave
propagation and estimate their speed, which correlates with
tissue stiffness. On the other hand, so-called endogenous
motion in the body can be considered [1] as the excitation for
elasticity imaging. The pumping action of the heart provides
an excitation that can be used within the vascular system.
Physiological motion artifacts arising from breathing and
cardiac pulsations cause translational motion and/or
mechanical strain components in the liver [2]. Schenk et al.
used [3] the pulsing of the aorta to cause tissue distortion as
input for real time elastography. They [3] showed the
reproducibility of the cardiac-induced distortion. Olsen et al.
[4] used naturally occurring transient mechanical waveforms
imparted on the liver by the beating heart. They concluded
that intrinsic transient magnetic resonance elastography
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might allow for the eventual screening and monitoring of
patients with liver disease using standard MRI equipment [4].

We hypothesize that the natural tissue motion due to
cardiovascular activity could be employed for the tissue
characterization purpose: detection of decreased motion
amplitude is predicting about increase of tissue stiffness. The
assessment of elastic sub-millimeter tissue displacements is
one of the leading developments for ultrasonic characteri-
zation of tissue stiffness. The objective of this study was to
investigate the feasibility to parametrize the phantom tissue
response to pulsatile flow. The induced displacements were
evaluated in a tissue mimicking phantoms with known
stiffness.

2 Materials and Methods

2.1 Data Acquisition

RF US signal sequences were acquired using a
research-dedicated scanner Ultrasonix SonixTouch (Ana-
logic Ultrasound, Canada), equipped with a 5–14 MHz lin-
ear array probe. RF US signals sequences were acquired at a
frame rate—120 fps, a sample size in radial direction was

19.25 µm. Microdisplacements were assessed in two
tissue-mimicking phantoms.

2.2 Tissue-Mimicking Phantom

The two agar phantoms, having embedded thin-wall rubber
vessel with controlled pulsatile flow inside, were manufac-
tured (agar concentrations 6 and 3 g/l in distilled water,
predicted [5] Young modulus was 10 and 7 kPa in Phantom
2 and Phantom 1 respectively). To obtain scattering we
dispersed 0.3 g of graphite powder in 800 ml of agar mix-
ture. The mixture was prepared in water boiling temperature
and was slowly mixed manually to cool down. At start of
gelation, the mixture was poured into the prepared container
with vessel. Container was kept still to solidify at room
temperature for 1 h. The structure of phantom is presented in
Fig. 1a1. Vessel was made from straight long rubber bal-
loon, which is used in decorations. Diameter of
vessel-mimicking balloon was 9 mm. The length of rubber
vessel was 27 cm (19 cm embedded in the agar gel). Vessel
ends were fixed to tube ports, which were glued in walls of
container. These ports were connected to external tubing.
Phantom with external tubing compose loop into which

4. Ultrasound Diagnostic 
System (SonixTouch)

Frame n

Frame n+1

Δτ ~ Δd

5.

2.

1.

PS

3. BioPac MP38

Surface of 
phantom 

tissue

ROI2

(a) (b)

(c)

Fig. 1 Experimental setup. a1 Agar based phantom with embedded
vessel, 2. Centrifugal pump, 3. Signal acquisition unit from pressure
sensor (PS), 4. US RF diagnostic scanner; b Pressure pulse generated in

phantom input and pulse generated displacements in agar based tissue
mimicking material, and c excitation signal recorded by pressure sensor
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centrifugal pump circulated water. Tubing was primed with
water ensuring that all naked eye viewed air pockets were
escaped. On the input to phantom, the T shaped junction was
used to connect MP38 (BioPac) pressure sensor (PS). We
ensured air pocket in this tube to protect pressure sensor
from wetting.

The pulsatile water flow in vessel was produced by cen-
trifugal pump MultiFlow (Gampt) at 3000 RPM speed with
period of 1 s. With used tubing this speed ensured flow peak
speed of 1.5 l/min. The pressure pulsations in phantom input
were 13–15 mmHg peak-peak. The experimental setup is
presented in Fig. 1a. The phantom and scanning probe were
fixed during the experiment and the B mode image of lon-
gitudinal cross-section of the tube was obtained (Fig. 1a4).

2.3 RF Ultrasound Signals Processing Algorithm

Displacements were evaluated in two phantoms at three
distances from vessel surface, which displaced because of
pulsating flow. Distances from vessel surface were 2, 4 and
10 mm. Automatically selected regions of interest for dis-
placement evaluation (ROI1) were 1 � 1 mm in size. Dis-
tances between centers of these ROI1 were 4 mm in vertical
and horizontal direction. Only RF signals in these ROI1 had
been used for further analysis with phase correlation and
sub-sample algorithm. After RF US signal extraction in
ROI1, Hanning 2D window was applied.

Phase correlation is a frequency domain technique used to
estimate shift between two images. This method based on
the Fourier shift theorem and states that the shift between
two images will cause a phase shift in the Fourier domain
[6]. For example, shift between two RF signal matrixes a1(x, y)
and a2(x, y) will cause a phase shift in the Fourier domain.
RF signal matrixes a1(x, y), a2(x, y) and their 2D discrete

Fourier transforms (DFT) are denoted as A1(u, v) and A2(u, v).
The phase correlation is defined as:

r x; yð Þ ¼ F�1 A1 u; vð ÞA�
2 u; vð Þ

A1 u; vð ÞA�
2 u; vð Þ�� ��

 !
¼ d x� Dx; y� Dyð Þ;

ð1Þ

where * is the complex conjugate, F�1 is 2D inverse DFT
and d is so-called a 2D impulse (Dirac delta) function
located at [Dx, Dy]. Then the displacement between two RF
signal matrixes a1 and a2:

Dx;Dyð Þ ¼ argmaxx;y r x; yð Þj j: ð2Þ
Because the estimated displacement had integer accuracy,

phase correlation method was extended with sub-sample
algorithm [7]. According to it, second degree surface was
fitted to phase-correlation matrix maximum and neighbor-
hood values to obtain displacement at sub-sample accuracy.
Finally, displacement between the two RF signal matrixes a1
and a2:

xdisplacement ¼ xsub þDx
ydisplacement ¼ ysub þDy

�
: ð3Þ

Pulsation amplitude of channel diameter was estimated
analyzing RF US signals in ROI2, which were manually
selected and covered both edges of the phantom channel.
From the center of ROI2, algorithm was searching for the
maximums and their indices in RF US signals. Maximums
were hold when they were above preset threshold and
assumed as boundary between channel and vessel. Maxi-
mums indices found on lower wall were subtracted from
indices of upper wall and channel diameter was estimated.
Estimate of channel diameter is obtained as mean value of
diameters estimated in ROI2. Size of ROI2 was 1 � 14 mm.

Fig. 2 Experimental data:
B-mode image and selected ROI1
a, pressure pulsations in phantom
input (b, top) and detected
displacements in agarose gel (b,
bottom) when ROI1 selected at
three distances (2 (green), 6 (blue)
and 10 (red) mm) from vessel
surface (a). The pressure pulse of
irregular amplitude was induced
manually at moment of 2 s (color
figure online)
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The pulsation of diameter and displacements of material
were parametrized extracting peak to peak amplitudes.
Amplitudes of displacements of soft tissue mimicking
material were normalized according to pulsation amplitude
of channel diameter:

Anormalized nð Þ ¼
1
n

Xp

i¼1

Adisplacement pð Þ
Adiameter pð Þ ; ð4Þ

where n = 1:15, p = 1:5. There was 3 estimates of dis-
placement at 5 positions in horizontal direction.

3 Results

Implemented algorithms were applied on RF US signals
acquired from Phantom 1 and Phantom 2. Pressure pulsa-
tions and detected displacements are presented in Fig. 2. We
selected 5 ROI1 at each 2, 6 and 10 mm distances.

In detected displacement waveforms, three periods were
used to evaluate peak-to-peak amplitude of displacement.
Mean values and standard deviations where calculated from
n = 5�3 = 15 displacement estimates (results are presented
in Table 1).

We found that displacements are dependent on phantom
elasticity, i.e. with increase of phantom stiffness decrease
displacement amplitude. In addition, displacement amplitude
reduce with increase of distance from surface of channel.

4 Conclusions

The obtained in vitro results confirmed that the proposed
method is technologically feasible and hypothesis was con-
firmed because tissue displacement showed negative

correlation with tissue stiffness. The method may provide the
technological background for future in vivo studies examining
relationships between blood pulse in arteries and generated
microdisplacements surrounding soft tissues.

It should be noted that the detected microdisplacements
were obtained even applying pulsating flow, which is closer
to venous pressure in magnitude. Thus, even larger contrast
could be expected for the arteries.
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Basic Cardiovascular Computer Model Shows
System Degeneracy When Used in Reverse
on Standard Measured Parameters

Borut Kirn

Abstract
Physiology-based computer models are used to simulate
the cardiovascular system. When used in reverse the state
of a cardiovascular system is determined from measured
values and results are used in patient-specific medicine.
However, reverse approach is limited by system degen-
eracy—a situation where the measured values are same
but the system states are different. By using uniqueness
analysis we explored the origin of system degeneracy by
studying it in the most basic two parameter cardiovascular
physiological models: Wind-Kessel model of aortic flow.
From the model a parameter space of compliance,
resistance and a measurement space of peak, mean
pressure were generated. Pairs in the parameter space
were obtained by gradually increasing each parameter
throughout its physiological range. Pairs in the measure-
ment space were equidistant and within the physiological
range. Then in parameter space, a family of values was
found such that yield peak, the mean pressure within
measurement error distance from measurement space pair.
The family members when present in the parameter space
formed connected components. Number and shape of
these components served us to determine the degree of
degeneracy. We found that the component in parameter
space remains non-divided for all values in measurement
space. However, the shape of the component is asym-
metrical and depends on the measured value. Compliance
showed large uncertainty up to ±31% of its physiological
range while uncertainty in peripheral resistance was well
±5%. The large uncertainty in one parameter is a form of
degeneracy and we found that it exists already when
using the simplest physiological two-parameter model.
Models and measured parameters used in reverse engi-
neering need to be carefully evaluated for degeneracy.

Keywords
Computational modeling � Reverse engineering
System degeneracy

1 Introduction

The extraction of tissue and system properties from mea-
sured observable could be achieved by directly comparing
measured and computationally simulated values [1, 2].
A prerequisite for reverse engineering is a relevant compu-
tational model which provides realistic simulations within
both physiological and pathological ranges. In theory, it
works such that the model is fed with tissue and system
properties and observable which is to be measured is sim-
ulated. The simulated and measured values are then com-
pared and tissue and system properties are estimated from
the signals that match.

There are several challenges with this approach. One is
that computational simulations can be time intensive when
using finite element models however when lumped param-
eter models are used each situation is simulated in a fraction
of a second thus a large range of parameter values can be
simulated within a reasonable time.

The computational model needs to be a relevant repre-
sentation of the biological system. To achieve that it should
include all main physiological characteristics of the system.
However, an increase of parameter number exponentially
increases the time of simulations and drastically increases
the complexity of results interpretation. Thus the first step in
complex system analysis is to study the simplest version of
the model which incorporates only the crudest characteristics
of the biological system. In the presenting study, the most
elementary format for a physiological model of the aortic
vessel (Windkessel) is used.

A common phenomenon in complex biological systems is
degeneracy [3, 4]. In a computational model, the degenera-
tion is observed when a different set of input variables
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returns similar simulated observables. That is the simulated
observables differ for less than expected value of measure-
ment error.

Each system that is analyzed in reverse should thus be
tested for degeneracy in addition to parameter sensitivity. In
this study, a novel—graphical approach for system degen-
eracy and sensitivity is presented.

The simplest model of a segment of the circulatory sys-
tem is a two-element Windkessel model (Eq. 1) [5]. In this
model peripheral resistance R, arterial compliance C, and the
flow of blood into the vessel I(t) determine the pressure in
the artery during a cardiac cycle. Accordingly, R, C, and I(t)
are system variables.

I tð Þ ¼ P tð Þ
R

þC
dP tð Þ
dt

ð1Þ

We studied how uniquely observables Pmax, Pmean
translate into model parameters R, C at a given I(t) while
assuming that observables Pmax, Pmean are measured with
given measurement error.

2 Methods

The study is designed in a way to use forward simulation for
studying sensitivity of parameter extraction in reverse. To
achieve that two spaces are created a parameter space and a
measurement space. The parameter space consists of the
parameters (R, C) that are gradually changed in the simu-
lation which is used to calculate predicted measured values.
The measurement space is a space of all possible measured
values (Pmax, Pmean).

The sensitivity and degeneracy of the parameter extrac-
tion in revers is studied so that for a measured value we find
all similar simulated values. Thus each pair Pmax, Pmean
that is measured with measurement error yields a group of
simulated Pmax, Pmean values which further yield a group
of parameter values in parameter space (R, C).

All values mentioned in the study are computational. This
is self-evident for parameter space but also the measurement
space is constructed, however, within realistic measurement
range and with realistic level of measurement error which
enables us to study inherent relations that are characteristic
for the observed model.

A parameter space was composed of 32 � 32 pairs of R,
C values ranging from 20 to 180% of normal value in steps
of 5% (Rnormal = 0.95 mmHg � s/ml; Cnor-
mal = 1.1 ml/mmHg) [6–8]. For each Ri, Cj pair, a model
value of Pmax_ij, Pmean_ij was calculated with a
two-element Windkessel model (MatLab, ode45). The I(t)
applied in the calculations was the sine function I(t) = Io �
sin(2pi � t/to) (Io = 424 ml, to = 60 s/72) and was kept the
same in all calculations.

A measurement space was composed of Pmax_ref and
Pmean_ref values, which were divided into 29 equidistant
values ranging from 60 to 200 mmHg and 30–170 mmHg,
respectively.

Then, for each point of measurement space (Pmax_ref,
Pmean_ref), a map in the parameter space was obtained such
that in the map only those Ri, Cj pairs were included that
satisfied the criterion

ðPmax ref � Pmax iÞ^2þðPmean ref
� Pmean iÞ^2\E^2 ð2Þ

Fig. 1 Parameter space (left) with 32 � 32 Ri, Cj pairs and
measurement space (right) with 29 � 29 pairs of Pmax_ref, Pmean_ref.
All highlighted R, C pairs in the parameter space yield calculated
Pmax, Pmean values within the marked circle in the measurement space

(Pmax_ref = 125 mmHg and Pmean_ref = 95 mmHg with measure-
ment error ±12 mmHg). Note that the marked R, C pairs have similar
R but drastically different C values
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where E is the measurement error ±12 mmHg [6] and
Pmax_ij, Pmean_ij are the model values for a pair Ri, Cj.
Uncertainty (Rstd, Cstd) for R and C were determined as the
standard deviation of all Ri and Cj values that were included
in the map.

3 Results

Figure 1 shows a value in the measurement space (Pmax_-
ref = 125 mmHg, Pmean_ref = 95 mmHg) with a mea-
surement error ±12 mmHg (circular ring) together with a
corresponding map in the parameter space. The values in the
map form one island (blob), which is asymmetric and much
wider in the C-axis direction as compared to the R-axis
direction.

The narrow shape of the island in the R-axis direction
indicates that resistance R has low uncertainty (Rstd = ±5%).
In contrast, thewidth of the island covers two-thirds of the total
range of the C-axis. Hence C could be anything between 60
and 180% and thus uncertainty is large (Cstd = ±31%).

When observing shapes of islands for all pairs in mea-
surement space we confirmed that in all cases only one
island in parameter space exists. The relation between the
values in the measurement space and values in the parameter
space is such that a decrease in Pmax is associated with
higher C values and increasing standard deviation, whereas
an increase in Pmean is associated with higher R values at
constant standard deviation.

The average Rstd, Cstd for all system variable space was
±6 and ±14%, respectively. The distribution of uncertainty
(Fig. 2) is relatively even for R but varies considerably for

C. Some combinations of Pmax, Pmean could not be cal-
culated from the given range of system variable space, and
so islands for these combinations are non-existent and have
been removed from the statistics.

4 Discussion

In this computational study, it has been shown that mea-
surement error of Pmax, Pmean translates unevenly into R,
C. The uncertainty of evaluating R from “measured” Pmax,
Pmean is low, however, the uncertainty for evaluating C is
up to six times greater, particularly in the physiological
range of Pmax, Pmean values.

High uncertainty in C indicates a degree of degeneracy in
the system, in which similar measured values of Pmax,
Pmean will have similar values of R but could have largely
different values of C.

By using the computational approach, the basic inherent
characteristics of the biological system are revealed, given
that basic physical tissue characteristics are used in the
model. The next step is to study the influence of changing I
(t), which represents the flow of the blood from the ventricle
into the artery. The duration of ejection, peak flow, and
stroke volume each add a dimension of complexity. Fur-
thermore, by upgrading the two-element Windkessel model
with additional elements [5, 7, 9], including pulse wave
bouncing, the level of degeneracy revealed here is not likely
to disappear; on the contrary, each level of complexity of the
model is likely to add a new dimension in degeneration. In
case of increased model complexity, it can be expected that
there will be more than one island in the parameter space.
That kind of development would require additional

Fig. 2 Uncertainty Rstd (left), Cstd (right) of R, C values, respec-
tively, calculated from Pmax, Pmean with measurement error
±12 mmHg. The uncertainty is found as the standard deviation of
island height and width in the R, C map, respectively. Note that Rstd is

low for any combination of Pmax, Pmean, whereas the Cstd diagonal
region, which includes physiological values, shows uncertainty in C up
to ±35%
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measurement in order to uniquely define the state of the
system. In medicine, the approach of this kind is named
differential diagnostics.

Patient-specific modelling is a developing approach that
could both aid in diagnosis and support therapeutic
decision-making in a clinical situation. The basic concept is
that a model’s functional and structural properties are
adjusted until simulation matches a given set of measure-
ments obtained from an individual patient. Therapeutic
options can then be simulated to establish whether a pro-
posed therapy is likely to succeed.

Themain contribution of this study is thus the investigation
into the uniqueness of parameter values in patient-specific
modelling approaches. Our study addresses this issue by
introducing parameter space exploration enabled by a fast,
lumped-parameter model. Our simulation and analysis
approach enables a scan across all states of the modelled
system and, thus, detection of cases when a given measured
value of the system could be simulated bymore than one set of
model parameters and thus could lead to more than one pos-
sible diagnosis. Graphical approach improves visual com-
prehension of sensitivity and degeneracy characteristics of a
biological system. It translates complex system into maps
which enables new analytical techniques for studying com-
plex system like Manifold learning for dimension reduction.

This study revealed that Pmax, Pmean is a good repre-
sentation of peripheral resistance R, whereas the uncertainty
of arterial compliance C shows impractically high levels.
Future studies should show how the great uncertainty in C
influences understanding of the state of the cardiovascular
system. High uncertainty in C is potentially important in
physiological control for example in the control of the total
artificial heart. A computer simulation with incorporated

high uncertainty in C should reveal consequences of high
uncertainty in C for regulation of the total artificial heart.
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Quantifying the Spatial and Angular
Distribution of Lethal Neutrons for Treating
Planning

Jonathan Jian Wei Yeo, Hong Qi Tan, Khong Wei Ang,
James Cheow Lei Lee, and Andrew Anthony Bettiol

Abstract
It is known that high energy protons in proton therapy
generate secondary particles. Of which, secondary neu-
trons are a main concern as they deposit out-of-field doses
and can have long-term health effects on cancer patients.
In this paper, the energy, 3-D spatial and angular
distribution of the production yield of neutrons is scored
along the proton beam path in different types of tissue
medium. The degree of biological damage is then
quantified through factoring in the relative biological
effectiveness of neutrons. This systematic study involved
simulating 70, 150 and 200 MeV proton beam transport
in various tissue compositions with the GEANT4 code.
System specifications of the Hitachi proton therapy
system were used in this study. Simulation results showed
that the neutrons are forward facing and are generally
emitted at a preferential angle. With considerations on the
RBE variation with neutron’s energy, the spatial and
angular distribution of the production of lethal neutrons
were identified along the proton track. Non-trivial rela-
tions between biological damage in different tissue
medium were observed. Such comprehensive simulation
studies have not been reported and this input information
can be useful for treatment planning in reducing
out-of-field neutron dose in sensitive organs.

Keywords
Proton therapy � Neutrons � Monte carlo

1 Introduction

Proton therapy will soon be breaking into the Singapore
market, with the completion of the Goh Cheng Liang Proton
Therapy Centre in Singapore in 2022 [1]. The interest in
proton therapy stems from the ability of proton beams to
deliver a more targeted dose as compared to radiotherapy
[2]. However, not all is perfect, as concerns over secondary
cancer development due to the secondary neutrons doses
arises [3].

Neutrons are produced as secondary particles during
proton therapy and can contribute to the out-of-field dose of
the patient. It has been intensively studied by several
research groups [3–5], and it is worthy to note that current
risk models predict a reduction in secondary cancer risk for
active protons versus photons and a similar risk for passive
protons versus photons [3]. However, from a physical
standpoint, neutrons are harmful because of their high Rel-
ative Biological Effectiveness (RBE) and high Linear
Energy Transfer (LET) properties [3]. Hence the risk of
secondary cancer is still present in proton therapy.

This is a cause for concern because at the time of writing,
commercial proton therapy treatment planning systems do
not have the capabilities to determine neutron doses. As a
result, we conducted a comprehensive study of neutron
production in various tissue models to provide information
of the angular distribution, spatial distribution and energy
distribution of these secondary neutrons.

2 Materials and Methods

To perform this study, a Monte Carlo simulation, derived
from GEANT4 [6–8], was used to simulate the yield of
neutrons produced during proton therapy on various tissue
models available from the GEANT4 materials database [9].
This simulation was originally developed for the commis-
sioning of the upcoming proton therapy center in Singapore,
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and the details on the detector geometry can be found in the
corresponding conference paper (Geant4 Simulation for
Commissioning of Proton Therapy Centre).

Proton pencil beams of energies 70, 150 and 200 MeV
were used in this study to monitor the secondary neutron
production in various blocks of 30 � 30 � 30 cm tissue
phantoms. A total of 10 million protons were simulated in
each run. The energy, momentum, position of the secondary
neutrons were scored and analysed. Transport of the neu-
trons were killed right after production, to reduce the com-
puting power needed; the information of the neutron
transport was not required because this is a preliminary
study.

2.1 Physics Model

In our simulation, the QGSP_BIC_EMY physics model [10]
in GEANT4 was used to obtain the data of the neutron’s
position and momentum. The QGSP physics model was
chosen because it is highly recommended for medical
application [10]. The QGSP model can simulate nuclear
excitation through high energy interactions and subsequently
the nuclear de-excitation, using the pre-compound model
and generate secondary particles. The BIC component
replaces the LEP model in QGSP with a binary cascade,
which is better at describing the production of secondary
particles produced in the interactions of protons with the
nuclei. The EMY option refers to the emstandard_opt3 for
the electromagnetic model and was chosen to achieve a
higher accuracy.

2.2 Tissue Phantoms

A total of 24 blocks of tissue phantoms were used for this
study [9], and the neutron yield from each phantom was
compared against each other. Each phantom was made up of
a 30 � 30 � 30 cm block of tissue, ranging from bone to
adipose tissues. The full list of the tissue materials used can
be found in Table 1.

2.3 Angular Distribution

The angular distribution was determined based on the
information of the momentum vector of the neutrons. The
angle of the direction of the neutron was calculated from the
direction of pencil beam using the Eq. (1),

h ¼ cos�1 Px
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P2
x þP2

y þP2
z

q ð1Þ

where Px, Py, Pz are the momentum of the neutron in the x,
y and z direction respectively and x is the initial direction of
the pencil beam.

2.4 Lethality Factor

In this preliminary study, a lethality factor was defined as the
track-summed RBE of the neutrons in each voxel of 1 mm3.
The lethality factor is a measure of the maximum risk of
localized DNA damage from neutrons at the moment of
production, and it follows Eq. (2),

L ið Þ ¼
X

E

R Eð Þ � N E; ið Þ ð2Þ

where R is the Relative Biological Effectiveness study value
of the neutron based on its energy, N is number of neutrons
of energy E in the i-th voxel and L is the sum across all
neutron energies to get the lethality factor.

The RBE values of the neutrons used in this paper con-
siders double strand break clusters caused by the neutrons
and is dependent on the energy of the neutrons [11]. The
highest lethality factor in a voxel for each material is then
collated and presented in Fig. 3. The highest lethality factor
reflects the relative concentration of lethal neutrons pro-
duced amongst the different tissue medium.

3 Results

A total of 72 runs were conducted, simulating the neutron
production in various tissue phantoms with proton beams of
different energies. The results from each run were collated
and analyzed. Values of the maximum lethality calculated
are presented in Fig. 3. The mode of energy distribution of
the secondary neutrons and the most probable direction it is
travelling towards are presented in Table 1.

3.1 Proton Beam on Water Phantom

Results from proton beams of energies 70, 150 and
200 MeV directed towards a water phantom are presented in
this section. Figure 1 shows the distribution of the angular
direction of the neutrons and Fig. 2 shows the distribution of
the energy of the neutrons in a water phantom.

In Fig. 1, it is observed that majority of the neutrons pro-
duced are forward facing, with the mode of the angle h being
(44.0 ± 0.05)° for a 70 MeVproton beam, (34.8 ± 0.05)° for
a 150 MeV proton beam and (32.6 ± 0.05)° for a 200 MeV
proton beam. The results suggest that a lower energy proton
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Table 1 The mode of the angular distribution of the neutrons (uncertainty of ±0.05°) and mode of the energy of the neutrons (uncertainty of
±0.05 MeV) produced from 70, 150 and 200 MeV proton beam in the 24 materials used in the study. (*) represents materials where results are not
statistically significant due to the low number of counts

Tissue name 70 MeV 150 MeV 200 MeV

Mode angle
(±0.05°)

Mode energy
(±0.05 MeV)

Mode angle
(±0.05°)

Mode energy
(±0.05 MeV)

Mode angle
(±0.05°)

Mode energy
(±0.05 MeV)

G4 A150 tissue 48.3 0.7 31.1 0.7 30.3 0.9

G4 adipose tissue 44.3 0.6 32.0 0.9 34.0 0.7

G4 air * 26.7 1.1 55.6 0.6 32.5 1.7

G4 B100 bone 35.7 0.5 33.4 0.8 33.4 0.7

G4 blood ICRP 56.4 0.4 35.6 0.6 34.9 0.8

G4 Bone compact
ICRU

43.9 0.6 29.1 0.6 31.9 0.7

G4 Bone Cortical 50.0 0.7 33.0 0.6 32.8 0.7

G4 brain 44.7 0.6 32.0 0.6 30.0 0.8

G4 C552 tissue 45.9 0.7 30.7 0.7 35.0 0.7

G4 eye lens ICRP 57.6 0.7 26.9 0.9 33.3 0.8

G4 lung ICRP 47.8 0.5 37.1 0.8 27.6 0.8

G4 MS20 tissue 38.4 0.7 29.0 0.7 34.1 0.8

G4 muscle skeletal
ICRP

57.2 0.6 32.0 0.7 31.0 0.8

G4 Muscle Striated
ICRU

53.9 0.9 34.5 0.6 28.9 0.6

G4 muscle without
sucrose

38.4 0.4 32.2 0.7 34.2 0.8

G4 muscle with
sucrose

46.4 0.8 33.0 0.8 30.6 0.7

G4 skin ICRP 34.7 0.7 34.1 0.9 34.4 0.7

G4 testes ICRP 38.6 0.7 35.9 0.8 31.6 0.9

G4 tissue methane * 104.0 0.8 38.7 0.3 28.5 3.1

G4 tissue propane * 33.9 0.4 18.0 0.9 17.6 2.0

G4 tissue soft ICRP 40.8 0.7 35.4 0.8 37.1 0.7

G4 tissue soft ICRU 57.9 0.6 31.9 0.8 29.2 0.7

G4 urea 45.6 0.6 34.1 0.8 33.0 0.8

G4 water 44.0 0.6 34.8 0.8 32.6 0.6

Fig. 1 Histogram of the angular distribution of neutrons produced
from an incident proton beam of energy 70 MeV (grey), 150 MeV
(yellow) and 200 MeV (pink) on a water phantom with a bin width of
1° (Color figure online)

Fig. 2 Histogram of the energy of neutrons produced from an incident
proton beam of energy 70, 150 and 200 MeV on a water phantom
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beamwill produce neutrons that are more isotropic (histogram
resembles a uniform distribution).

Figure 2 shows that when protons of energies 70, 150 and
200 MeV interact with water, most of the secondary neu-
trons produced are intermediate neutrons (<1 MeV). The
mode of the energy distribution of the neutrons are
(0.6 ± 0.05) MeV, (0.8 ± 0.05) MeV and (0.6 ± 0.05)
MeV respectively. Intermediate neutrons are known to have
high RBE and LET values [11], thus the effect of secondary
neutron dose on biological materials cannot be neglected.

3.2 Collated Results

This preliminary study shows a non-trivial relation of the
localized damage between the different tissue models, and it
serves as a motivation to investigate the maximum risk of
damage from transport of the neutrons. The lethality factor
shown in Fig. 3 is a measure of the localized risk at the point
of production, hence directing a proton beam into bone
cortical is riskier than directing the beam towards soft tis-
sues. This suggest that one should avoid directing the proton
beam through bone cortical during treatment planning.

Like the results obtained from the water phantom, results
from other tissue phantoms in Table 1 suggest that a higher
energy proton beam would result in a less isotropic distri-
bution and produce more neutrons that are forward facing. In
addition, no distinguishable trend can be seen between the

mode of the energy of the neutrons and the energy of the
proton beam.

4 Conclusion

In our study, the results show that most of the neutrons
produced in the 24 tissue phantoms are intermediate neu-
trons (<1 MeV). This is a cause for concern because inter-
mediate neutrons have a high RBE value and can result in a
high localized damage. Moreover, the angular distribution of
the neutrons have a correlation to the energy of the incident
proton beam. Treatment planners should also avoid directing
the proton beam towards tissues such as bone cortical if
possible, to reduce the risk of DNA damage due to sec-
ondary neutrons.

Disclosures No Conflict of interest, financial or otherwise, are
declared by the authors.

Appendix

The total lethality factor is calculated by summing up the
lethality values of all the voxels in one run. It is presented in
this section to give the reader a sense of the total relative
biological effectiveness from the production of secondary
neutrons in different tissue medium (Fig. 4).

Fig. 3 Bar chart showing the highest lethality factor of neutrons
produced from 70 MeV (blue), 150 MeV (brown) and 200 MeV
(orange) proton beam. The 24 materials used in this study are shown in
the chart (Color figure online)

Fig. 4 Bar chart showing the total lethality factor of neutrons
produced from 70 MeV (blue), 150 MeV (brown) and 200 MeV
(orange) proton beam. The 24 materials used in this study are shown in
the chart (Color figure online)
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Effect of Left-Right Heart During
Biventricular Assist Device Support by Speed
Synchronization: A Computer Study

Phornphop Naiyanetr

Abstract
Biventricular assist device (BiVAD) is a treatment for the
end-stage heart failure patients. Normally, after left
ventricular assist device (LVAD) implanted in the
end-stage heart failure patients, a right heart failure
immediately appeared. Then, the right ventricular assist
device (LVAD) was implanted. Both LVAD and RVAD
implanted so call BiVAD. Additionally, the speed
synchronization is a novel concept for remaining the
high preload and increasing the cardiac output. It is a
potential to promote a bridge to recovery treatment. The
cardiovascular, RVAD, LVAD and speed synchroniza-
tion models (co-pulse mode) are implemented using
MATLAB. The normal heart and pathology heart are
used in this study. The pathology level of the heart was
regulated by a level of maximum elastance (Emax: 30%
of normal heart value) in the heart model. The constant
speed mode and co-pulse mode (increasing pump speed
in systolic period between 8,000–11,000 rpm) are simu-
lated using the MicroMed-DeBakey VAD model. The
hemodynamics, ejection fraction, pressure-volume loop
and pressure volume area (PVA) of different heart
condition and pump mode are simulated. The results
indicated the aortic pressure, pulmonary artery pressure
and ejection fraction in co-pulse mode are similar to the
constant speed mode. However, PVA in co-pulse mode
are higher than the constant speed mode on pathology
heart. In conclusion, this computer simulation can
re-generated the effect of BiVAD under the pathological
condition. The optimal ratio of RVAD support is
important to prevent the suction event. Speed synchro-
nization can maintain the high PVA than constant speed.
Therefore, partial support with co-pulse mode can
potentially use for the bridge to recovery treatment.

Keywords
BiVAD � Biventricular assist device � Speed
synchronization

1 Introduction

Biventricular assist device (BiVAD) is increasingly used in
end-stage heart failure patient. By 30% of left ventricular
assist device (LVAD) recipients, a right ventricular failure
clinically presented. Therefore, a right ventricular assist
device (RVAD) is immediately implanted. The conditions of
patient who implanted both LVAD and RVAD so call
BiVAD recipient [1]. For the first generation of VAD, pul-
satile system was introduced as BiVAD. Nowadays, the
second generation of VAD, a non-pulsatile system are cur-
rently use. In Germany, HeartWare HVAD (HeartWare Inc,
Framingham, MA, USA) has been successfully implanted as
BiVAD support [2, 3]. The non-pulsatile system is a rotary
blood pump that provides a good device reliability and
signification improvement of life quality.

BiVAD management needs an experienced person
according to the difference pressure at aorta (related to
LVAD support) and pulmonary artery of RVAD (related to
RVAD support). A continuous-flow VAD is pressure
dependent device. The flow of both LVAD and RVAD
should be balance [4–6]. For training, animal model is
expensive. The computer simulation of hemodynamic during
BiVAD support is an alternative training that can reduce the
cost of training [7]. Normally, each VAD has different
characteristic. It needs the correct model of each VAD for
simulation. For clinical education, the effect of left-right
heart interaction has been implement using computer simu-
lation with and without VADs [8, 9]. A speed synchro-
nization (so call co-pulse) of BiVAD is a novel control
system for destination therapy (DT) and bridge to recovery
(BTR). For BTR concept, the speed control of BiVAD can
induce the pulsatility that associates to the reverse
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remodeling of heart during VAD support [10, 11]. For
reverse remodeling, pressure-volume loop area (PVA) also
be the indicator for heart energy monitoring [12]. Therefore,
the computer simulation that can re-generated the effect of
BiVAD under the pathological condition is important.
Additionally, the optimal ratio of BiVAD support is
important to prevent the suction event.

In this present study, the effect of left-right heart during
BiVAD support by speed synchronization was investigate
using numerical simulation.

2 Materials and Methods

In this study, cardiovascular system, RVAD, and LVAD
models was developed base on lump-analog parameter
model theory using MATLAB® and Simulink® (Math
Works, Inc., Natick, MA, United States). The cardiovascular
system model was implemented base on a study of Sun Y.
et al. [8] and the time-varying elastance model was imple-
mented base on Liang F. and Liu H. [13]. The
MicroMed-DeBakey VAD model was implement base on
the experimental model from Schima H. group [14].

The cardiovascular system, RVAD and LVAD models
was similar to the previous study of Naiyanetr P [7] by
divided into 7 groups of model: (1) cardiac chamber group:
right atrium, right ventricle, left atrium, and left ventricle;
(2) cardiac valve group: tricuspid valve, pulmonary valve,
mital valve, and aortic valve; (3)coronary group: coronary
artery, coronary capillary, and coronary vain; (4) pulmonary
part: pulmonary arteries, pulmonary capillaries, and pul-
monary veins; (5) systemic vascular system: aorta, desend-
ing aorta, systemic arteries, systemic vein and vena cava;
(6) RVAD model and (7) LVAD model. The heart failure
conditions were implement by reducing the level of maxi-
mum elastance parameter (Emax) from 100% (normal heart)
to 30% (pathological heart) in the time-varying elastance
equations (both left and right ventricles).

The BiVAD construction, the LVAD model was connect
an inflow cannula at left ventricular model and an outflow
cannula at ascending aorta model. The RVAD model was
connect an inflow cannula at right ventricular model and an
outflow cannula at pulmonary artery model. The speed
synchronization of pump speed was related to the heartrate
using a sine-wave pattern at a pulse-amplitude of 1,000 rpm
(peak-to-peak equal to 2,000 rpm).

The hemodynamics of cardiovascular system
with/without BiVAD was simulated. First, the normal,
LV-pathological and RV&LV-pathological conditions
without BiVAD support were investigated. Second, the
RV&LV-pathological conditions with BiVAD support were
investigated during fully support (aortic valve always close
during systole) and partial support (aortic valve open during

systole). In fully support condition, BiVAD was set:
(1) LVAD speed: 11,000 rpm and RVAD speed: 9,000 rpm.
(2) LVAD speed: 11,000 rpm and RVAD speed:
11,000 rpm. In partial support condition, BiVAD was set as
LVAD speed: 8,000 rpm and RVAD speed: 9,000 rpm. For
speed synchronization, a sine-wave pattern at a
pulse-amplitude of 1,000 rpm (peak-to-peak equal to
2,000 rpm) was applied on each condition.

In this study, the aortic pressure (AOP), left ventricular
pressure (LVP), pulmonary artery pressure (PAP), right
ventricular pressure (RVP), left ventricular volume (LVV),
right ventricular volume (RVV), ejection fraction (EF),
pressure-volume loop and pressure volume loop area
(PVA) were investigated in all conditions.

3 Results

From simulation, the pressure-volume loop of normal heart,
left heart failure and left-right heart failure were show in
Figs. 1 and 2. PVA of left ventricle decreased related to the
heart conditions: 6843.1, 6230.5 and 2879.4 (mmHg x ml),
respectively. However, PVA of right ventricle show a dif-
ferent trend: 990.7, 1116.6 and 465.5 (mmHg x ml),
respectively. EF decreased related to the heart condition; left
heart-EF 59, 28 and 29%; right heart-EF 69%, 56% and
34%, respectively. The hemodynamics and pressure volume
loop parameters wese show in Table 1. From simulation, the
pressure-volume loop of: Full support I (LVAD 11,000 rpm
and RVAD 9,000 rpm), Full support with co-pulse I, Full
support II (LVAD 11,000 rpm and RVAD 10,000 rpm), Full
support with co-pulse II, Partial support (LVAD 8,000 rpm
and RVAD 9,000 rpm)and Partial support with co-pulse
were show in Figs. 3 and 4. The hemodynamics and pres-
sure volume loop parameters during BiVAD support was
show in Table 2.

4 Discussion

The computer simulation use as an alternative study and
training for clinician. The cardiovascular system model that
can mimic the effect of left-right heart interaction was pro-
posed [8]. The effect of LVAD support was investigated
using computer study for both constant speed and co-pulse
[9]. For speed synchronization of LVAD alone, LV-PVA is
increased in comparison with constant speed [9]. However,
the effect of BiVAD support for constant speed variation and
speed synchronization was challenging to control.

The effect of left-right heart during biventricular assist
device (BiVAD) support by speed synchronization is an
important for BiVAD control system. In this study, the effect
of speed synchronization mainly effect on both PVA and
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EDV. The speed synchronization increase both PVA and
EDV of left ventricle in comparison with a constant speed
mode as show in Table 2. On the right side of the heart, both
PVA and EDV are not significantly change. However, in
Fig. 4, the variation of RVAD mode are not effect to the
EDV of right ventricle. The intrathoracic pressure that
induced by breathing cycle effect on both PVA and EDV of
right ventricle more than speed variation of RVAD.

The pump speed of RVAD is a mainly effect of left
ventricular volume as shown in Fig. 3. The left ventricular
volume is immediately increased after increase RVAD speed
from 9,000 rpm to 10,000 rpm at the constant speed of
LVAD. Increase the left ventricular volume can prevent the
suction event of left ventricle. Therefore, the optimal ratio
between LVAD and RVAD support is an important for
BiVAD recipients.

Fig. 2 Pressure volume loop of
right ventricle: Normal heart, left
and right heart failure, and left
heart failure conditions

Fig. 1 Pressure volume loop of
left ventricle: Normal heart, left
and right heart failure, and left
heart failure conditions
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Application of BiVAD can be a bridge to transplant
(BTT), destination therapy (DT) and bridge to recovery
(BTR). For BTT, the optimal speed of both VAD can pro-
vide a high cardiac output and prevent suction event. For DT
and BTR, only an optimal speed, the cardiac function and
aortic valve open/close need to be consider, because the
patient heart remain for long time. For BTR, cardiac moni-
toring for maintaining the quality of the heart or tracking the
recovery of the heart need to be consider. For aortic valve
open/close during support, the partial support need to be
consider for keeping the aortic valve open during support
(LVPmax higher than AOPmax). Cardiac function index

derived from pressure-volume relationship such as
end-systolic pressure relationship (ESPVR), the maximum
time varying elastance (Emax), Pre-load-recruitable stroke
work (PRSW), and the maximum derivative of ventricular
pressure(dP/dtmax) vs. EDV. However, all pressure-volume
derived indexes need an invasive sensor. It is difficult for
continuous monitoring. An alternative index such as pump
flow derived index (Iq) already proposed, but it depend on
each model of VAD [15]. The computer model, which can
re-create the physiological behavior of cardiovascular sys-
tem, is important for both investigate the effect of BiVAD
control system and train the VAD management staffs.

Table 1 Hemodynamics and pressure volume loop parameters without BiVAD support

Parameters Normal heart LV-failure LV and RV failure

PVA-LV (mmHg ml) 6843.1 6230.5 2879.4

PVA-RV (mmHg ml) 990.7 1116.6 465.5

EDV-LV (ml) 85.7 132.6 87.63

EDV-RV (ml) 77.8 72.8 83.5

AOPmax (mmHg) 92.8 73.8 51.8

LVPmax (mmHg) 109.9 83.9 57.1

EF-LV (%) 59.3 28.4 29.7

EF-RV (%) 69.2 56.2 45.0

Fig. 3 Pressure volume loop of
left ventricle with BiVAD
support: Full support I, Full
support with co-pulse I, Full
support II, Full support with
co-pulse II, Partial support and
Partial support with co-pulse
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5 Conclusion

This computer simulation can re-generated the effect of
BiVAD under the pathological condition. The optimal ratio
of RVAD support is important to prevent the suction event
during BiVAD support. Speed synchronization (co-pulse
mode) can maintain the high PVA than constant speed.
Therefore, partial support with co-pulse mode can poten-
tially use for the bridge to recovery treatment in BiVAD
heart failure patients.
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PCA-QDA Model Selection for Detecting NS1
Related Diseases from SERS Spectra
of Salivary Mixtures

N. H. Othman, Khuan Y. Lee, A. R. M. Radzol, W. Mansor,
and N. I. A. Hisham

Abstract
Of recent, non-structural protein (NS1) in saliva has
emerged to be engaging as a detection biomarker for
diseases related to NS1 at febrile stage. Non-invasive
detection of NS1 in saliva, free from risk of blood
infection, further will make the approach more preferred
than the current serum based ones. Our work here intends
to define an optimal classifier model for Quadratic
Discriminant Analysis (QDA), optimized with Principal
Component Analysis (PCA), to distinct between positive
and negative NS1 adulterated samples from salivary
SERS spectra. The adulterated samples are acquired from
our UiTM-NMRR-12-1278-12868-NS1-DENV database.
Then, PCA extracts significant features from the database
after pre-processing, based on three stopping criteria,
which are served as inputs to the QDA classifiers. It is
found that the PCA-QDA pseudo model with 5, 70 and
115 principal components from the three criterion
achieves performance of 100% (Scree), 84.2%
(CPV) and 55.3% (EOC) in accuracy. Higher accuracy
at 100% (Scree), 97.3684% (CPV) and 97.3684%
(EOC) are observed with QDA diagonal model.

Keywords
Non-structural protein 1 � Surface Enhanced Raman
Spectroscopy � Principal Component Analysis
Quadratic Discriminant Analysis

1 Introductions

Dengue fever is a viral disease that infects people through
female carrier Aedes mosquito. When a mosquito bites a
person with dengue virus in their blood, the mosquito
becomes infected and is enabled to spread the virus to another
person. The World Health Organization (WHO) reports that
more than 70% of the disease outbreak is in the South East
Asia and Western Pacific. Symptoms of dengue fever usually
start in four to six days after infection and can stay up to
10 days. In cases where the symptoms are moderate, it can be
misdiagnosed for basic influenza or other viral diseases. For
this reason, the need for a rapid and early biomarker for
dengue detection is required. From literature, it is found that
NS1 could be a biomarker for early and rapid detection.
This is because it appears on the first day of fever, in com-
parison to antibodies which show up 5 or more days later [1].
The current methods for detecting of NS1 are such as
enzyme-linked immunosorbent assay [2, 3], RT-PCR [2, 3],
rapid diagnostic test [4] and virus isolation [2].

Raman spectroscopy founded by C.V. Raman and K.S.
Krisnan in 1928 [5] claims capable of giving each molecule, a
unique fingerprint spectrum and detection with sensitivity up
to a single molecule [6]. It is a vibration based spectroscopy,
making use of the inelastic dissemination of monochromatic
light. Notwithstanding, the extremely weak signals that it
delivered, renders its application disfavored until the dis-
covery of SERS. SERS is able to amplify the signal intensity
by 104 at the least [7]. Additional advantages of SERS are,
measure of test required is negligible; preparation for spec-
troscopy is simple; analysis is rapid; test is harmless to
humans and effortlessly reproducible [7]. These make the
application of SERS prevalent amongst researchers, such as
in genome sequencing [6], detection of DNA [5], detection of
variants of cancer [8] and diagnosis of periodontitis [9].
Contemplating SERS with its wide acknowledgment as a
disease discovery technique, it is hypothesized that SERS
could be a promising detection technique for NS1, offering an
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early and non-invasive recognition approach for flaviviral
diseases, which to the best of our knowledge, has never been
explored, besides our team.

In this study, it is aimed to define an optimal QDA
Classifier model for detecting NS1 from salivary SERS
spectra. In view of the volume of sample features, PCA is
used to extract the most significant features residing in the
SERS spectra before the classification stage [10]. PCA has
the ability to identify a smaller number of uncorrelated
variables from a larger set of data and represent the maxi-
mum amount of variance with that fewer number of vari-
ables. Classifier models from QDA are designed, examined
and compared. Section 2 elaborates on the theoretical
background of QDA. Section 3 describes the procedure and
analysis methods. Section 4 examines, compares and dis-
cusses results from performance evaluation of the different
classifier models with the different PCA stopping criteria.

2 Theoretical Background

Discriminant Analysis is a statistical procedure adopted to
analyze a dataset when the criterion or the dependent vari-
ables is categorical and the independent variable is interval
in nature. This multivariate technique offers two different
types of classifier model, linear and quadratic. QDA is
identical to LDA classifier, where it is accepted that the
estimations from each class are conveyed. However, unlike
LDA, QDA does not make the assumption that the covari-
ance of each class is identical [11]. At the point where the
typicality assumption is valid, the most ideal test for the
hypothesis that a given estimation is from a given class, is
the probability proportion test. Equation (1) gives the pos-
terior probability equation [12]:

PðyjxÞ ¼ PðxjyÞPðyÞ
PðxÞ ð1Þ

where P(x|y) is a posterior probability that a point x belongs
to a class y. P(y) is the prior probability for class y and P(x) is
normalization constant, namely, the sum over y of P(x|y)P(y).
Statistical decision theory states that the posterior probability
is the quantity of interest. Based on symmetric loss function,
if the posterior probability of class 2 is more than posterior
probability of class 1, then class 2 can be predicted. The steps
to execute the QDA are shown in the following. Initially, the
decision surface of the two classes data is retrieved. The set of
the data at which the two posterior probability in Eqs. (2) and
(3) are equally large, indicates where the decision surface
lies, from which Eq. (4) is produced.

Posterior probability of Class 2 ¼ p 2jxð Þ ð2Þ

Posterior probability of Class 1 ¼ p 1jxð Þ ð3Þ

p 2jxð Þ ¼ p 1jxð Þ ð4Þ
Then, Eq. (6) is derived from (4) using Eq. (5) and Bayes’
theorem. Equation (7) is obtained by re-arranging Eq. (6)
and ignoring the normalizing constant C1 and C2, while l1 is
the mean for class 1 and l2 is the mean for class 2.

p xj2ð Þp 2ð Þ ¼ p xj1ð Þp 1ð Þ ð5Þ

p 2ð Þ � C2 � exp ð� 1
2
ðx� l2ÞT

X�1

2
ðx� l2ÞÞ

¼ p 1ð Þ � C1 � exp ð� 1
2
ðx� l1ÞT

X�1

1
ðx� l1ÞÞ ð6Þ

�2 ln
P(2)� C2
P(1)� C1

¼ ðx� l1ÞT
X�1

1
ðx� l1Þ � ðx� l2ÞT

X�1

2
ðx� l2Þ

ð7Þ
Next, Eq. (7) are simplified to yield Eq. (8).
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Finally, Eq. (8) is converted into a general form as shown in
Eq. (9), representing the decision surface [12].

xTAx þ bTxþ c ð9Þ

3 Methodology

Data used in this study were obtained from the
UiTM-NMRR-12-1278-12868-NS1-DENV database. There
were [64 � 1801] control group Raman spectra without NS1
and [64 � 1801] adulterated Raman spectra with NS1. The
saliva samples were collected from healthy volunteers
according to procedure detailed in [13].

With reference to Fig. 1, classification starts with
pre-processing of the NS1 Raman spectra to eliminate noise
and unwanted signal, for SNR enhancement. Pre-processing
involved background subtraction, baseline removal, nor-
malization, and smoothing [7, 14]. Then, SERS spectra of
adulterated NS1 were transformed into a dataset of linearly
uncorrelated PCs: 5PC’s for Scree, 70PC’s for CPV and 115
PC’s for EOC criterion [10], which were served as inputs to
the classifiers. For classification, QDA with diagonal and
pseudo structure types were used. Performance of the clas-
sifier is calculated based on accuracy, precision, specificity
and sensitivity and compared to determine an optimal
classifier.
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4 Result and Discussion

Figures 2, 3 and 4 illustrate performance of QDA classifier
integrated with different PCA stopping criteria.

With reference to Fig. 2, it can be observed that speci-
ficity of 100% is achieved with the three PCA stopping
criteria, across the board. The only exception to this is the
EOC-QDA pseudo model, with a low specificity of 42.1%.
The performance of QDA classifier models equal to that of
LDA [15].

Figure 3 shows the sensitivity performance for QDA
model. With Scree as the stopping criterion, both the QDA

Start

Load adulterated data

Preprocessing algorithm (Background Subtraction, 
Baseline Removal, Normalization and Smoothing) 

Feature extraction algorithm (PCA)

PCA stopping criteria 
Cummulative percentage 
of variance(CPV) [128 x 

70]

PCA stopping criteria 
Eigenvalues One 

Criterion(EOC) [128 x 
115]

PCA stopping 
criteria Scree Test 

[128 x 5]

All
 PCA stopping

 criteria 
tested?

Classification algorithm (Quadratic 
Discriminant Analysis)

All 
QDA parameter 

tested? 

QDA parameter 
(diagonal QDA)
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(pseudo QDA)

Calculate the classifier performance

End

NO

YES

NO

YES

Fig. 1 Flowchart of NS1
detection by quadratic
discriminant analysis

100 100100 100
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100
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Fig. 2 Specificity for different
PCA stopping criteria and DA
classifier models
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classifier models score 100%, higher than LDA (93.8%)
[15]. With CPV stopping criterion, QDA diagonal (94.7%)
and pseudo model (68.4%) perform lower than LDA
(96.9%) [15]. It also shows that QDA diagonal model attains
the highest (94.7%), followed by LDA (90.7%) [15] and
QDA pseudo model (68.4%), with EOC stopping criteria.

The accuracy performance is shown in Fig. 4. Using
Scree criterion, all the models achieve an accuracy of 100%.
As the number of retained PCs is increased to 70 from CPV,
the highest accuracy is with LDA (98.4%) [15] followed by
QDA diagonal (97.4%) and pseudo (55.26%) model.
Increasing the retained PCs to 115 as proposed by EOC, the
highest accuracy at 97.4% is attained with QDA diagonal
model, followed by LDA (95.3%) [15] and QDA pseudo
model (55.26%).

For all the stopping criterion, it can be observed that
QDA diagonal model performs in tandem with LDA, while
QDA pseudo model is not performing. It can also be con-
cluded 100% is attained for all the classifier models, except
for LDA (96.9% in accuracy and 93.8% in sensitivity [15]),
even though Scree produces the lowest number of PCs, as
compared to CPV and EOC. This is in concordance to our
previous works [13, 15]. It is also observed that, for QDA
pseudo model, increasing the number of retained PCs
decreases the performance, particularly specificity, which
causes a lower accuracy performance. Similar effect is not
observed in QDA diagonal and LDA model.

5 Conclusion

This paper examines the PCA-QDA classifier models with
diagonal and pseudo discriminative structures for detection
of NS1 from SERS salivary spectra. The performance is also

compared with our previous works on PCA-LDA. For all the
criterion, the QDA diagonal classifier performs as good as
the LDA classifier, in fact better in accuracy. The QDA
diagonal model works efficiently with Scree criterion in
achieving 100% in accuracy and sensitivity, with the addi-
tion benefit of lesser principal components and hence
implied computation load. The QDA pseudo model is found
unsuitable for our application.

Acknowledgements The author would like to thank the Ministry of
Education (MOE), Malaysia, for providing the research funding
100-RMI/SF 16/6/2 (14/2015); the Research Management Institute,
Universiti Teknologi MARA, Malaysia and the Faculty of Electrical
Engineering, Universiti Teknologi MARA, Malaysia, for the support
and assistance given to the authors in carrying out this research.

References

1. Yap, G., Sil, B. K., Ng, L. C.: Use of saliva for early dengue
diagnosis. PLoS Negl. Trop. Dis. 5(5), 1–8 (2011).

2. Ahmed, N. H., Broor, S.: Comparison of NS1 antigen detection
ELISA, real time RT-PCR and virus isolation for rapid diagnosis
of dengue infection in acute phase. J. Vector Borne Dis. 51(3),
194–199 (2014).

3. Korhonen, E. M., Huhtamo, E., Virtala, A. M. K., Kantele, A.,
Vapalahti, O.: Approach to non-invasive sampling in dengue
diagnostics: Exploring virus and NS1 antigen detection in saliva
and urine of travelers with dengue. J. Clin. Virol. 61(3), 353–358
(2014).

4. Aparna, D. A., Vinod Kumar, D. R., Muralikrishna, D. V., Kumar,
D. R. P.: Diagnostic utility of saliva as non-invasive alternative to
serum in suspected dengue patients. J. Dent. Med. Sci. 14(9), 26–
32 (2015).

5. Carpignano, F., Grant-Jacob, J. A., Lamb, J., Pechstedt, K.,
Brocklesby, W. S., Melvin, T.: Direct detection of DNA on gold
structured planar substrates by Raman microscopy. In: 2014
Fotonica AEIT Ital. Conf. Photonics Technol., pp. 1–4. IEEE,
Naples Italy (2014).

6. Chen, C., Li, Y., Kerman, S., Neutens, P., Maes, G., Lagae, L.,
Stakenborg, T., Dorpe, P. V.: Plasmonic nanoslit for fluidic SERS:
A strategy towards genome sequencing. In: 13th Proc. IEEE Conf.
Nanotechnol., pp. 553–556. IEEE, Beijing China (2013).

7. Radzol, A. R. M., Lee, K. Y., Mansor, W., Azman, A.:
Optimization of Savitzky-Golay smoothing filter for salivary
surface enhanced Raman spectra of non structural protein 1. In:
IEEE Reg. 10 Annu. Int. Conf. Proceedings/TENCON, pp. 9–14.
IEEE, Bangkok Thailand (2015).

8. Xu, Z., Ge, X., Huang, W., Lin, D., Wu, S., Lin, X., Wu, Q., Sun,
L.: Nasopharyngeal carcinoma detection by tissue smears using
surface-enhanced Raman spectroscopy. International Journal for
Rapid Communication. 50(1), 17–22 (2017).

9. Gonchukov, S., Sukhinina, A., Bakhmutov, D., Minaeva, S.:
Raman spectroscopy of saliva as a perspective method for
periodontitis diagnostics. Laser Phys. Lett. 9(1), 73–77 (2012).

10. Radzol, A. R. M., Lee, K. Y., Mansor, W., Othman, N. H.:
Principal component analysis for detection of NS1 molecules from
Raman spectra of saliva. In: Proc. - 2015 IEEE 11th Int. Colloq.
Signal Process. Its Appl. CSPA, pp 168–173. IEEE, Kuala Lumpur
Malaysia (2015).

11. Kon, M. A., Nikolaev, N.: Empirical normalization for quadratic
discriminant analysis and classifying cancer subtypes. In: 10th Int.

100 100
68.4 94.7

68.4
94.7

Pseudo QDA Diagonal QDA

Sensitivity
Scree CPV EOC

Fig. 3 Sensitivity for different
PCA stopping criteria and DA
classifier models

100 10084.2 97.4

55.3
97.4

Pseudo QDA Diagonal QDA

Accuracy
Scree CPV EOC

Fig. 4 Accuracy for different
PCA stopping criteria and DA
classifier models

626 N. H. Othman et al.



Conf. Mach. Learn. Appl. ICMLA, vol. 2, pp. 374–379. IEEE,
Honolulu HI USA (2011).

12. Smarajit, B., Amita, P., Rita, S., Jitadeepa, N.: Generalized
quadratic discriminant analysis. Pattern Recognit. 48(2015), 2676–
2684 (2015).

13. Othman, N. H., Lee, K. Y., Radzol, A. R. M., Mansor, W.:
Termination Criterion for PCA with ANN for Detection of
NS1from Adulterated Saliva. J. Teknol. 78(6–8), 13–20 (2016).

14. Radzol, A. R. M., Lee, K. Y., Mansor, W., Saadun, N.: Baseline
Correction Customized for NS1 Salivary Raman Spectra with
Piecewise Cubic Hermite Interpolation. In: IEEE Symp. Ind.
Electron. Appl., vol. 1, pp. 1–5. IEEE, Sabah Malaysia (2014).

15. Othman, N. H., Lee, K. Y., Radzol, A. R. M., Mansor, W., Ramlan,
N. N. M.: Linear discriminant analysis for detection of salivary NS1
fromSERS spectra. In Proc. of the 2017 IEEERegion 10Conference
(TENCON), pp. 2876–2879. IEEE, Penang Malaysia (2017).

PCA-QDA Model Selection for Detecting NS1 Related Diseases … 627



A Novel Concept of the Management
of Coronary Artery Disease Patients Based
on Machine Learning Risk Stratification
and Computational Biomechanics:
Preliminary Results of SMARTool Project

Antonis I. Sakellarios, Nikolaos Tachos, Elena Georga, George Rigas,
Vassiliki Kigka, Panagiotis Siogkas, Savvas Kyriakidis,
Georgia Karanasiou, Panagiota Tsompou, Ioannis Andrikos,
Silvia Rocchiccioli, Gualtriero Pelosi, Oberdan Parodi,
and Dimitrios I. Fotiadis

Abstract
Coronary artery disease (CAD) is one of the most
common causes of death in western societies. SMARTool
project proposes a new concept for the risk stratification,
diagnosis, prediction and treatment of CAD. Retrospec-
tive and prospective data (clinical, biohumoral, computed
tomography coronary angiography (CTCA) imaging,
omics, lipidomics, inflammatory and exposome) have
been collected from *250 patients. The proposed patient
risk stratification, relying on machine learning analysis of
non-imaging data, discriminates low and medium-to-high
risk patients. The CAD diagnosis module is based on the
3D reconstruction and automatic blood flow dynamics of
the coronary arteries, and the non-invasive estimation of
smartFFR, an index correlated with invasively measured
fractional flow reserve (FFR). CAD prediction is based on
complex computational models of plaque growth consid-
ering the blood rheology, the lipoproteins transport and
the major mechanisms of plaque growth, such as the

inflammation and the foam cells formation. Finally, the
treatment module is based on the simulation of virtual
stent deployment. Preliminary analysis of 101 patients
yielded an overall accuracy of 85.2% with the sensitivity
of Class II reaching 98%. The reconstruction methodol-
ogy is validated against intravascular ultrasound data and
the correlation of the geometry derived metrics such as
the degree of stenosis, minimal lumen area, minimal
lumen diameter, plaque burden are 0.79, 0.85, 0.81 and
0.75, respectively. SmartFFR has been validated com-
pared to invasively measured FFR with a correlation
coefficient of 0.90. Plaque growth modelling demon-
strates that the inclusion of variables such as the
macrophages and foam cells concentrations can increase
to 75% the prediction accuracy of regions prone to plaque
formation.

Keywords
Coronary artery disease � Risk stratification
Computational modelling

1 Introduction

Despite the improvements in the practice for the prevention
of coronary artery disease (CAD), CAD is still considered as
one of the leading causes of death in west societies [1].
Several factors contribute to CAD evolution including
pathologic comorbid conditions such as hypertension, dia-
betes, hyperlipidemia, but also epigenetics and environ-
mental influences such as the family history, gender and age.
A major advance in CAD prevention is the use of computed
tomography coronary angiography (CTCA) for visualizing
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and assessing the CAD severity. The continuously
improvement of CTCA spatial resolution will enhance its
capability to prevent future events [2]. Besides the advances
in imaging of CAD non-invasively, further achievements are
made in understanding of the pathophysiology of plaque
progression. In particular, several clinical trials attempt to
collect patients’ data under well-defined protocols aiming to
search predictors and potential biomarkers, which are related
to disease establishment and/or progression [3]. The main
finding from large scale studies is that hemodynamics and
especially low endothelial shear stress (ESS) affects the local
phenotype of endothelial membrane promoting the
atherosclerotic process [4]. Besides low ESS, other predic-
tors of plaque progression are the increased plaque burden
and lumen reduction at the baseline [5]. The recent years,
computational modelling has been used further for simulat-
ing pathways and mechanisms of atherosclerosis initiating
from the modelling of LDL transport and proving the
association of LDL accumulation with disease progression
[6]. Furthermore, complex models have been developed,
which simulate the major steps of atherosclerosis such as the
inflammation and the formation of smooth muscle cells [7].

Over the recent years, there has been major progress in
systems medicine and multi-scale modelling approaches to
human disease, boosted by the advent of high throughput
omics technologies and the generation of genetic and

molecular big data specific to an individual’s personal pro-
file. Although these offer huge potential for improving
human health, reducing healthcare demand and promoting
sustainable healthcare systems, they have only sporadically
been used to explore well-being, disease prevention or
rehabilitation. In this work we present a novel concept for
the management of CAD patients non-invasively utilizing
CTCA imaging. In particular, our concept is based on
machine learning algorithm for the risk stratification of
patients and continues with the computationally assessment
of diagnosis, prognosis and treatment. This work is per-
formed under the SMARTool project.

2 Materials and Methods

2.1 Concept of SMARTool

The SMARTool project aims to deliver an idealized platform
for the risk stratification, diagnosis, prognosis and treatment
decision support for CAD patients. For this purpose retro-
spective patients’ data are acquired from the EVINCI data-
base [8] and prospective from the same patient population
after a follow-up period of 5 ± 2 years. Baseline and
follow-up data from 263 patients are collected. CTCA
imaging and clinical, molecular, biohumoral, inflammatory,

Fig. 1 The proposed overall concept of SMARTool

630 A. I. Sakellarios et al.



omics and lipidomics information are included. The first step
of the proposed concept is to provide a risk stratification
scoring system based on machine learning techniques in
order to identify in parallel biomarkers and predictors of
CAD existence or not. The second step is to build decision
support systems (DSS) for the diagnosis, prognosis and
treatment of CAD in realistic patient’s scenarios (Fig. 1).

2.2 CAD Risk Stratification

A multiclass classification problem is defined based on an
established risk score of coronary atherosclerosis combining
markers of stenosis severity, plaque location and composi-
tion, as assessed by computed tomography angiography.
A multimodal architecture approach is selected whose gen-
eralization capability, with respect to CAD stratification, is
currently evaluated. First, the following feature classes (or
views) were defined: (View 1) demographics, (View 2)
clinical data, risk factors, symptoms, (View 3) molecular
variables (i.e. biohumoral, inflammatory markers and lipids
profile), (View 4) gene expression data, (View 5) exposome,
and (View 6) monocytes. The multimodal architecture con-
sists of two processing layers which are defined according to
late or intermediate data integration strategies. Late data
integration consists in the construction of: (i) an ensemble of
decision tree-based prediction models (i.e. random forests,
boosted decision trees) for each data view, whose individual
decisions are effectively merged using simple mechanisms
(e.g. weighted voting), or (ii) a multimodal deep neural
network comprising appropriate deep learning subnetworks
for each separate data view and, unifying their output into
higher network layers. Intermediate data integration is based
on multiple kernel learning. Kernel matrices are computed
for each data view, and then they are combined, through a
parametric linear function, in order to generate the final
kernel matrix. Kernel-based classification is subsequently
applied to predict CAD risk stratification. Finally, early
integration schemes, which concatenate all features into a
single vector, accompanied by appropriate feature selection
algorithms were implemented for comparison purposes.

2.3 CAD Diagnosis DSS

SmartFFR is our proposed new index for the assessment of
the significance of coronary stenoses in coronary bifurca-
tions. The aim of the current study is to compare SmartFFR
with the Fractional Flow Reserve (FFR) values deriving
from direct invasive pressure measurements from a dedi-
cated pressure wire. In the context of the SMARTool study,
22 patients with chest pain symptoms and intermediate
pre-test likelihood of CAD underwent CCTA as well as FFR

measurement. The 24 left arterial branches which included
the LAD and the LCx were reconstructed using our in-house
developed software. We performed two computational blood
flow simulations for each case to calculate the SmartFFR for
each 3D model. Assuming a myocardial blood flow of
2 ml/s and 6 ml/s during rest and under stress for the Left
Main artery, respectively, we calculated the flow for each
branch using Murray’s law and applied it as outlet boundary
conditions. SmartFFR was calculated for each branch by
computing the ratio of distal to proximal pressure for a range
of flows between 0 and 4 ml/s, normalized by the respective
ratio of a normal artery.

2.4 CAD Prognosis DSS

The prognosis DSS of SMARTool is based on the prediction
of site-specific plaque growth. This is achieved by imple-
menting a multi-level modelling approach. The first level of
our approach is the utilization of CTCA images for the 3D
reconstruction of coronary arteries. The methodology was
presented in [9]. In the second level, blood flow is modelled
by using the Navier-Stokes equations. In the third level mass
transport modelling is performed considering as mass the
LDL, the high density lipoproteins (HDL) and the monocytes.
Themass is transported in the lumen and in the arterial wall by
employing the convection-diffusion equations [10]. The
fourth level of prognosis DSS is the modelling of plaque
growth and more specifically, the modelling of the
atherosclerotic pathways of disease evolution. These path-
ways are representing the oxidation of LDL molecules, con-
sidering however the atheroprotective effect of HDL. The
transformation of monocytes to macrophages is also modelled
applying a diffusion equation, while in parallel the endocy-
tosis of oxidized LDL by macrophages is modelled. The
formation of foam cells and plaque is modelled after consid-
ering the density of each molecule in combination with their
concentration.

2.5 CAD Treatment DSS

The treatment DSS of SMARTool is based on the modelling
of stent deployment in stenosed coronary arteries. More
specifically, the finite element model consists of the recon-
structed artery and the stent, in their unexpended configu-
rations. The stent is inflated through a pressure driven
approach as following: (i) loading (P = 0 to 1.8 MPa),
(ii) holding (P = 1.8 MPa constant) and, (iii) unloading
(P = 1.8 to 0 MPa). Appropriate boundary conditions are
imposed in the ends of the artery and the stent. A frictionless
contact is assumed for the inner arterial wall-stent contact
pair. The results show that the stent design characteristics
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and the material influence the resulting stress field imposed
on the arterial wall. From the analysis of the models the
following parameters are examined: (i) Von Mises stress in
the arterial wall, (ii) Von Mises stress in the stent scaffold,
and (iii) Stent directional deformation.

3 Results

For the risk stratification tool the following cases are tested:
(i) Case 1: Demographics, Risk Factors, (ii) Case 2: Demo-
graphics, Risk Factors, Symptoms, (iii) Case 3: Demograph-
ics, Risk Factors, Symptoms, Molecular Systemic Variables,
(iv) Case 4: Feature ranking according to the InfoGain crite-
rion. Also the following machine learning algorithms are
implemented: (i) Feed-forward neural network; (ii) Support
vector machine; (iii) Random forest. The Table 1 shows that
for the current dataset of 101 patients the SVM algorithm
outperforms the other especially for the Case 4. The main
outcome, however, is that the inclusion of more kinds of data
moving from Case 1 to Case 4 increases the accuracy results
of all classification algorithms.

The 3D reconstruction methodology is validated using
IVUS-VH images. The correlation coefficients of the IVUS
based reconstruction with the proposed methodology for the
degree of stenosis, the plaque burden, the minimal lumen
area and the minimal lumen diameter, were 0.79, 0.75, 0.85,
0.81, respectively. The reconstructed arteries are used for the
modelling of blood flow, mass transport and plaque growth.
The preliminary analysis of about 60 patients demonstrate
that a multivariate model which include all computational
variables such as the macrophages and foam cells concen-
trations increase the prediction accuracy of regions prone to
plaque formation to 75%. Figure 2 shows a case example,
where baseline calculations predict the de novo plaque at the
follow-up (right panel).

We implement a novel approach named SmartFFR in
order to assess the hemodynamic status of coronary bifur-
cations. In the context of the SMARTool study, 24 patients
with chest pain symptoms and intermediate pre-test likeli-
hood of CAD underwent CCTA as well as FFR measure-
ment. The 24 left arterial branches (29 arteries) which
included the LAD and the LCx were reconstructed using
our in-house developed software. Strong correlation

Table 1 Accuracy, sensitivity and specificity for the various algorithms for the four cases

MLP SVM RF

Acc. Se. Sp. Acc. Se. Sp. Acc. Se. Sp.

Case 1 66.3 78.9 28.0 77.2 97.4 16.0 73.3 85.5 36.0

Case 2 70.3 81.6 36.0 81.2 94.7 40.0 75.2 88.2 36.0

Case 3 74.3 84.2 44.0 84.2 97.4 44.0 77.2 97.4 16.0

Case 4 78.2 90.8 40.0 85.1 98.7 44.0 81.2 92.1 48.0

Fig. 2 A patient example where
the simulated results of shear
stress and high LDL
concentration are related to a new
formed plaque at the follow-up
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(r = 0.87, P < 0.0001) was found between the two methods,
while all pathological cases presenting ischemia, were
correctly categorized by our method as hemodynamically
significant lesions.

4 Discussion and Conclusions

SMARTool aims to the development of a cloud-based
platform which is based on a novel concept for the man-
agement of atherosclerosis. The excellence of SMARTool
arises from the unique attempt to address the most recent
guidelines and directions proposed by the European Soci-
ety of Cardiology (ESC) [11]. ESC argues that CAD risk
must be assessed in younger ages (<50 years old). Amer-
ican Heart Association proposes to consider also the
genetic profile for prevention of CAD. Moreover, ESC
proposes that risk factor intervention must be at the indi-
vidual level and ideally non-invasively. SMARTool
attempts to identify novel biomarkers of disease progres-
sion and integrate them in models and tools for the early
diagnosis and prevention of CAD. The preliminary results
show that SMARTool can provide a comprehensive plat-
form for the risk stratification as well as DSS for the
diagnosis, prognosis and treatment of CAD. In particular,
it provides a novel risk stratification scheme taking in
consideration the molecular and genetic patient’s profile.
Additionally, it delivers validated algorithms and tools for
the 3D reconstruction of arteries using CTCA, which
allows the non-invasive estimation of SmartFFR index
(highly correlated to FFR for diagnosis), but also the
site-specific prediction of plaque growth.
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Estimating Cardiac Intensive Care Patients’
Responsiveness to Late Conservative Fluid
Management Using Systems Analysis

Katharina Bergmoser, Sonja Langthaler, Alexander Lassnig,
Martin Horn, and Christian Baumgartner

Abstract
Fluid overload is a commonproblem in critically ill patients
who underwent surgery and is accompanied by a range of
risks for severe organ damage. Therefore, in stable patients
excess water should be removed using fluid-restricting
treatment strategies in order to reach a neutral fluid balance
as early as possible. Within this work, second order
discrete-time transfer function models were identified for
10 selected cardiac patients staying at the intensive care unit
for at least 5 days. For model estimation, the cumulative
fluid intake and the cumulative fluid balance time series
were used as model input and output parameters. Each
individual model is capable of describing the respective
patient’s cumulative fluid balance trajectory as response to
the actually applied fluid therapy. In the context of decision
support, systems analysis can therefore offer valuable tools
not only for describing an individual patient’s reaction to a
certain fluid therapy, but also for identifying patients with
rebalancing issues at an early stage of recovery. In daily
clinical practice, patient-specific transfer function models
can be used for predicting the responsiveness to planned
medical interventions, improving thefluid intake regime by
focusing on the avoidance of a further increasing fluid
overload and returning patients’ fluid balances to an
acceptable level before release from the intensive care unit.

Keywords
Fluid balance � Transfer function � Decision support

1 Introduction

When talking about fluid balance (FB) in humans, two dif-
ferent types need to be distinguished: the external FB and the
internal FB [1]. While the internal FB describes the fluid
distribution between the extracellular and intracellular space,
the external FB of a patient is defined as the difference
between the total fluid intake and all ongoing fluid losses. In
contrast to healthy humans, who only have to compensate
for normal ongoing losses, patients recovering from surgery
also lose water and electrolytes in form of hemorrhages,
drainages or dialysate (see Fig. 1).

Despite raised doubts [2], in the intensive care unit
(ICU) the external cumulative fluid balance (CFB) should be
considered as an important parameter when assessing a
patient’s stability [3]. The CFB is usually calculated as the
cumulative fluid intake (CFI) in milliliters since admission to
the ICU minus the cumulative fluid loss in milliliters since
ICU admission. The assessment and calculation of the daily
FB is nowadays routinely done in the ICU—either by
manually recording fluid intakes and ongoing losses or by
using electronic medical records (EMR). However, in con-
trast to a visualized daily FB course, in the CFB course
long-term trends are clearly recognizable.

1.1 Fluid Overload

Due to physiological reactions to surgery and following
early goal-directed fluid therapy aiming to compensate lost
intravascular fluids, fluid overload (FO) is common in crit-
ically ill patients [4, 5]. Basically, a FO of 10% of the
baseline body weight is associated with increased probability
of death [6–8]. Once a patient reached hemodynamic sta-
bility, further increasing the FO should be avoided [9] and
excess fluid—which might lead to serious complications
such as acute renal failure—should be removed [4, 10, 11].
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Several studies [9, 12–14] describe the CFB course dur-
ing fluid management after severe injury, which might be
divided into two main stages, based on the patient’s shock
phases: (i) the Ebb phase and the (ii) Flow phase [9]. The
Ebb phase follows directly after injury and is characterized
by a reduced metabolic activity causing water retention and
possibly edema. Usually after approximately three days, the
Flow phase sets in, in which metabolism and therefore
diuresis normalize and excess water is removed. If patients
do not transit to the Flow phase on their own and are not
responding to late conservative fluid therapy (LCFT) as
expected, excess fluids should actively be removed from the
body by applying late goal-directed fluid therapy (LGFT)
[9]. Therefore, either administration of adequate diuretics
[13] or application of renal replacement therapy [15] need to
be considered. Regarding fluid administration, recent litera-
ture suggests an early goal-directed therapy followed by a
more conservative fluid administration regime once the
patient is stable in order to reach a neutral to negative bal-
ance early during ICU stay [11, 16, 17].

During a cardiac ICU stay, a wide range of different fluids
and electrolytes are administered to the patient. In the study
by Hessels et al. [18] the mean cumulative amount of fluids
administered to 39 heart patients after 4 days was 14 L
causing a positive CFB of 4 L in average. Daily fluid intakes
might not only include oral, enteral and parenteral prepara-
tions for resuscitation, replacement or nutrition purposes, but
also medications such as analgesics, diuretics or antibiotics.

2 Methods

Once a patient is stable, it is important to estimate whether
LCFT will be effective or switching to LGFT is necessary
[13, 15]. However, in times of big data, selecting the right

variable(s) for developing models being capable of assisting
in fluid therapy planning is challenging. Therefore, a holistic
approach described in our previous work [19] was used.
Linear second order models with discrete-time transfer
function (TF)

H[z] ¼ ðb0 þ b1 � z�1Þ=ða0 þ a1 � z�1 þ a2 � z�2Þ ð1Þ
were identified for describing individual patient’s fluid
transfer characteristics and estimating the CFB trajectory in
10 cardiac patients staying at the ICU for at least 5 days. For
model identification, only the respective preliminary CFI
and CFB are required. For simulation, each CFI was
approximated using linear regression and used as model
input. The models’ outputs were then analyzed regarding
their usefulness for describing the actual CFB course of
individual patients and, thereby, to prove their ability to
estimate the respective patient’s responsiveness to LCFT.

Within the study population five patients responded to
LCFT with—if needed at all—minor support through
diuretics. The remaining five patients may have required
fluid management strategies specifically focusing on lower-
ing the CFB since the applied individual conservative
approaches were not sufficient.

3 Results

All 10 built unique TF models delivered the expected out-
puts, which sufficiently describe the main CFB trajectory of
the respective patient. Figure 2 shows the actual CFB and
CFI courses of two exemplary patients and their models’
outputs as well as the step responses of the systems. After a
more liberal administration of fluids during the first post-
operative hours, fluid therapy was changed to a more con-
servative regime in both patients.

4 Discussion

When comparing the actual CFI and CFB courses of the two
exemplary patients in Fig. 2, the difference between
responsive and non-responsive patients becomes obvious.
Patient 1 showed a typical CFB course of a patient being
responsive to LCFT. After a CFB rise during resuscitation
and stabilization, the balance decreased and even reached the
neutral level. However, this patient finally left the ICU with
a strongly negative balance of approximately −2 L. The
point for stopping de-resuscitation [9] was missed and LGFT
could have been applied in order to avoid dehydration. In
Patient 2 the amount of fluids administered was already
reduced after approximately 12 h, which can be interpreted

Fig. 1 Ways for administering fluids to critically ill patients and fluid
losses to be considered when defining fluid management strategies
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as the patient’s early progress to the so-called Flow phase.
However, this patient’s CFB steadily kept rising and did not
return towards a neutral level during the remaining ICU stay.
The patient’s CFB at ICU discharge was approximately
+4 L. Taking into account the patient’s perioperative CFB,
the patient left with a positive balance of approximately
+6 L. Assuming a baseline body weight of 70 kg, an FO of
that amount would already be close to a critical range.

In this work, each individual model is capable of
describing the respective patient’s CFB trajectory as
response to the actually applied fluid therapy. In the
time-domain, responders and non-responders differ in sev-
eral characteristics of the step response curve. Therefore, it
seems to be possible to define two general TFs describing
the trajectory of the respective group.

During the resuscitation phase, whose character is shaped
by the patient’s instability, the administered amount of fluids
or agents and the accompanied fluid imbalance completely
depend on the severity of the disease and the individual
recovery process. During this phase, the prediction of CFBs
is neither helpful nor reasonable. However, once a patient
enters a stable phase, the described approach can be used for

predicting the responsiveness to planned interventions and
for adjusting daily FB targets.

When repeatedly or recursively calculating the TF using
the FB data available so far throughout the ICU stay,
changes in the model properties might indicate changing
patient characteristics or even ongoing deteriorations. In case
that a patient returns to the ICU, it would be interesting to
investigate whether each stay results in the same TF.

Currently we are validating the proposed approach within
a large study population of more than 200 patients by
implementing a control loop, which can then be used as a
decision support tool aiding in fluid management in critically
ill patients.

5 Conclusion

Fluids make up a large part of administered medications in
hospitals and therefore type and dosage have an essential
influence on a patient’s recovery process. FO may lead to
severe complications such as edema or acute kidney injury
and needs to be prevented. However, especially the first

Fig. 2 The actual cumulative fluid intakes (CFI) in liters of a patient
being responsive (P1) and a patient being non-responsive (P2) to late
conservative fluid therapy (LCFT). The actual cumulative fluid balance
(CFB, black) of P1 decreased after restricting fluids. P2 did not return

towards a neutral balance (green) until discharge from the intensive care
unit (ICU). The model outputs (blue, red) sufficiently describe the CFB
trajectories. The step responses of the two transfer function models
(purple) are shown in the right column (Color figure online)
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hours after surgery often require a range of different medical
interventions, whereby the goal is to stabilize the patient
rather than to correct fluid dysbalances. Once a patient
reaches a stable point, an individual TF model might be used
for identifying the best possible fluid administration strategy
and predicting the necessity for active fluid removal at an
early stage of postoperative care.
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Non-invasive Quantification of Coronary
Artery Disease in Arterial Bifurcations
Using CCTA and CFD: Comparison
to Fractional Flow Reserve Measurements

Panagiotis K. Siogkas, Antonis I. Sakellarios, Lampros K. Michalis,
and Dimitrios I. Fotiadis

Abstract
Recent advances in coronary computed tomography
angiography (CCTA) allow the calculation of various
functional indices of coronary artery disease (CAD).
smartFFR is our proposed new index for the assessment
of the significance of coronary stenoses in coronary
bifurcations. The aim of the current study is to compare
smartFFR with the Fractional Flow Reserve (FFR) values
deriving from direct invasive pressure measurements
from a dedicated pressure wire. In the context of the
SMARTool study, 22 patients with chest pain symptoms
and intermediate pre-test likelihood of CAD underwent
CCTA as well as FFR measurement. The 22 left arterial
branches which included the LAD and the LCx were
reconstructed using our in-house developed software. We
performed two computational blood flow simulations for
each case to calculate the smartFFR for each 3D model.
Regarding the inlet, the average patient-specific pressure
at rest was applied as a boundary condition. Assuming a
myocardial blood flow of 2 ml/s and 6 ml/s during rest
and under stress for the Left Main artery, respectively, we
calculated the flow for each branch using Murray’s law
and applied it as outlet boundary conditions. smartFFR
was calculated for each branch by computing the ratio of
distal to proximal pressure for a range of flows between 0

and 4 ml/s, normalized by the respective ratio of a normal
artery. The required average process time was less than
20 min. Strong correlation (r = 0.88, P < 0.0001) was
found between the two methods. All pathological cases
presenting ischemia, were correctly categorized by our
method as hemodynamically significant lesions.
smartFFR demonstrated a high diagnostic accuracy for
distinguishing hemodynamically significant lesions in a
matter of minutes, and may represent a valid non-invasive
tool for comprehensive characterization of CAD.

Keywords
smartFFR � FFR � CCTA

1 Introduction

The modern lifestyle in westernized societies has constituted
cardiovascular diseases as one of the most common causes
of death. Thus, the development of non-invasive techniques
for the hemodynamic assessment of coronary arteries is of
tremendous importance in modern clinical practice.

So far, the technique which is considered as the gold
standard in the functional assessment of coronary arteries is
the fractional flow reserve measurement (FFR). FFR is an
invasive technique which requires the use of a dedicated
pressure-flow wire, as well as the induction of hyperemia
after the intravenous administration of adenosine. FFR is the
ratio of the intravascular pressure distal of the stenosis divi-
ded by the respective aortic pressure. An FFR value 0.80 is
considered as the threshold below which, the diseased artery
is in need of a percutaneous coronary intervention (PCI).

Regarding coronary imaging modalities, the most com-
monly used in everyday clinical practice is the traditional
invasive coronary angiography (ICA). ICA is a semi-invasive
imaging technique which allows the 2-dimensional repre-
sentation of the coronary vasculature after the insertion of the
proper contrast media. Another coronary imaging modality
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that has gained substantial ground during the past decade due
to its non-invasive nature is the coronary computed tomog-
raphy angiography (CCTA). CCTA manages to give a visual
representation of the coronary vasculature and provide useful
information on the severity of a coronary stenosis, as well as,
the type and extent of any possible atherosclerotic plaques.

The ongoing development of 3D reconstruction methods,
combined with the application of computational fluid
dynamics (CFD) on the 3Dmodels has allowed the calculation
of important hemodynamic parameters such as intravascular
pressures, therefore allowing also the hemodynamic assess-
ment of the artery of interest. Numerous studies have been
published regarding the computational assessment of coro-
nary stenosis [1–5]. The aforementioned methods suffer
mainly of two drawbacks, the long computational time that is
required to execute the flow simulations and the need of a
remote core-laboratory analysis. Another drawback of other
methods is the inability to be applied on bifurcating arterial
models, since they can only generate results segmentally.

In the current study, we propose a new method for the
computational functional assessment of coronary stenosis on
3D models of bifurcating arteries, and more specifically on
models that include the left coronary artery (i.e. Left Ante-
rior Descending and Left Circumflex). 18 patients were used
to reconstruct in 3D their respective left coronary vasculature
using our in-house developed algorithm and the smartFFR
index was calculated in all 18 branches. The smartFFR
values of the 22 arteries was compared against the invasively
measured FFR.

2 Materials and Methods

Dataset
In the context of the SMARTool project, a group of 18
symptomatic patients with intermediate pre-test probability
(20–90%) of CAD underwent a CCTA exam (64-slice

General Electric Medical Systems Discovery PET/CT 690®
scanner) and a FFR measurement (ComboWire, Volcano
Corp, Rancho Cordova, CA). All 18 left coronary branches
were reconstructed. However, the smartFFR was calculated
only for the branches that had an invasively measured FFR
value (i.e. 22 cases).

3 3D Reconstruction Process

The 3D reconstruction of the 18 arterial branches was per-
formed using our in-house developed reconstruction algo-
rithm [6].

In brief, the reconstruction algorithm is based on a
six-stage approach:

(a) The CCTA images are pre-processed
(b) The arterial borders are initially detected
(c) The arterial centerline is extracted using a minimum

cost path approach
(d) The lumen parameters are translated and adapted into

Hounsfield units (HU)
(e) An enhancement of the active contours model is

implemented for the lumen segmentation
(f) The 3D surface for the lumen is created (Fig. 1).

The coronary branches were reconstructed using the same
landmarks for all patients. The segmentation of the branches
was based on the SYNTAX SCORE chart. More specifi-
cally, regarding the LAD we included segments 1–3,
whereas for the LCx we included segments 11–13.

smartFFR calculation process
To validate the proposed method, we performed the
smartFFR calculations on 18 arterial branches, having 22
vessels in total (i.e. also with an invasive FFR measured).
Our simulations were performed under the assumption that

Fig. 1 Final 3D reconstructed
model of a left arterial branch
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the arterial wall was rigid, thus not taking into account its
interaction with the blood flow. Blood flow was modelled
using the Navier-Stokes and the continuity equations:

q
@v
@t

þ qðv � rÞv�r � s ¼ 0; ð1Þ

r � ðqvÞ ¼ 0; ð2Þ
where v is the blood velocity vector and s is the stress tensor,
which is defined as:

s ¼ �pdij þ 2leij; ð3Þ
where dij is the Kronecker delta, l is the blood dynamic
viscosity, p is the blood pressure and eij is the strain tensor
calculated as:

eij ¼ 1
2

rvþrvT
� �

; ð4Þ

Blood was modelled as a Newtonian fluid with density
1050 kg/m3 and dynamic viscosity 0.0035 Pa s. Blood flow
was considered laminar and the Reynolds number ranged
from 245–1832.

Boundary Conditions

For each case, we performed two blood flow simulations. In
the inlet, we applied an average pressure of 100 mmHg
which is considered as the average aortic pressure of a
human under rest. At the wall a no-slip, no penetration
boundary condition was imposed, thus assuming that the
velocity of blood at the interface between the blood and the
arterial wall is zero.

Regarding the outlet, we used two different flow rates as
an outflow boundary condition. According to several flow
measurements deriving from PET perfusion, the average
flow during rest at the left coronary artery (i.e. starting from
the Left Main branch and bifurcating to the respective LAD
and LCx arteries) is 2 ml/s, whereas under stress, the
respective value reaches an average of 6 ml/s. in order for us
to determine the ratio under which flow is divided at the
bifurcation site, we applied Murray’s law for each case.

In general, Murray’s law correlates the flow ratio through
the side branches with the diameters of the branches. This
relation is given by:

qD2
qD1

¼ dD2
dD1

� �3

; ð5Þ

Fig. 2 Bland-Altman plot
comparing smartFFR to the
invasively measured FFR
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with qD1 and qD2 the flow through and dD1 and dD2 the
diameters of the branches which are calculated directly from
the 3D models.

The calculated flow rates were then imposed as outflow
boundary conditions for each of the two simulations. Then,
for each simulation the pressure gradient of each branch was
calculated in order to build the patient-specific Pd/Pa versus
flow curve [6]:

Pd

Pa
¼ 1� fv

Q

Pa
� fs

Q2

Pa
: ð6Þ

where Q is the flow rate, fm is the coefficient of pressure loss
due to viscous friction and fs is the coefficient of pressure loss
due to flow separation. Using Pa = 100 mmHg in Eq. (6)
allows the calculation of the two previously unknown coef-
ficients, thus leading to the calculation of the area under the
patient-specific Pd/Pa versus flow curve. Finally, smartFFR is
then calculated as the ratio of the area under the
patient-specific Pd/Pa versus flow curve to the respective
reference area (i.e. the respective curve of a healthy artery).

Mesh

All 3D models were discretized using the same mesh
parameters. In general, the arterial models were discretized
into tetrahedral elements with a face size between 0.09 and
0.1 mm, resulting to models of around 5 million elements.
This specific element size was chosen after a mesh sensi-
tivity analysis.

4 Results

We examined the validity of our newly proposed method by
comparing the smartFFR values against the respective inva-
sively measured FFR values. Strong correlation was found
between the two methods (Pearson correlation coefficient

Fig. 3 Regression plot for
smartFFR and the invasively
measured FFR

Fig. 4 ROC curve for the smartFFR method
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r = 0.88, P < 0.001) (Fig. 3). Moreover, good agreement was
also observed, using the Bland-Altmanmethod of comparison
(Difference = −0.02864 ± 0.059, p = 0.034) (Fig. 2).
A small overestimation of smartFFRwas also observed (Mean
difference = −0.02864). Finally, we also performed a Recei-
ver Operator Curve (ROC) analysis to identify the optimal
threshold for smartFFR to identify ischemic lesions that
require a PCI (Fig. 4). The smartFFR threshold was � 0.83
(i.e. deriving from the Youden index) to identify cases with
FFR � 0.8 (AUC = 0.986, P < 0.001). The accuracy, sen-
sitivity, specificity, Positive Predictive Value (PPV) and
Negative Predictive Value (NPV) were 90.9%, 100%, 86.7%,
77.8% and 100%, respectively (Table 1).

5 Discussion

In this work we presented our newly proposed computa-
tional functional assessment index which can be applied on
3D models of coronary branches. 18 patients were selected
for this study that underwent a CCTA exam and FFR
measurement in at least one of the two main left arterial
branches. 22 smartFFR values were compared to the inva-
sively measured FFR values in order to validate the pro-
posed method. The results were very promising, presenting
strong correlation and good agreement between the two
methods. smartFFR presented a slight overestimation of the
FFR. This can be attributed to the fact that our method
strictly relies on geometrical factors and does not take into
account the microcirculatory system. The unique advantage
of the proposed method is the very low computational time
that is needed for each case, since less than an average of
20 min is required for the whole procedure. Moreover, the
induction of hyperemia is redundant since the whole pro-
cedure is fully computational. Another point that needs to be
noted is the fact that the whole process does not require a
remote core-laboratory analysis and can be performed on
any computer with average computational power.

One limitation of the present study is the rather modest
dataset that was used which however, was counterbalanced
by the quality of the dataset, since 7 of the 22 cases were
pathological (i.e. 32%). A second limitation of the whole
procedure is that in heavily calcified cases, the arterial lumen
is underestimated because of the so-called blooming effect,
thus affecting the final calculated smartFFR value.

6 Conclusions

The results of the current study suggest that the smartFFR
can be accurately applied in coronary branches and can
correctly discriminate a stenosis as hemodynamically sig-
nificant or non-significant.
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Modelling Details for Electric Field
Simulations of Deep Brain Stimulation

Johannes D. Johansson , Fabiola Alonso , and Karin Wårdell

Abstract
Deep brain stimulation is a well-established technique for
symptomatic treatment of e.g. Parkinson’s disease and
essential tremor. Computer simulations using the finite
element method (FEM) are widely used to estimate the
affected area around the DBS electrodes. For the
reliability of the simulations, it is important to match
used simulation parameters with experimental data. One
such parameter is the electric field magnitude threshold
EFt required for axon stimulation. Another is the
conductivity of the perielectrode space (PES) around the
electrode. At the acute stage after surgery the PES will be
characterized by an increased conductivity due to
inflammation and edema while the later chronic stage
will be characterized by a lower conductivity due to
gliosis and minor scar formation. In this study, the EFt

and the electric conductivity of the PES have been
estimated by comparing FEM simulations with clinical
studies of activation distance, pulse length and electrode
impedance. The resulting estimates are an EFt of
0.2 V/mm at the common pulse width of 60 µs and a
chronaxie of 62 µs. Estimated electric conductivities for
the PES are 0.14 S/m in the acute stage and 0.05 S/m in
the chronic stage, assuming a PES width of 250 µm.
These values are thus experimentally justified to use in
FEM simulations of DBS.

Keywords
Deep brain stimulation (DBS) � Finite element method
(FEM) � Electric field (EF)

1 Introduction

Deep brain stimulation (DBS) is an established technique for
the disruption of pathologic neural overactivity in e.g.
Parkinson’s disease, essential tremor and dystonia. The exact
mechanism of DBS is not known but it has been found to
have similar clinical effects as lesioning techniques in the
same targets for these disorders when a sufficiently high
pulse frequency is used [1–4]. This is possibly due to
depletion of neurotransmitters from the synapses of axons
triggered with high frequency [5, 6] or more complex net-
work effects from the interaction between different brain
structures [7].

Typical parameters that can be changed in DBS are
amplitude (voltage or current), pulse width and pulse fre-
quency. Increasing the pulse width decreases the required
amplitude for both therapeutic and side effects according to
the chronaxie in the Weiss-Lapicque model [8]. Pulse fre-
quency has a more complicated effect where sufficiently high
frequency as mentioned has a similar effect as lesioning
while lower frequencies require a higher voltage for the
effect [9] and sufficiently low frequency stimulation of e.g.
4–20 Hz on the contrary can worsen the pathological effect
in overactive areas [9–11].

One way to estimate the tissue affected in the immediate
vicinity of the active DBS contacts is to use finite element
method (FEM) simulations to calculate the electric field
around them [12]. The electric field magnitude (EF) of
0.2 V/mm at a pulse width of 60 µs has been used in several
studies [13–15] as a threshold value for tissue activation but
it has so far not been thoroughly justified.

The insertion of the DBS lead in the brain may cause a
small, localized inflammation, which seems to contribute to
the effect of DBS and could explain why inserting a DBS
lead has clinical effect even when off [16]. Another result is
that an edema will form in the immediate vicinity of the lead
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[17], a vicinity often called the perielectrode space
(PES) [18, 19]. The increase in tissue fluid of the edema will
cause the electric conductivity of the PES to increase and
thus affect the electric field around it. With time, the edema
will subside and gliosis will form around the lead instead
[20, 21]. However, the electric conductivity for the PES is
not known for either the acute edema or the chronic gliosis,
making it an unknown parameter for FEM modelling.

The aim of this paper is to calculate realistic values for
the electric field magnitude threshold, including its rheobase
and chronaxie, and to estimate reasonable conductivities for
the perielectrode space during acute postoperative edema
and later chronic gliosis formation.

2 Methods and Results

2.1 Estimation of Activation Threshold

Alexis Kuncel et al. [22] have made an estimate of the
distance, r (mm), from the electrode contact center to the
ventrocaudal nucleus (Vc) of the thalamus at which a certain
stimulation amplitude triggers side effects from stimulation
of the Vc. A pulse width of 90 µs and a pulse frequency of
160 Hz had been used in this study. They arrived at a
relation of threshold voltage, Vth (V), and r as

Vth ¼ 0:1þ 0:22r2 ð1Þ
and from this an effective activation distance can be
calculated as

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V � 0:1
0:22

r

ð2Þ

giving an effective activation radius of 2.0–3.9 mm for
amplitudes of 1–3.5 V. Åström et al. found the average EF
at these distances for the different voltages to be
0.165 V/mm [12]. This electric field magnitude threshold,
EFt, can be fitted to the Weiss-Lapicque model according to

EFt ¼ EFrheo 1þ Tchr
T

� �

ð3Þ

where EFrheo is the rheobase (V/mm), Tchr the chronaxie (µs)
and T the pulse width (µs). With T = 90 µs and a Tchr for
axon stimulation assumed to be 62 µs after least squares
fitting (lsqnonlin, Matlab, Mathworks, USA) to the average
result from a clinical study by Mario Rizzone et al. (Table 2)
[9], this gives an EFrheo of 0.165/(1 + 62/90) = 0.098
V/mm. The estimated EFt at the standard pulse width of
60 µs then becomes 0.098 ∙ (1 + 62/60) = 0.20 V/mm. The

corresponding strength-duration curve is presented in
Fig. 1a.

2.2 Estimation of the Conductivity
of the Perielectrode Space

A study by Codrin Lungu et al. [23] was used to estimate the
electric conductivity of the perielectrode space under the
assumption that it has a characteristic thickness of 250 µm
[18, 19]. The electric conductivity was set between 0.01 and
0.2 S/m in a parametric sweep in steps of 0.01 S/m with a
surrounding tissue domain assumed to be a mixture of gray
and white matter with a conductivity of 0.09 S/m. Bipolar
stimulation at a voltage, U, of 3 V between contacts 0 and 1
of a 3389 lead (Medtronic Inc., USA) was simulated for the
parametric sweep. Modelling and simulation (Fig. 1b) was
done in Comsol Multiphysics 5.2a (COMSOL, Sweden). For
details, see [18]. The impedance, R (X), was calculated
according to Ohm’s law with the current calculated as the
integration of the current density, J (A/m3), normal to the
surface of contact 0.

R ¼ U=

Z

n � JdS
�

�

�

�

�

�

�

�

ð4Þ

In the Lungu study, the average measured impedance in
the first week after implantation was 1530 X and after
3 weeks it had risen to 2530 X [23]. The parametric sweep
gave corresponding closest impedances of 1551 X for a PES
conductivity of 0.14 S/m and 2619 X for a PES conductivity
of 0.05 S/m. The PES conductivities of 0.14 and 0.05 S/m
are thus suitable values to use for the acute and chronic
phases respectively.

3 Discussion

In this study, suitable rheobase and chronaxie to describe the
electric field magnitude threshold, EFt, as well as suitable
conductivities of the perielectrode space have been estimated
from experimental studies [22, 23].

Hemm et al. [24] had associated the 0.1 V/mm isolevel
from 1.5 V stimulation to the lateral extent of the GPi in a
dystonia patient. However, they had used a very long pulse
width of 450 µs. Putting that pulse width in Eq. (3) with
EFrheo = 0.098 V/mm and Tchr = 62 µs gives an EFt of
0.11 V/mm, in good agreement with the 0.2 V/mm level for
60 µs in this study. Åström et al. [12] have studied the
impact of the pulse width on EFt with neuron model simu-
lations. Least squares fitting to their results (Table 3 [12])

646 J. D. Johansson et al.



gives a Tchr of 100 µs (Fig. 1a), which would give an EFrheo

of 0.165/(1 + 100/90) = 0.078 V/mm and thus an EFt of
0.078 ∙ (1 + 100/60) = 0.21 V/mm at T = 60 µs when
comparing to Kuncel’s study [22].

Comparing the EFt of 0.2 V/mm at 60 µs with simula-
tions of activation of axons with different fiber diameters
[12] indicate that the typical diameter of axons stimulated by
DBS should be around 3.5 µm, which is among the larger
axons in the deep brain structures although still smaller than
the value of 5.7 µm used in many DBS simulation studies
[25]. Median axon diameters for different nuclei and white
matter tracts have been found to be around 0.5 µm in human
(range: 0.16–9 µm) and rhesus monkey brains [26, 27].

The 250 µm thickness of the PES may vary between
patients. A larger distance would result in a lower increase in
the electric conductivity due to the inflammation/edema and
a lower decrease due to the gliosis when estimating the
conductivity from measured impedance.

It is interesting to note that the most energy-efficient
stimulation occurs at pulse widths equal to the chronaxie [8].
The optimal pulse width to maintain a long battery lifetime is
thus the default 60 µs when the chronaxie of the triggered
tissue is the same as in Rizzone’s study [9].

In conclusion, based on the experimental studies used,
suitable rheobase and chronaxie for axon activation seem to
be 0.98 V/mm and 62 µs respectively, giving a threshold
electric field of 0.20 V/mm for the default pulse width of
60 µs. Suitable values for a 250 µm PES are 0.14 S/m for
the acute edema phase and 0.05 S/m for the chronic gliosis
phase. More experimental studies similar to those of Kuncel
[22] and Lungu [23] would be desirable in order to further
increase the reliability of these estimates and to see if there
are differences in them between different parts of the brain.
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A Highly-Detailed 3D Model of the Human
Atria

Sara Rocher, Alejandro López, Ana Ferrer, Laura Martínez,
Damián Sánchez, and Javier Saiz

Abstract
The underlaying mechanisms of atrial fibrillation and the
involved factors in the chronicity of the disease are object
of great interest nowadays. Multiscale cardiac modelling
has become a powerful tool since it can help to better
understand the physiopathology of arrhythmias. In this
study we present a “true” 3D model of the human atria
with anatomical and functional heterogeneity. The model
includes a realistic definition of the atrial wall thickness
and transmurality in fibres orientation. The electrical
behaviour of the new model was validated by comparing
the propagation sequence in sinus rhythm with respect to
experimental activation times. The model was used for
arrhythmogenic studies by adding electrical remodelling.
We compared the fibrillatory activity of the new model
with two models less detailed anatomically but with the
same electrophysiological properties. The three models
reproduced different fibrillatory patterns with the appear-
ance of rotors in different areas, demonstrating that the
anatomical properties of the model affect the electrical
behaviour of the simulation. Our results suggest that it is
very important to implement highly-detailed models to
obtain results as close as possible to the real system.

Keywords
Atrial fibrillation � Cardiac modelling
Computational simulation � Electrophysiology
Wall thickness � Fibers

1 Introduction

Atrial fibrillation (AF) is the most prevalent sustained
arrhythmia and it is expected that its prevalence will con-
tinue to increase as the population ages. It is considered a
major cause of morbidity and mortality, since it is clinically
associated with an increase of embolic strokes, heart failure
and impaired quality of life [1]. The recurrent hospitaliza-
tions for AF and the cost of its management result in a
significant impact in public healthcare systems budget.
Nevertheless, the physiopathology of the disease remains
incompletely understood and the available treatments are
partially effectives.

AF burden has motivated during last years a deep
research in cardiac electrophysiology, trying to clarify the
arrhythmogenesis and maintenance mechanisms at the whole
atria level. For this purpose, computational modelling pro-
vides a powerful tool to integrate multiscale data and study
atrial activity under different conditions.

The rapid increase in the amount of experimental data and
computational resources has allowed great advances in car-
diac modelling. Several generic atrial models have already
been published incorporating important features, such as
morphological, histological, electrophysiological and func-
tional information [2–4]. However, to the best of our
knowledge, any of them consider atrial wall thickness and
fibers transmurality. Both features have been suggested as
relevant factors in atrial activation and arrhythmias, and
therefore, should be taken into account when developing
computer models to study AF [5, 6].

The main objective of this work is to present a
highly-detailed three-dimensional model of the human atria,
by improving our previously atrial model [4] anatomically
and histologically. For the first time, the model includes a
realistic definition of the atrial wall thickness and transmu-
rality in fibres orientation. The developed model was used to
study how the new geometrical and functional properties
affect the electrical behavior during AF.
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2 Methods

In the present work, we developed a new atrial model that
improves our previous 3D model of the human atria [4]. The
new model has enhanced the anatomical description of the
atrial wall thickness and the description of fibers direction.
As in our previous model [4], the mesh was divided into 21
regions and subdivided into 56 subregions for a detailed
anatomical, electrophysiological and fiber orientation
description.

2.1 Atrial Wall Thickness Definition

Atrial anatomy has been directly related with mechanisms of
initiation and maintenance of cardiac arrhythmias. Further-
more, an exhaustive knowledge of cardiac anatomy can help
interventional cardiologist to improve the safety and the rate
success of ablation treatments. Thus, several authors have
analyzed in detail the normal anatomy of the atria [7].

The atrial wall thickness of the right atrium (RA) is very
heterogeneous because of the presence of the Crista Termi-
nalis (CT) and the pectinate muscles (PMs). The thickest
region is in the upper part of the CT with a thickness
between 5 and 8 mm. The RA wall becomes extremally
thinner towards the vestibule of the tricuspid valve (TV),
where has a mean thickness of 2 mm [7].

The atrial wall thickness of the left atrium (LA) is much
more uniform and measures on average 3 mm in thickness.
It is thicker than the RA when we exclude considerations of
the CT. The thickest region is the anterior wall with 4–
5 mm, while the thinnest region is the vestibule of the mitral
valve (MV), with a mean thickness of 2 mm [7].

Starting from our previous model, we developed a
methodology to incorporate the anatomical information
described in the bibliography for defining the wall thickness
in each region. Firstly, as the transmural cardiac wall
thickness is the distance between the epicardium and the
endocardium, we manually separated the epicardium layer
and the endocardium layer from the surface mesh. For
redefining the thickness corresponding to each region, we
moved the nodes coordinates until reach the anatomical
thickness. Once the distance between both layers was
established, the meshes were manually smoothed and joined.

2.2 Fibers Definition

The architecture of muscle fibers has a major impact on the
cardiac electrical activity, since it defines the excitation wave
propagation. In human models, fiber orientation is usually
analyzed from ex vivo histological information [6, 8].

The RA has a complex fibrous structure, characterized by
the abundant PMs, the prominent CT and a large appendage
(RAA). In contrast, the LA has a smooth uniform appear-
ance but presents marked transmural variations in fiber ori-
entation. Several studies suggest that in both anterior and
posterior walls this change in fiber angles takes place
abruptly from epicardium to endocardium at the midwall,
resulting in two fiber layers with nearly perpendicular
directions [9–11].

In order to define different fiber directions transmurally in
the atrial wall, we differentiate two layers in the atrial model.
We labelled as epicardium from the midwall to the external
surface and as endocardium from the midwall to the inner
surface.

To the epicardium we assigned the same fiber orientation
as in our previous model [4]. We employed a rule-based
algorithm which computes fiber as the cross product
between a main vector direction and the normal to the
external surface of each element. Fort the endocardium, we
used the same vectors as in the epicardium, except for the
elements belonging to the posterior wall and the anterior
wall. In these two regions, we rotated the epicardial fiber
vector 45° in the y-axis.

2.3 Electrophysiological Properties

The electrophysiological properties determine the electrical
behavior of the simulation. In this study, the cellular elec-
trical activity is modelled by the Courtemanche ionic model
[12], since it is the model with best performance in electrical
remodeling. To reproduce the heterogeneity in action
potential (AP) morphology and duration of the different
atrial regions we defined nine cellular models by adjusting
the maximum conductance of the ionic channels Ito, ICaL and
IKr. Additionally, tissue heterogeneity was modelled by
tuning in each region the longitudinal conductivities and the
anisotropy ratios, as in [4].

In chronic AF (cAF), the recurrent episodes of fibrillation
force the cardiovascular system to develop several mecha-
nisms of adaptation resulting in alterations in atrial properties
and stabilization of AF. In the present study, the electrical
remodeling was included through the variation of the maxi-
mum conductance of Ito, ICaL, IK1, IKur and IKs, as in [13]. On
average, the electrical remodeling reduces a 56% the APD90
in our model. That means a decrease in the refractory period,
increasing the vulnerability for AF genesis.

2.4 Stimulation Protocol

With the aim of stabilizing the electrophysiological proper-
ties of the model, smoothing differences between adjacent
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regions and achieving a computational compromise, we
applied to the sinoatrial node (SAN) 20 continuous beats
with a basic cycle length (BCL) of 500 ms, 2 ms of duration
and 28 pA/pF of amplitude (rectangular pulse above the
stimulation threshold). We saved the state to use it as starting
point in next simulations.

In order to validate the physiological propagation of the
new model, we applied a single stimulus to the SAN. Then,
to generate fibrillatory activity, we paced the coronary sinus
(CS) using a continuous high-frequency train (BCL = 110
ms) for 6 s.

2.5 Computational Method

The electrical propagation in the atria was described by the
monodomain model:

r � DrVð Þ ¼ Cm � @Vm

@t
þ Iion in XH ð1Þ

n � DrVð Þ ¼ 0 in @XH ð2Þ
where D is the equivalent conductivity tensor, Vm is the
transmembrane potential, Iion is the transmembrane ionic
current that depends on the cellular model, Cm is the
membrane capacitance and XH is the heart domain.

The monodomain Eqs. (1–2) were solved using the
operator splitting numerical scheme with ELVIRA software
[14] with a constant time step of 0.01 ms. The simulations
were run on a computing node with forty-eight 6-core AMD
Opteron Processors 6234 clocked at 2.4 GHz.

3 Results

3.1 3D Model

The new 3D model of the human atria has 1.945.101 hex-
ahedral elements with spatial resolution of 300 µm and
2.174.034 nodes. The RA presents a mean thickness of
3 mm while the LA has 3,4 mm on average (Fig. 1a). The
range of thickness values for all the regions in the model are
consistent with the experimental data.

Figure 1b shows the resulting bilaminar structure of fibers
in the anterior and posterior walls of the LA. The posterior
wall fibers in the epicardium descend perpendicularly from
the superior wall to the MV, while in the endocardium are
oriented mainly circumferentially from the right pulmonary
veins (RPV) to the left pulmonary veins (LPV). On the other

hand, the fibers from the epicardium of the anterior wall are
aligned parallel to the right septum, while in the endocardium
fibers run parallel to the left appendage from the Bachman
bundle (BB) to the MV.

3.2 Model Validation

So as to validate the model, we compared the activation
sequence from the model in sinus rhythm with experimental
activation times measured by Lemery et al. [15].

After the SAN is depolarized, regions from the RA
simultaneously start their respective depolarizations and two
wavefronts appear towards the TV. The TV is the last RA
region activated at t = 82 ms. The activation moves from the
RA to the LA through the fossa ovalis (FO) and the BB,
registering the first activation of the LA at t = 42 ms. Once
in the LA, two wavefronts are responsible for the depolar-
ization of the different regions in the LA. Finally, the last
activation takes place at the left inferior pulmonary vein at
t = 123 ms. All the simulated activation times are within
experimental ranges (Table 1).

3.3 Atrial Fibrillation Simulations

From the stabilized model in electrical remodeling, we sim-
ulated AF episodes. With the aim of analyzing the fibrillatory

Fig. 1 Properties of the atrial model. a Atrial wall thickness of the
model after the smoothing. b Fiber transmurality at the anterior wall
(first column) and at the posterior wall (second column). Green fibers
represent the epicardium fibers while the orange ones correspond to the
endocardium
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pattern depending on the anatomical properties of the model,
we launched three simulations: in our previous model with
homogenous thickness (1), in an intermediate model with
anatomical thickness (2) and in the new atrial model (3).

The three models show a recurrent fibrillatory activity with
the appearance of a rotor. In the model 1 the rotor is stablished
on the superior cava vein (SCV), in the model 2 the rotor
appears on the right inferior pulmonary vein and in themodel 3
the rotor emerges on the left superior pulmonary vein (Fig. 2).

4 Conclusions

At the present study, we have developed a new 3D model
of the human atria, with, important advances with respect
to our previous model: heterogeneous thickness and fiber
transmurality.

The simulations carried out during AF activity allowed us
to demonstrate that the anatomical definition of the model
affects atrial activation, especially in abnormal rhythms. This
highlights the need for using computer models taking into
account the real structure of the atrium for the study of atrial
arrhythmias. Our highly-detailed model is an excellent tool
to analyze both physiological and pathologic conditions,
guarantying reliable results. Therefore, it is a promising
model to progress in the evaluation and treatment of
arrhythmias, allowing to consider effects of transmurality in
fibrosis and ablation.

Conflict of Interest None declared.
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The Correlation Between Central Corneal
Thickness and Glaucomatous Optic Nerve
Damage in a Human Eye

Chai Yee Loke, Ean Hin Ooi, Norlina Ramli, and Amir Samsudin

Abstract
Results from clinical studies suggest a strong correlation
between central corneal thickness (CCT) and glaucoma-
tous optic nerve damage. A 3D model is developed to
carry out structural investigation of the IOP-induced
posterior displacement of the lamina cribrosa (LC), under
the influence of CCT. The cornea, the sclera and the LC
are assumed to exhibit nonlinear material properties. The
numerical results suggest a higher glaucoma progression
rate with a lower CCT, which supports the clinical trend.
The low influential rate of CCT towards optic nerve
damage suggests that CCT may not be a dominant factor
in structural injury of the nerve bundles. The results
indicate that CCT measurement can be significant in the
diagnostic system of glaucoma.

Keywords
Central corneal thickness � Glaucoma � Optic nerve
damage

1 Introduction

Glaucoma is an eye disease associated with intraocular
pressure (IOP) elevations. Elevated IOP at the anterior seg-
ment of the human eye is considered as a major risk factor
towards optic nerve damage at the posterior segment [1].
Excessive stress is claimed to transfer to the optic nerve head
(ONH) via in-wall hoop stress borne within the outer
corneo-scleral shell. The stress is concentrated at the rela-
tively less dense structure, the lamina cribrosa (LC), which is

considered as the weak spot in the study of ONH biome-
chanics. The IOP-induced posterior displacement of the LC
is deemed to impose retinal ganglion cells injury, which
eventually leads to blindness [2].

Recent clinical studies suggest that central corneal
thickness (CCT) is an independent risk factor in glaucoma
progression [3]. Past data demonstrates a strong correlation
between lower CCT with higher progression rate [4]. Due to
the sensitivity of the human eye to physical touch, in silico
study is considered to be a powerful alternative of in vivo
study. Numerous numerical studies have been carried out to
investigate IOP-imposed ONH injury [5, 6]. Nevertheless,
past numerical models mostly consider only the outer
corneo-scleral shell and exclude the internal components in
their eye models, such as the lens and the vitreous [7, 8].
The IOP is modeled as a pressure loading subjected directly
on the inner surface of the retinal layer, which may be an
oversimplification [7, 8]. In addition, the cornea is normally
prefixed with zero displacement, in which the CCT is not
under investigation [6, 8]. Motivated by this, the present
study aims to investigate the influence of CCT towards
glaucomatous posterior displacement of the LC. In the pre-
sent study, a 3D computational model of the human eye is
developed to investigate the ONH biomechanics correlated
to CCT. The simulations are carried out using the com-
mercial software COMSOL Multiphysics 5.3 ®.

2 Materials and Methods

2.1 The 3D Eye Model

The 3D human eye model is built in COMSOL Multiphysics
5.3 ®, with the dimensions follow closely to the model
developed by Ooi and Ng [9]. The eye model includes the
cornea, the sclera, the iris, the lens and the vitreous. It is
modified to suit the purpose of the present study. The ONH,
consists of the LC, the pre-laminar and post-laminar neural
tissues, is added to the geometry, approximately 3.8 mm to
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the nasal side of the fovea. The dimensions adopted for
constructing the ONH follow closely to Sigal’s study [8]. It
is important to note that the ONH built represents a healthy
eye, which is assumed to have an initial IOP within the
physiological range, i.e. 9–20 mmHg [10]. The eye model
with the incorporated ONH is assumed to represent a healthy
eye under its equilibrium state.

A retinal layer is added, which is combined with the
pre-laminar neural tissue as a single homogeneous domain.
The zonular fibres, which hold the lens in place, are added to
enhance the capability of the model to capture the
IOP-induced stress-strain distribution across the eye globe.
Three interfaces representing the contact surfaces of the
ocular muscles (lateral, medial and inferior rectus) and
the sclera are added to the model. The ocular muscles
hold the eye in place, in which these interfaces are needed to
prescribe a fixed boundary condition at later stage. The
dimensions for all of the components are summarized in
Table 1. To reduce computational burden and to save the
computation time needed for each simulation, only one-half
of the geometry is built. The symmetrical plane is set on the
transverse plane of the eye model due to the physical loca-
tion of the optic disc. The resulting structure representing a
right eye is demonstrated in Fig. 1.

2.2 Boundary Conditions

The IOP is modeled as a boundary pressure load acting in
the direction normal to the inner wall of the anterior and
posterior chambers, as depicted in Fig. 1a (shaded in blue).
The normal load is applied on the surface such that:

r � n ¼ Pelev; ð1Þ
where r is the Cauchy stress tensor and Pelev is the acting
boundary load. As mentioned in Sect. 2.1, the eye model is
assumed to have an initial IOP that represents a healthy eye.
Note that Pelev does not represent the IOP inside the anterior
and posterior chambers, but the elevated IOP on top of the
initial IOP under its equilibrium state. The elevated IOP,

Pelev acting on the model represents an eye under glauco-
matous condition.

A symmetrical plane is prescribed on the transverse plane
of the eye model, with a zero displacement condition, such
that:

u ¼ 0; ð2Þ
where u represents the total displacement in x-, y- and z-
directions, as depicted in Fig. 1c (shaded in blue). The
interfaces representing the contact surfaces between the
sclera and the ocular muscles are prefixed with a prescribed
displacement, which allows tangential displacement but
restricts normal displacement, as shown in Fig. 1d (shaded
in blue). The remaining surfaces are allowed to deform
freely in all directions.

2.3 Material Properties

The material properties of all the components in the eye
model except for the cornea, the sclera and the LC, are
assumed to be linear elastic, as glaucoma is a long term
disease that develops over years [6, 8]. The cornea, the sclera
and the LC are assumed to exhibit nonlinear material
properties, as reported in the study by Woo et al. [12]. The
Young’s moduli, E of the three mentioned components are
prescribed in nonlinear exponential functions of the first
principal strain, e based on Woo’s study. The Poisson’s ratio
of each domain is adopted from the literatures [6, 8]. The
vitreous, which is a gel-like substance, is prescribed with the
shear and the bulk moduli. Table 2 summarizes the material
properties of each component of the eye model.

2.4 Mesh Convergence Study

The eye model is discretized into tetrahedral elements to
obtain the mesh-independent solutions. The total displace-
ment, the Tresca shear stress and the maximum principle
strain are examined at the reference points preset on the
symmetrical plane of the cornea, the sclera and the LC. The
deformation measured at the reference points show high
consistency with less than 1% of discrepancy throughout the
test, when the number of elements is increased slowly. On
the other hand, the results for the Tresca shear stress and the
principal strain are highly dependent on the mesh density.
A threshold of discrepancy less than 10% is set for the two
outcome measures. The final test results reveal a model with
approximately 1.34 million elements is required to achieve
mesh convergence. A CPU with 6 cores and a RAM of
120 GB is required to complete a single run, within 12–20 h
per simulation.

Table 1 Geometrical dimensions adopted for the construction of the
ONH

Input factor mm Source

Scleral thickness at canal 0.50 [8]

Retinal thickness 0.20 [8]

LC thickness at axis 0.30 [8]

Peripapillary rim height 0.30 [8]

Cup depth 0.33 [8]

Optic disc diameter 1.84 [11]
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Fig. 1 a The 3D eye model with the incorporated ONH; b Inset shows the constituent tissues of the ONH; c Symmetrical boundary condition
applied on the model (shaded in blue); and d Prescribed displacement on the sclera-ocular muscle interfaces (shaded in blue) (Colour figure online)

Table 2 Material properties for each component of the eye model adopted from past literatures

Ocular tissues Young’s modulus, E (MPa) Bulk modulus, K (GPa) Shear modulus, G (Pa) Poisson’s ratio, v Source

Cornea 0.1512e28.0e 0.49 [8, 12]

Sclera 0.7524e41.8e 0.47 [8, 13]

LC 0.08855e11.5e 0.49 [8, 12]

Pre-LNT 0.03 0.40 [8]

Post-LNT 0.03 0.49 [8]

Iris 0.0861 0.49 [8, 14]

Lens 1.45 0.47 [12, 15]

Zonular fibres 5 0.45 [12, 16]

Vitreous 2 10 [15]

Abbreviations: Pre-LNT pre-laminar neural tissue; Post-LNT post-laminar neural tissue
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3 Results and Discussion

Tresca shear stress, which is deemed to cause the damage of
the ONH, is chosen as the principal outcome measure of the
model [6]. The peak value is taken at 95th percentile to
avoid potential numerical errors [8]. The total displacement
of the LC, a surrogate indicator of the optic nerve damage, is
examined.

3.1 Generic Model

A generic model is constructed, with a CCT of 560 µm
(hereafter described as Model CCT560) to examine the
validity of the eye model. Simulation is run at an input Pelev
of 50 mmHg. Figure 2a depicts the Tresca shear stress borne
within the ocular tissues. The numerical results show that the
cornea bears the highest stress among the domains in the
model, with a value up to 350 kPa. This may be due to its

vicinity to the source of pressure load. The results are
re-plotted to better visualize the stress distribution across the
eye model, where the color bar is capped at 10 kPa, as
depicted in Fig. 2b. It could be observed that the stress is
transferred from the cornea to the sclera shell, concentrated
at the scleral canal and finally reaches the LC. This is in
agreement with many of the past studies that suggest an
IOP-induced in-wall hoop stress that is transmitted from the
anterior to the posterior segment across the eye globe.

The transferred hoop stress together with the hydraulic
pressure exerted by the vitreous onto the pre-laminar neural
tissue cause the LC to displace posteriorly. The maximum,
mean and minimum displacements of the LC are examined
and tabulated in Table 3. The corresponding Tresca shear
stress borne within the LC is recorded as well. From the
results, the posterior displacement of the LC is predicted in
the range approximately from 68 to 78 µm. This result is
very close to that reported in the clinical study carried out by
Yan et al., which recorded a posterior displacement of the
LC at 79 µm with an increase of IOP at 50 mmHg [17].

Fig. 2 Tresca shear stress a plotted on the transverse plane of the eye model; and b re-plotted with the color bar capped at 10 kPa for better
visualization of the in-wall hoop stress transfer

Table 3 Posterior displacement of the LC and the corresponding Tresca shear stress for model CCT560 at Pelev = 50 mmHg

Outcome measures Max Min Mean

Total displacement, µm 77.13 68.48 74.53

Tresca shear stress, kPa 2.78 0.91 2.14

Table 4 Mean Tresca shear stress borne within the corneo-scleral shell for each model at Pelev = 50 mmHg

Model Mean Tresca shear stress, kPa

Cornea Sclera LC

CCT380 79.28 8.14 2.18

CCT560 67.88 8.02 2.14

CCT740 55.67 7.88 2.10
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Hence, the numerical results suggest that the eye model of
the present study is capable of capturing the IOP-imposed
LC displacement.

3.2 The Effects of CCT on Glaucomatous
Posterior Displacement of the LC

To investigate the influence of CCT towards optic nerve
damage, two additional models with different values of CCT
are constructed. The models are hereafter named CCT380
and CCT740; correspond to a model with a CCT of 380 and
740 µm. Again, each model is applied with an increase in
IOP, Pelev of 50 mmHg to simulate a glaucomatous condi-
tion. The in-wall hoop stress transferred from the cornea to
the LC is examined for all models. Table 4 tabulates the
predicted mean Tresca shear stress across the corneo-scleral
shell structures, namely the cornea, the sclera and the LC.

FromTable 4,Model CCT380 has the highest Tresca shear
stress borne within the cornea, the sclera and the LC. This
suggests that a lower CCT may lead to a greater rate of optic
nerve damage. Simulations are repeated for all three models
with an input Pelev at 10 and 30 mmHg to simulate the pro-
gression of optic nerve damage from early to end stage. The
posterior displacement of the LC at its center point is recorded,
as plotted in Fig. 3a. It is observed that Model CCT380
demonstrates the greatest posterior displacement of the LC at
its center point, for all values of Pelev. The numerical results
supports the clinical trend that reports greater glaucoma pro-
gression rates for the patients with lower CCTs [3, 4].

To further investigate the effects of CCT on glaucoma
progression, the progression rate defined by unit posterior

displacement per unit increase of Pelev, are calculated.
Figure 3b depicts the results. The highest progression rate is
found in Model CCT380, with a progression rate up to
approximately 1.91 µm/mmHg. It could be observed that
CCT is inversely correlated to glaucoma progression rate.
This predicted result again supports the clinical trend, in
which lower CCT may cause greater glaucomatous optic
nerve damage [3, 4].

4 Conclusion

A 3D eye model is developed, aims to investigate the
effects of CCT on glaucomatous optic nerve damage in a
human eye. The in silico results suggest that a lower CCT
may lead to a higher progression rate in glaucomatous optic
neuropathy. In contrast, a thicker cornea has a stronger
structure that may assist in maintaining the structural sta-
bility of the eye globe, hence less IOP-imposed damage to
the optic nerve bundles. The results are in agreement with
the present clinical trend, which reports lower CCTs
recorded among glaucoma patients [3, 4]. Nevertheless, the
results obtained indicate low influential rate of the CCT
towards the estimated damage of the optic nerve. This
suggests that CCT may not be the dominant factor in
glaucomatous neuropathy.
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Fig. 3 With an increasing input value of Pelev for all models, the predicted numerical results are plotted for a the posterior displacement of the LC
at its center point; and b the estimated glaucoma progression rate
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Computer Simulation in the Analysis
of Computed Tomography Exam Times

Rogerio Santos, Andrei Pires, Wagner Pereira, and Renan Almeida

Abstract
Computed Tomography (CT) is one of the most important
tools in diagnostic imaging. In Brazil, among medical
imaging devices, 4.7% were CTs, representing eighth
place in exam numbers and first in costs. The aim of this
study was to evaluate the effect of faster CT equipment on
total exam time (from patient arrival to departure). To this
end, exams were divided into six steps: patient arrival,
patient movement in the examination room, patient
positioning, data entry, image acquisition and patient exit.
Step duration was measured on 84 exams with 1, 4 and
128-slices CTs in 5 private clinics/hospitals, in 2014/2015.
Models were created in the MedModel® software and
thirty days were simulated for a hospital operating
24 h/day. Scenarios were simulated for three types of
CTs using the average times obtained from the exams. In
the model, except for the acquisition stage, the times from
each step were the same for all CT types. Simulations
showed that, for example, a single slice CT running
inpatient examinations at night (8:00 PM–7:00 AM) and
adding another dressing room could decrease total exam
time by approximately 33%; while replacement of a single
slice CT by a 4 slices model (more expensive) would result
in a much smaller overall time reduction. In conclusion,
productivity gains may be smaller than expected when
replacing simpler models by more sophisticated ones, and
patient care time is not only a function of the speed of data

acquisition, and organizational changes can produce
decreases in these times.

Keywords
Discrete event simulation � Scheduling � Computed
Tomography

1 Introduction

Computed Tomography (CT) is one of the most important
diagnostic tools in medicine, with wide scope for clinical use
[1]. CTs’ diagnostic capability increased while examination
times and radiation doses diminished. In 2009, Brazil had
15.6 CT scanners per million people, a density comparable
to Canada (14.2) and New Zealand (15.8). However, Bra-
zil’s southeastern region had 21.8 CTs per million people,
more than Luxembourg (19.7); and its northeastern region
had 8.1 CTs per million people, fewer than Tunisia (9.3). Of
all medical imaging devices in Brazil in 2009, 4.7% were
CTs, ranking eighth in the number of installed devices [2–4].
In the US, the percentage of patients using CTs in emer-
gency departments increased from 2.4% in 1992 to 13.9% in
2007 and, only 0.7% of patients in these departments used
magnetic resonance imaging [5, 6], underscoring the
importance of CT availability.

However, even in the cities where CTs are more avail-
able, large queues in public services are common, sometimes
extending into months of waiting. Hence, increasing pro-
ductivity also means increasing the availability and number
of patients in the public services; as well as profitability in
the private ones. Thus, one can see the importance of
studying these processes, since performance gains may not
produce productivity increases if stages of the process do not
change [7].

Computer simulation is as an important tool to study the
behavior of computed tomography sectors. It has been
applied successfully in decision making in many areas, and,
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in the health sector [8, 9], allowed for the optimization of
physical, financial and human resources in many hospital
settings [10, 11]. Therefore, the objective of the present
study was to simulate simple and inexpensive scenarios that
could decrease the CTs patients’ care time or increase the
productivity in a general hospital.

2 Materials and Methods

2.1 Studied Devices

To provide a broad overview of the equipment, and con-
sidering that even single-slice models are still used in many
countries [5], models with 1, 4 and 128 slices were studied.
Therefore, a convenience sample of five devices, from
brands A (1, 4-slice) and B (128-slice), in five private health
facilities located in four cities of the state of Rio de Janeiro,
Brazil (one specialized radiology clinic, one general medi-
cine clinic and three general hospitals). Three single-slice
CTs were studied, one manufactured in 2003 and two
devices in 2009. The 4-slice model was manufactured in
2005 and the 128-slice model in 2014. All studied tech-
nologies are used in Brazil and remain in production in
several countries [6, 7]; and all studied equipment are still in
use.

2.2 Measurements

Exam procedures were divided into: 1. Patient entrance to
the examination room; 2. Patient changing clothes; 3. Patient
positioning; 4. Patient’s data input into the CT’s computer;
5. Image acquisition; and 6. Patient departure.

Two researchers measured the times using a stopwatch
application with a precision of one hundredth of a second.
Values were rounded, resulting in measured times in minutes
and seconds. So it was converted to the decimal mode to use
in MedModel® software. Exam procedures have not chan-
ged since their collection.

2.3 The Simulation

Models were created in the MedModel® software using as
parameters:

• Locations: In/Out, Waiting room (capacity: 10 patients),
Dressing room (one or two), CT Scanner e Console;

• Entities: Patients (scheduled, emergency and scheduled
with radio-contrast);

• Arrival cycles: thirty scheduled patients without
radio-contrast, seventeen emergency patients (24 h

non-scheduled) and five scheduled patients using
radio-contrast per day;

• Resources: Operator and Nurse; and
• Process times: 1. Patient entrance to the examination

room (6.47e−002 + L(0.62, 0.82)), using one resource;
2. Patient clothes change (0.13 + E(1.04)); 3. Patient
positioning at the CT scanner (1.13e−002 + L(1.13,
0.62)) using one resource; 4. Patient’s data input into the
CT computer (−1.21 + L(2.27, 0.48)) using one
resource; 5. Image acquisition: single-slice (1.4 + E
(1.95)), 4-slice (0.13 + L(1.75, 0.55)) and 128-slice
(0.37 + E(0.60)) using one resource; and 6. Patient
departure (−0.11 + L(2.08, 1.4)).

Above, “L” and “E” are the Lognormal and Exponential
probability distributions, and times are reported as “mini-
mum + L((Mean − minimum), SD)” and “minimum + E
(SD)”; all times in decimal minutes.

For exams using radio-contrast, two more data acquisition
(with the same duration of the first) and venous access
placement/remove are needed; these processes use one
resource each. Priority of care was defined as higher for
emergency patients.

Five scenarios were created and studied for the three CT
technologies:

• Scenario 1: The default: one operator, one dressing room
and scheduling patients from 7:00 AM to 8:00 PM;

• Scenario 2: Adding 24 h scheduling to the default
model;

• Scenario 3: The default model with 2 dressing rooms;
• Scenario 4: Adding 24 h scheduling to the third model;
• Scenario 5: Adding a nurse to the forth model.

The simulation focused on patients’ mean time in the
system, from arrival to departure. One month of a CT sector
operation located inside a fictitious hospital was simulated;
operating 24 h/day. Average exam times were based on the
weighted average of the number of monthly exams for each
patient type (840 exams without venous contrast, 140 with
contrast and 476 non-scheduled emergency exams).

3 Results

Table 1 shows the patients’ mean time in the system for the
three CT technologies studied in five simulated scenarios.
Figure 1 shows the weighted average times for each CT
model in the five proposed scenarios.

Introducing exams between 8:00 PM and 7:00 AM pro-
duces a decrease in the system mean time of 18.84%,
15.09% and 8.60%, for single, 4 and 128 slice CTs,
respectively. The addition of another dressing room reduced
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Table 1 Patients mean time in the system for the three CT types in five simulated scenarios. Weighted average times for each CT model in five
scenarios. Scenario 1: Default: 1 operator, 1 dressing room and scheduling from 7:00 AM to 8:00 PM. Scenario 2: Adding 24 h scheduling to the
default. Scenario 3: Default with 2 dressing rooms. Scenario 4: 24 h scheduling and 2 dressing rooms. Scenario 5: Adding a nurse to the forth
model. Time in decimal minutes

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

1-Slice

No Contrast 21.16 16.35 14.99 13.11 11.73

Emergency 17.56 15.40 13.39 12.64 11.46

Contrast 32.44 27.44 25.99 25.14 21.02

4-Slice

No Contrast 14.82 12.18 10.51 10.12 9.16

Emergency 12.48 11.44 9.74 9.57 9.50

Contrast 23.72 19.68 18.77 18.64 16.20

128-Slice

No Contrast 11.30 10.01 9.30 8.53 8.14

Emergency 10.14 9.79 8.66 8.19 8.07

Contrast 18.64 17.18 16.17 15.49 13.72

Weighted

1-Slice 21.07 17.10 15.52 14.11 12.53

4-Slice 14.91 12.66 11.05 10.76 9.95

128-Slice 11.63 10.63 9.75 9.09 8.65

8
10
12
14
16
18
20
22

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

1-Slice

4-Slice

128-Slice

Fig. 1 Weighted average times
(in decimal minutes) for each CT
model in five scenarios

these times in 26.34%, 25.89% and 16.17%, while the
combination of the two strategies generated a decrease of
33.03%, 27.83% and 21.84%, respectively. Finally, the
models with two dressing rooms, night scheduling and one
nurse implied in a decrease of 40.53, 33.27 and 25.62% for
the three TC technologies studied.

4 Discussion

The aim of this study was to simulate and compare scenarios
that could reduce the average system time for patients using
hospital CT services. Since our focus was specifically on
equipment productivity, cost and image quality were not
included here. However, it is known that 1 mm slice reso-
lution (used in studied models) can still yield a degree of
detail sufficient for many clinical applications [7].

As mentioned, medical equipment productivity is
important for both private and public health services, in
which waiting lists sometimes may extend for months.
Faster exams can represent more exams/time, but the idea
that doubling the number of CT slices per unit of time could
reduce to half the system time (a linear decrease) is not
realistic, since exam times are not exclusively dependent to
the image acquisition/reconstruction time [7, 12].

In fact, this study indicates that the CT exam duration do
not proportionally decrease by using models with “more
slices”. For instance, exchanging a single-slice for a
128-slice model implies in a decrease in system time of
45%. These results draw attention to the importance of
process optimization as whole, if larger productivity gains
are desired. Similarly, it could be seen that adding another
dressing room and introducing night scheduling for the
single-slice device allowed an average time in the system
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smaller than that of a 4-slice. Thus, changing patient
scheduling strategy can greatly reduce patient waiting times
and increase productivity, and, considering that no new
resources are needed (both operator and equipment are
already available) night scheduling is an especially inter-
esting option. Finally, hiring a nurse would reduce the time
of patient care even more, but, in this case, the costs thus
incurred would have to be taken into account for the
analysis.

It must be noted that a CT sector with a single-slice CT
with 24 h of scheduling, two dressing rooms and one nurse
would have an average service time (12.53 min) lower than
a default sector with a 4-slice (14.91 min) or slightly larger
than a default sector with a 128-slice (11.63 min). This result
should be contrasted with the investment for the replacement
of a single-slice CT by another 128-slice CT, which can
easily surpass US$ 500,000.00.

5 Conclusion

This study shows that productivity gains may be smaller
than expected when replacing simpler CT models with more
“sophisticated” ones, and patient care time is not only a
function of the speed of data acquisition, since organiza-
tional changes can produce considerable decreases in these
times. Thus, increases in productivity due to the number of
CT slices are not linear, and without organizational changes,
a large productivity increase cannot be expected from
changes to “faster” models. CT equipment acquisition
should consider variables such as the number and types of
exams; keeping in mind that, in this context, “more” is not
necessarily “better” [7].
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Genetic Algorithms Applied to Estimate
6-Parameters Model Which Define Analytical
Function to Simulate the Motor Unity Force
from Experimental Measures

J. P. Bermeo, F. Sanchez, J. Bravo, L. Bueno, J. D. Jara, and R. Rodas

Abstract
An individual twitch of motor unity MU force can be
simulated by 6-parameters model, then a train of repeated
pulses evokes a tetanic contraction. However, is a hard
issue to estimate the parameters for one twitch, and the
way to put many of them, such that can reproduce a shape
tailored a muscle contraction generated by a set of
stimulation pulses. In this work, genetic algorithms are
applied to estimate nine parameters from experimental
measures, where six are used to define a 6-parameters
model, and the other three are used to generate a train of
pulses, which simulate muscle contraction. The measured
data by dynamometer were used with genetic algorithms
to estimate the nine parameters, after that, their informa-
tion was compared with data measured by electromyo-
graph. The results show that calculated parameters, like as
latency time, contraction time, repetition time, half
contraction, intermediate time of relaxation force and
number of pulses, can be applied to generate a set of
successive twitches to simulate the muscle contraction,
with an error less than 5%. Besides, the simulation results
prove that force level depends directly on repetition
frequency, number of pulses and amplitude of stimulation
signal. finally, in this work the genetic algorithms worked
like an excellent tool to optimize and validate a theoretical
model with the experimental data, a despite the process
last more than 40 h for each training, the method was
friendly to apply and to reconfigure many options before
to find the best solution.

Keywords
Genetic algorithms � Motor unity � 6-parameters model
Electromyograph � Optimization

1 Introduction

1.1 Muscle’s Anatomy and Physiology

Human body has 650 muscles, and all of them are com-
manded by the Central Nervous System (CNS). According
to the neural signal which activates it, muscles can be
classified as voluntary muscle when the activation route is
the pyramidal system by motor axons; or involuntary
muscle when the activation route is by parasympathetic
nervous system [1]. The force generated by muscles depends
on the next factors:

• Activation degree: CNS make the recruit of fibers,
according al model claimed by [2]

• Stimulation frequency or temporary sum: one stimulus
has a muscle response called twitch, while repeated
stimuli cause an increase in strength, so muscle strength
also depends on how often the stimulus is repeated [3]

• Shortening speed—is the speed with muscles contract
against a stimulus, speed is around 15 mm/s for slow
fibers and 45 mm/s for fast fibers [4].

• Initial muscle length at rest.
• Cross-sectional area of muscle [5].

1.2 Force of Contraction and 6 Parameters
Model

Force contraction depends on summation of individual
twitches. There are many models for twitch’s simulation.
The Fig. 1 shows a comparison between two models and an
experimental measure of force for single stimulus [6], for
this work, the force is simulated using the summation of
twitches, where a six parameters model is applied to simulate
one twitch.
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The six parameters model [7] define the muscle force
generated by the ith stimulus through the following
equation:

Fi tð Þ ¼ f1 tð Þ
f2 tð Þ ð1Þ

where:

f1 tð Þ ¼ F0 P1c1e c1�c1�P1 tð Þð Þ þ P2� 1ð ÞP1c2e c2�c2�P1 tð Þð Þ
h i

ð2Þ

f2 tð Þ ¼ P2 � 1� e4eP3
� � ð3Þ

P1 tð Þ ¼ t � Ti � Tlead
Tc

ð4Þ

P2 tð Þ ¼ 1þ e2e P1 tð Þ�1ð Þ ð5Þ

P3 tð Þ ¼ t � Ti � 0:5 Ttot þ Thrð Þ
Ttot � Thr

ð6Þ

c1 ¼ ln 2ð ÞTc
Thc þ Tc � ln Tc

Thc

� �
� 1

h i ð7Þ

c2 ¼ ln 2ð ÞTc
Thr þ Tc � ln Tc

Thr

� �
� 1

h i ð8Þ

The c1, c2, P1(t), P2(t) and P3(t) are auxiliary variables to
reduce the main equation, and the six parameters used in
equations are defined such as T_lead: latency time to start de
contraction; T_c: contraction time until get the maximum
force; T_hc: half of contraction time; T_hr: half time relax;

T_tot: total contraction time and Fmax: maximum force. In
the Fig. 2 is showed each parameter to simulate the force for
one twitch.

2 Measurement and Optimization
by Genetic Algorithms

2.1 Measurement of Muscle Force

Muscle force was measured by dynamometer of equipment
of Biomedic Engineering Group of Salesian Polytechnic
University. Eleven tests were done, nine short pulses and
two large pulses, in Fig. 3 four short pulses are showed.
Every pulse was simulated like as summation of elements
defined in Eq. (1), to obtain the total force showed in the
Eq. (9)

FT tð Þ ¼
XN
i¼1

Fi tð Þ ð9Þ

2.2 Optimization by Genetic Algorithms

Genetic algorithms have many application like as find the
best route to supply chain [8], for this work, Genetic
Algorithms are used to optimize the analytic function.

Genetic Algorithms GA is applied to calculate repetition time
(R_time), number of pulses, resolution and the six parameters
(T_lead, T_hc, T_c, T_hr, T_tot and T_i showed in Fig. 2)

Fig. 1 Comparison between models and experimental force for one
twitch [6]

Fig. 2 Analytical function to six parameters model [7]
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to model the muscle force, the Table 1 shows the calculated
parameters for each pulse by GA, the parameters were esti-
mated (optimized) to get the minimal RMS error between sim-
ulation of six parameters model and the experimental measures.
The stopping criteria applied was the average change in
RMS error (fitness function) lower to 1e-6, furthermore that
parameters must meet with constraints like as T_hc < T_c and
others.

With the tabulated information, basic statistics were
estimated like as mean, standard deviation and confidence
intervals of 99%, the results obtained are within the statistics
reported by previous works [9].
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Fig. 3 Four pulses measured by dynamometer to simulation

Table 1 Calculated parameters by genetic algorithms

Pulse number T_lead [s] T_c [s] T_hc [s] T_hr [s] T_tot [s] R_time [s] Number of pulses

P01 0.0022 0.0493 0.0206 0.1500 0.2727 0.0423 62

P02 0.0025 0.0464 0.0298 0.1480 0.2750 0.0511 52

P03 0.0049 0.0523 0.0351 0.1483 0.2710 0.0478 51

P04 0.0040 0.0476 0.0411 0.1407 0.2713 0.0282 79

P05 0.0035 0.0465 0.0420 0.1487 0.2803 0.0270 99

P06 0.0034 0.0480 0.0410 0.1173 0.2861 0.0312 80

P07 0.0024 0.0475 0.0197 0.1204 0.2572 0.0331 66

P08 0.0034 0.0506 0.0342 0.1170 0.2525 0.0231 91

P09 0.0046 0.0709 0.0333 0.1499 0.2176 0.0275 74

P10 0.0040 0.0596 0.0370 0.1409 0.2815 0.0237 80

P11 0.0042 0.0498 0.0283 0.1491 0.2824 0.0287 108

Table 2 Calculated parameters by genetic algorithms

Pulse number T_lead [ms] T_c [ms] T_hc [ms] T_hr [ms] T_tot [ms] R_time [ms]

Average 3.54 51.69 32.92 139.11 267.95 33.06

Standard deviation 0.9 7.4 7.7 13.8 19.6 9.6

Confidence interval 99% 0.87 7.05 7.37 13.20 18.76 9.22

Fig. 4 Comparison between simulation with values optimized by GA and experimental measures from dynamometer
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The basic statistics showed in Table 2, like as mean of
latency time (T_lead), contraction time (T_c), half contrac-
tion time (T_hc), half time relax (T_hr) and total contraction
time (T_tot), values which correspond with those obtained
by [10]. Figure 4 displays a comparison between simulation
with values optimized by GA and experimental measures
from dynamometer of pulses 1 and 10.

3 Conclusions and Future Works

3.1 Conclusions

Given the need to validate the theoretical model with the
experimental measurements, it was necessary to use an
optimization method. For this reason, we analyzed the dif-
ferent optimization methods, which can be classified
between classical or heuristic methods, being that the first
seeks and guarantee an optimal solution and the others seek
an “acceptably good” solution in an “acceptably fast” time,
for our case of optimization of parameters from the theo-
retical model, GA was used.

With the aim to model the muscle response,
two-parameter model [11] and the six-parameter model [7]
were analyzed. Where the six-parameter model has better
approximates the simulations with the experimental results,
see Fig. 1. And GA was applied to optimize the parameters
(such as repetition frequency, T_lead, T_hc, T_c, T_hr,
T_tot and T_i) from the experimental data, see Fig. 4 where
the results obtained between the simulation and the experi-
mental data are shown.

The parameters calculated by GA are shown in Table 1,
to complete the analysis, the average, standard deviation and
confidence interval were estimate; values obtained agree
with the ranges reported by other studies from the analyzed
bibliography.

3.2 Future Works

From the results obtained from the modeling of force, the
model of six parameters can be applied to evaluate the tensor
associated to the muscular contraction, then with this tensor
could be multiplied by the tensor of elastic deformation, to
define the muscular behavior like as a continuous medium.

An electromyograph could be used to measure where the
contraction started, to increase the precision of model for
each stimulation and simulation.
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Quality Assurance in Medical 3D-Printing

Djim Kanters, Anke de Vries, Henk Boon, Joost Urbach, Arjen Becht,
and Homme-Auke Kooistra

Abstract
In the strive towards patient specific healthcare, medical
3D-printing has proven to be of great value. With the
growing possibilities in applicability of these 3D-prints,
quality control of the complete surgical 3D-printing
workflow: (1) case selection, (2) image acquisition,
(3) segmentation, (4) engineering, (5) 3D-printing and
(6) preparation, has never been of more importance. The
objective of this study was to provide a quality control
methodology to assess the reproducibility, accuracy and
stability of a medical 3D-printing workflow. With
computer-aided-design (CAD) software a quality control
(QC)-phantom was designed with dimensional character-
istics based on commonly used surgical guides. Seven
identical QC-phantoms were 3D-printed and labeled
(n = 1, …, 7). Their dimensional parameters were
determined by physical measurements. Through compar-
ison with the CAD-drawing, information was gained on
the performance of the 3D-printer. The seventh phantom
was scanned six times on a CT-scanner with a slice
thickness of 0.4 mm. The 3D-segmented phantom was
3D-printed and its characteristics compared to the orig-
inal. The other six phantoms (n = 1, …, 6) underwent a
number of sterilization cycles (3 min, 134 °C) corre-
sponding with their label. The overall 3D-printer accuracy
due to solely printing was found to be within 0.2 mm
deviation with an average of 0.04 mm and a standard
deviation of 0.06 mm. Image acquisition and segmenta-
tion induced shrinkage of the slots and holes. Thereby, a
deviation of maximum 0.4 mm occurred compared to the
original phantom, the average deviation was 0.06 mm
with a standard deviation of 0.06 mm. Furthermore,
within a cycle of six sterilizations (n = 1, …, 6) the

accuracy and durability of the materials did not deterio-
rate. By design of this phantom, a method to implement
overall QC of a medical 3D-printing workflow was
developed. Execution of this method showed that the
quality of the complete medical 3D-printing workflow
can be assured and that it provides insight in the
influences of each of the different steps in the workflow.
In this study the strongest effect on the dimensional
characteristics was observed in the image acquisition step.

Keywords
3D-printing � Quality assurance � Phantom

1 Introduction

Three-dimensional printing (3D-printing) was first patented
in 1986 by C.W. Hull [1]. In his patent Hull described a
process he called stereolithography. In this process,
3D-objects are formed by a step by step process of locally
curing thin layers of a specific medium by photopolymer-
ization. By focusing a beam of light on the surface of the
medium, cross-linking of the polymer chains within the
medium occurs. With aid of a moveable platform, successive
layers of the hardened medium build up the cross sections of
a computer-aided design (CAD) drawing. Presently, dozens
of different 3D-printing techniques co-exist, of which three
main categories can be identified: (1) extrusion, (2) resin and
(3) powder printing.

In recent years the development of relatively cheap
desktop 3D-printers has led to a booming 3D-printing
industry. Now, with the arrival of commercially available
biocompatible and sterilizable 3D-prints, local medical
3D-printing labs emerge in hospitals worldwide [2]. Studies
show that medical 3D-printing can be in many different ways
of great added-value for all kind of specializations. Three
main applications are defined: (1) anatomic models, (2) sur-
gical guides, and (3) implants and prostheses [3].
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(1) The added-value of 3D-printed anatomical models is
three-fold:
• they provide a valuable tool for physicians in

patient-doctor communication [4, 5];
• they serve as a tool for resident education [6] and

surgical training [7] and
• they allow development for optimal surgical plan-

ning [8, 9]. Furthermore, the quality of the preop-
erative plans based on 3D-prints is shown to be
higher than that of digital 3D-rendered images [10].

(2) 3D-printed surgical guides are widely used in special-
izations as orthopedics, traumatology [11], oral and
maxillofacial surgery [12], plastic surgery [13] and
several other invasive surgical fields. Patient specific
surgical guides offer a boost in surgical precision and
reduction of surgical time, leading to lesser chance for
infection and a faster recovery [14].

(3) Development of implants and personalized prostheses is
the most important and most valuable direction when
applying 3D-printing in the field of orthopedics [15].
Several individual cases of 3D-printed cranial, dental
and spinal implants have been reported.

With this rapidly growing new in-hospital technology,
there’s an urge and necessity for methods of quality control and
quality assurance. Apart from a recent paper from Leng et al.
[16], where amethodology is provided for quality control of the
in-house 3D-printing workflow for unsterilized anatomical
models, no literature on the quality control of the complete
process, with all applicabilities is known. By providing guide-
lines for the workflow and by the design and exercise of a
phantom study this paper gives a framework for the quality
assurancemethodology of this complete 3D-printingworkflow.

2 Quality Assurance of Medical In-house
3D-Printing

In the 3D-printing workflow, several error inducing steps are
bound to take place. These errors partly arise due to human
factors such as miscommunication. For the other part, the
induced errors are inherent to the workflow step. By opti-
mizing the workflow and a proper definition of the respon-
sibilities, the human errors can be minimized or completely
taken away, whereas the inherent errors can only be mini-
mized and monitored.

2.1 Qualitatively Induced Errors

Without a well defined 3D-printing workflow the quality of
the 3D-printing process cannot be assured. The process

definition should at least include the workflow steps, defi-
nitions of the different stakeholders and the distribution of
responsibilities.

Process definition. In general the 3D-printing workflow
consists of six steps: (1) the selection of 3D-printing cases,
(2) image acquisition, (3) segmentation, (4) engineering,
(5) 3D-printing and (6) preparation for use.

Case selection (1) is based on the clinical value,
cost-effectiveness and a risk assessment. The involved
health-care professionals are the treating physician and a
medical physicist. Image acquisition (2) lies within the
responsibility of the radiologist and medical physicist. Seg-
mentation (3) of the reconstructed images is a joint work
between a technologist with anatomical knowledge, the
requesting physician and a medical engineer. The output of
this step is commonly a printable file format. The engi-
neering step (4) is typically a task for the medical technol-
ogist. This step includes the development of molds or
guides, the smoothing and the supporting of the printable.
3D-printing (5) requires technological and material knowl-
edge and is therefore a task for the medical engineer. Lastly,
in the preparation for use (6), the print is discomposed of its
supports by a medical engineer, checked and validated by
the requesting physician and if necessary sterilized at the
central sterile service department (CSSD). For an overview
of the process see Fig. 1.

2.2 Quantitatively Induced Errors

Image acquisition and segmentation. A critical step in
each patient specific 3D-print is the image acquisition. As
the commonly used imaging modalities already own a QC
program the quality control of the image acquisition is left
out of the scope of this report. However, it is evident that
from patient to digital scan, this is the first inherently error
inducing step in the process. Slice thickness and recon-
struction kernel are the most important parameters at this
stage.

The process of restricting the reconstructed volumetric
images into the region of interest only is called segmenta-
tion. Segmentation is possible with numerous software
packages. Within each of these packages a segmentation can
be achieved through various methods. These range from
threshold segmentation based on the Hounsfield units to
slice per slice contouring. It should be clear that different
software and different methods lead to different segmenta-
tions. For a successful quality assurance program these
induced errors should be insightful and easily be monitored
over time.

670 D. Kanters et al.



3D-printing. It is evident that from CAD-drawing to
3D-print the 3D-printer induces errors due to the discrete
layers that build up the model. The printers resolution and
accuracy are the determining factors in this step but curing
effects, ageing of the printer or resin could lead to unex-
pected dimensional errors.

Sterilization. For several 3D-printing purposes, sterilization
of the finished product is necessary. Possibilities are surgical
instruments, surgical guides and implants. In high tempera-
ture steam sterilization the 3D-print is exposed for three
minutes to temperatures of 134 °C [17]. Although only print
material fit for sterilization should be used, at this moment it
is unclear if significant shrinkage, expansion or deterioration
of the print occurs at these temperatures.

3 Phantom Study

To gain control over the quantitatively induced errors of the
in-house 3D-printing process, a phantom was designed and a
phantom study was developed and exercised. In the fol-
lowing paragraphs a description of the design and an outline
of the study is given.

3.1 Phantom Design

The designed ‘Gelre Surgical Guide (GSG)’ - phantom (See
Fig. 2), contains more than fifty measurable parameters,
these parameters can be categorized by: (1) outer dime-

Fig. 1 3D-printing process definition with a definition of steps and distribution of responsibilities

Fig. 2 Design of the 3D-printing QC-Phantom
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nsions, (2) solid cube, (3, 4) drill-guides (tubular and
embedded), (5, 8) saw-guides (notch and bulge types),
(6) angled holes (7) angled overhangs, (9) rasterised holes
and (10) a binary numbering tool. The GSG-phantom was
designed with CAD-software SolidWorks [18]. Table 1
gives the measurable parameters.

Through this phantom, the printers resolution, shrinkage
or expansion effects and angular defects can be monitored by
performing physical measurements after each 3D-printing
workflow step. The dimensions of the design are based on
typical surgical drills and saws. These surgical drill-bits are
available with diameters typically ranging from 0.5 mm to
several millimeters [19]. Surgical saw blades generally vary
in thickness ranging from 0.5 to 2.0 mm.

3.2 Study

The designed phantom was printed seven times with a
Formlabs Form 2 stereolithography (SLA) printer in the
material NextDent Surgical Guide (SG). The phantoms were
printed at a printing resolution of 0.05 mm. Each phantom
was made identifiable by breaking the numbering pillars in a
binary order. By measuring the dimensions of the
GSG-phantoms, the achievable resolution of the 3D-printing
step could be determined. The dimensions of the
GSG-phantoms were measured with a HBM 150 ± 0.02 mm
caliper and a variety of feeler gauges (HBM02695).

To monitor the induced errors of the image acquisition
and segmentation, the phantom labeled n = 7 was scanned in
6 positions on a Siemens Somatom Definition FLASH CT
with 120 kV, a slice thickness of 0.4 mm and reconstructed
with kernel U70u. The six reconstructed 3D-volumes were
segmented via the threshold segmentation of the open-source
software 3D-slicer. The range of Hounsfield Units was
chosen between −700 and 700 HU. Each of these segmen-
tations was reprinted with the Formlabs Form 2 printer.
Again, in the material NextDent SG. By comparing the
dimensions with the original phantom the induced dimen-
sional errors by image acquisition and threshold segmenta-
tion could be determined.

To investigate the effects of steam sterilization, the six
GSG-phantoms labeled n = 1, …, 6 underwent a number of
sterilization cycles corresponding to their label. After their
respective number of sterilization cycles the dimensional
parameters are measured and compared with their parame-
ters prior to sterilization. A complete overview of the
developed phantom study is shown in Fig. 3.

4 Results

4.1 3D-Printing

The overall integrity of the printed phantoms was shown to
be good. There were no chipped or rounded edges, the

Table 1 Phantom parameters

# Name Parameter Notes

1 Outer dimensions Width: 50.0 mm

Depth: 50.0 mm

2 Solid cube Width: 5.0 mm

Depth: 10.0 mm

Height: 10.0 mm

3 Drill guide (tub.) Inner diameter: 5.0–1.0 mm Steps of 1.0 mm

Outer diameter: 6.0 mm

4 Drill guide (emb.) Inner diameter: 5.0–1.0 mm Steps of 1.0 mm

5 Saw guide (notch) Gap width: 2.5–0.5 mm Steps of 0.5 mm

Gap depth: 5.0 mm

Border thickness: 2.0 mm

6 Angled holes Angles: 90°–45° Steps of 15°

Diameter: 2.0 mm

7 Overhang Angles: 90°–30° Steps of 15°

8 Saw guide (bulge) Outer width: 6.0–2.0 mm Steps of 1.0 mm

Inner width: 1.0 mm

9 Raster Hole diameter: 1.5–1.0 mm Steps of 0.1 mm

10 Binary numbering – Labeling tool
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surface was smooth and the protrusions were rigid and
strong. The maximum measured deviation from the
CAD-drawing was measured in the 1.0 mm drill guide of
phantom n = 1 and was found to be 0.2 mm. The average
deviation of all prints was 0.04 mm with a standard devia-
tion of 0.06 mm. For all found deviations the inner dimen-
sions print turned out smaller than intended. Furthermore,
phantom n = 3 showed clogging of the smallest embedded
drill guide.

4.2 Image Acquisition and Segmentation

For all measured parameters of the scanned and reprinted
GSG-phantoms, the maximum deviation was found to be
0.4 mm. The average deviation was 0.06 mm with a stan-
dard deviation of 0.2 mm. The image acquisition and seg-
mentation induced an increase in surface roughness. For two
out of six reprinted phantoms this resulted in clogging of the
smaller sized (1.0 mm) guides. Through advanced visual-
ization software: Sectra, it was shown that the increase in
surface roughness was induced in the image acquisition step.

4.3 Sterilization

The maximum dimensional difference due to the sterilization
process was found to be 0.2 mm. This maximum was found
at the smallest notch type saw guide for phantoms sterilized
3 times and up. The average deviation was found to be
0.04 mm and the standard deviation was 0.07 mm. Although

all maximum deviation were found in phantoms sterilized
for three times and up, no general trend was discovered over
all measured parameters. Therefore, correlation with the
number of sterilization cycles and size of the induced
deviations could not be shown.

5 Discussion and Conclusion

Quality control of the in-house 3D-printing workflow was
assessed by design of a GSG-phantom and development of a
phantom study. Exercise of this study resulted in quantitative
quality indicators of the in-house 3D-printing workflow. For
the printing workflow assessed, the image acquisition step
was shown to have the largest influence on the dimensional
precision of the 3D-workflow. However, the induced errors
are shown to be smaller than 0.5 mm when a high resolution
scanning protocol is used.

For the assessed workflow the 3D-printing and steriliza-
tion steps were shown to have lower impact on the dimen-
sional errors. No trend in dimensional differences versus
number of sterilization cycles could be shown for a total of six
sterilization cycles. Furthermore holds that the overall
expected error is not a superposition of the individual error
inducing steps. Image acquisition results in deviation between
the patient and the adjacent plane, whereas 3D-printing and
sterilization contributes to deviations in surgical guides.

It should be noted that by performing stated phantom
study, each unique 3D-printing workflow, with its own
technical specifications, can come to different conclusions.
The GSG-phantom designed for this study was found to be

Fig. 3 Outline of the phantom study, each point of measurement is marked
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sufficient for its purpose. However, the design was not
optimized and should not be considered as fixed. Future
research for optimizing the phantom design is advised.

With the found maximum deviation, the quality of the
in-house 3D-printing workflow was determined as sufficient
and in control. To remain in control and assure the quality of
medical 3D-printing at all time, this phantom study should
be exercised periodically.
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Validation of Geant4 Nuclear Reaction
Models for Hadron Therapy and Preliminary
Results with BLOB
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R. Faccini, P. Napolitani, L. Pandola, E. Solfaroli Camillocci, G. Traini,
and G. A. P. Cirrone

Abstract
Reliable nuclear fragmentation models are of utmost
importance in hadron therapy, where Monte Carlo
(MC) simulations are used to compute the input param-
eters of the treatment planning software, to validate the
deposited dose calculation, to evaluate the biological
effectiveness of the radiation, to correlate the bþ emitters
production in the patient body with the delivered dose,
and to allow a non-invasive treatment verification.
Despite of its large use, the models implemented in
Geant4 have shown severe limitations in reproducing the
measured secondaries yields in ions interaction below
100 MeV/A, in term of production rates, angular and
energy distributions. We present a benchmark of the
Geant4 models with double-differential cross section of
the secondary fragments produced in the 12C fragmenta-
tion at 62 MeV/A on thin carbon target. Such a bench-
mark includes the recently implemented model “Liège
Intranuclear Cascade’’. Moreover, we present the prelim-
inary results, obtained in simulating the same interaction,
with the “Boltzmann-Langevin One Body’’ model

(BLOB). BLOB is a semiclassical one-body approaches
to solve the Boltzmann-Langevin equation. It includes a
mean-field propagation term, on the basis of an effective
interaction. In addition to the mean field term, BLOB
introduces fluctuations in full phase space through a
modified collision term where nucleon-nucleon correla-
tions are explicitly involved. It has been developed to
simulate the heavy ion interactions in the Fermi-energy
regime. In this work, we show the BLOB capabilities in
describing 12C fragmentation, in the perspective of a
direct implementation in Geant4. Monte Carlo simulation,
nuclear interaction, nuclear fragmentation, hadron
therapy.

Keywords
Monte Carlo simulation � Nuclear interaction
Nuclear fragmentation � Hadron therapy

1 Introduction

Nuclear interaction and fragment production in the energy
range between 15 MeV/A and 200 MeV/A are of utmost
importance in hadron therapy [1]. Hadron therapy is the
treatment of tumours with Protons (p), or heavier ions like
Carbon (C) and Oxygen (O).

Full MC simulations are considered the gold standard for
dosimetric calculations in conventional radio therapy and
hadron therapy, hence the high relevance of a reliable MC
simulation between few hundreds and few tens of MeV/A,
the typical energy range of such a therapy [2]. For instance,
MC codes are used in hadron therapy to:

• generate input parameters, such as the depth-dose dis-
tribution in water for different ions, of the deterministic
codes (pencil beam algorithms [3]) in treatment planning
for regular clinical use [4];
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• validate the dose calculation of the pencil beam algo-
rithms, especially in cases with great tissue hetero-
geneities [5];

• estimate the risk of secondary cancer induction [6];
• estimate the production of beta emitters, such as 11C and

15O, which would allow for a non-invasive verification of

the treatment via Positron Emission Tomography
(PET) imaging during, or shortly after, the treatment
itself. However, the density of activated isotopes is not
directly proportional to the delivered dose, and MCs are
used to infer the dose as a function of the measured
density of annihilation photons [7, 8].
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MC codes are also used in radiobiology to link the
physical dose deposited to the biological effectiveness.
Indeed, biological effects are a function not only of the dose
but also of the quality of incident radiation [9].

Besides the importance for medical applications, these
models are used also in simulations for space radiation
dosimetry and nuclear spallation sources.

In this paper we present an update of the compar-
ison between measured fragmentation of 12C ions at
62 MeV/A and the Geant4 predictions published by De
Napoli et al. [10].

Geant4 [11] is one of the most widely used MC toolkit,
both in Nuclear and Particle Physics and in medical appli-
cation. It simulates radiation transport and interaction with
matter and has the capability to import the Computed
Tomography scan (CT) of a patient in DICOM format [12],
allowing to simulate the interaction of the beam with a
specific patient. Moreover, two programs specifically

developed for medical simulations have been built using
Geant4, and therefore use its nuclear reaction models. There
also exist a Geant4 package dedicated to simulation of early
biological damage induced by ionizing radiation at the DNA
scale: Geant4-DNA [13].

2 Geant4 Models

The data shown in this paper have been acquired in the
interaction of 12C with thin targets, these data are of par-
ticular interest as the fragmentation of the secondary prod-
ucts and the electromagnetic interaction in the target are not
relevant. Therefore, they are the perfect test for the Nuclear
Reaction models implemented in Geant4 relevant for hadron
therapy.

The nuclear interactions are described in two steps, usu-
ally called “entrance channel’’ and “exit channel’’. The first
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step describes the collision, the production of excited nuclear
states, their possible pre-equilibrium emission, and the
sharing of the energy among the nucleons, process usually
called “thermalization’’. The second step deals with the
decays of such excited states after the thermalization. In the
energy range of interest of hadron therapy, in Geant4 there
are three different models for the entrance channel:

• Binary Intra-nuclear Cascade (BIC) [14]: This is an
extension of the Binary Cascade model [15], a model in
which primary or secondary particles, usually called
“participating’’ particles, are tracked in the nucleus. The
interactions are between them and an individual nucleon
of the nucleus, thus the name. The model can be seen as a
hybrid between a classical cascade code and a Quantum
molecular Dynamics (QMD) model, as the participating
particles are described by Gaussian wave functions. The
cross sections are the ones for free particles and

experimental measurements are used where available. In
order to take into account the Pauli exclusion principle, it
is assumed that all states below the Fermi energy are
occupied; therefore, if a candidate secondary has a
momentum below the Fermi momentum, the collision is
rejected. The cascade terminates when the average
energy is below 15 MeV, or when the maximum energy
of secondaries is below 75 MeV.

• Quantum Molecular Dynamics (QMD) [16]: Similarly to
the BIC model, each nucleon is described by an inde-
pendent Gaussian wave function. However, in QMD all
the nucleons are considered as “participants’’, and the
scattering between participants is included. The time
evolution is followed in steps of 1 fm/c up to a given
time, typically 100 fm/c.

• Liège Intranuclear Cascade (INCL) [17]: The nucleons
are modelled as a free Fermi gas in a static potential well.
The radius of the well depends on the nucleon
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momentum. The particles are assumed to propagate along
straight-line trajectories. The algorithm calculates the
time at which events will happen, and propagates the
particles directly to their positions at that particular point
in time. This means that the length of the time step in
simulation is not constant. The stopping time is a func-
tion of the target nucleus mass. If the projectile is a
nucleus, a random impact parameter is sampled and an
overlap volume between the two nuclei is calculated
accordingly to it. The participants are all the nucleons
from projectile and target inside this volume. The par-
ticipants that traverse the nucleus without undergoing
any collision are coalesced with any existing geometrical
spectators to form an excited projectile-like pre-fragment.
A particle-hole model generates the excitation energy of
the pre-fragment. This model was not available in the
version 9.4.p1 of Geant4, the one used for the first
benchmark of the Geant4 models with this data-set [10].

As already mentioned, after the thermalization, the par-
ticle emission from the excited nuclear species produced in
the entrance channel is simulated with the so-called exit
channels modes. In this stage, the excitation energy is sup-
posed to be shared among all the nucleons, and the nucleus
is described only by its mass, charge, and excitation energy,
neglecting the steps that led to its formation. The most rel-
evant model implemented in Geant4 in this energy domain is
the Generalized Evaporation Model (GEM) [18]. It is based
on the first statistical theory of compound nuclear decay
made by Weisskopf and Ewing [19], and it is an application
of the balance principle. It associates the probability that a
nucleus with A nucleons emits one of them, remaining with
A� 1 nucleons, to the probability that the produced nucleus,
with A� 1 nucleon, captures the nucleon in object. The
latter probability is calculated using the energy level density
of the evaporating nucleus and an empirical cross section for
the inverse reaction. It takes into account also the emission
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of fragments heavier than a particles and uses an accurate
level density function, based on the Fermi gas model, for
total decay width.

3 Geant4 Simulations

As mentioned in the previous section the models that could
be used to simulate 12C fragmentation below 100 MeV/A in
Geant4 are three: BIC, QMD and INCL. While the default
energy range of BIC and INCL range from 0 MeV/A, the
minimum energy at which QMD is used by default is
100 MeV/A. Therefore, for this benchmark we manually
modified the lower threshold at which QMD is used. The
simulations presented in this work have been done with the
last stable version of Geant4, namely the 10.4. To compare
the results obtained with the actual Geant4 version with the
original results published by De Napoli et al. [10], we

computed the cross section also with the version 9.4.p1 of
Geant4, the one used by De Napoli et al. in their publication.

In order to reduce the computation time, all interactions,
but the hadronic inelastic, have been switched off. All sec-
ondaries are discarded after being produced and the target is
much longer than the hadronic inelastic interaction length. In
this way all primaries undergo inelastic interaction, which is
also the only process simulated. The results are then scaled
by the total inelastic cross section and processed to repro-
duce the experimental angular resolution, geometrical
acceptance and energy resolution.

4 Geant4 Results

In Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10, the double-differential
cross sections of several isotopes are compared with the
Geant4 models predictions. As mentioned before, INCL was
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not available in the version 9.4.p1. For the curves where the
Geant4 version is not specified the last one is intended,
namely the 10.4.

Despite the numerous updates of the code, especially of
the de-excitation model [20], the BIC and QMD did not
changed significantly from the version 9.4.p1 to the 10.4. As
noted in the first benchmark of Geant4 with this data-set,
BIC reproduces better the emission cross section of frag-
ments with high energy at a small angle with respect to the
beam direction, i.e. the peripheral interactions [10]. The
recently implemented model, INCL, shows results similar to
QMD for the emission of secondaries with Z ¼ 1, namely H
(Fig. 1), deuterium (Fig. 2), and tritium (Fig. 3). For the
emission of the most probable ejectile, 4He, (Fig. 4) BIC
shows two separate distributions, one at low energy, pro-
duced by the fragments emitted by the target, and one at high
energy, produced by the projectile. This doubly peaked

distribution seems mitigated in QMD but still present,
especially at large angles. Therefore, these two models
underestimate the production of 4He as an intermediate mass
fragment. Conversely, INCL overestimates this possibility,
showing a large peak at energy lower than the beam. All the
three models overestimate the total production of 4He.

5 Preliminary Results with BLOB

BLOB (Boltzmann-Langevin One-Body) [21, 22] is a recent
one-body approach to solve the Boltzmann-Langevin
(BL) equation [23] in full phase space. The model
describes the time evolution of the semiclassical one-body
nucleon distribution function in a self-consistent mean field
potential. Two-body correlations are explicitly taken into
account by introducing hard nucleon-nucleon (n-n)
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scattering, governed by the residual nuclear interaction, with
Pauli blocking strictly fulfilled in the final states. Many-body
correlations are recovered by introducing a fluctuating term,
which acts as a continuous source linked to the nucleon-
nucleon collision term, and which is exploited to produce
phase-space fluctuations through a stochastic treatment. This
model can provide a dynamical description of dissipative
nuclear processes, tracking the formation of fragments and
clusters from mean-field instabilities since the earliest
instants. It is well suited to simulate nuclear collisions and
fragment production between 15 MeV/A and 200 MeV/A.
BLOB, as BIC, QMD and INCL, is made to describe the
out-of-equilibrium entrance channel and the successive
dynamical path towards thermalisation.

Foreseeing an implementation of BLOB in Geant4, we
performed a simulation of 12C fragmentation coupling
BLOB with a stand alone de-excitation model called Simon

[24]. We computed the total yields of the secondaries in the
interaction of 12C with 12C at 62 MeV/A and compared this
result with the total yields we extrapolated from the angular
distribution published by De Napoli et al. [10]. The com-
parison is shown in Fig. 11. It has to be noted that at this
level we neglected the fact that the target was natural Carbon
and not pure 12C. Data are normalised so that the sum of
Deuterium and Tritium yields equals the corresponding
calculated quantity.

The BLOB simulation was stopped in a time window
from 80 to 140 fm/c, when the last split is registered.
Therefore, all the sequence of hot fragments is de-excited
using the Simon code. More details about the simulation can
be found in the work presented by P. Napolitani [25].

The agreement between the BLOB results and the
experimental points is very good for light fragments yields
up to 9Be. The production of 10B and 11B is underestimated
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by more than an order of magnitude, these fragments are
produced in peripheral reaction. As is possible to see from
the crosses in Fig. 11, BLOB produces these ejectiles,
however their excitation energy is too high and so they are
made to emit nucleons by Simon. This explains also the
overestimation of the proton production.

6 Summary and Conclusions

This work shows an update of the benchmark done with
double differential cross section of 12C fragmentation inter-
acting with a thin natC target at 62 MeV/A. These reactions
are necessary for the use of Geant4 in hadron therapy. In the
current version of Geant4, three models are able to simulate
the interactions of ions at such energy, namely BIC QMD
and INCL. The last one was not available when De Napoli
et al. [10] published the first benchmark of Geant4 with this
data-set and therefore, this is the first benchmark of INCL
with this data-set.

The results show that the performances of BIC and QMD
in simulating this reaction did not improve from the version
9.4.p1 to the 10.4 of Geant4 and INCL does not show clear
better results. It has to be noted that 62 MeV/A is lower than

the energy range where the QMD model has been designed
to work.

Besides the work from which we took the data-set by De
Napoli et al. [25], other works showed the limitation of the
Geant4 models in simulating the 12C fragmentation below
100 MeV/A, such as Braunn et al. [26] and Doudet et al.
[27]. For this reason we investigated the potentiality of
another model that could simulate the entrance channel of
nuclear reaction in such energy domain. We performed a
preliminary simulation of the interaction of two 12C at
62 MeV/A and the agreement with experimental data is
encouraging.
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Prototype Measurement System
for the Eye-Hand Coordination Test
of the Developmental Test of Visual
Perception

Daniel Alejandro Quiroga-Torres, Juan S. Lara, Antonio Miguel-Cruz,
and Adriana María Ríos-Rincón

Abstract
The current version of the Developmental Test of Visual
Perception (DTVP-3) is one of the most commonly used
tests to identify the presence and degree of
visual-perceptual and visual-integration deficits in chil-
dren from 4 to 12 years of age. This test consists of five
main sub-tests including a eye-hand coordination test
(EHCT). Currently, the EHCT is based on observations
by a therapist and requires a post-hoc analysis using the
DTVP normative data, a time-consumption task that is
not free of therapist error. Thus, a medical device is
needed to automatically measure, score and report the test
scores obtained from the DTVP-3. This device will lead
to an overall decrease in the time taken for the post-hoc
analysis and an improvement in the accuracy of the
EHCT score. We determined that the device must allow a
stylus position to be tracked in two dimensions with a
resolution of 1 mm and the system must be small in size
in order not to interfere with the test. In this study, we
proposed a system based on Hall-effect technology
sensors, which allows distances from the magnetic field
magnitudes to be indirectlyestimated using small sensors.
A first prototype consisted of a matrix array of sensors.
A radial basis function was used to model the

magnitude-distance response of each sensor. The model
was estimated by using a multivariate linear regression,
and it was found that the proposed model for 1 mm
resolution tests, had an average r2 of 99%.

Keywords
DTVP-3 � Eye-hand coordination test � Hall-effect
technology � Measurement system

1 Introduction

Reading and writing difficulties at an early age can lead to
future learning disabilities and difficulty with performing
tasks as simple as a literary composition [1]. Eye-hand
coordination (EHC) is one of the components that affects
reading and writing processes, because problems such as
illegible handwriting, and the inversion or disappearance of
letters can be caused [2]. EHC assessment is usually per-
formed by an occupational therapist using paper and pencil,
although it is currently a process that requires considerable
effort on the part of the therapist, who has to pay continual
attention to the child’s performance, i.e. even if the occu-
pational therapist loses attention momentarily the validity of
the results will be affected due to the lost information [3]. In
addition, depending on the age range, the applicable test and
the resulting score, standardized tables have to be consulted
and analyzed [4], which limits the test in that the result is not
generated immediately.

In this context, the Frostig Developmental Test of Visual
Perception (DTVP-3) is one of the measures used to evaluate
a patient’s level of visual and motor perception [4, 5]. The
DTVP-3 has five sub-tests of visual perception, in this study
we are focusing on sub-test 1, which is a eye-hand coordi-
nation test (EHCT). This sub-test consists of a set of tracks
where a line must be drawn along a certain path, if the
patient leaves the demarcated area or lifts the pencil from the
paper, his/her score for the sub-test will decrease.
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With regard to the abovementioned test, in this work a
measurement system for the EHCT is proposed, which must
be able to detect the slightest variation in the position of the
pencil during the test. In addition, the aim of this study is to
validate a prototype based on sensors that are small in size,
which allows the minimum resolution necessary for the
evaluation of sub-test 1. The proposed device could help
occupational therapists to accurately assess a patient’s per-
formance during the test. Likewise, one of the main purposes
of the system is data storage capacity over time; this infor-
mation could be useful for therapists, as they would not need
to perform a post-hoc analysis.

2 Methodology

Hall-effect technology is used for its two main advantages:
(1) This kind of technology allows a magnetic field’s mag-
nitude to be measured, which in turn is related to the location
of the magnetic source. (2) A Hall-effect sensor acts like a
magnetic field transducer, i.e. this kind of sensor provides a
voltage output in response to a magnetic field. For this
reason, these sensors can be integrated into a digital system
and the data can be stored and processed in an electronic
device.

2.1 Experimental Setup

A first prototype consisting of a matrix array of four
Hall-effect sensors is shown in Fig. 1. With this configura-
tion, the measurements allow the distance between the

magnetic source and each sensor to be estimated, although
the source is located within the square formed by the sensors
(i.e. when the four sensors are detecting the magnetic
source).

In this study, a neodymium cylindrical magnet
(1 � 2 cm, N45) was used as the magnetic source. Like-
wise, the magnet is placed (see Fig. 1) on a MakeBlock
Constructor I 3D printer (MakeBlock, China), allowing
accurate three-dimensional movements.

Finally, the matrix array was built using 49E linear
Hall-effect sensors (YZPST, China) due to their sensibility
(1.4–3.0 mV/GS) and compatibility with the 3D printer’s
electrical features.

Taking into account the fact that the stylus position in two
dimensions is one of the most important metrics during the
EHCT, the system must be set up to track the x and y
position of the magnet. Nevertheless, the magnetic magni-
tude also depends on the separation distance (the z-axis
position of the magnet), therefore, if the magnet’s move-
ments are constrained within a certain separation distance
and the relationship between the distance and the magnetic
magnitude is known, it is possible to track the magnet’s
two-dimensional position.

2.2 Model Selection

With regard to the distance-magnetic magnitude relation-
ship, a model was selected according to the experimental
data. In the first instance, in order to observe changes in the
measurements due to variations in the magnet’s position, the
magnet moved around a sensor on a 40 � 40 mm grid using
1 mm steps and a fixed separation distance of 10 mm.

This procedure allows two relevant features to be iden-
tified that must be included in the model. On one hand, as
shown in Fig. 2a, the measured equipotential lines are cir-
cular in shape and are centered on the sensor’s position,
thus, it is simple to use a Radial Basis Function (RBF) as a
model. On the other hand, as shown in Fig. 2b, c, the
changes’ behavior in the measured voltage is exponential,
more precisely, the curves have a Gaussian shape. Therefore,
the model must include an exponential part.

Whit regard to the aforementioned, the proposed model is
shown in Eq. 1. Where si is the magnitude response of a
sensor i, A is the scale factor in the exponential part, x; yð Þ is
a point in space, lx; ly

� �
is the sensor’s location, a and b are

the scale factors in the radial part.

si ¼ Aea x�lxð Þ2 þ b y�lyð Þ2 ð1Þ
The lx and ly parameters can be estimated as the Center

of Mass (CoM) in each dimension of the measured data, as
shown in Eq. 2, where n and m are the total number of

x

y SD
Sensor Array

Magnet

3D Printer

Fig. 1 Diagram of the setup used in the experiments. The two main
metrics are shown: The coordinate system (x, y) and the separation
distance (SD)
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observations on each axis and z½i; j� is the measured value in
the point ði; jÞ.

lx ¼
Pn

i¼1 ði
Pm

j¼1 ðz½i; j�ÞÞPn
i¼1

Pm
j¼1 ðz½i; j�Þ

; ly ¼
Pm

j¼1 ðj
Pn

i¼1 ðz½i; j�ÞÞPn
i¼1

Pm
j¼1 ðz½i; j�Þ

ð2Þ
One of the main advantages of the proposed model is that

it can be easily converted into a generalized linear model
(GLM) through parameterization, i.e. if zi ¼ lnðsiÞ,
� ¼ lnðAÞ, x0 ¼ ðx� lxÞ2 and y0 ¼ ðy� lyÞ2; then the
model will be in a GLM form, as shown in Eq. 3; thus,
parameters such as �, a and b can be estimated using linear
regression. Nevertheless, considering that there are multiple
sensors, the model’s parameters for each sensor can be
estimated with multivariate linear regression.

zi ¼ ax0 þ by0 þ � ð3Þ

Finally, it is possible to estimate the distance between a
sensor i and the magnet if a � b, which means that there is
symmetry in the exponential behavior between the x and y
axes. Therefore, the estimated distance ri depends on the
model’s parameters (�, a and b) and the measured voltage
(si), as shown in Eq. 4.

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln si=Að Þ

0:5aþ 0:5bj j

s
ð4Þ

3 Results

As already mentioned in Sect. 2.2, the RBF model was
selected experimentally; moreover, it is possible to assess the
quality of the predictions. For instance, in the proposed
prototype the separation distance between the sensors is
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Fig. 2 The experimental data used to identify the behavior of the
measured magnetic magnitude. In a are shown the equipotential lines
and their respective values. In b are shown the measured magnitude’s

responses at different y values with scalars representing the x value. In
c is shown the same response, but at different x values with scalars
representing the y value
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10 mm; therefore, the measurements were sampled on a
20 � 20 mm grid because it is more convenient that the
model fits better within ranges where the voltage is higher
(i.e. the nearest points to the sensor that it is measuring).

To illustrate, in Fig. 3a is shown an example of the
measurements from one sensor; likewise, in Fig. 3b is shown
a graph of the estimated model for the data that is shown in
Fig. 3a. It is possible to observe the similarity between the
model’s predictions and the measurements, which in turn is
reflected in a r2 of 0.99. Finally, in Fig. 3c are shown the
distances estimated through the expression of Eq. 4.

The proposed model is intended to be used at a fixed
separation distance, which corresponds to the normal usage
of the prototype during the EHCT, although the model varies
depending on the design parameters, or more precisely, the
separation distance. For this reason, the model was evaluated
at different separation distances within a range of between 9
and 14 mm and with a resolution of 0.1 mm.

With regard to the relationship between the model’s
parameters and the separation distance, in Table 1 are shown
the values related to a linear regression analysis. It was
found that the r2 values are equal for all the sensors and
close to 1; in addition, the Pearson correlation coefficients
are always positive between the a parameter the separation
distance (SD), while they are negative between the �

parameter and the SD. In addition, these two parameters
(a and �) show a linear behavior with regard to the SD.

4 Discussion

As shown in Fig. 3c, the RBF model allows distances from
magnetic magnitude measurements to be estimated. Most
importantly, the estimated distances show linear behavior,
which can be observed in two ways. On one hand, each
distance level curve is similar to a circumference, i.e. the
model preserves the radial behavior of the magnetic mag-
nitude after the distance estimation; on the other hand, each
level curve is located equidistantly to the others and the
estimated distances correspond to the real distances between
the magnet and the estimated sensor’s position (CoM) [6].

One of the key concepts to come out of this work is the
need for a measurement system that allows the stylus posi-
tion to be tracked with a resolution of 1 mm. Hence, the
proposed model allows distances to be predicted within the
specified ranges with a high r2, showing that the error
variance ratio is around 1%, which in part is related to
unwanted events such as electromagnetic noise, temperature
changes and manufacturing defects, among others.

One of the main advantages of the prototype is that there
are multiple sensors located at different points, thus making
it possible to estimate the position of the magnet from dif-
ferent perspectives, which is expected to allow the measur-
ing error to decrease using an individual sensor. Equally
important, considering that the location of each sensor is
known and the method allows the distance between the
magnet and each sensor to be estimated, it is possible to
estimate the magnet’s two-dimensional position through
triangulation [7].

It is important to highlight that the coefficient of deter-
mination (r2) has an average of around 0.99 for all the
sensors, showing that the RBF model can be used properly
within the specified range. However, choosing a separation
distance outside of this range could lead to two unwanted
events: (1) When the separation distance is below the lower
limit, there may be saturation in the sensors and it will not be
possible to differentiate between distances when the magnet
is within a range closer to the sensor’s location. (2) When
the separation distance is greater than the upper limit, the
magnitude will be within a low range and the measurements
are subject to noise interference.

The device allows the pen to be used in standardized
tests. While it is true that a tablet with a stylus can perform
the same activity, in the case of pencil and paper, specialized
body functions are needed to perform the strokes effectively.
The table allows you to have an infinite number of test
options to do, something you can’t have on paper [8].
However, the important thing about the DTVP-3 test is to
evaluate hand-eye coordination, and with pencil and paper
these skills are better developed [9]. Finally, we find cases of
children who do not have their skills fully developed and the
use of pencil and paper helps them properly [10].

Table 1 Linear regression analysis of the model’s a and �. The three main metrics are shown: the coefficient of determination (r2), the
regression’s estimated parameters (h1 and h0) and the Pearson correlation coefficient (q)

Sensor a �

r2a h1a h0a qa r2� h1� h0� q�

1 0.98 75 � 10−5 −16 � 10−3 0.99 0.99 −0.15 1.39 −0.99

2 0.98 76 � 10−5 −16 � 10−3 0.99 0.99 −0.14 1.38 −0.99

3 0.98 72 � 10−5 −16 � 10−3 0.99 0.99 −0.14 1.25 −0.99

4 0.98 73 � 10−5 −16 � 10−3 0.99 0.99 −0.14 1.36 −0.99
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5 Conclusions and Future Work

With regard to the obtained results, the proposed prototype
allows the stylus position to be detected with a resolution of
1 mm, thus making this prototype suitable for the evaluation
of the EHCT of the DTVP-3 test. This study shows that it is
possible to accurately estimate distances using Hall-effect
technology; therefore, it is possible to design devices based
on this proposal for similar tracking applications.

The aim of future works is to determine the trajectory of a
magnet with a larger sensor array using triangulation tech-
niques. In addition, kinematic models will be implemented
in order to improve the measurement results. Finally, the
final version of the system will be subject to clinical vali-
dation, thus ensuring it can be used clinically.
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The Implications of the Lead Theory
on the Patch ECG Devices Positioning
and Measurement

Ivan Tomasic, Aleksandra Rashkovska, Roman Trobec,
and Maria Lindén

Abstract
Currently we are witnessing fast development of patch
ECG devices, some of which have already been exten-
sively evaluated and shown to be useful for detecting
arrhythmias. The research about using the patch ECG
devices for purposes other than arrhythmia detection has
been scarce. The efficiency of patch electrocardiography
for a specific purpose can depend on the devices location
on the body surface. It is still an open question where to
position the ECG patch devices, and should the position
depend on the specific purpose and perhaps even be
personalized. We present the lead theory of differential
leads (ECG leads obtained by patch ECG devices) and
discuss its implications on the patch ECG devices
positioning on the body surface.

Keywords
Electrocardiography � ECG � Lead theory
Differential lead � Bipolar lead � Patch monitors
Remote monitoring � Telemonitoring

1 Introduction

For the purpose of detecting arrhythmias in normal daily
activities, Holter monitors are traditionally used. Recently
however, there has been an intensive development of wire-
less bi-potential patch ECG devices (PECGs) [1–3], which
are starting to challenge the Holters since they are unob-
trusive, wire free, and with much longer recording capabil-
ities (weeks to months). The PECGs can also be used
for monitoring fetal ECGs [4], obtaining breathing rate

[5], or even for obtaining electromyography (EMG)
measurements [6].

The Savvy monitor (www.savvy.si) has been certified as
a medical device and has recently become available on the
market (Fig. 1), whereas the ZIO® XT Patch (irhythmtech.
com/products-services/zio-xt), and SEEQ® MCT patch
device from Medtronic, have already been extensively
evaluated. The evaluations show evidence of an increased
diagnostic lead in both adult and pediatric patients, com-
pared to Holters [2]. One additional example is the ePatch
from BioTelemetry Inc. Denmark. Compared to the before
mentioned PECGs which can record one lead, the ePatch®
can record up to 3 leads but it does not provide wireless
data transmission. In addition to Savvy and SEEQ, the
Spyder BT sensor (www.web-biotech.com) and Cortrium
C3 (cortrium.com) also provide wireless data transmission.
The LifeTouch Patient Surveillance System (isansys.com/en/
products/sensors), is a device which provides heart rate and
respiratory rate (derived from the ECG), and has a wireless
data connection. For a direct comparison of Savvy, SEEQ,
and ZIO patch monitors technical characteristics, the reader
is refereed to [7].

The ECG leads produced by patch ECG monitors are
often called differential leads (DLs) [8]. The DLs can pro-
vide ECG signals with satisfactory signal-to-noise ratio [9]
and can even be used for synthesizing the 12-lead ECG, the
sole standard in todays electrocardiography. The synthesis
can be performed with linear and nonlinear methods
[10, 11]. Recent publications, besides traditional methods,
like multiple linear regression [12], report also some novel
approaches for ECG leads synthesis, like genetic algorithm
optimized neural networks [13], support vector regression
[14], regression trees [15], and state-space models [16].
Some researchers apply linear transformation on indepen-
dent [17] or principal components [18–23], or on derived
characteristics in the wavelet domain [24, 25], instead of
transforming original signals.

The deterministic method of synthesis [10, 26] was used
by Cao et al. to synthesize the 12-lead ECG from three DLs
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[27], whereas a number of investigations [8, 28–31] used
linear transformation for the same purpose, with comparable
results. Lee et al. used both linear regression and artificial
neural networks to synthesize 12-lead ECG from 3 DLs that
can be implemented as a single patch device [32].

1.1 Evaluations of the PECG Monitors

A Philips experimental device featuring three DLs has been
show to provide high agreement with the EASI Holter
monitor, in terms of “evaluation of atrial activity, ventricular
morphology, rhythm diagnosis” [33], as well as for
“recognition of ventricular ectopic activity and ventricular
fibrillation” [34]. Similarly, an evaluation of the Imec’s ECG
patch on ten subjects, showed that “the new ECG patch has
the same performance as a medical gold standard Holter” for
atrial fibrillation detection [35]. Zio Patch [36] evaluations
however show that during one day it detects significantly
less arrhythmic events than a Holter monitor, but over the
total wear time, it detects more arrhythmic events than the
Holter monitor. A clinical evaluation of the WPR Medical
monitor shows that “recorded ECG signals obtained from
the wireless ECG system had an acceptable quality for
arrhythmia diagnosis” [37]. Additionally, the ePatch [38] has
been shown to be adequate for rhythm analysis.

There has been very little research about applicability of
DLs for specific purposes other than arrhythmia detection. It
has been shown [39, 40] that a DL can provide better sen-
sitivity for detecting left ventricular hypertrophy compared
to the 12-lead ECG. Furthermore, the so-called CM5 lead—
a specific lead between the manubrium and the V5 posi-
tion—has been shown to contribute to increased sensitivity
of the exercise ECG to the coronary artery disease [41].
Haddad et al. have shown a possible application of DLs for
detecting acute transmural myocardial ischemia [42].

Here we present the DLs’ theory, understanding of
which can leverage future research in applying patch ECG
devices, as well as facilitate interpreting DLs obtained from
them.

2 ECG Theory for Patch Electrocardiography

2.1 Lead Field of a DL

By using the electromagnetic reciprocity theorem, it can be
shown that the lead field of an ECG lead with electrodes on
positions Q1 and Q2 (see Fig. 2), is equal to the gradient of
the potential field /0, caused by a pair of a unit current
source and a sink of equal strength I0, placed at the lead’s
electrodes positions [43]:

~LQ1Q2ðx; y; zÞ ¼
r/0

I0
; ð1Þ

where ~LQ1Q2ðx; y; zÞ is the lead field for the lead defined by
the points Q1 and Q2.

To easily illustrate the lead field, we can consider that the
current density in a volume conductor is directly propor-
tional to the gradient of the potential ~JL0 ¼ �rr/0. If we
apply this to Eq. 1, we get:

~LQ1Q2ðx; y; zÞ ¼
r/0

I0
¼ �~JL0 ðx; y; zÞ

I0r
; ð2Þ

Fig. 1 Savvy sensor. a The
wearable body sensor in
biocompatible housing with two
self-adhesive electrodes attached.
b The body sensor during
charging, placed in the charging
dock

Q1

Q2

I0

r

L(x,y,z)

Fig. 2 The lead field of a DL. The lines with arrows within the volume
conductor (gray space) represent the lead field ~L. The lead field is
proportional to the current flow field arising from a unit current
introduced at Q1 and removed at Q2, and has the opposite direction.
The bowing of the field increases with r, whereas the field magnitude
(i.e., the current strength) decreases with r3

694 I. Tomasic et al.



where ~JL0 ðx; y; zÞ denotes the current density due to unit
reciprocal current I0 and r is the conductivity distribution
through the volume conductor. Hence the lead field ampli-
tude and direction, for the lead defined by two electrodes, is
equivalent to the structure of the current density between the
same two electrodes, but respecting that the current and the
potential gradient have opposite directions (see Fig. 2).

The lead field is a sensitivity distribution of a lead, as its
role is to weight (i.e. multiply in terms of scalar product)
each current source element ~Ji in myocardium, before it is
summed into the lead voltage [43]. A larger magnitude of~JL0
at a part of myocardium dV , and a smaller angle between~Ji

and~JL0 at dV , result in a larger contribution of~Ji at dV to the
measured voltage. The equation that describes this is [43]:

VQ1Q2 ¼
Z r/0

I0
�~JidV ¼ 1

I0

Z
ð�

~JL0
r

Þ �~JidV: ð3Þ

VQ1Q2 is the measured voltage, r is in general a function of
position and time: r ¼ rðx; y; z; tÞ through the myocardium,
and ~Ji is the volume source impressed current vector field,
which also depends on position and time: ~Ji ¼~Jiðx; y; z; tÞ.

2.2 Differential Lead Positioning

For a closely spaced electrode pair, i.e. for a DL, according
to Eq. 1, the lead field can be represented with the gradient
of a dipole field. This is because a dipole can represent the
current source and the sink at the electrodes Q1 and Q2 of a
DL, since it is a pair of a current source and a current sink of
the same current strength Id, separated by a small displace-
ment d. The mathematical definition of a dipole requires
d ! 0; Id ! 1, with p ¼ Id � d remaining finite. The
quantity p is the moment or magnitude of the dipole. The
dipole is a vector~p with magnitude p and direction from the
negative source (sink) towards the positive source [44].

The potential field of a dipole ~p and its gradient [45] are
given by:

/D ¼~ar �~p
4pr

1
r2
; r/D ¼ � 1

4pr
1
r3
½3ð~ar �~pÞ~ar �~p�; ð4Þ

where~r is the radius vector for a point in space at which the
field is evaluated, and~ar is the unit vector in the direction of
~r. The Eq. 4 shows that a DL lead field weakens with the
cube of the distance, which is faster compared to the field of
a point electrode which varies with a square of the distance
[43]. Consequently, the source elements closer to the DLs
electrodes’ positions are weighted more strongly, by a factor
of 1

r3. Figure 2 illustrates the lead field of a DL.

3 Conclusion

A PECG measures potential difference between two body
surface electrodes, on a distance which is usually less than
10 cm. The lead theory presented justifies the PECGs to be
considered as focused cardiac electrical activity detection
devices. This is because the magnitude of a DL’s lead field
drops with a cube of the distance from the PECG measuring
the DL.

There are still no established and widely accepted
guidelines as to how to position the PECGs on the body
surface. In contrast to the 12-lead electrode positioning
which is fixed, the PECGs can potentially have different
placing depending on a specific purpose. For instance,
PECGs can be placed so that they pick up more “informa-
tion” about a specific side or part of the heart, or perhaps
placed with an intention of achieving a better accuracy for
detecting a specific type of arrhythmia.

The presented theoretical consideration can facilitate
interpreting DLs obtained from PECGs, and leverage the
future research in applying PECGs for specific purposes, the
research which has been scarce so far.
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VirRespir—An Application for Virtual
Pneumonological Experimentation
and Clinical Training

Krzysztof Zieliński , Anna Stecka , and Tomasz Gólczewski

Abstract
Computer models are a useful tool in research and
education. They have a particular value in medicine and
biology due to legal and ethical restrictions. Considering
the above, a general-purpose virtual patient (ViP) has
been developed in the Nalecz Institute of Biocybernetics
and Biomedical Engineering to be used for various kinds
of simulations, both in analyses of cardio-respiratory
problems and staff training, including distal e-learning.
ViP is a system of mutually cooperating models, the main
of which are models of the respiratory system mechanics,
pulmonary circulation, and gas transfer and exchange.
The VirRespir system containing ViP was developed in
the form of a web application accessible from http://
virrespir.ibib.waw.pl/ to enable other users to use it in
their works. Although there are several complex models
of the cardiovascular system, their pulmonary part is
usually simplified in comparison with the other parts.
Therefore the end-user of VirRespir has two options:
he/she either can use VirRespir with an embedded simple
model the heart and systemic circulation or can unite ViP
and own complex model. The latter is a unique feature
and may be very useful for scientists being experts in
cardiovascular modeling but not familiar with pulmonary
issues.

Keywords
Virtual patient � Modeling and simulation
Cardio-respiratory model

1 Introduction

Computer models are a powerful tool in research, medical
training and education. In particular, simulations of medical
procedures can help to understand phenomena observed in
real patients (e.g. [1]). Although there are several more or less
complex numerical models of the cardiovascular system (e.g.
[2–4]), their pulmonary parts are usually simplified in com-
parison to the other parts. Thus, important respiratory system
properties are not taken into account despite that interactions
between the cardiovascular and respiratory systems can be
extremely important in some cases; dyspnea in heart failure is
an example. Merging models of various parts of the cardio-
vascular and respiratory systems may give a one but complex
model, which can be treated as Virtual Patient (ViP).

VirRespir is such a ViP free accessible through Internet
from http://virrespir.ibib.waw.pl/, as a web application [5]. It
can be used either as a stand-alone complex model or as a
kind of pulmonary supplement to a model of the heart and
systemic circulation (HSC) developed by the end-user.

2 VirRespir Presentation

2.1 VirRespir Overview

The VirRespir system in the form of a web application has
been developed in the C# language using Microsoft® Sil-
verlight™ technology and is hosted in the server of the
Nalecz Institute of Biocybernetics and Biomedical Engi-
neering. It consists of four modules represented by four
panels in the graphical user interface.

The PATIENT panel enables the user to manage general
information of simulations and ViP (such as sex, height and
hemoglobin concentration, for example), and to load and
save data.

The SPIROMETRY panel can be used to diagnose the
respiratory system by means of virtual forced spirometry.
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The flow-volume loop and such spirometric indices as
forced expiratory volume in 1 s (FEV1), forced vital capacity
(FVC), peak expiratory flow, for example, are presented.
Some parameters that could be obtained from plethysmog-
raphy are also accessible.

The SIMULATION panel (Fig. 1) is the main one. It
enables: (a) to change values of chosen parameters of the
respiratory system and some others; (b) to perform simula-
tions; (c) to observe several respiratory and circulatory
variables related to chosen lung areas, such as airflow, air
pressure, O2 and CO2 partial pressures and tensions, and
blood flow, for example; (d) to export the results of simu-
lation to an excel file.

The EXTERNAL panel enables the end-user to unity ViP
and his/her own model of HSC and/or of a respirator.

According to the results of forced spirometry and Polish
reference values [6], ViP with the default values of models
parameters corresponds to the average middle-aged Polish
women.

2.2 Models

ViP consists of the following, previously developed and
described in details models of the respiratory mechanics [1,
7], gas transfer and exchange in the respiratory system [8],
pulmonary circulation mechanics [9] and gas transport with
blood [8]. In VirRespir, the lungs are divided into 80 parts
(16 per lobe), however different partition was also used in
some ViP applications [1]. The partition is taken into
account in all models related to lungs (i.e. respiratory

mechanics, pulmonary circulation, etc.). Each part is char-
acterized by its coordinates (with the pulmonary trunk as the
origin) and its size, which enables to calculate the hydro-
static pressure in pulmonary vessels or influence of gravity
on ventilation, for example. In VirRespir, ViP can be sup-
plemented with an embedded HSC model or a model elab-
orated by the user.

2.3 Parameters of Models and Changes of Their
Values

Although some parameters have no direct physiological
meaning (they are just coefficients in mathematical equa-
tions), their changes can be physiologically interpreted. For
that reason, although the end-user cannot fix an absolute
value of such a parameter, he/she can introduce a change in
the form of the percentage of the default value. And thus, for
example, to introduce mild, moderate, severe or very severe
chronic obstructive pulmonary disease (COPD), the value of
a relevant parameter has to be increased at least 2, 4, 8, or 16
times, respectively. Certainly, the user can fix absolute val-
ues of parameters having direct physiological meaning (e.g.
age or pH of blood).

2.4 VirRespir Communication with External
Software

VirRespir is provided with a simple embedded HSC model
based on [10]. However the user can modify only the heart

Fig. 1 The SIMULATION panel of the VirRespir web application [5]
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rate. To have full control, the user should use own HSC
model. ViP and user’s model uniting is realized by a
client-server software architecture. VirRespir is a web
application executed in a web browser environments as
client in a local machine. The user’s external software must
be executed as the server. The mutual communication is
realized by TCP/IP connection by local ports. Data are
exchanged between ViP and an external model every 1 ms
of the simulated time with a specified protocol. The structure
of data-packages is determined and the variables must be
sent in the restricted order.

Every 1 ms (of the simulated time), VirRespir sends the
following current values to the external application (Fig. 2):
total blood volume in the pulmonary system (Vpulm),
intrathoracic pressure (Pt), the blood volume that flowed into
the left atrium during the last 1 ms (dVla), pulmonary trunk
blood pressure (Pap), total blood volume in the pulmonary
trunk (Vap), O2 and CO2 concentration in the trunk (cO2ap

and cCO2ap) and amount of O2 and CO2 in dVla (dO2la,

dCO2la, respectively). The external application sends
(Fig. 2): the left atrial pressure (Pla), total blood volume in
the left atrium (Vla), flow from the right ventricle to the
pulmonary trunk over 1 ms (dVap), O2 and CO2 concentra-
tion in the left atrium (cO2la and cCO2la) and amount of O2

and CO2 in dVap (dO2ap, dCO2ap, respectively).

3 Examples of Simulations

3.1 Diagnosis of the Respiratory System

After changes in respiratory system parameters, ViP should
be diagnosed before further virtual experiments.
The SPIROMETRY panel enables a user to determine
whether ViP with particular values of the parameters can be
treated as suffering from an obstructive lung disease or a
restrictive one or it is healthy. Both absolute values of
spirometric indices and those values presented as the per-
centages of reference values (predicted for fixed sex, age and
height) are shown in the table at the SPIROMETRY panel.
Figure 3 presents examples of the volume-airflow loop for
tidal breathing and during forced spirometry in healthy ViP
and suffering from severe COPD.

3.2 Ventilation to Perfusion Ratio

The ventilation to perfusion ratio (V/Q) is the fundamental
index describing cooperation between the respiratory system
and circulation. The ideal V/Q ratio equal to 1 would mean

Fig. 2 Mutual communication in VirRespir between ViP and an
external HSC model developed by user (abbreviations are explained in
the text)

Fig. 3 Examples of the flow-volume loop: a for the default (healthy)
ViP and b for suffering from severe COPD. Solid loops—respiratory
cycles for various respiratory efforts, dashed—results of the forced
spirometry. The loops for COPD: expiratory flow limitation during

physical activity is present in patients with COPD, and the shift to the
left of the solid loop means dynamic hyperinflation. A slightly decrease
of FVC in COPD is caused by air-trapping
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exact matching between respiration and blood flow. Unfor-
tunately, both ventilation of particular lung areas and their
perfusion depend differently on various factors. Gravity is
the main such factor but it influences perfusion more than
ventilation. Additionally, also the distance of a lung area
from the pulmonary trunk influences the perfusion [11].
Therefore, examination of the V/Q ratio (Fig. 4) is also
important in diagnosing the ViP state.

3.3 Perfusion for Different Hemodynamic
Conditions

Figure 5 presents simulations with the use of an external
HSC model for two cardiac outputs. The difference between
those two outputs were caused by different values of the

heart rate, left and right end-systolic maximal elastance,
systemic peripheral resistance and venous tone (resting
volume of systemic venous compartment).

4 Conclusions

VirRespir is a freeware application accessible from web
browser, and thus it can be used both in research and for
educational purposes by each end-user. It enables to unite
ViP and users’ models of the heart and systemic circulation,
which is a unique feature and may be very useful for sci-
entists being experts in cardiovascular modeling but not
familiar with pulmonary issues.

Compliance with Ethical Standards Funding: The study received
financial support from the European Regional Development Fund
(grant POIG 02.03.00-00-003/09) and the Nalecz Institute of Biocy-
bernetics and Biomedical Engineering, Polish Academy of Sciences.
Ethical approval: This article does not contain any studies with human
participants or animals performed by any of the authors.
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A Hybrid Cardio-Pulmonary Simulation
Platform—An Application for Extracorporeal
Assist Devices

Krzysztof Zieliński , Piotr Okrzeja , Anna Stecka , Maciej Kozarski,
and Marek Darowski

Abstract
U.S. Food and Drug Administration agency is encourag-
ing to use modeling and simulation in medical device
evaluation, in order to reduce validation process and
reduce a number of animal and human trials. To address
this challenge, a variety of models and simulators is
developed, playing the role of artificial/virtual patients or
animals. There is a lack of simulators enabling interaction
with real extracorporeal devices and also offering more
advanced models of the cardiovascular/respiratory sys-
tems, available in pure computer simulators. A previously
elaborated hybrid (hydro-computer), cardio-pulmonary
simulation platform was adapted for extracorporeal
applications. An extracorporeal membrane oxygenation
(ECMO) mechanical assistance was simulated using this
simulation platform and specially designed hydraulic
model of ECMO. In these simulations veno-arterial (V-A)
and veno-venous (V-V) basic ECMO configurations were
considered. The preliminary results demonstrate the left
ventricular afterload increasing for V-A configuration and
blood recirculation effect for V-V one. Taking into
account cannulas position, geometrical structures of the
systemic vessels and real oxygenation gives more realistic
and prospective approach. The application for extracor-
poreal assist devices (like ECMO) extends the whole
hybrid cardio-pulmonary simulation platform functional-
ities in terms of the heart and lungs assistance simula-
tions. The configuration for cardio-pulmonary bypass is
also possible to be introduced. This simulation platform is
a flexible tool and can be used by a wide range of
stakeholders as a test-bench for various medical assist
devices, as well as for educational purposes.

Keywords
Cardiovascular simulator � Circulatory assistance
Modeling and simulation

1 Introduction

Food and Drug Administration (FDA) USA agency is
encouraging to use modeling and simulation in medical
device evaluation, in order to reduce validation process and
reduce a number of animal and human trials. FDA Center for
Devices and Radiological Health published the set of regu-
latory science priorities [1]. It “serves as a catalyst to
improving the safety, effectiveness, performance and quality
of medical devices…” [1]. One of the priorities for 2017 is
“Develop computational modeling technologies to support
regulatory decision-making” [1].

To address this challenge, a variety of models and sim-
ulators is developed, playing the role of artificial/virtual
patients or animals. In the case of cardiovascular and res-
piratory systems, the popular approach is to develop
hydraulic or pneumatic mock-up simulators, allowing the
interaction with physical cardiovascular (ventricular assist
devices, heart valves prosthesis etc.) and respiratory (respi-
rator, spirometer etc.) devices. The evolution of mock-up
systems leads to so-called hybrid (physical-computer) sim-
ulators [2], inheriting an interaction with physical medical
devices, from mock-up systems, and moreover, inheriting
also the advantages of numerical models like flexibility and
accuracy of cardio-pulmonary physiology reproduction [2].
There is a variety of “hybrid” simulators of the cardiovas-
cular and respiratory systems [2]. Concerning only that one
dedicated to extracorporeal circulation purposes, especially
for the extracorporeal membrane oxygenation (ECMO)
applications, the solutions presented in [3, 4] are simple
devices offering rather basic physiology reproduction for
educational purposes. Computer simulators, like e.g. in [5,
6], offer more sophisticated numerical cardiovascular
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models, including also gas transport and exchange, but they
are purely numerical, thus an extracorporeal assist device
must be also numerical and often very simplified. It is far
from the real clinical situations. There is a lack of simulators
enabling interaction with the real extracorporeal devices and
also offering more advanced models of the cardiovascular/
respiratory systems, available in computer simulators. It can
be fulfilled only by hybrid hydraulic-computer simulators.

Therefore, the aim of this paper was to introduce, to a
previously elaborated hybrid cardio-pulmonary simulation
platform, an application for extracorporeal assistance.

2 Materials and Methods

2.1 The Hybrid Cardio-Pulmonary Simulation
Platform Overview

In our Institute, the pneumo-hydro-numerical cardio-
pulmonary simulation platform (HCPSP) was developed. It
consists of the hybrid comprehensive cardiovascular and
respiratory simulators, designed for different applications
connected with mechanical circulatory and respiratory
assistances. Thanks to the implemented numerical
cardio-pulmonary model, various heart and lungs diseases
are possible to be simulated.

The hybrid, hydro-numerical cardiovascular simulator,
exploited in this paper, consists of two main modules: a
computer model of the cardiovascular system and a
hydro-numerical interface.

The Computer Cardiovascular Model The computer
model of the cardiovascular system mechanics is based on
the model presented in [7]. The heart ventricles systole is
described by means of the time-varying elastance model by
Suga and Sagawa, while the ventricular filing phase is
simulated by the sum of exponentials. Atriums are described
by passive, linear compliances. The systemic and pulmonary
circulation are described by 4 Windkessel models for arterial
systemic, venous systemic, arterial pulmonary and venous
pulmonary circulation, respectively. Each Windkessel model
reproduces resistive, inertial and elastic properties of the
simulated vessels.

The Hydro-numerical Interface The hydro-numerical
interface consists of 4 sections. Each section, called “impe-
dance transformer” (TR), converts bidirectionally pressure
and flow signals from the physical (hydraulic) domain to the
numerical (circulatory model) one. Thanks to it, the mutual
interaction of physical assist devices and the computer cir-
culatory model is enabled. 4 sections allow connection of
physical medical assist device or prosthesis up to 4 points to
the numerical model. For example, LVAD equipping with

one input and one output cannula allocates 2 sections in
hybrid interface while BVAD system requires 4 sections.
The hybrid interface was described in more details in [8, 9].

2.2 The Hybrid Cardiovascular Simulator
Configuration for Extracorporeal
Applications

ECMO circuit in basic configuration is connected to the
patient by 2 cannulas. To connect ECMO to the hybrid
cardiovascular simulator, in this configuration, only 2
hydraulic sections are required. The hardware configuration
is the same for both veno-venous (V-V) and veno-arterial
(V-A) “cannulation”. In the case of V-A the drainage can-
nula was connected to the right atrium of the numerical
model by TR1, while the infusion cannula was connected to
the aorta by TR2 (Fig. 1a). In the case of V-V the drainage
cannula was connected (by TR1) to the systemic venous
compartment (due to only one-compartment model of the
systemic venous circulation), while the infusion cannula was
connected (by TR2) to the right atrium (Fig. 1b).

To test the hybrid cardiovascular simulator for ECMO
applications, anECMOmodel was elaborated. It consists of an
industrial centrifugal flow pump and a mechanical clamp. The
last component was introduced to regulate the ECMO model
circuit resistance and to regulate the centrifugal pump flow.
The ECMO model was presented in Fig. 2. The simulations
for V-A assistance were performed in 3 steps: 1. The physi-
ological condition of the circulatory system was simulated. 2.
The left ventricular pathology was introduced by the
end-systolic left ventricular elastance decreasing and the left
ventricular rest volume increasing. 3. The same pathological
circulatory condition was retained but the ECMO model was
introduced. The simulations were performed for different
ECMO model flows—an extracorporeal “blood” flow (EBF).
The simulations for V-V assistance were performed in 2 steps:
1. The physiological condition of the circulatory system was
simulated. 2. The ECMO model was introduced and the
simulation were performed for different EBF.

3 Results and Discussion

V-A ECMO is used as a partial or full support in the heart
failure. Therefore, in Fig. 3, V-A ECMO mechanical assis-
tance is presented, in the form of left ventricular
pressure-volume (p-v) loops, describing its assistance effect.

The physiological condition is represented by red (♦
marked) loop, while the left ventricular pathology is
described by blue (▲ marked) one. The left ventricular
external work (a p-v loop surface) decreasing and p-v loop
shifting towards the right are typical effects of the left
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ventricular disease. V-A ECMO assistance effect, for
selected EBF = 2.5, 3.3 and 4.4 l/min, is represented by
green loops. This V-A ECMO effect is visible by the left
ventricular stroke volume (SV) decreasing, while EBF
increases, and the systolic blood pressure increasing from
50 mmHg (EBF = 0) to 85 mmHg (EBF = 4.4). However,
increasing EBF increases also left ventricular end-diastolic

and end-systolic volumes due to afterload increasing by V-A
ECMO. This negative loading effect is known and reported
by others in [5, 10, 11].

The main function of V-V ECMO is to support lungs
functions by blood oxygenation, in the respiratory failure.
However, for this configuration the blood recirculation effect
is observed [6, 12]. The V-V ECMO simulation results,
presented in Fig. 4, demonstrate it. From the hybrid cardio-
vascular simulator point of view, the drainage cannula flow
decreases venous systemic pressure (Pvs) and the infusion
cannula flow increases right atrial pressure (Pra) while EBF is
increasing, what decreases venous systemic flow (Qrvs). In
Fig. 4 is well visible that for EBF over *2 l/min, Qrvs is
negative in some phases. It is the returning blood from the
right atrium to the venous systemic compartment and then
draining again by the input ECMO cannula.

This study has several limitations. Only basic ECMO
configurations were presented. The numerical model of the
cardiovascular system was simple. More appropriate is to
use that one presented in [9], where systemic circulation is at
least divided by inferior and superior vena cava compart-
ments. The last but not least is that only mechanical ECMO
assistance effect is only possible reproduced by real device.

Fig. 1 The scheme of the hybrid
(physical-numerical) simulator of
the cardiovascular system for
ECMO applications:
a Veno-arterial configuration;
b Veno-venous configuration

Fig. 2 A laboratory set-up for the hybrid cardiovascular simulator
with the ECMO model

Fig. 3 Left ventricular pressure-volume loops for V-A ECMO
mechanical assistance

Fig. 4 A venous systemic flow (Qrvs) for V-V ECMO mechanical
assistance
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Taking into account cannulas position, geometrical struc-
tures of the systemic vessels and real oxygenation gives
more realistic and prospective approach.

4 Conclusions

The application for extracorporeal assist devices like ECMO
extends the HCPSP functionalities in terms of the heart and
lungs assistance simulations. There is also possible to “un-
cut” heart and pulmonary circulation by changing only
numerical model parameters, to obtain the configuration for
a cardio-pulmonary bypass without any hardware rearrange.
HCPSP is a flexible tool, that can be used by a wide range of
stakeholders, as a test-bench for various medical assist
devices, as well as for educational purposes.

Compliance with Ethical Standards

Funding The study received financial support from the Nalecz Institute
of Biocybernetics and Biomedical Engineering, Polish Academy of
Sciences.

Ethical approval This article does not contain any studies with human
participants or animals performed by any of the authors.

References

1. FY2017 Regulatory Science Priorities, https://www.fda.gov/Medical
Devices/ScienceandResearch/ucm467550.htm, last accessed
2018/03/14.

2. Zieliński, K., Darowski, M., Kozarski, M., et al.: The need for
hybrid modeling in analysis of cardiovascular and respiratory
support. Int J Artif Organs. 39(6), 265–271 (2016).

3. Tokumine, A., Momose, N., Tomizawa, Y.: Use of an extracor-
poreal circulation perfusion simulator: evaluation of its accuracy
and repeatability. J Artif Organs 16(4), 417–424 (2013).

4. Lansdowne, W., Machin, D., Grant, D.J.: Development of the
orpheus perfusion simulator for use in high-fidelity extracorporeal
membrane oxygenation simulation. J Extra Corpor Technol 44(4),
250–255 (2012).

5. Broomé, M., Donker, D.W: Individualized real-time clinical
decision support to monitor cardiac loading during venoarterial
ECMO. J Transl Med 14, 4 (2016).

6. Broman, M., Frenckner, B., Bjällmark, A., et al.: Recirculation
during veno-venous extra-corporeal membrane oxygenation - a
simulation study. Int J Artif Organs 38(1), 23–30 (2015).

7. Ferrari, G., Kozarski, M., Zieliński, K., et al.: A modular
computational circulatory model applicable to VAD testing and
training. J Artif Organs 15(1), 32–43 (2012).

8. Darowski, M., Kozarski, M., Ferrari, G., et al.: A new hybrid
(hydro-numerical) model of the circulatory system. Bull. Pol. Ac.:
Tech. 61(4), 993–1003 (2013).

9. Fresiello, L., Zieliński, K., Jacobs, S., et al.: Reproduction of
continuous flow left ventricular assist device experimental data by
means of a hybrid cardiovascular model with baroreflex control.
Artif Organs 38(6), 456–468 (2013).

10. Burzotta, F., Carlo, C., Doshi, S.N., et. al.: Impella ventricular
support in clinical practice: Collaborative viewpoint from a
European expert user group. Int J Cardiol 201, 684–691 (2015).

11. Ostadal, P., Mlcek, M., Kruger, et al.: Increasing venoarterial
extracorporeal membrane oxygenation flow negatively affects left
ventricular performance in a porcine model of cardiogenic shock.
J Transl Med 13, 266 (2015).

12. Abrams, D., Bacchetta, M., Brodie, D.: Recirculation in venove-
nous extracorporeal membrane oxygenation. ASAIO J 61(2), 115–
121 (2015).

706 K. Zieliński et al.

https://www.fda.gov/MedicalDevices/ScienceandResearch/ucm467550.htm
https://www.fda.gov/MedicalDevices/ScienceandResearch/ucm467550.htm


Different Methods of Arterial Compliance
Estimation Tested with Reservoir-Wave
Model of Arterial System

Marek Żyliński, Wiktor Niewiadomski, Marta Sadowiec,
and Gerard Cybulski

Abstract
Arterial compliance (C) describes the ability of the arterial
system to increase volume (V) with increasing pressure
(P). Compliance is a marker of preclinical vascular
diseases and cardiovascular risk factor. There are many
different methods estimating arterial compliance. The aim
of this study was to find out whether three of them:
diastolic decay time method, pulse pressure method and
area method are able to recover assumed value of C, when
applied to reservoir-wave model of arterial system. This
model assumes that arterial pressure is sum of two
components: pressure caused by blood flow and pressure
resulting from change in arterial blood volume. We
calculate aortic blood pressure using reservoir-wave
model for given blood flow and different values of model
parameters Z—arterial impedance (0.1 < Z < 0.4) C—
compliance (0.6 < C < 2.0), R—total peripheral resis-
tance (0.5 < R < 3.0) Next, we use above mentioned three
methods of compliance estimation and compared recov-
ered value of C with value of C used in reservoir—wave
model. We found, that area method showed best agree-
ment between assumed and calculated arterial compliance
C. Also diastolic decay time method can be used but
estimated R may be misleading. Pulse pressure method
produced erroneous estimates of assumed C values.

Keywords
Arterial compliance � Reservoir-wave model
Area method � Pulse-pressure method � Diastolic
decay time method

1 Introduction

Arterial compliance (C) describes the ability of the arterial to
increase volume (V) with increasing pressure (P) [1]. C is
defined as:

C ¼ DV
DP

ð1Þ

Compliance is a marker of preclinical vascular disease
and cardiovascular risk factor [2, 3]. Arterial compliance
decreases with age, resulting in increased pulse pressure
(PP).

There are many different methods estimating arterial
compliance, some are based on shape of blood pressure time
course, like diastolic decay time, pulse pressure or area
method.

We wanted to see, how well these methods could recover
assumed C value, when blood pressure is calculated using
assumed blood inflow (Q(t)) with reservoir-wave model of
arterial system. This model [4] assumes that blood pressure
is sum of two components: Pex—pressure caused by arterial
flow and Pw—pressure resulting from change in arterial
volume.

2 Method

2.1 Reservoir-Wave Model

Reservoir-wave model of aortic circulation assumes that
aortic pressure (Pao) is a sum of wave pressure (Pex) and
reservoir pressure (Pwk):

Pao ¼ Pex þPwk ð2Þ
Pex is a product of blood flow (Q) and aortic impedance (Z).
Pwk—reservoir component is related to pressure caused by
change of blood volume in arterial system. Pwk is described
by two element Windkessel model (arterial resistance
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(R) connected in parallel with arterial compliance (C)), as
proposed by Frank [5]. Pwk(t) changes according to the
formula:

Pwk tð Þ ¼ P0ð Þe�t
RC þ e

�t
RC

Z t

t0

Q t0ð Þ
C

e
t0
RCdt0 ð3Þ

Reservoir-wave model was verified in dog by Wang et al.
[6], they measure blood flow, blood pressure and aortic
volume and show good agreement between measured signal
and model predictions.

Aortic pressure in reservoir-wave model is described by
equation:

Pao tð Þ ¼ Q tð Þ � Zþ P0ð Þe�t
RC þ e

�t
RC

Z t

t0

Q t0ð Þ
C

e
t0
RCdt0 ð4Þ

where P0 is diastolic pressure. We use this equation in our
simulations for given blood flow and model parameters
values from following ranges (0.1 < Z < 0.4, 0.6 < C < 2.0,
0.5 < R < 3.0).

2.2 Compliance Estimation Methods

Diastolic decay time method (Cdias)
In post-ejection period of heart cycle blood inflow ceases but
outflow continues and arterial volume and pressure decline
exponentially. During this period Pao is described by
two-element Windkessel model and changes according to
equation:

Pao tð Þ ¼ P0 � e�t
s ð5Þ

where: P0 is pressure at end of systole. s is time constant of
pressure decay, it equals the product of R and C.

With diastolic decay time method aortic compliance is
computed in two steps:

1. s is estimated from the Pao(t) in late diastole, by fitting
exponential decay curve

2. Cdias is determined by dividing s by R.

Where R is usually calculated, as follows:

R ¼ mean blood pressure

mean blood flow
ð6Þ

Pulse pressure method (Cpp)
In this method [7], resistance (R) value was calculate as
quotient of mean arterial pressure and mean blood flow.
Next, using two-element Windkessel model and assumed
compliance (Cpp) blood pressure was estimated for given Q
(t). Pulse pressures (PP) from both pressure curves
first-calculated with reservoir-wave model and second pro-
duced with two-element Windkessel model were compared,
and if error between PPs were too big value of compliance
was changed until error declined below pre-set limit, usually
after few iterations. The algorithm is shown in Fig. 1.

Area method (Carea)
Area method was proposes by Liu et al. [8]. This method is
based on hypothetical arterial P-V relations. If linear P-V
relation is assumed compliance is obtained as:

C ¼ SV

K P1 þP2ð Þ ð7Þ

Fig. 1 Schematic diagram of the pulse pressure estimation method
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where P1 is diastolic pressure and P2 is pressure at the end of
systole. K is area index defined as:

K ¼ As þAdð Þ
Ad

ð8Þ

where: As is area under systolic part of blood pressure, Ad is
area under diastolic part of blood pressure.

Compliance in this method can be also calculated using
more physiological exponential P-V relation:

C Pð Þ ¼ b � SV � ebP
K ebP1 � ebP2ð Þ ð9Þ

b is given as −0.0131 [8]. Segers et al. [9] showed in animal
model that this method is sensitive to wave reflection and
can overestimate compliance value.

3 Results

For each method, percentage error of estimated compliance
value with respect to the one used in reservoir-wave model
was calculated and obtained values are shown in Table 1.

4 Discussion

Results of our simulation showed that area method of
compliance estimation gave best agreement with C for used
in reservoir-wave model. Linear equation in area method is
slightly better, than exponential one as the latter overesti-
mates C, but difference is not significant.

It is not a surprise that pulse pressure method resulted in
very poor agreement of calculated C with C used in
reservoir-wave model calculation. Occurrence of wave
pressure (Pex) led to compliance underestimations by pulse
pressure method. Impact of Pex on aortic pressure is shown
in Fig. 2. Pulse pressure method gave good result when
aortic impedance are low (Pex is small), in this case, this
method produces same error as area method (Fig. 3). Prob-
ably Cpp should be good estimator of C if two-element
Windkessel model would be replaced with reservoir
pressure.

Poor result of the diastolic time method is somewhat
surprising, as in late diastole reservoir-wave model reduces
to two-element Windkessel model and we should expect
perfect agreement between input and output Cs and Rs. The
key to such discrepancy may be that calculated TPR did not
equal R used for simulation. First step to resolve this dis-
crepancy is to check, whether formula (6) really returns
assumed R value in reservoir-wave model and in
two-element Windkessel model.

We assume that in terms of reservoir-wave model to
estimate arterial compliance area method should be preferred.
Diastolic time method can by use but estimation of TPR need
same caution. Pulse pressure method should be avoided.

It need to be highlighted that this statements should be
treated only as hints when using these methods in analysis of
real aortic system as they stem from wave-reservoir model

Table 1 Mean percentage error and standard deviation for three
methods of compliance estimation

Compliance estimation
method

Mean percentage
error

Standard
deviation

Cdias 22.4 41.8

Carealin 3.3 21.8

Careaeks 11.2 14.6

Cpp 69.6 13.5

Fig. 2 Impact of Z on calculated
aortic blood pressure. Purple line
is aortic pressure, green reservoir
pressure (Color figure online)
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simulation, and the latter model may represent imperfectly
reality.
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Breathing Experiments into the Simulated
Avalanche Snow: Medical and Technical
Issues of the Outdoor Breathing Trials

Lenka Horáková , Karel Sýkora , Ladislav Sieger ,
and Karel Roubík

Abstract
Avalanche burials represent one of the most dangerous
risks associated with winter activities in the mountains.
Asphyxiation occurs as a consequence of blocked
airways; or, due to a severe hypoxia and hypercapnia
resulting from rebreathing previously exhaled gas.
Recently, outdoor breathing experiments with healthy
volunteers were conducted in order to investigate the gas
exchange limitations and work of breathing effects on the
probability of survival under avalanche snow. Ambient
conditions during the experiments differ significantly
from the recommended operating conditions of the
medical devices. Therefore, special measures need to be
applied during the experiments not only to assure proper
functioning of the devices used for the monitoring of the
breathing subjects, but also ensuring their required
precision and accuracy. As the subject starts to suffer
from hypoxia and hypercapnia short after beginning of
the breathing trial, careful and detailed monitoring and
advanced safety precautions must be adopted. Using our
experience from real outdoor breathing trials, we aim to
recommend both the technical and medical precautions
that should be undertaken in future studies.

Keywords
Avalanche victims � Snow burial � Survival
Hypercapnia � Hypoxia � Work of breathing
Technical limits � Outdoor experiments

1 Introduction

Avalanche burials represent one of the most dangerous risks
associated with winter activities in the mountains. The sur-
vival chances depend on multiple factors: on trauma sus-
tained during the accident, on the length and depth of the
snow burial, and the presence of an air pocket [1–3]. The
most common cause of death in avalanche victims is suf-
focation. Up to 90% of the casualties die because of
asphyxia, as was analysed in numerous studies [4–6]. This
occurs as a consequence of blocked airways, or due to a
severe hypoxia and hypercapnia resulting from rebreathing
previously exhaled gas. However, the mechanism of gas
exchange in a snow buried avalanche victim has not yet been
fully elucidated and is a subject of worldwide research
activities. Recently, outdoor breathing trials with healthy
volunteers have been conducted in order to investigate the
gas exchange limitations and work of breathing effects on
the probability of survival under avalanche snow.

In these studies, the endpoints and safety limits of the
breathing trials are specified using oxygen (O2) and carbon
dioxide (CO2) concentrations in the inhaled or exhaled gas
and peripheral oxygen saturation (SpO2). The set limits vary
among the studies. Brugger et al. [7] used monitoring of
end-tidal CO2 content (EtCO2) to describe the effect of an air
pocket of a different size in front of the subject’s airways.
The endpoint was based on SpO2 monitoring, which was set
at SpO2 75%. Many studies set their limits on values SpO2

of less than 85% [8, 9]. In study of Roubík et al. [10] much
lower pulse oximetry readings were recorded. In some
studies, combined limits have been used, based on both
SpO2 and CO2 concentration. Strappazon et al. [11] used for
example SpO2 limit of 75% with an additional criterion of
inspired CO2 concentration (FiCO2) higher than 8%. An
overview of the physiological parameters used for safety
monitoring of the subjects during breathing experiments is
presented in Table 1.
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For monitoring of the subjects throughout these experi-
ments, medical vital sign monitors are commonly used.
Nevertheless, these monitors are designed mainly for the use
in critical care units, and a direct use in the field can cause
errors and misinterpretation of data. Furthermore, when they
are taken into the outdoor environment, unquestioning
operation in such experiments may pose the participants of
the study into threat.

The aim of this study is to analyse possible peculiarities,
risks and limitations of the use of medical devices in outdoor
breathing experiments simulating avalanche snow burial and
to help in designing of future experiments in order to avoid
erroneous results and their misinterpretation.

2 Outdoor Breathing Experiments and Their
Technical Management

2.1 The Environmental Condition Effects
on Correctness of the Methodology

As the breathing experiments to the snow are usually
conducted in the mountain areas, the effect of high altitude
should be considered. The most important parameter is a
reduced ambient pressure that may be significantly lower

than the atmospheric pressure measured at the sea level.
This situation may have serious consequences for both
safety of the participants and for evaluation of the experi-
ment results.

Medical devices usually allow the user to select several
forms of result presentations and units for one particular
measure. For example, composition of respiratory gases
(FiO2, EtO2, FiCO2 and EtCO2) may be expressed as a
fraction of the corresponding gas in the gas mixture (i.e.,
expressed in %), or, as a partial pressure of the corre-
sponding gas in the mixture (expressed in kPa or mmHg).
Furthermore, the partial pressure may be expressed by the
monitor under several conditions denoted as B.T.P.S. (body
temperature, ambient pressure and saturated with water
vapour), A.T.P.D. (ambient temperature and pressure, dry)
or recalculated to standard conditions at standard tempera-
ture of 0 °C and standard pressure of 101.325 kPa
(760 mmHg), denoted as S.T.P.D. (standard temperature and
pressure, dry). S.T.P.D. makes the comparison of different
subjects even from different test sites possible, but is not
optimal for assessment of the vital signs of the subjects,
whereas the parameters expressed in B.T.P.S. describe the
real physiological state of the organism optimally. The
detailed description of standardized conditions of measure-
ment is presented in Table 2.

Table 1 Physiological parameters used for safety monitoring of the tested subjects during breathing experiments

Parameter Meaning Nomal/Physiological values Comments

FiO2 Fraction of oxygen in inspired gas 20.9476% Dry air

EtO2 End tidal fraction of oxygen in expired gas 16% Value after a single breath expiration when
inhaling FiO2 of 21% and negligible FiCO2

FiCO2 Fraction of carbon dioxide in inspired gas 0.0314% Dry air

EtCO2 End tidal fraction of carbon dioxide in
expired gas

4% Value after a single breath expiration when
inhaling FiO2 of 21% and negligible FiCO2

SpO2 Peripheral haemoglobin oxygen saturation 94–98%

PaO2 Arterial partial pressure of oxygen 10–13 kPa (75–100 mmHg) Can be obtained only via arterial blood analysis

PaCO2 Arterial partial pressure of carbon dioxide 4.7–6.0 kPa (35–45 mmHg) Can be obtained only via arterial blood analysis

Table 2 The detailed description of standardized conditions of measurement

Abbreviation Meaning Values Comments

B.T.P.S. Body temperature,
ambient pressure,
saturated with water
vapour

Body temperature (estimated 37 °C), ambient
barometric pressure, saturated with water
vapour of 6.3 kPa (47 mmHg) at 37 °Ca

Gas under conditions in the human body, i.e.
heated to body temperature and saturated with
water vapours at this temperature

A.T.P.D. Ambient temperature
and pressure, dry

Ambient temperature (estimated as room
temperature 20 °C), ambient barometric
pressure, dry air (not saturated with water
vapour)

Gas volumes obtained during spirometry at
ambient conditions

S.T.P.D. Standard temperature
and pressure, dry

Standard temperature 0 °C, standard pressure
101.3 kPa (760 mmHg), dry air (not saturated
with water vapour)

Gas volume under standard conditions—
enables to compare results obtained under
different conditions

aVariations in the range of 35–39 °C are of a little importance
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If, for example, the maximum allowed EtCO2 value set
for termination of a breathing experiment for safety reasons
is 8%, it represents EtCO2 of 8 kPa at sea level, whereas it is
7.2 kPa at 1 000 m and only 6.4 kPa at 2 000 m above sea
level. Vice versa, if the set EtCO2 limit is 8 kPa, it corre-
sponds to EtCO2 of 8% at sea level but to 8.9% at 1000 m
and even 10% at 2 000 m.

For snow-based experiments, in addition to the density of
snow, its temperature is also important. Changes in weather
often do not provide stable climate conditions for the
experiment. Snow has a large heat capacity; therefore, the
temperature at a depth of 50 cm and more is minimally
affected by the daily changes in air temperature. Snow
temperature measurement is wise to carry out continuously
(e.g., for the whole week of experiments) by a data-logger at
reasonable (e.g. 5-min) time intervals. According to the
international standard ISO 2533:1975/Add.2:1997 [12], the
air temperature is recommended to be measured 5 cm above
the snow surface and the temperature of snow at depths of
10, 20, 30, 40 and 50 cm. An example of such record of
temperature development over four days is presented in
Fig. 1. The graph documents that the snow temperature
variability significantly decreases with the increasing depth
of snow.

In general, the measuring technique is influenced by
sudden temperature fluctuations, especially at lower tem-
peratures. For this reason, a thermal comfort for the devices
is pivotal. In a shelter, all the devices should be individually
thermo-insulated and heated.

A deleterious source of measurement errors is the leakage
in a circuit that may occur at any time during the measure-
ment (leakage of the nasal clip, mask, experimental set in the
snow, etc.). Nitrous oxide (N2O) can be used as the tracing
gas during the experiments. The anaesthesia monitors are
capable of detecting N2O even at very low concentrations,
which are lower than the values affecting the subject’s

cognition. N2O may be administered to the space in the
vicinity of the breathing subject with a respiratory circuit.
The absence of N2O in the respiratory circuit carries the
information about its tightness [10].

2.2 Performance of Medical Devices During
Outdoor Breathing Experiments

Vital sign monitors are often used for both assuring safety of
the subjects and for measuring parameters that may serve as
study endpoints or providing data suitable for subsequent
analysis and evaluation. If a non-standard breathing circuit is
used (e.g. two arms equipped with one-way valves), a sig-
nificant distortion of the gas concentration curves may occur
compared to a standard configuration. This deformity may
represent a problem for the breath detection algorithm pre-
sent in the monitor that may affect evaluation of parameters
derived from the measured concentration curves. The
monitors are designed for monitoring of critically ill patients;
therefore, their measuring capability covers a wide range of
each parameter well exceeding normal physiological limits.
Nevertheless, during extreme breathing experiments, the
physiological parameters exhibit very rapid changes and
their values may temporarily fall outside the measuring
range of vital sign monitors.

In their experiments, Roubík et al. [10] discovered that
values of end-tidal CO2 concentrations (EtCO2) displayed on
the screen of Datex-Ohmeda S/5 anaesthesia monitor often
did not correspond with the CO2 concentration curve dis-
played on the same screen of the monitor. After analysis of
other parameters, the same disproportion was documented
for all the parameters evaluated from the CO2 and O2 con-
centration curves, i.e. EtCO2, FiCO2, EtO2 and FiO2 values.
An example documenting the observed error is presented in
Fig. 2.

In order to explain this disproportion, Roubík and Filip
[13] conducted a detailed analysis and several additional
laboratory experiments. The results show that the error of
EtCO2 and EtO2 occurred in 39% and in 30% of the total
experimental time of breathing into snow, with and without
an air pocket respectively (range from 13 to 93% of time).
The breathing experiments with simulated avalanche snow,
conducted in order to find the cause of the error determined
that the error occurs immediately after a significant increase
of CO2 in the breathing circuit as a consequence of expired
gas rebreathing and is independent of other breathing
parameters. The study confirmed that a newer model of the
monitor (Carescape B650) is prone to this error as well. The
last experiment conducted with a standard anaesthesia
machine confirmed that the error occurs even in a standard
clinical setup, in the presence of rebreathing simulated by
removing soda lime from the CO2 absorber.

Fig. 1 Variation of air temperature during a four day experiment
measured 5 cm above the snow surface (the black line) and its effect on
temperature of snow measured at different depths of 10, 20, 30, 40 and
50 cm below the surface
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During the same outdoor breathing experiments [10],
tidal volumes of majority of participants in the most pro-
nounced hypercapnia state went beyond the maximum value
of tidal volume that the monitor is able to record. As a
consequence, the flow rate signal was distorted and the
correct tidal volume could not be calculated. To prevent this
situation, a modified flow sensor might be used, but due to
the sensor nonlinearity, the recalculation cannot by accom-
plished by a simple correction with a constant. Actual tidal
volumes should be calculated directly from the flow rate
curves after their non-linear correction using an experi-
mentally acquired calibration curve.

Inaccessibility of the correct flow signal and thus correct
tidal volumes makes it impossible to calculate the Work of
Breathing (WoB) that is typically expressed in J, J/breath or
J/min. As a surrogate of WoB, another measure may be used
for evaluation of breathing effort of the subject:
Pressure-Time Product (PTP) expressed typically in Pa�s or
Pa�s/min. According to physiological studies, PTP is even
more reliable in assessment of energy cost of breathing
because it is a good indicator of the metabolic work of
breathing [14]. Field et al. [15] documented that oxygen
consumption of the respiratory muscles is only weakly
correlated with the mechanical WoB (the product of DP �
V), whereas it is well reflected by the PTP. PTP takes into
account the isometric phase of muscle contraction [16] and
represents a good indicator of energy expenditure [17].

A proper care should be devoted to the optimum setting
of the individual pieces of equipment. Each vital sign
monitor for example allows selection of data averaging and
display refreshment time, usually referred to as ‘response’,
i.e. how fast the SpO2 value follows the measurement.

Concerning SpO2, several modes of the value presentation
may be selected from beat-to-beat presentation to averaging
results for 20 s, which is the default setting for Datex S/5
monitors. The long averaging is preferred at intensive care
unit (ICU) setup, where stable readings are convenient as the
patient physiological parameters do not change rapidly.
During extreme breathing experiments, averaging with such
a long time base may cause a significant delay in reaction to
the current state of the volunteer that may represent a threat
to the volunteer’s health.

3 Medical Aspects of Extreme Outdoor
Experiments

While conducting outdoor clinical trials, it is essential to
minimise any medical risks posed on the subjects of the
experiment. This can be primarily ensured by meticulous
selection of participants. Most of the studies are designed for
healthy volunteers, scoring ASA 1 according to the Ameri-
can Society of Anaesthesiologists, without any known
cardio-respiratory disease and non-smokers. One study had
two volunteers suffering from asthma, both treated with
beta-agonist inhalers. Prior to a breathing experiment, both
self-administered their usual inhalers and no bronchocon-
striction has been manifested [8]. In case of any emergen-
cies, a presence of a skilled physician is crucial conjointly
with advanced vital sign monitoring, as mentioned above.

Fortunately, only minimal medical issues have been
reported during outdoor breathing experiments. On the other
hand, the participants need to face the conditions seen in
snow burial victims: the triad of hypoxia, hypercapnia and

Fig. 2 Example of a curve of
measured CO2 concentration
(blue line) and the values of
EtCO2 (yellow line) evaluated by
the monitor. Segments where
EtCO2 does not correspond to the
CO2 concentration curve are
marked with red horizontal lines.
B—beginning of breathing trial in
the snow after the initial
stabilization period; E—end of
the breathing trial. Reprinted from
[13] under CC BY license
(Colour figure online)
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hypothermia. The protocol design and end point parameters
should help to prevent any deleterious effects of these states.
The value limits for each trial are conventionally approved
by an ethical committee based on the emergency medicine
criteria and they might not reflect brief changes in healthy
volunteers’ physiology.

3.1 Hypoxia and Hypercapnia

The main medical risks are associated with the consequences
of hypoxia and hypercapnia. The end-tidal O2 (EtO2 in %)
and end-tidal CO2 (EtCO2 in %) in some of the trials reached
values that would be considered as critical in ICU setting.
Extreme alveolar gas partial pressures were documented in
other sports and outdoor experiments.

For instance, a similar situation in terms of short lasting
profound changes in arterial partial pressures of gases as in
an avalanche victim can be seen in breath-hold divers: a
combination of hypoxia and hypercapnia together with a
concomitant acidosis due to cumulation of blood and tissue
CO2. For example, Willie et al. [18] measured the
end-apnoea end-tidal partial pressure of oxygen (pO2) and
carbon dioxide (pCO2) during a static dry apnoea reaching
37 ± 14 mmHg and 45 ± 7 mmHg respectively. SpO2 fell
down to 56.7 ± 11.3%. Obviously, there is a great deal of
adaptation to these derangements among elite free-divers.

Another example of hypoxia observed in healthy young
sportsmen is the hypobaric hypoxia, typical for the high
altitude where the hypoxemia is in general accompanied by
respiratory alkalosis and hypocapnia due to a compensatory
hyperventilation. The lowest values of arterial partial pres-
sure of O2 (PaO2) recorded during a simulated high altitude
ascent to 8 848 m in a hypobaric chamber was 30.6 ±

1.4 mmHg (4.08 ± 0.19 kPa) with the lowest recorded
values of PaCO2 11.9 ± 1.4 mmHg (1.59 ± 0.19 kPa); the
lowest recorded SpO2 measured from arterialized capillary
blood was 67.9% in 8 000 m above sea level [19]. In the
course of an experiment conducted on Mt. Everest in
Himalaya, there were arterial blood samples obtained at the
altitude of 8 400 m following a successful summit ascent.
Four climbers were tested while breathing ambient air.
A mean PaO2 of 24.6 mmHg (3.28 kPa) and a mean PaCO2

of 13.3 mmHg (1.77 kPa) were measured by a bench-top
blood gas analyser placed at 6 400 m [20].

In all these experiments, conducted on mountaineers,
free-divers and other healthy volunteers, there were mea-
sured short time excursions to alarming levels of hypoxia
and hypo/hypercapnia mainly seen in critically ill patients.
However, the recovery was always rapid back to normal.

These outstanding changes in subjects’ physiology
necessitate a detailed monitoring. Apart from the technical
means, the clinical observation is of a high priority.

Perception of both hypoxia and hypercapnia is highly sub-
jective. A continuous assessment of the awareness and
cognition of the subject may help to recognize changes in
consciousness.

After their experiments, Roubík et al. [10] conducted a
short interview with each of the volunteers to evaluate their
subjective perception of the changes in their consciousness.
From the answers it was clear that the subjective sensation of
the arterial gas changes differed a lot. The sentience of losing
control of the situation occurred in two men out of twelve.
One of them was disconnected from a zero air pocket by the
supervising physician after 330 s when his EtCO2 reached
8.4%. Another one was describing a worsening dyspnoea
which suddenly started to improve and he had experienced a
sensation of relief. He was also disconnected at this point
and reached a maximum EtCO2 of 10.2%; compare to
another subject, who at the level of CO2 of 9.5% did not
have any problems with dizziness, changes in mental state or
headache.

From the above mentioned reasons, it is clear that one
isolated value of any parameter is not sufficient itself for
overall assessment of the participant’s physiology during a
breathing experiment. Inter-individual differences are con-
siderable. When defining endpoints for safety and ethical
reason, not just one isolated physiological limit should be
considered.

3.2 Hypothermia

Although only 1–2% avalanche victims die on account of
hypothermia [4], the changes in core temperature of outdoor
breathing experiment participants may occur. Despite a
careful heat protection, a temperature drop happens. Grissom
et al. had one subject who requested an experiment termi-
nation because he was cold and shivering [8]. Another
subject in Radwin’s snow burial trial had to be removed
from the snow, as his core body temperature dropped after
73 min below 35 °C [9].

3.3 Arrhythmias

As a side effect of both hypoxia and hypercapnia, different
types of arrhythmias have been reported. In one study,
participants were studied for haemodynamic changes at
end-tidal CO2 of 7 kPa and an increase in QT dispersion has
been showed [21]. Occasional premature ventricular
beats developed during the last minute of the experimental
snow burial in the AvaLung study and the testing of the
same subject had to be terminated prematurely due to
hypoxia [8].
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In case of the experiments conducted by Roubík et al.
[10] one of the volunteers had to be excluded due to frequent
bigeminal ventricular extrasystoles. The medical literature
suggests that frequent premature ventricular complexes
(PVCs) can evolve into malignant ventricular arrhythmias,
ventricular tachycardia or even ventricular fibrillation [22].
These changes in electric cardiac activity have been found to
increase a risk of sudden cardiac death not only in patients
with structural heart disease [23], but also among young
healthy athletes with concealed cardiopathy [24]. As these
rhythms rank among the shockable ones, the availability of
emergency equipment and drugs as per Advanced Life
Support (ALS) guidelines should be mandatory, including
the Automated External Defibrillator (AED) [25].

3.4 Hygiene During Experiments

The availability and affordability of plastic single-use kits for
the health care made the expensive and labour-extensive
decontamination of reusable equipment falling out of favour.
On the other hand, this applies mainly to hospital setting.

In case that an outdoor breathing trial includes any sort of
breathing circuits, the antimicrobial filters should be used to
prevent a cross contamination of the equipment. The Heat
and Moisture Exchangers (HME), used mainly in anaes-
thesia and critical care settings, are not convenient. Firstly,
humidification is not necessary in snow breathing experi-
ments as the natural moisture of this substance provides
some humidity. In addition, the artificial moisture and heat
conserved by the filter would change the microclimate in the
designed air pocket. A significant heat exchange between the
filter and the snow would occur. In a real avalanche burial,
the breath causes thawing of the snow in a close proximity to
the victim’s airway and hence changing the properties of the
air pocket. Despite its disadvantages, the sterilisation of
breathing circuits appears to be a better solution.

4 Conclusion

During outdoor breathing experiments, the intensive care
monitors and devices are used in conditions substantially
different from a standard ICU. Safety limits of physiological
parameters must be interpreted considering these conditions;
otherwise the intended safety ranges may be falsely inter-
preted and safety of the subjects may be impaired. The
measuring principle used in these devices is essential to
consider when evaluating and interpreting the measured
data. Along with technical issues, medical precautions must
be applied during the breathing experiments. The physio-
logical parameters of the subjects get quickly out of normal
range which increases a risk of complications.
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Technique and Gender Specific Conversion
Coefficients for Estimation of Effective Dose
from Kerma Area Product During X-Ray
Radiography of Chest

Asen Dimov, Ivan Tsanev, and Dimitar Penev

Abstract
Purpose: The purpose of this research is to assess Kerma
Area Product (KAP) to Effective dose (E) conversion
coefficients (CC) specific to gender of patient and type of
radiography technique applied during X-ray radiography
of Chest. Methods and materials: A sample of 1723 adult
and paediatric patient records examined on 81 X-ray
systems was included in present study. Effective dose for
each patient examination was assessed using Monte Carlo
simulation software PCXMC, version 2.0.1. CC in
µSv µGy−1 m−2 were determined using linear fit for
“soft”—below 100 kV and “hard” radiography tech-
niques with respective tube filtration for males and
females respectively. Results: CC obtained for adult
males and females were 1.14 (R2 = 0.93) and
1.25 (R2 = 0.97) respectively when using the “soft”
techniques. For “hard” techniques CC values were 2.15
(R2 = 0.98) and 2.25 (R2 = 0.97) for males and females
respectively. Conclusion: Present study shows technique
and gender related differences in conversion coefficients
estimated for standard adult patients. CC obtained for
paediatric patients contribute to assessment of patient
effective doses and hence the risk in individual and
population exposures cases.

Keywords
Effective dose � Conversion coefficient � Chest
Radiography

1 Introduction

Radiography of chest is the most often examination in X-ray
diagnostic radiology. Radiation risk for the patient is cal-
culated based on assessment of the corresponding Effective
dose (E). Availability of proper methodology for estimation
of effective dose for variety of patient anatomies and expo-
sure conditions could help to professionals engaged in
assessment of radiation exposure during this examination. It
can also be used for purposes of assessment of Collective
effective dose from this examination received by population
consisting of adults and children belonging to different age
groups as required by European Basic Safety Standards
(BSS) Directive and United Nations Scientific Committee on
the Effects of Atomic Radiation (UNSCEAR) [1, 2]. Such
assessments could aid to process of justification of: screen-
ing programmes directed to groups of asymptomatic indi-
viduals for purposes of early detection of lung diseases;
medical exposure as part of medical or biomedical research
programmes; practices for radiological health assessment for
employment, immigration, insurance purposes; etc., as
specified by international standards and local legislation
[1, 3, 4].

2 Materials and Methods

Effective dose (E) was calculated for a real sample consisting
of 1723 patients: 1244 adult and 479 paediatric exposure
records collected during Third National Survey (TNS) of
patient doses in diagnostic and interventional radiology
organized by Laboratory of Radiation Protection at Medical
Exposure (LRPME) at the National Centre of Radiobiology
and Radiation Protection (NCRRP) [5]; The children were
divided into four age categories: 0–1; 1–5; 5–10;
10–15 years old.

Radiation exposure of each patient was simulated via
Monte Carlo calculation software PCXMC [6, 7]. The

A. Dimov (&) � I. Tsanev � D. Penev
National Centre of Radiobiology and Radiation Protection, 3, Sv.
Georgi Sofiyski Str., 1606 Sofia, Bulgaria
e-mail: adimov_sl@yahoo.com; a.dimov@ncrrp.org;
a.dimov07@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/1, https://doi.org/10.1007/978-981-10-9035-6_133

719

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_133&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_133&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9035-6_133&amp;domain=pdf


definition files for PCXMC simulation are generated auto-
matically with an especially designed programme script
from an electronic table with patient anthropomorphic and
exposure data collected during TNS. The script was elabo-
rated according to PCXMC requirements for patient defini-
tion files [7]. Phantom size and weight presented in the table
were modified to approximate actual patient morphology
using a scaling factor recommended by Tapiovaara [6].
The X-ray field size was also scaled accordingly, as all
phantom exposures were set in Posterior-Anterior (PA) pro-
jection only, as they were reported for collected patient’s
sample.

PCXMC software was set to simulate automatically all
1723 patient definition files. Each patient simulation was
performed by employing 20,000 photon histories. X-ray
spectrum was then modified using reported anode potential
applied at patient radiograph. The filtration of tube was not
always reported to NCRRP, so standard recommended fil-
trations were chosen for the specified tube potential: 2 mm
Al for tube kilovoltage below 75 kV; 3 mm Al for 76–
100 kV; 4 mm Al for 101–125 kV; and 5 mm Al for tube
potential over 125 kV. Effective dose was further calculated
via standard PCXMC procedures using tissue weighting
factors recommended by Publication 103 of International
Commission of Radiological Protection (ICRP) [8].

Conversion coefficient (CC) from Kerma Area Product
(KAP) to E, expressed in [µSv µGy−1 m−2] were determined
using linear approximation of their relation. Different con-
version coefficients were calculated for male and female
adults. For children CC were obtained despite of their
gender.

Dependence of the calculated CCs from applied tube
potential was also approximated using a liner fitting.

3 Results

Calculated effective dose as a function of reported patient
KAP during Chest PA radiography of adult males and
females is shown on Fig. 1. Different linear fits are elabo-
rated and displayed for males and females exposed with
different anode potential at different filtrations, as specified
above. Thus following six linear fits (Linear) are elaborated
and displayed on the same figure for: males at 2 mm Al;
females at 2 mm Al; males at 3 mm Al; females at 3 mm Al;
males at 4 mm Al; females at 4 mm Al. For each of those fits
the corresponding linear coefficient and R2 is determined.

Conversion coefficients from KAP to E are obtained also
for children using same approach. Results for all CCs are
shown in Table 1.

Fig. 1 Values of effective dose
as a function of Kerma area
product to patient
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The column of Umean represent the average tube potential
calculated from kVp values reported in patient exposure
records for each subgroup. Standard Deviation (SD) of
kilovoltage and R2 of CC for each subgroup of patients are
displayed in this table also.

Relative statistical uncertainty calculated by PCXMC for
simulation of exposure for our patient sample lies in an
interval and has a mean value as follows:

• for adult phantom: from 0.5 to 1.3%; mean: 0.7%;
• for 15 years old children phantom: from 0.6 to 1.3%;

mean: 0.8%;
• for 10 years old children phantom: from 0.6 to 3.5%;

mean: 2.0%;
• for 5 years old children phantom: from 0.8 to 8.6%;

mean: 4.3%;
• for 1 years old children phantom: from: 2.4 to 9.7%;

mean: 4.7%.

CCs for adult males and females were 1.14 (R2 = 0.93)
and 1.25 (R2 = 0.97) respectively when using the “soft”
techniques. For “hard” techniques CC values were 2.15
(R2 = 0.98) and 2.25 (R2 = 0.97) for males and females
respectively.

From Table 1 it is seen that for high kV technique (with
tube potential of over 100 kV) the CC for Chest PA equals
to 2.20 µSv (µGy m2)−1 (R2 = 0.97), which differs from
often quoted value of 1.8 µSv (µGy m2)−1 obtained by Hart
et al. for Chest (PA + Lat), recommended by [9–11]. For
low kV technique (with tube potential of less than 100 kV)
our CC is assessed to 1.19 µSv (µGy m2)−1 (R2 = 0.87),
which also differs to value of 1.0 for Chest (PA + Lat)
obtained by Hart [9].

Values of CCs for adult males and females against the
tube potential are plotted in Fig. 2. The standard deviations
of mean kVp and the corresponding values of [1 − R2],
expressed in %, are displayed on the figure for each coeffi-
cient on horizontal and vertical direction respectively.

4 Discussion

Deviations of our results for CCs values and values rec-
ommended by European guidance and UNSCEAR manual
are related with the fact that Hart calculates CCs for com-
bined Chest X-ray procedure including PA plus Lateral
projection radiographs [9, 10, and 11]. In addition there are
differences between our and Hart’s methodology of CCs

Table 1 Results for CCs calculated for adults (Male and female); adult males; adult females; and children for Chest radiography

X-ray tube voltage Sample Conversion coefficient

Range Umean [kV] SD Subgroup Sample size No of X-ray systems E/DAP [µSv/(µGy m2)] R2

50–75 kVp 67 7 Male 120 26 0.91 0.91

68 7 Female 159 29 1.07 0.89

67 7 Male and female 279 31 1.00 0.90

59 10 Children (0y–1y) 93 18 11.03 0.85

59 10 Children (1y–5y) 101 20 6.66 0.86

60 10 Children (5y–10y) 64 16 2.80 0.77

59 8 Children (10y–15y) 43 14 3.47 0.74

75–100 kVp 85 6 Male 159 32 1.37 0.97

85 7 Female 175 35 1.44 0.96

85 7 Male and female 334 37 1.39 0.96

89 8 Children (0y–1y) 33 4 20.66 0.94

89 8 Children (1y–5y) 20 5 14.46 0.97

89 9 Children (5y–10y) 27 8 4.24 0.68

88 7 Children (10y–15y) 23 6 1.93 0.92

100–125 kVp 120 6 Male 318 31 2.15 0.98

120 7 Female 313 29 2.25 0.97

120 7 Male and female 631 31 2.20 0.97

113 8 Children (0y–1y) 13 5 18.21 0.94

112 8 Children (1y–5y) 24 8 10.82 0.97

112 8 Children (5y–10y) 19 5 5.03 0.97

112 5 Children (10y-15y) 19 5 3.72 0.93
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calculation. Although based on same phantom model
(Christy 1980)—adopted by Hart and Tapiovaara, there is a
modification prepared by Tapiovaara and implemented in the
PCXMC software [6, 9, 12].

Other reason for discrepancy is related to tissue weighting
factors recommended by ICRP 60 (1991) and applied by
Hart in contrast with ICRP 103 definition of effective dose
employed in this study [8, 13].

Main uncertainties in CCs assessment in this study are
related to limitations of phantom model to represent different
real human anatomies as well as to the fact that actual fil-
tration of the tube was not always reported for this exami-
nation during TNS. Since reliable information on tube
potential or filtration is not always available when assess-
ment of patient exposure is requested retrospectively, the
proposed CCs might be considered as appropriate for use.

Relative statistical uncertainty calculated by PCXMC for
simulation of exposure and assessment of effective dose is
dependant of total number of photon histories limited to
20,000 in present study and to differences between adult and
paediatric anatomies modelled. In is smaller for adults and is
bigger for children, but it does never exceed 5% in the
present study.

5 Conclusion

Calculated conversion coefficients are suitable for determi-
nation of effective dose to different subgroups of patients

examined at different exposure conditions for X-ray radio-
graphy of Chest, performed in PA projection.

In cases when assessment of effective dose to population
is being undertaken by radiation protection authorities and
no detailed information for all individual exposures is
available additional mean CCs based on present study might
be calculated and used.

The automatic generation of patient definition files via
designed software script avoids manual way for input of
patient and exposure data to be simulated by the PCXMC
software and saves time and efforts for the user.

Calculation of effective dose with PCMXC programme
would be faster in case an automatic option is provided by
software developers for “Compute doses” module in a
similar way as it is realized in capabilities of “Simulate” and
“Risk assessment” modules.
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Design and Demonstration of a Complex
Neonatal Physiological Model for Testing
of Novel Closed-Loop Inspired Oxygen
Fraction Controllers

Jakub Rafl , Thomas E. Bachman, Tomas Martinek, Leos Tejkl,
Veronika Huttova, Petr Kudrna, and Karel Roubik

Abstract
Recently published clinical trials document that manual
control of oxygen fraction in the inspiratory gas in
neonates is not prompt enough to react to the rapidly
changing physiological status of a neonate. As a result,
the arterial blood oxygen saturation exhibits significantly
long periods when the actual oxygen saturation level goes
outside the desired safe range. Simple closed-loop
systems are able to optimize the inspiratory oxygen
fraction in steady-state situations, but they do not perform
well in the context of rapidly changing physiological
parameters. As a consequence, new algorithms for the
closed-loop control of the inspired oxygen fraction are
being developed and are becoming available. The aim of
our study was to create a physiologically-realistic model
of a neonatal organism allowing more extensive bench
testing of newly developed algorithms for oxygen control
in neonates. The design of the model is based both on the
theoretical and up-to-date knowledge of the physiological
principles, as well as on the well-documented observa-
tions by the authors in the neonatal intensive care units.
The simulated outputs of the model correlate well with
the real situations observed in the clinical environment.

Keywords
Oxygenation � Closed-loop control � Neonatal model

1 Introduction

Oxygen therapy represents an essential treatment technique
both in critical care and in patients with chronicle respiratory
diseases. Supplemental oxygen has long been used to pre-
vent hypoxia which is associated with detrimental effects on
the brain, pulmonary vasculature, patency of the ductus
arteriosus and other tissues and organs in premature infants
[1–4]. No less important as prevention of hypoxia is a pro-
tection of the organism against excessive and prolonged
oxygen exposure due to the oxygen toxicity. Oxidative
damage and serious complications affecting the central ner-
vous system, eye, and lungs are associated with hyperox-
emia [5–7].

Several studies documented that clinical staff responds
more carefully on episodes of lower SpO2 levels while they
tend to tolerate higher levels of SpO2 than the predetermined
target limits [8, 9]. In order to minimize the periods when
measured SpO2 levels are outside the target limits, auto-
mated closed-loop control of inspired fraction of oxygen
(FiO2) have been developed recently. Many studies docu-
ment benefits of this approach to FiO2 regulation over the
manual one [10–13].

Various algorithms for automated control of FiO2 have
been proposed including rule-based controllers with or with-
out fuzzy logic involved, PID controllers, adaptive controllers,
and several other algorithms [14]. For assessment of their
efficiency and performance and for their comparison, human
physiological models are being developed. Despite the suffi-
cient numbers of models describing the response of adult
patients to FiO2 changes, we are aware of only one model
developed for simulation of infants [15]. The existing model
works satisfactorily in general but reflects only a limited set of
physiological principles needed for realistic scenarios
observed in neonatal intensive care units. The aim of the study
is to enhance the current neonatal FiO2 response model and to
demonstrate themodel’s utility by reporting the distribution of
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oxygen exposure during simulations of a typical manual FiO2

titration scheme.

2 Methods

Our model is based on an existing lumped-parameter model
of neonatal oxygen transport, published by Morozoff [15,
16]. It was implemented in the Matlab–Simulink environ-
ment (Mathworks, Natick, USA). Our model was enhanced
from that of Morozoff in a number of ways. First, it was
scaled to simulate very small neonates most often deserving
respiratory support in the neonatal Intensive Care Unit
(ICU) and the most vulnerable to hyperoxemia and hypox-
emia. Potential shifts in the oxyhemoglobin dissociation
curve were implemented. The known bias between SpO2 and
SaO2 was addressed. Subtleties in the respiratory system
associated with a respiratory support were added. We
developed a set of realistic scenarios for various categories
of neonates. Finally, we added an output module that col-
lected the aggregate exposure to SpO2 and PaO2.

Themodel is divided into the respiratory systemmodel and
the circulatory model, connected by the gas exchange section.
Another section, the pulse oximeter, represents the measure-
ment of SpO2. The respiratory system model consists of four
RC compartments (mouth, trachea, bronchi, and alveoli)
connected in series. Instantaneous total pressures of the
inhaled/exhaled gas mixture are calculated for all compart-
ments as well as are the gas flows between the compartments.
The partial pressure of oxygen in the compartments is derived
from the total gas flows between compartments and the oxy-
gen fraction. Spontaneous breathing is mimicked using a

sinusoidal driving function. The circulatory system ismodeled
as nine perfect mixing chambers and four delay compart-
ments. The concentration of oxygen bonded to hemoglobin is
traced in each chamber and expressed as oxygen saturation.
Oxygen consumption in the model is directly related to the
oxygen concentration in the tissue compartment. Gas
exchange between the alveolar compartment and the pul-
monary capillaries is calculated under the assumption of the
perfusion limited diffusion, that is, the equal partial pressure of
oxygen in the alveoli and in the pulmonary capillaries [17].
The oxyhemoglobin dissociation curve (OHDC) links the
oxygen partial pressure and saturation of oxygen. The pulse
oximeter compartment adds noise and motion artifacts to the
SaO2 (arterial saturation of oxygen) signal as well as the
SpO2–SaO2 bias that is an issue in case of neonates [18, 19].
We included the bias as an enhancement of the original
Morozoff’s model.

Three shunts are incorporated in the model: an atrial
right-to-left shunt (patent foramen ovale), a right-to-left
shunt from the pulmonary artery to the aorta (patent ductus
arteriosus, PDA), and a pulmonary shunt that includes both
the true shunt and the ventilation/perfusion mismatch. The
model implements two different OHDC: the adult hemo-
globin OHDC, based on Kelman’s model [20], and a
left-shifted fetal hemoglobin OHDC.

We defined “neonates” of three different types: (1) very
stable, (2) typical, and (3) unstable; that differed in the PDA
shunt level, the pulmonary shunt level and the number and
duration of apneic episodes, as characterized in Table 1. For
each of the neonates, we ran a 1-h simulation, each with two
different OHDC. As a baseline for a steady-state without
clinical exacerbations, FiO2 21% was sufficient for

Table 1 Characteristics of the infant scenarios

Condition or
event

Property Scenario

Very stable Typical Unstable

PDA shunt Baseline 10% 15% 20%

Change No change No change 80%

Occurrence No change No change At the 15th and 45th min

Duration n/a n/a 5 min

Pulmonary
shunt

Baseline 20% 30% 30%

Apnea (severe) Occurrence At the 30th min At the 20th and 40th min Every 12 min

Duration 60 s 60 s 90 s

Apnea (minor) Occurrence Every 4 min Every 3 min Every 2 min

Duration 20 s 30 s 45 s

Noise (SpO2) Baseline ±1 SpO2 unit ±1 SpO2 unit ±1 SpO2 unit

Change Minus 10% Minus 10% Minus 10%

Occurrence Every 10 min starting at the 5th
min

Every 10 min starting at the 5th
min

Every 10 min starting at the 5th
min

Duration 3 min 3 min 3 min
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maintaining SpO2 92–95%, in all three scenarios. We used the
model in a closed-loop arrangement with a simple rule-based
controller that adjusted the oxygen fraction FiO2 in the input
gas mixture. The FiO2 titration scheme changed FiO2 with a
magnitude and timing depending on whether the SpO2

was <80, <90 or >95%. In addition, as a baseline to see the
impact of the strategy, we ran each simulation with no
adjustment from the initial FiO2 baseline.

3 Results

Figure 1 compares the SpO2 waveforms with and without
the FiO2 adjustment during a 1-h simulation of the unstable
neonate with adult hemoglobin. The figure shows that the

increase of FiO2 does not have an effect during the apnea as
the increased partial pressure of oxygen cannot reach alveoli
with no breathing activity. On the other hand, the SpO2

recovers faster with the FiO2 increase after the spontaneous
breathing is reestablished. The increase of the magnitude and
duration of the FiO2 intervention with a deeper or longer
desaturation is also illustrated.

The SpO2 histogram for the three scenarios in Fig. 2
characterizes their differences with no FiO2 adjustment. The
SpO2 histogram for the same scenarios in Fig. 3 demon-
strates the effect of the FiO2 adjustment and is especially
pronounced in case of the unstable neonate. In this case, the
time of SpO2 below 81% was reduced by 18% and the
time with SpO2 90–95% improved by 11%. In all three

Fig. 1 SpO2 course during 1-h
simulated unstable scenario.
Comparison of no FiO2 control
(middle panel, black) with FiO2

control (middle panel, gray).
Minute ventilation (MV, top)
reduced to zero marks the apneic
episodes. The FiO2 adjustments
are shown in the bottom panel.
Normal hemoglobin OHDC

Fig. 2 SpO2 histogram for no
FiO2 adjustment. Normal
hemoglobin OHDC
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neonates, the SpO2 is shifted to the higher values due to the
closed-loop FiO2 adjustment.

The distribution of PaO2 for the three infant profiles is
reported in Table 2 (no FiO2 adjustment) and in Table 3 (the
closed-loop FiO2 adjustment). The shift in PaO2 with OHDC
was marked. As compared to no adjustments, the titration
scheme improved the time with PaO2 < 40 mmHg by 1%,
3%, and 16% (adult OHDC), and by 1%, 5%, and 17% (fetal
OHDC) for the very stable, typical, and unstable scenario,
respectively.

4 Discussion

Contrary to numerous models available for modeling of a
response to FiO2 changes in adults, equivalent neonatal
models are very rare. One important contributing factor is
the relative inaccessibility of neonatal physiological data and
their interrelationships. The lack of such data is caused by
the fact that an experimental physiological research in neo-
nates is not only technically complicated, but safety and
ethical reasons play an important role.

The precision and accuracy of models depend on their
complexity and the number and quality of parameters
included in the calculations. Complex models, that do
require the input of patient-specific data and tuning, show in
general better accuracy than less complex universal models,
but the patient-specific tuning represents a meaningful
obstacle for their routine use. The goal of our work was to
create a model that is able to simulate realistically the ICU
scenarios, but still be simple enough so that it does not
require detailed patient-specific data. The three ICU sce-
narios differing by their stability of SpO2 response represent
typical patterns present at neonatal ICU and document the
ability of the developed model to compare different FiO2

closed-loop control algorithms. We speculate that they
could also be used to refine manual FiO2 titration
guidelines.

5 Conclusions

An improved neonatal model suitable for studying auto-
matic closed-loop FiO2 control algorithms has been
described. Using the model, distribution of PaO2 for

Fig. 3 SpO2 histogram for
controlled FiO2. Normal
hemoglobin OHDC

Table 2 PaO2 distribution with different oxyhemoglobin dissociation
curves with no FiO2 adjustments

% Time PaO2 Scenario

Very stable Typical Unstable

50–80 mmHg 85/80 65/58 13/3

>100 mmHg 0/0 0/0 0/0

<40 mmHg 2/7 11/26 60/76

OHDC normal/fetal

Table 3 PaO2 distribution with different oxyhemoglobin dissociation
curves with FiO2 adjustments

% Time PaO2 Scenario

Very stable Typical Unstable

50–80 mmHg 79/84 74/69 35/29

>100 mmHg 0/0 0/0 0/0

<40 mmHg 1/6 8/21 44/59

OHDC normal/fetal
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different infant profiles and different forms of hemoglobin
with no FiO2 adjustment and with an adjustment of FiO2

may be conducted. The model is suitable for testing, vali-
dation, and comparison of FiO2 closed-loop control
algorithms.
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Radionuclide Internal Dosimetry Using GATE
and PENELOPE for Experimental Validation
in Geometrical Phantoms

Nícollas Gonçalves Cavedini , Caroline Machado Dartora ,
Luís Vinícius de Moura , Marcelo Menna Barreto Schwarcke ,
and Ana Maria Marques da Silva

Abstract
The aim of this study is to investigate the use of two
freely available Monte Carlo (MC) codes to model simple
geometrical radionuclide configurations, which could be
compared to experimental measurements or analytical
calculus for internal dosimetry. Three spherical geome-
tries were simulated using GATE 7.1 and PENELOPE
2008: (1) a point source centered in a 10 cm radius
sphere; (2) a 5 cm radius sphere with homogeneous
radioactive distribution inside a 10 cm radius sphere;
(3) two separated spheres (5 and 10 cm radius) 5 cm
apart, the first acting as source and the second as target.
All spheres were filled with water and sources produced
108 primary gamma emissions from 99mTc. Total
absorbed doses were analyzed using 3D Dose Point
Kernel (DPK). Results obtained with GATE and
PENELOPE simulations were, respectively: (1) 15 and
14.25 mGy, with 5.2% difference; (2) 7.4 and 8.51 mGy,
showing higher difference (13.04%); (3) 0.93 and
0.97 mGy, in target sphere. Concluding, GATE and
PENELOPE MC codes can be easily used to simulate
simple geometries, allowing for comparison against
experimental measurements or analytical calculations.
Further studies are required to compare these simulation
results with experimental data designed to the clinical
practice.

Keywords
Monte carlo � GATE � PENELOPE � Dose
DPK

1 Introduction

Nuclear Medicine (NM) is a specialty in which the
radioactive source is internally distributed in the patient.
Internal dosimetry has been one of the greatest difficulties
and challenges in NM.

Many difficulties are found in internal dosimetry studies
related to radiopharmaceutical temporal distributions in the
organ source and target irradiation processes. Some tech-
niques have been published by the Committee on Medical
Internal Radiation Dose (MIRD) [1]. One of most successful
software for mathematical modeling for internal dosimetry in
NM using MIRD techniques is OLINDA [2]. Most dose
calculations are based on standard subjects, anthropomor-
phic mathematical models, also called anthropomorphic
phantoms, which display the target organs masses and the
energy fractions absorbed in tissues. It has been widely used
in several internal dosimetry studies in SPECT and PET
studies [3].

Concepts of deposited energy and absorbed dose are of
particular interest in NM in imaging applications and
radiopharmaceutical therapy. Due to patient-specific internal
characteristics, the discrepancy between the patient body
geometry and that of the dosimetry model, as well as the
individual variation in time-activity biodistribution introduce
inaccuracies into the absorbed dose calculation [4].

Several MC simulation codes have been used in the
estimation of internal dosimetry in NM. Among them, the
following codes can be highlighted: EGS4, MCNP,
GEANT4 [5] and PENELOPE [6]. GEANT4 and PENE-
LOPE are those with more applications in NM [7–11].

GATE (Geant4 Application for Tomographic Emission)
is a simulation platform based on the GEANT4 toolkit for
radiation therapy and dosimetry applications [12]. This
application is used in medical imaging and dosimetry fields.
It simulates the interaction between matter and radiation of
energy between 1 keV and 100 TeV. Available interaction
libraries include photoelectric effect, Compton scattering,
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Rayleigh scattering, electron ionization, gamma conversion,
Bremsstrahlung, positron annihilation, multiple scattering
and muon electromagnetic processes.

PENELOPE (PENetration and Energy Loss of Positron
and Electrons) is a MC simulation code written in FOR-
TRAN programming language, which simulates photon,
electron and positron interactions with energy between
250 keV and 1 GeV. It uses a library of interactions of
photoelectric effect, Rayleigh scattering, Compton scattering,
electron-positron pair, elastic collisions, inelastic collisions,
Bremsstrahlung emission and positron annihilation [6].

To obtain the average estimate of deposited energy and
absorbed dose, usually a standard patient is considered [4].
Models of standardized patients can be based on morpho-
logical information in geometrical or voxelized virtual
phantoms. Standardized patients based models are accepted
to estimate the dose average value, but in clinical practice, it
does not show accurate results or can be experimentally
validated. To improve accuracy, MC simulations allow
individualizing the physical processes and geometries, pro-
ducing more realistic data [3]. This technique enables to
model the radionuclide disintegration, the attenuation prob-
abilities in the tissues and the detailed values of individual
organ volumes, giving the dosimetry data in a volumetric
matrix [13]. However, MC is time consuming for clinical
practice. One feasible approach is the use of dose point
kernels (DPKs) [8, 14], which give the absorbed dose
deposited at a certain distance from a point source, assuming
a homogeneous transport medium.

The aim of this study is to investigate the use of two
freely available Monte Carlo (MC) codes to allow radionu-
clide internal dosimetry with simple geometries, which can
be compared to experimental measurements or analytical
calculation, using DPK method.

2 Materials and Methods

This study is based on GATE 7.1 and PENELOPE 2008
Monte Carlo simulation codes of three geometries modeled
and simulated (Fig. 1): (a) a point source inside a 10 cm
radius water spherical target; (b) a 5 cm radius water
spherical source inside a 10 cm radius water spherical target;
and (c) a 5 cm water radius spherical source separated 5 cm
of the border of a 10 cm radius water spherical target.
Spherical geometry was chosen due to the future practicality
in experimental studies.

For all simulations, 140 keV photons from a 99mTc iso-
tropic source with 1 � 108 primary histories were simulated.
Sources and targets materials were defined as water.
Absorbed dose analysis was performed based on 3D Dose
Point Kernel (DPK) [8, 14], using a house made code,
developed in MATLAB R2014b.

In GATE, the smallest element volume in absorbed dose
matrix is a cubic voxel called dosel, and it defines the dose
map spatial resolution. We used a 121 � 121 � 121 dosel
matrix (0.17 cm/pixel). Two libraries of electromagnetic
processes on Geant4.10.1 [15] were used: standard (photo-
electric effect, Compton scattering, electron ionization,
gamma conversion, Bremsstrahlung, positron annihilation,
electron and positron multiple scattering and muon) and
Penelope (Rayleigh scattering).

For PENELOPE simulation, we used the standard simu-
lation (photoelectric effect, Compton scattering, electron
ionization, Bremsstrahlung, positron annihilation,
electron-positron pair, elastic and inelastic collisions) with
3D dose map with 121 � 121 � 121 bins matrix
(0.17 cm/pixel).

2.1 Point Source Simulation

For the analysis of point source simulation inside the spher-
ical target, the total absorbed dose in GATE and PENELOPE
was compared to the theoretical approach, based on Prest-
wich et al. [16] and Loevinger and Berman [17].

2.2 Spherical Sources Simulation

For the volumetric sources simulation, profile doses were
delineated in the central axis plan of both simulations. An
exponential fitting was applied in a central axis of the target
3D dose distribution central slice, in order to compare the
simulated results.

3 Results and Discussion

3.1 Point Source

For GATE and PENELOPE, the total absorbed dose was
15 mGy and 14.25 mGy, respectively, with a difference of
5.2%. Compared with the theoretical approach (12.54 mGy),
codes differences were 16.4 and 12%, in GATE and
PENELOPE.

Figure 2 shows the dose distribution obtained with
GATE and PENELOPE, and the dose distribution profile,
normalized for the maximum in each simulation.

3.2 Spherical Source Inside Spherical Target

Results of the total absorbed dose in GATE were 7.4 and
8.51 mGy in PENELOPE, with a difference of 13.0%. This
geometry does not allow an analytical approach.
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Figure 3 shows the results of 2D dose distribution in the
spherical water target due to the inner spherical source in
GATE and PENELOPE (Fig. 3a, b) and the absorbed dose
profile, normalized for the maximum in each simulation
(Fig. 3c).

3.3 Spherical Source Detached from Spherical
Target

For the irradiation geometry where the spherical source is
situated 5 cm apart the spherical target, it is possible to
visually observe a similarity between GATE and PENE-
LOPE results (Fig. 4a, b). Total absorbed dose for the
spherical target was 0.93 mGy for GATE and 0.97 mGy for
PENELOPE. Dose difference between the two MC codes is
4.03%. Figure 4c shows the dose distribution profile in the
central axis of the spherical target. The dose values are
normalized for the maximum value of each simulation.

GATE has been initially designed for the simulation of
NM imaging systems. However, the latest versions extend
its applications to the dosimetry, thus making validation
against other existing MC codes a necessary process.
GATE’s tools allow importing medical images for making
patient specific 3D absorbed dose calculations. Although
without complex imaging tools, PENELOPE MC simulation
of coupled electron-photon transport can be easily defined
for arbitrary materials and complex quadric geometries.

The differences in point source simulations results are
compatible with previous studies comparing MC codes [2,
8]. The slightly higher discrepancies observed for volumetric
sources are acceptable [18], as different algorithms are
applied in each MC code and the result depends on the
simulation libraries and parameters. Some discrepancies
could be due to the boundary effect in cubic voxels.

Further studies are required to compare both MC codes in
particles, like alpha and beta emitters, and multispectral
sources. Modeling cylindrical phantoms also will allow

Fig. 1 Three geometries modeled: a point source (yellow dot) inside a
water sphere (red grid), b Spherical water source surrounded by a water
spherical target, and c Spherical water source detached from a spherical

water target. All sources are represented in yellow and targets are
represented in red grids (Color figure online)

Fig. 2 Dose distribution obtained in GATE (a) and PENELOPE (b). c Dose distribution profiles in GATE (black) and PENELOPE (blue) (Color
figure online)
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more feasible designs for experimental data collection using
TLD or polymeric gel dosimetry in clinical practice.

4 Conclusions

In this study, we have performed a comparison between
GATE an PENELOPE in simulating a monoenergetic
gamma source and simple geometries that can be compared
with theoretical and experimental approaches. In all cases
both MC codes dose results were comparable to previously
published data to demonstrate the appropriateness of MC as
an adequate tool for dose calculations in NM field. Con-
cluding, GATE and PENELOPE MC codes can be easily
used to simulate simple geometries, allowing for comparison
against experimental measurements or analytical
calculations.
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Development of Low Cost Central
Monitoring Platform by Modeling
and Simulation for Patients Care
in Low Middle Income Countries

Md. Ashrafuzzaman, Md. Sakib Abrar Hossain,
A. F. M. Mohaimenul Joaa, and Md. Tareq Aziz

Abstract
This study discusses and presents a medical engineering
approach for developing a cost effective central monitor-
ing platform for underprivileged patients in hospitals of
the low to middle income countries. Over decades, the
developed countries have improved their patients care
through medical engineering by establishing Central
Monitoring Station (CMS). Whereas, low middle income
countries like Bangladesh is yet to introduce CMS for
standard patients care in most of hospitals due to lack of
local expertise and awareness about the technological
advancement and their potential benefits. The main focus
is on the development and application of advanced and
proven vital parameters measuring technologies by mod-
eling and simulation in the biomedical engineering
laboratory. Central monitoring platform is designed and
tested for centralized monitoring of vital patient informa-
tion to observe basic parameters i.e. ECG, SpO2, NIBP,
Temp, RR using simulation. A set of UniPort was
connected to expand the function modules providing
monitor of IBP, CO2, AAg, BIS, PiCCO and noninvasive
ICG which is presently found as very unpleasant. We
have seen that the patient care from medical equipment in
the middle income countries is found unsafe, unreliable
and costly. But simulation results using such CMS has
shown that the life-threatening influences can be moni-
tored from a single platform by quick check of patient’s
status directly from a standard PC, Mac or tablet PC, a

wireless PDA or smartphone. Patients care will be
enhanced in many folds with safe and convenient method
in cost effective manner. It is an urgent issue to produce
and introduce such medical engineered CMS in hospitals
of low and middle income countries which will improve
patients care and HTM at overall.

Keywords
CMS � Patients care � Health technology management
Modeling and simulation

1 Introduction

1.1 Local Context

Currently, there are 593 government, 467 community and
126 secondary and tertiary levels hospitals in Bangladesh.
There are 2,983 hospitals and 5,220 diagnostic centers run
by the private stake holder [1]. Bangladesh Government and
private NGOs have taken many initiatives in e-health and
m-health sectors [2]. Recent surveys have suggested that,
central monitoring systems have not been implemented in
most of the hospitals in Bangladesh though GDP per capita
is of $958 and population is of 156.6 million in 2013 [3, 4].
This population is expected to rise to 218 million by 2030
[4]. Bangladesh is now on path of a rapid urbanization. The
population of the capital city has grown to 10.2 million by
2000 and 16.8 million by 2015 from just 5.8 million in 1990
[5] with current rate of urbanization 3.19% [6]. At present
70% of the population live in the rural areas of Bangladesh
[6]. The health sector profoundly support by the government
by spending 3% of the Gross Domestic Product (GDP),
according to World Health Organization (WHO 2010) report
and current expenditure on health is 34% of the health
expenditure (THE) and rest 66% is Out Of Pocket
(OOP) expense [7]. Due to such socio economic structure,
CMSs are unaffordable in most hospitals of Bangladesh at
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cost of $1850–$3950 per clinical device [8]. A central
monitoring system consisting of only 10 devices would cost
huge in the local perspective. Some local research work was
done for developing low cost central monitoring systems in
the past but none of these have seen in clinical use.

1.2 Central Monitoring Systems

The central monitoring system uses advance data transfer
technology to monitor patients effectively. These systems
can be integrated with the Healthcare Information System
(HIS) of the hospitals. These features give clinicians an edge
in patients’ data access and share with potential to reduce
physical contact time between physicians and patients. As
doctors can access patients’ real time data through this
system, it reduces the need of stationed physicians for the
same time. There are only 3.05 physicians per 10,000 pop-
ulations in Bangladesh. Bangladesh has also been suffering
from proper management of human resource in health sector
[9]. Recent survey by INMAS (INSTITUTE OF NUCLEAR
MEDICINE AND ALLIED SCIENCE), DMCH (Dhaka
Medical College and Hospital) has shown that a doctor must
need to attend almost 40 patients daily but in rural areas a
doctor attends only 4/5 patients daily which is due to fragile
management of stationed doctors in hospitals. A CMS
connected with wide or medium area network can improve
the current distribution of medical service across local areas.
All of these circumstances strongly uphold that, CMSs are
indispensable for hospitals in this region (Figs. 1 and 2).

1.3 Low Cost Central Monitoring System

As discussed earlier, in context of Bangladesh CMSs are
essential but the current market prices have kept these away

from clinical use. The main motive for this research is to
derive a stable solution for this complex problem. Currently
the prototype is in clinical testing with effective modeling
and simulation techniques.

2 Methods

Our plan is to develop low cost CMS for hospitals in the local
areas. The expected production cost is of $100 per clinical
device with initial server/master establishment cost of $125.
First generation prototype has been developed using Rasp-
berry Pi 3 boards and Arduino Mega board whole program-
ming on python. The OS was used on LINUX with some
modification. The Raspberry Pi 3 comes with a 1.2 GHz
64-bit quad-core ARMv8 CPU, Built in 802.11n Wire-
less LAN and shared specifications to the Raspberry Pi 2
which runs on Raspbian OS. The pi also supports other OS
like LINUX [10]. The Arduino mega microcontroller board
based on atmega 2560 with 54 digital i/o pins, 16 analog pins,
16 MHz crystal oscillator was used and can communicate
with raspberry pi board through USB or I2C connections
[11]. PYQT is an integrated developing environment where
Python wrapper was used around the QT framework for
creating graphical user interfaces or GUIs.

2.1 Class

The monitoring system comes with two classes of imple-
mentations. These two types/classes have been modeled by
analyzing current clinical situation in local areas (Fig. 3).

2.1.1 Module
The class module comes with some predefined modules.
Modules are considered to be different clinical instruments.

Fig. 1 Central monitoring
system in hospitals (LAN)
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The master has access to all modules under the local area
network (Fig. 4).

A node RASPBERRY PI 3 was connected to four mod-
ules where ARDUINO MEGA was attached to each and
modules communicated with the node via I2C connection.
The nodes upload data to the MASTER using fixed IP
address for dedicated modules in the integrated system
(considering each ARDUINO MEGA’s MASK IP). Con-
necting more than 4 modules may raise obscure during real
time data transfer as the ARDUINO and Raspberry Pi
communicates via I2C connection (Fig. 5).

Each module was developed to communicate with an
Arduino Mega board through USB and also connected to a
Raspberry Pi 3 board through I2C connection. The Rasp-
berry Pi 3 board was considered to be a node for the system.
The Arduino boards (modules) were connected with each
node of the system. The node was connected to a router to
prepare Local Area Network (LAN). LAN usually assigns an
arbitrary IP address for any device connected to it but
Arduino mega boards IP address is different and fixed as per
their MASK address of each node. Then nodes were

connected to the MASTER through LAN where connections
with other external devices will become convenient during
use of this integrated system within a hospital. Only the
connected devices have access to the system for ensuring
crucial issue with data security in the covered areas. Control
of a module by any external device follows the flow chart as
shown in Fig. 6.

When any device connected to the LAN requests for
access to run a module, the device asked permission to the
MASTER. As the device selects an arbitrary module, node
connected to the module is then automatically selected by
the MASTER as per LINUX protocol considering the users
information with certain IP address of Arduino board con-
nected to the module. As the MASTER redirects user to the
required node for specific module, the external device (user)
is then connected to that certain nodal IP address. The
external device (user) then sends the data to the node
(raspberry pi 3 board). The data then is uploaded on Arduino
board, which IP address was selected at the beginning of the
process. The Arduino board then controls the module as per
the defined data. Application will be developed using PYQT
for each system separately based on hospital requirements to
operate locally.

2.1.2 Acquisitor
The class acquisitor is the second class clinical device which
connected to a server. The server is the part of Wide Area
Network (WAN) and has the access in processed data of the
devices (Fig. 7).

In the acquisitor class an acquisition circuit
RASPBERRY PI 3 board was integrated with each clinical
device. Then it was connected with the external computer of
the clinical device through USB which collects data and
uploads in the server. In this case, IP address of each acquisitor
is fixed and assigned (considering the Raspberry Pi 3 Mask
IP). Each acquisitor was assigned with specific web address

Fig. 2 Central monitoring
system in hospitals (MAN or
WAN)

Fig. 3 Class
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which helps to view data of each clinical device in a page. The
server has access to all the processed data of the attached
clinical devices and the data flow is unidirectional. The whole
network is being integrated under a singleWANwhich allows
the users to gain access from anywhere through a website and
thus hospitals can be inter-connected. All clinical data will be
uploaded in a website. After receiving permission from server
(verification of user’s IP address), the user can view the web
address specified for the clinical device (Fig. 8).

When connected with clinical device, the raspberry pi
extracts all imaging data from the device and then uploads to
the server with authentication. Once the server approved, the
raspberry pi board uploads all diagnosis data on a specific

web address. Through this, hospitals can be interconnected
among themselves which provides connection between as
different clinical devices from different hospitals under a
single server with minimum expenditure (Fig. 9).

3 Development Cost

Currently available CMSs for hospitals cost about $1850–
$3950 per clinical device as shown in Fig. 10 [8]. The class
acquisitor installation would cost $60 per medical device
with initial server establishment cost is about $125 only.

Fig. 4 Class: module

Fig. 5 Class: module block diagram

Fig. 6 Class: for chart for module control

Fig. 7 Class: acquisitor

Fig. 8 Class: acquisitor block diagram
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The class module cost varies with the type of modules but
the initial master establishment cost is about $60. For a 50
device system, available CMSs would cost about $92,500–
$197,500 whereas, class acquisitor will cost maximum
$3000 which is much less than the cost of single unit of
present CMS. In terms of class module, the cost varies with
the type of modules being developed but initial cost is about
$60. In this case class module for EEG, ECG, EMG, Syringe
pump, infusion pump etc. will be much cheaper than con-
ventional system if total instrumentation cost is considered.

4 Results and Discussion

The first generation prototype of both the classes have been
developed and tested for two ECG modules which were
developed earlier. The Arduino mega of each module is
connected to the controller via I2C connection. In the first
generation prototype the whole node and master system have
been replaced with a Raspberry Pi 3 board controller con-
nected to a LAN. External devices connected to the LAN
can access the controller and further access gain by the
external devices through VNC viewers and this prototype
showed an excellent performance during its function
(Fig. 11).

The ECG module replicates the ECG device and designed
in an easy way to communicate with an Arduino mega.
When the module was turned on (or start to receive ECG
signals) through Arduino program it sent signal to the
Arduino. The Arduino fed the signal to the raspberry pi 3
board through I2C connection. The signal was then fed to a
python program and displayed the signal in a python GUI.
The Fig. 12 demonstrated the instrumentation amplifier was
used [12–14] which was designed with an AD620 IC.

When any device is connected to a LAN, the network
automatically assigns an IP address for that specific device
where the Raspberry Pi IP address is fixed. When VNC
viewers attempted to gain access from the connected Rasp-
berry Pi board, its home screen was displayed on the con-
nected devices. From that Arduino terminal the ECG module
was turned on and thus the ECG signal was viewed with real
time data through the GUI (Fig. 13).

For the first generation prototype an acquisitor has been
developed to extract data from a SPECT SCAN machine.
A second generation prototype was also develop to evaluate
the further progress of the data accumulated from several
medical devices (Fig. 14).

An Arduino mega was attached to SPECT SCAN’s
external computer via USB to extract all SPECT images and
was fed the Raspberry Pi 3 connected with I2C. Two
Raspberry Pi 3 were connected on a LAN so that the second
Raspberry Pi 3 easily expanded its access to the first Rasp-
berry Pi via VNC viewers. The Raspberry Pi then extracts all
SPECT SCAN imaging data and stores and uploads all
imaging data in the server following the same. External
devices connected to the server got an access to the imaging
data if certain criteria are achieved after verification. The
server is on progress to improve its capacity for numerous
connections with huge data storage (Fig. 15).

Fig. 9 Class: acquisitor interconnecting hospitals

Fig. 10 Comparison between systems

Fig. 11 Class module prototype block diagram
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The first generation class module prototype costs $60 for
establishment of controller. Each ECG module costs $90

along with the Arduino mega board. The whole set of
equipment was developed with an expenditure of about $300
only. Besides, the first generation class acquisitor prototype
costs about $250. The acquisitor costs $160 and the second
generation class acquisitor prototype has been estimated to
cost about $245 and the server establishment costs around
$125. Class acquisitor has great potential for clinical use.
The second generation prototype has been scheduled for
testing in INMAS, Bangladesh. For smaller clinical devices
like ECG, EKG, EMG, Infusion pump, Syringe pumps the
class module can be applied effectively, as some these
clinical devices are being developed and manufactured
locally. Most importantly both of these classes provide
cheap alternatives in the local perspective.

Fig. 12 Instrumentation amplifier PROTEUS schematic

Fig. 13 ECG module communication flow chart

Fig. 14 First generation class:
acquisitor prototype block
diagram
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5 Conclusion

From the publications and literature review results, we
examine that development of central monitoring system is
expensive and technology involved with experts from vari-
ous fields. Whereas, economically developing countries like
Bangladesh is focusing on the medical equipment mainte-
nance and management through biomedical/clinical engi-
neering only. Development of medical equipment is far to
think and implement successfully with specific research
laboratories and vendors from private sectors. It is also
revealed that the health care technologies and health services
are very inferior in Bangladesh with respect to standards of
developed countries. However, despite all challenges dis-
cussed above, the department of biomedical engineering of
MIST has started to perform research on device development
for medical applications but the health care technology to
ensure the safe and efficient health care services through
indigenously developed equipment like CMS is yet to sat-
isfy. Notwithstanding, the crying needs of local development
with collaborative knowledge from the international uni-
versities and organizations our researchers have developed
and tested the prototype of CMS platform which is consid-
ered as very low cost development. Such low cost platform
may have potential to move forward for original device
development through the support from government and
private organizations which will definitely contribute to save
the life of enormous populations in near future if imple-
mented nationwide. In this regards, we believe that active
cooperation of ACCE/IFMBE/IUPESM/JACE/CEASA will
excel such project and will be implemented in hospitals of
low to middle income countries. It concluded that it was very
necessary to develop a module to produce CMS platform for

use in middle income countries like Bangladesh. Shortly, the
original device development project will initiate for suc-
cessful development of low cost CMS and will serve in most
of the hospitals of Bangladesh. It will facilitate the quality
and standard of patients monitoring system and HTM in
Bangladesh effectively in near future.
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Assistance Ratio: An Approach to Quantify
the Hydraulic Load Distribution in LVAD
Therapy

Philip von Platen, Daniel Rüschen, Steffen Leonhardt,
and Marian Walter

Abstract
Left ventricular assist devices (LVADs) have grown in
popularity for treating patients with severe heart failure.
In many cases rotary blood pumps (RBPs) are used as
LVADs, which are set to a fixed rotational speed in the
clinical environment. The physicians rely on practical
guidelines, available measurements and experience in
choosing the rotational pump speed. This can lead to poor
or unfavourable patient support, possibly even dangerous
operating conditions. Hence, there exists great potential to
implement closed-loop control of LVADs to overcome
these problems. However, the choice of the control
variable is not trivial. This paper presents a methodolog-
ical approach to deriving a suitable control variable for
closed-loop LVAD therapy. To simplify the setpoint
choice for clinicians, an assistance ratio is introduced to
represent the sharing of hydraulic workload between the
LVAD and the native heart. Available measurements
include the left ventricular and aortic root pressure, pump
flow and aortic flow rate, with the latter estimated using a
Kalman filter. Based on these measurements, assistance
ratios based on flow, work and pulsatility are proposed.
The merits of different assistance ratios are assessed based
on their ability to provide insight into hemodynamic
support, myocardial protection and left ventricular
unloading, along with their ease of implementation and
robustness of their calculation. Their implementation is
tested in a hybrid mock circulatory loop and retrospec-
tively on data from animal experiments. An assistance
ratio based on flow is shown to be the most robust, whilst
giving some indication of hemodynamic support. The
closed-loop control using an assistance ratio therefore
makes it easier to achieve different therapeutic goals. This

approach has the potential to reduce interventions by the
clinician and could eventually lead to a versatile defini-
tion of LVAD therapy protocols, independent of
pump-type or patient.

Keywords
Left ventricular assist device � Physiological control
Hydraulic load distribution

1 Introduction

The use of left ventricular assist devices (LVADs) in patients
suffering heart failure is becoming more common, most
notably due to the cost and lack of available heart transplants
[1]. Recent developments in continuous-flow rotary blood
pumps have made these smaller, more durable and simpler to
use. They are able to stabilize the patient’s hemodynamics
and further give myocardial support. This is of particular
interest in the application of LVADs as bridge-to-recovery
devices. This application of LVADs has been shown in lit-
erature by Frazier et al. in [2]. It is however non-trivial for
the attending physician to properly adjust the pump speed
for optimal recovery.

For an improved use of the LVAD, the concept of
physiological (closed-loop) control has been applied. Vari-
ous strategies have been described in literature, including:
controlling the pressure difference between aorta and left
ventricle [3], reproduction of the Frank-Starling mechanism
[4] and maximum flow with suction control [5]. For the latter
case, setting a maximum flow achieves hemodynamic sup-
port, but possibly has adverse effects on or hinders
myocardial recovery [6]. Firstly, suction or ventricular col-
lapse may occur. Secondly, excessive unloading of the LV
may impair the pumping action of the right ventricle due to a
septum shift [6]. A common factor in many of the other
physiological control strategies is that these require a phys-
iological reference value. This is problematic as the
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reference value will vary depending on the patient, the
patient state and the environment.

Since the majority of the native physiological control
mechanism of the patient are still functioning, a new control
strategy is proposed in [7]. Hereby the native heart and
LVAD function in parallel, meaning the LVAD does not
replace the function of the native heart, but rather supports it
by reducing its hydraulic load. A block diagram of this
control structure is shown in Fig. 1. Central to this strategy
is the definition of the degree of assistance, also called
assistance ratio, and this paper considers different options
and their applicability in bridge-to-recovery therapy.

2 LVAD Therapy Goals

The main goals of LVAD therapy are hemodynamic support
and myocardial protection. Hemodynamic support is pro-
vided by an increased blood flow and associated stabilization
of blood pressure. It has also been discussed that a certain
pulsatility in the blood flow is a requirement for correct
hemodynamic support [8]. The concept of Energy Equiva-
lent Pressure and Surplus Hemodymic Energy have been
used to quantify pulsatility of blood flow and pressure [9].
Myocardial protection can be provided by simultaneously
unloading the left ventricle, by decreasing myocardial oxy-
gen demand and increasing coronary blood flow, which
increases myocardial oxygen supply. A visual tool for
evaluating ventricular unloading is the reduction of the
pressure-volume loop area in a cardiac cycle [10].

It is important to remember here that the native physio-
logical control loops are considered to remain functioning,
despite the heart failure. A functioning venous return shows
this. As such, the body still regulates the cardiac output, as
long as the sum of flow from the native heart and LVAD is
adequate. The remaining question therefore is how to
quantify the hydraulic load distribution between native heart
and the LVAD. Since flow is inherently measured, it is used
as a first assistance ratio (rflow—flow assist ratio). The area

of the PV loop (and the associated work) is important when
considering LV unloading, and it is therefore also considered
(rwork—work assist ratio). Finally, since the question of
pulsatility remains a question in literature, a ratio based on
surplus hemodynamic energy (SHE) is also considered
(rpulsatility—pulsatility assist ratio).

Once these assistance ratios have been established and
validated, therapeutic protocols can be envisioned. Effective
myocardial recovery could for example be detected by
keeping the pump speed constant and monitoring an assis-
tance ratio. If the assistance ratio decreases, the native heart
takes on more hydraulic load, which could be related to a
recovering ventricle. A further example is the process of
weaning a patient off the LVAD, which can be defined by
the stepwise reduction of the assistance ratio, thereby stea-
dily increasing the hydraulic load of the native heart.

3 Materials and Methods

3.1 Assistance Ratio Calculation

Different assistance ratios are calculated according to the
following formulas:

rflow ¼ qVAD
qAO

ð1Þ

rwork ¼ 1� APx

AP0
ð2Þ

rpulsatility ¼ SHEx

SHE0
ð3Þ

where qVAD is the pump flow, qAO is the aortic flow, APx is
the area of the pressure-volume loop with LVAD support
and AP0 is the pressure-volume loop of the pathological heart
without LVAD support. Similarly, SHEx is the surplus
hemodynamic energy of the heart with LVAD support and
SHE0 is the surplus hemodynamic energy of the pathological
heart.

Fig. 1 Block diagram of the
proposed assistance control
strategy, with VAD—ventricular
assist device, LV—left ventricle,
AV—aortic valve, VS—vascular
system, px—pressure, qx—flow,
x—speed and i—current. Focus
lies on the “Assistance Ratio”
block
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3.2 Experimental Setup

The Impella CP (Abiomed Inc, Danvers, USA) is used as the
LVAD in this study. The device is a catheter-mounted
micro-axial flow pump, which pumps blood from the left
ventricle into the aortic root. The device has been modified
to include two optical pressure sensors mounted on the
device at the inlet and outlet cannula, allowing for the
measurement of the left ventricular pressure, pLVP, and the
aortic pressure, pAOP, respectively. The LVAD is controlled
via an Automated Impella Controller (AIC). The AIC allows
for different levels of support to be chosen ranging from P1
(min) to P8 (max). Via a controller area network (CAN bus)
connection, the measured variables are available at a sample
rate of 250 Hz. All algorithms are implemented in Simulink
(The MathWorks Inc., Natick, USA) and are executed on a
real-time computer (MicroAutoBox II, dSPACE GmbH,
Paderborn, Germany).

4 Results and Discussion

The different assistance ratios were first evaluated in vitro
using the hybrid mock circulatory loop described in [11].
This hardware-in-the-loop simulation of a numerical CVS
model [12] was connected to an Impella CP via a hydro-
dynamic interface. The simulation was modified to simulate
heart failure by reducing the myocardial contractility to 25%
of its nominal value. After simulating the pathological heart
without LVAD support, the LVAD support was increased
stepwise. The results of the these tests are shown in Table 1.
The LVAD flow is calculated by the AIC, whilst the aortic
flow is taken from the simulation.

Clearly with increasing LVAD support, the degree of
flow assistance increases to a maximum of 85%. Similarly,
the degree of work assistance also increases. This can also be
seen in Fig. 2, whereby the area of the PV-loop decreases
with increasing support. Lastly, the degree of pulsatility
assistance decreases with increasing support. This is due to
the fact that the LVAD is pumping continuously and hence
with increasing support, the pulsatility of the flow and

pressure decreases, which is visible in the reduced pulsatility
assist ratio.

After the initial validation in the mock circulatory loop,
data from previous animal studies was used to evaluate the
flow assist ratio. In this case, an accurate instantaneous
measurement of the aortic blood flowwas not present, making
calculation of the other assistance variables impossible. An
observer based on a Kalman filter was used to estimate the
cardiac output, see [13], and allowed for the calculation of the
flow assist ratio. The experiments were performed on adult
sheep (Ovis aries, Röhn, female, approx. 63 kg) with exper-
imentally induced myocardial infarction through balloon
occlusion. The LVAD was implanted when first symptoms of
the myocardial infarction appeared and the results shown here
are form taken from data measured 12 h after the infarction.
Figure 3 shows the results for different LVAD support set-
tings from the animal experiment. Importantly, the combined
blood flow from the native heart and LVAD remains almost
constant at 8 l/min, despite the step change in flow supplied
by the LVAD. This shows the validity of the assumption
concerning the functionality of the native control loops for
cardiac output regulation. The increase in LVAD support

Table 1 Degree of assistance for different LVAD support settings in the mock circulatory loop experiment

LVAD level Aortic flow l/min LVAD flow l/min Flow assist % Work assist % Pulsatility assist %

LVAD off 2.73 NA 0 0 100

P1 3.02 0.48 16 15 62

P3 3.26 1.72 53 31 54

P5 3.37 2.26 67 42 24

P7 3.47 2.79 80 54 14

P8 3.51 2.98 85 59 3

Fig. 2 Pressure volume loops for different pump speed settings in the
mock circulatory loop experiment
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from P1 (low) to P4 (mid) support, increases the degree of
assistance from 30 to 45%. This level of support can be
calculated without any further knowledge of the patient or
state.

5 Conclusions

The hydraulic load distribution between the native heart and
LVAD can be conveniently presented by the use of an
assistance ratio. Different ratios have been shown to give
insight into ventricular unloading and myocardial recovery,
which are important goals of LVAD therapy. The calculation
of these assistance ratios can in future be incorporated into
LVAD control loops to simplify and individualize the pump
settings and therapeutic protocols.
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Analysis of Left Ventricular Unloading
by Double Lumen Arterial Cannula
During ECMO Assessed by Mathematical
Modeling

Svitlana Strunina , Jiri Hozman , and Petr Ostadal

Abstract
Extracorporeal membrane oxygenation is increasingly
used for the therapy of the cardiogenic shock. However, it
has been repeatedly shown that increased afterload
associated with extracorporeal membrane oxygenation
significantly deteriorates left ventricular performance.
A number of approaches suggested how to deal with left
ventricular unloading. Each of these methods requires
extra interventions, which increase invasiveness of the
method and thus does not correspond with current trends
in the mini-invasive performance. Therefore, the devel-
opment of a mini-invasive method of left heart decom-
pression is a significant issue in extracorporeal membrane
oxygenation therapy. The study presents an alternative
mini-invasive method for the left ventricular unloading
during extracorporeal membrane oxygenation. The draft
of double lumen arterial cannula for left ventricular
unloading during extracorporeal membrane oxygenation
was created in AutoCAD software. The Modelica mod-
eling language was used for modeling and simulations.
The initial parameter values were derived from measure-
ments on a female swine. Our simulation results indicate
that drainage lumen of the presented double lumen
arterial cannula for veno-arterial extracorporeal mem-
brane oxygenation is capable of withdrawing 0.374 L/min
during extracorporeal blood flow 1 L/min, 0.441 L/min
during 2 L/min, 0.481 L/min during 3 L/min, 0.532 L/min
during 4 L/min, 0.560 L/min during 5L/min. The double
lumen arterial cannula presents an alternative and
perspective solution. It is less invasive than the currently
used methods for the left ventricle decompression during
veno-arterial extracorporeal membrane oxygenation. The

double lumen arterial cannula is capable of achieving left
ventricle decompression and blood return while requiring
only one single puncture.

Keywords
Extracorporeal membrane oxygenation � Double lumen
Cannula � Left ventricular � Decompression

1 Introduction

One of the main problems and tasks of the extracorporeal
membrane oxygenation (ECMO) is the prevention and
treatment of complications caused by stagnation of the blood
in the left heart. An inadequate drainage of the left ventricle
(LV) can highly impair patient outcome during ECMO.

ECMO is a technology used to support failing hearts and
lungs. It provides sufficient support to enable adequate tissue
perfusion even in cardiac arrest.

Extracorporeal membrane oxygenation in veno-arterial
configuration (VA-ECMO) represents the most effective
minimally invasive circulatory support system. However, it
has been repeatedly shown that increased afterload associ-
ated with ECMO significantly deteriorates left ventricular
performance [1, 2]. In the presence of severe LV dysfunc-
tion, the left ventricle is unable to eject a sufficient volume of
blood against the increased afterload caused by the ECMO
flow [3].

Overflow LV, leads to stagnation of blood. This results in
LV overload with distension [1, 2, 4–7], and increased
pressure in the pulmonary circulation causing the develop-
ment of edema [4, 5, 7, 8].

Various techniques have been proposed to decrease left
ventricular distension and improve its function, including
insertion of intra-aortic balloon pump or percutaneous left
ventricular assist device, left atrial and left ventricular
venting, or switch to surgically inserted left ventricular
support with or without oxygenator [3]. All of these methods
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require extra interventions, which increase invasiveness of
the methods and thus does not correspond with current
trends in the mini-invasive performance. Therefore, the less
invasive method is a significant issue of the ECMO therapy.
As a less invasive approach, a double lumen cannula can be
used.

Over the past years, the double-lumen cannulas were
widespread in the ECMO therapy. This type of cannula is
less invasive, reduces circuit size and minimizes interaction
between blood cells and the circuit [9].

The purpose of this paper is to present a double lumen
arterial cannula (DLAC) for VA-ECMO and analyze the
capability of a double lumen arterial cannula to unload left
ventricle during ECMO.

2 Methods

The draft of double lumen arterial cannula for left ventricular
unloading during extracorporeal membrane oxygenation was
created in AutoCAD software. The Modelica modeling
language was used for modeling and simulations. Each
compartment of the model (see Fig. 1) is modeled using a
mathematical relationship between blood volume Vi tð Þ,
input flow rate Fiin tð Þ and output flow rate Fiout tð Þ relative to
the i-th compartment given as

dVi tð Þ
dt

¼ Fiin tð Þ � Fiout tð Þ ð1Þ

With flow rate Fij(t) between compartments i and j
defined by

Fij tð Þ ¼ Pi tð Þ � Pj tð Þ
Rij

j ¼ i� 1 ð2Þ

The law sum-to-zero is applies in the hydraulic domain to
the flow variables. The sum of all mass flows at a point is
zero

Fin � Fout ¼ 0 ð3Þ
The left ventricular pressures were established according

to a single cycle of cardiac activity time given as

pressure ¼
diaPressure if tc\TD1

diaPressureþ sin tc�TD1ð Þ
TD2�TD1ð Þ p

� �
sysPressure� diaPressureð Þ if tc\TD2

diaPressure else

8<
:

ð4Þ
where diaPressure is diastolic blood pressure, sysPressure is
systolic blood pressure, tc is relative time of cardiac cycle,
TD1 is relative time of start of systole, TD2 is relative time
of end of systole.

The blood flow in the system components was described
by Hagen–Poiseuille equation

Q ¼ pDPr4

8lL
ð5Þ

where Q is volumetric flow rate, l is dynamic viscosity, r is
pipe radius, L is length of pipe, DP is pressure reduction.
The radius and length of components were various, as a
consequence of required quantities. The dynamic viscosity
of blood was 0.001 Pa s [10].

The pump element was used from Modelica library for
physiological calculations—Physiolibrary. For the purpose
of simulation, a pump flow rate was gradually increased
from 1 to 5 L/min.

The oxygenator was modeled as a compartment with a
pressure gradient

DP ¼ Pin � Pout ð6Þ

Fig. 1 System diagram. CCP
cardiac cycle pressure, A aorta,
OL outflow lumen, ACP arterial
circuit part, LV left ventricle, RA
right atrium, IL inflow lumen, VS
volume sensor, VCP venous
circuit part, P pump, OX
oxygenator, IC inflow cannula
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The simulation in this study is based on data from stan-
dard in vivo experiment in large animal models. The initial
parameter values were derived from measurements on
female swine [2]. The parameters for the simulations are
presented in Table 1.

The blood flow value in drainage lumen of the double
lumen arterial cannula during various extracorporeal blood
flow (EBF) values (from 1 to 5 L/min) were investigated.

3 Results

The drafting of the double lumen arterial cannula for
VA-ECMO, which is capable of achieving left ventricle
decompression and to return the oxygenated blood with only
one puncture, is presented in Fig. 2.

The relationship between the flow in the drainage lumen
of the double lumen arterial cannula and the EBF is shown in
Fig. 3. Table 2 presents the simulation results of flow values
in the drainage lumen of the double lumen arterial cannula.
The size of drainage lumen of the double lumen arterial
cannula is 10 Fr.

4 Discussion

The present study reports a double lumen arterial cannula for
VA-ECMO, which unload left ventricle during ECMO. In
the conducted simulation study, the flow rate in the drainage

lumen was increased with increasing EBF. DLAC withdraws
from 0.374 to 0.560 L/min in accordance to EBF. The pre-
sent invention requires just one single puncture to achieve
unloading LV and to return the oxygenated blood to the
circulation.

Insufficient decompression of the left ventricle during the
VA-ECMO is considered to be a major factor preventing an
adequate LV recovery [11]. The LV decompression, during
the ECMO therapy seems to be associated with a significant
improvement of the LV function [12].

A number of studies mention successful LV unloading by
drainage catheter, inserted in the LV and connected to
venous circuit of VA-ECMO [13–17]. Nevertheless, insert-
ing the catheter to the LV requires extra interventions, which
increases invasiveness of the method and thus does not
correspond with the current trends in the mini-invasive
performance. Therefore, DLAC is a less-traumatic and
effective alternative method.

DLAC consists of two contiguous lumens; one is longer
than the other. The shorter lumen, the end of which is
positioned in the aorta, serves as a blood return lumen. The
longer lumen, the end of which is introduced in the LV,
serves as a blood intake lumen.

An elongated tube has a pigtail tip with multiple side
holes. The pigtail tip prevents the wall of the heart chamber
from being drawn to the catheter tip.

The inserted length of the cannula can be changed
according to the requirements. Therefore, the present invention
is suitable for patients with different anatomical parameters.

Our simulation results indicate that drainage lumen of the
double lumen arterial cannula for VA-ECMO is capable of
withdrawing 0.478 ± 0.074 L/min during the EBF from 1 to
5 L/min (Table 2). Based on the data from an experiment
with big animal model [2] we assume, that flow
0.478 ± 0.074 L/min in drainage lumen of the double lumen
arterial cannula is sufficient to unload LV during ECMO.
Nevertheless, the results have to be verified experimentally
and further validation is required.

A double lumen arterial cannula for VA-ECMO presents
a promising solution to achieve the LV unloading during the

Table 1 Initial values of state variables and parameters of the model in Modelica

Extracorporeal blood flow [L/min] 1 2 3 4 5

End-systolic volume [mL] 64 ± 11 70 ± 11 74 ± 11 78 ± 12 83 ± 14

Systolic blood pressure [mmHg] 60 ± 7 72 ± 7 81 ± 6 89 ± 7 97 ± 8

LV end-diastolic pressure [mmHg] 17.2 ± 1.4 18.2 ± 0.7 18.6 ± 1.5 18.9 ± 2.4 19.0 ± 2.9

Heart rate 94 ± 4 89 ± 3 84 ± 3 80 ± 2 77 ± 2

Fig. 2 Drafting of the double lumen arterial cannula
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ECMO and corresponds with the current trends in the
mini-invasive performance.

5 Conclusion

The study presents a less-traumatic method of LV unloading
during ECMO. The double lumen arterial cannula is capable
of achieving left ventricle decompression and blood return
while requiring a single puncture. The simulation study was
conducted to analyze the capability of a double lumen
arterial cannula to unload left ventricle during ECMO.
DLAC presents an alternative and perspective solution for
LV unloading during the ECMO therapy.
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Electromagnetic Compatibility
of Cardiostimulation Technology in Relation
to Human Body—The Introductory Study

Jan Morava, Aleš Richter, and Pavel Kučera

Abstract
The session deals with interdisciplinary topic of the
electromagnetic compatibility of cardiostimulation
devices that are used in patients with cardiac pathology.
This study is thematically interested in physical and
energy impacts of artificial electromagnetic fields, partic-
ularly in the influence of strong energy time-variable
fields, on cardiostimulation system implanted into human
organism. We consider implanted electronic device,
pacemaker or cardioverter-defibrillator with fixed elec-
trodes, and human heart, especially cardiac conduction
system, as a whole. In this article we present the
functional principles of implantable cardiac pacemakers
and describe its interaction with the source of external
interference by using modelling and simulation methods
by electric circuit substitution. Subsequently, we discuss
the physical mechanisms of disturbance signals and
methods to minimize its consequences. The aim of the
study is the theoretical analysis and the introduction to
this issue and also the definition of the terms. This session
does not occupy with medical clinical problems but the
emphasis is put on physical and energy aspects of external
electromagnetic fields on heart implanted device and to
refer and analyze the possible risks of interaction.

Keywords
Electromagnetic interference � Cardiostimulation
Implantable device � Electrophysiology

1 Introduction

The issue of electromagnetic compatibility of pacemaker
devices combines knowledge from the field of electronic
microprocessor-controlled systems and cardiac electrophys-
iology. Our attention is put on the devices that are used in
cardiac patients with defect of cardiac conduction system or
with higher risk of malignant ventricular arrhythmia caused
by other structural changes. A patient with an implanted
pacemaker is every day exposed to various sources of
interference whose interaction with this system can result in
its wrong functioning. Certainly it can affect the patient’s
health. The risks depend on various factors and cannot be
predicted easily. There are different innovative technologies
including software and hardware mechanisms that can
minimize, but not totally eliminate, these risks.

2 Theoretical Premises

This article does not solve medical problems in any case and
presents mainly theoretical physical point of view. The fol-
lowing text makes an effort to explain possible practical
aspects of external electromagnetic field into human tissue.
The principles of electromagnetic induction in human tissue
are briefly presented.

2.1 A Physical Aspects

The electromagnetic field is completely described by four
Maxwell equations. This theory is appropriate to describe
the inner electromagnetic field in human bodies and in the
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tissues. The law of electromagnetic induction, or Faraday’s
law, has the form and it is valid in living tissues too.

rotE ¼ � @B
@t

V
m

� �
ð1Þ

I
C
Edr ¼ � @

@t

ZZ
S
BndS ½V� ð2Þ

It is important to give in the integral form where C is
closed curve embracing part of body and S is any surface
having the curve C as its periphery. The symbol Bn denotes
the normal component of magnetic flux density B with
respect to the surface S. Both the forms (1) and (2) of
Faraday’s law say that the time varying magnetic field
produces electric field having closed lines of force. The
integral form is more illustrative.

The induced electric field in the body, due to the time
varying magnetic field, generates the current that forms the
magnetic field according to the Ampere law where H is the
magnetic field strength [A/m], J is the current density, due to
the induced electric field [A/m−2] and D is the electric field
flux density [C/m2] or [A s/m2].

rotH ¼ Jþ @D
@t

A½ � ð3Þ

J ¼ cE ð4Þ
The equations above are complete for the next analysis.

The electric field E produces current of volume density
i according to the differential Ohm’s law where c is the
conductivity of biologic medium [S/m] or [m−3 kg−1s3A2].

The examples of tissue conductivity show that human or
animal body is strongly heterogeneous surrounding from
electromagnetic view. We can speculate about low intensity
of external electromagnetic field so the conductivity of
individual tissue is linear. The ones of tissues (particularly
muscle and brain) are anisotropic.

The magnetic quantities (magnetic field strength H and
magnetic flux density B) are connected by the relation where
µ = µrµ0 is absolute permeability, µr is relative permeability
and µ0 = 4p � 10−7 [H/m] or [m kg s−2A−2] means per-
meability of vacuum.

The tissues and human bodies mainly consist of dia-
magnetic substances. The diamagnetism is too weak that is

why we can count in permeability of vacuum l0. The metal
implants are made from magnetic neutral materials too.

Analogically the electric quantities (electric field strength
E and electric flux density D) are connected by the relation
where e = ere0 is absolute permittivity, er is relative permit-
tivity and e0 = 8.86 � 10−12 [F/m] or [m−2 kg−1 s4A2]
means permittivity of vacuum.

B ¼ l H T½ �; kg s�2A�1
� � ð5Þ

D ¼ eE ð6Þ
Relative permittivity characterizes dielectric properties of

tissues and human and animal bodies and its range is
approximately from 2 to 70. We can exclude the ferroelectric
materials in the living bodies and in implants.

We suppose that there is only exciting magnetic field,
which is affecting human. We do not consider any external
electric field, external current density and external electric
charges. Of course the magnetic field must be generated by
external current, for instance. Therefore we suppose that the
sources of external magnetic field Bex are outside the volume
with investigated medium. The magnetic and electric fields
are coupled. The external magnetic field Bex produces the
electric field according to the Faraday law (2). The induced
electric field forms the current according to Ohm’s law
(5) and the magnetic field using the Ampere’s law (4). The
detailed analysis shows that the acting magnetic field in
Faraday’s law (2) decreases. Then the loop is repeated.

The above explained coupling leads to wave equations
for both the electric and magnetic field derived from Max-
well Eqs. (1), (3) and material conditions. They are quite
general, but analytical solution can be found only for several
simple cases of small technical importance. Fortunately,
practical simplifications exist.

All the quantities in Eqs. (1)–(3) depend on used fre-
quency. Usually the harmonic excitation with angular fre-
quency x is used. The following Table 1 contains values for
the electrical conductivity for frequencies up to 1 MHz for
all tissues, including statistical information on the standard
deviation and the spread in the values. The low frequency
parameters are based on a combination of the Gabriel dis-
persion relations and a review of the available literature. The
following Table 1 describes values for the electrical con-
ductivity of heart tissues for frequencies up to 1 MHz and is

Table 1 Low frequency electrical conductivity of heart tissues

Conductivity (S/m) Average Standard deviation Number of studies Minimum Maximum

Heart lumen 6.60E-1 1.39E-1 19 4.33E-1 9.46E-1

Heart muscle 3.81E-1 1.75E-1 28 1.04E-1 6.46E-1

Heart muscle longitudinal 3.94E-1 7.62E-2 3 3.19E-1 4.72E-1

Heart muscle transversal 2.16E-1 4.47E-2 3 1.77E-1 2.65E-1
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also including statistical information. The electrical con-
ductivity of metals used in implant construction, titanium
and stainless steel, is 1.8 � 106 and 1.1 � 106 S/m. Refer-
ences [1, 2] are used in this Sect. 2.1.

3 Basic Principles of Cardiostimulation
Technique

A cardiostimulation implantable device (CIED) is a medical
device for the treatment of bradyarrhytmias and tach-
yarrhytmias. It consists of the pacemaker (located subcuta-
neously above the pectoral muscle) containing the battery,
capacitors and control circuits, and electrodes (1–3) leading
from the head of stimulator through the subclavia vein into
the right heart (Fig. 1).

Electrodes are mostly actively fixed to the endomy-
ocardium. We always check the electrical parameters of each
electrode during the implantationprocess or during the periodic
check-up.Electrical parameters of each chamber electrode give
us overall information about the correct system functioning.

3.1 Stimulation Parameters

We usually check these following electrical parameters of
implanted electrodes: stimulation threshold, impedance,
sensitivity (sensing), eventually slew-rate. The stimulation
threshold reflects the minimum amount of delivered energy
that can cause depolarization of myocardium. The electrical
impulse is characterized by its amplitude programmed in
volts [V] or [mA], and the pulse width in [ms]. Ideal
parameters of stimulation threshold during the implantation
process is the value under the half of battery voltage (under
1.5 V) at pulse width 0.4 ms. Delivered current will vary

according to the impedance by the Ohm’s law. The impe-
dance of stimulation electrode, that combines wire and tissue
resistance, should be in the range of 200–2000 X. Sensing is
the ability of device to detect its own cardiac action. The
value is measured in units to tens of [mV]. It depends on the
monitored channel. In atrium we detect the P-waves (action
potential of sinoatrial node) and in ventricle the R-waves
(depolarization of ventricles). The sensitivity setting corre-
sponds to the threshold for the lowest signal amplitude that
can be detected. The slew rate value refers to sensitivity and
gives us information about the sensing quality. It represents
the amplitude change of the scanned signal over time [3, 4].

3.2 Cardiostimulation Devices

The main function of CIED is the therapeutic ability, it
means the delivering of stimulation or defibrillation pulse,
and diagnostics including recording of clinical and technical
data. The systems can be divided according to several
aspects. All devices are able to monitor cardiac action and, in
the case of pacemakers, adequately compensate the patient’s
own action by an electrical impulse. For good clinical effect
and proper electrical activation of heart, it is necessary to
synchronize patient’s own cardiac activity with pacemaker
timing algorithms. These timers derive from the interpreta-
tion of the IEGM (intracardiac ECG) signals. Devices with
cardioversion and defibrillation function are more advanced
systems. These devices also have pacemaker function and in
case of dangerous ventricular arrhythmia, they are able to
terminate the arrhythmia by a sequence of electrical impulses
or by electrical discharge (shock) of energy up to 40 J. The
devices also differ in the number of electrodes as single
chamber, dual chamber and devices for resynchronization
therapy (3 electrodes). For single chamber devices is one
electrode actively fixed into the right ventricle, for dual
chamber device there is next electrode in the right atrium and
for the resynchronization therapy devices there is the third
electrode passively fixed into the coronary sinus to stimulate
the myocardium of left ventricle [5].

The pacemaker configuration is distinguished by the
location of the anode the unipolar and bipolar. The cathode
is always located at the distal end of electrode (tip). In the
unipolar configuration leads the vector to the device (can) as
anode and in the bipolar configuration to a proximal pole
(ring) located proximally also on conductor. The stimulation
and sensing vector setting can be selected individually, on

Fig. 1 X-ray images of implanted dual chamber pacemaker with two
actively fixed intracardiac electrodes
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each channel. Due the distance of sensing poles, it can be
inferred that the bipolar configuration is more resistant to
interference caused by myopotentials or EMI than the
unipolar setting [6] (Fig. 2).

An important feature of cardiostimulation device is its
programmability. Device interrogation and programming can
be done thanks to a special computer (programmer) when the
programming head is attached near the device. Modern
pacemakers and defibrillators allow wireless telemetry in a
frequency band 402–405 MHz (called MICS—Medical
Implant Communication Service). Thanks to the programmer
we can measure the electrical parameters of electrodes, check
battery, read diagnostics or we can program the pacing mode
of the device. The mode is described by NBG code that
consists of several characters. The first character indicates the
stimulated chamber, the second one is sensed chamber
(A = Atrium, V = Ventricle, D = Dual, O = None) and the
third mark reflects the response to the sensed event
(I = Inhibited, T = Triggered, D = Dual, O = None) [4, 5].

4 Electromagnetic Interference

Electromagnetic compatibility (EMC) reflects the ability of
the device to work properly in an environment with other
sources of interference. Also, at the same time, the device is
not a source of interference signals for its surroundings that
could be influenced by it. We can divide EMC property into
electromagnetic susceptibility (EMS) and electromagnetic
interference (EMI).

A patient with implanted pacemaker is exposed to various
sources of electromagnetic fields every day. This may have

consequences clinical or technical. Interaction with the
implanted system can be detected by the device as its own
cardiac action. Induction of local currents on the electrodes,
an increase in the current density in the tissue around the
device (electrode poles) and the heating of the implant may
occur. This may have fatal consequences such as the inhi-
bition of stimulation or inappropriate therapy (discharge) in
cardioverter-defibrillator patient. Also it can cause the
damage of the device electronics or changes in pacemaker
programming. The risk of the interaction with the patient
depends on a number of factors such as the distance from the
source (intensity decreases with the square of the distance),
the exposure time or the position of the system. It also
depends on configuration (unipolar or bipolar sensing) and
programming of the pacemaker. If a strong EMI (electro-
cautery, external defibrillation, radiofrequency ablation)
occurs, the device can be reset to Power-On reset, because
the communication between the microprocessor and the
device memory can be interrupted. In a defibrillator, when
the Power-On reset occurs, therapies are deactivated [3, 4].

In daily life there are many different sources of interfer-
ence. It could be the radio communication devices, metal
detectors or other power hand tools. In healthcare the EMI
interferes, for example, in magnetic resonance imaging,
ionizing radiation photons in oncology patients during
radiation (linear accelerator), but also with electrocautery
and other appliances of electric current (electromyography),
or capsule endoscopy. In these cases, temporary repro-
gramming of the device is required to a suitable pacing
mode.

The risk of EMI cannot be predicted very well. The
components or hardware, software mechanisms used against
the EMI includes filtering (bandpass), bipolar sensing,
shielding, reed switch (magnetic relay in ICD), Zener diode,
feed through filter of capacitor, Hall sensor. Despite these,
the risks can be minimized, but not completely eliminated.
The mechanisms to minimize the risks for the CIED asso-
ciated with EMI are included in the European directives or in
the National technical standards [3] (Fig. 3).

5 Discussion

The relevance of this issue is growing with the rapidly
increasing number of cardiac patients using this kind
of electrophysiological treatment. Patients are exposed

Fig. 2 The difference between position of cathode and anode in
bipolar and unipolar configuration of pacemaker
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to the influence of external electromagnetic sources,
potential sources of interference, in daily life or during
hospitalization. These risks are very often overlooked or are
not taken seriously. It is necessary to remember that these
medical systems also have its own limits as other electronic
devices. For modern and currently applicated devices are
these risks greatly minimized in comparison to devices
implanted in previous years, but it can’t be neglected.

6 Conclusion

The aim of the study is to describe and experimentally
verify the limits of implantable devices and the risks
associated to the interaction with external sources of
electromagnetic interference. An important part represents
discussion about mechanisms and procedures related to the
prevention of interference. The principle of this ARTICLE is
to clarify the basic physical aspects of cardio stimulation
from non-medical, technical view and the possible influ-
ence on the correct functioning of the system caused by
external fields. We believe that this aim of our study will
contribute to the knowledge of medical staff and patients
and will also bring us a number of practical findings and
answers to the unanswered questions. This article repre-
sents the initial part of long-term research realized in
cooperation of the Technical University of Liberec and
Regional Hospital Liberec.
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Computational Fluid Dynamics Analysis
of Coronary Stent Malapposition

Iuliana-Claudia Hudrea, Alin-Florin Totorean, and Dan Gaita

Abstract
Numerous pathological and intravascular imaging studies
have been conducted on the attempt of identifying the
mechanisms underlying stent thrombosis in percutaneous
coronary interventions (PCI). Stent under expansion and
undersizing have been associated with early thrombosis,
while delayed endothelization and late malapposition
(related to vessel positive remodelling or clot lysis) have
been linked to late and very late thrombosis. It has been
suggested that flow disturbances leading to increased
thrombogenicity are likely to occur at the site of stent
malapposition. These flow alterations include zones with
high Wall Shear Stress (WSS) that induce platelet
activation and recirculation regions associated with low
WSS and endothelium denudation, conditions susceptible
to high thrombogenic risk. This paper aims to analyze the
effect of stent malapposition on flow conditions in
relation to stent thrombosis, using computational fluid
dynamics (CFD) techniques. The findings may improve
the understanding of the mechanisms correlating stent
malapposition and stent thrombosis, a severe and multi-
factorial complication of coronary artery stenting.

Keywords
Stent malapposition � Stent thrombosis � Wall shear
stress

1 Introduction

Stent malapposition or incomplete stent apposition (ISA) is
defined by a gap between at least one stent strut and the
underlying innermost layer of the vessel wall, and is more
frequently associated with drug eluting stents (DES) than
with bare metal stents (BMS) [1, 2]. Some authors have
classified ISA depending on the gap distance, into: mild,
� 100 lm; moderate, 100–300 lm; intermediate, 300–
500 lm; and severe, >500 lm) [3]. Many factors contribute
to stent malapposition, either procedure-related (stent
underexpansion, undersizing), plaque-related (thrombus
dissolution, positive vessel remodeling), or stent-related
(delayed endothelization, chronic stent recoil) [1–6].

Studies comprising optical coherence tomography
(OCT) and intravascular ultrasound (IVUS) as diagnosis
tools revealed that ISA is the most common finding in stent
thrombosis (ST) cases [2, 7]. Stent under expansion and
undersizing have been associated with early thrombosis,
while delayed endothelization and late malapposition (re-
lated to vessel positive remodeling or clot lysis) have been
linked to late and very late thrombosis [4]. Strut dimensions
and positioning relative to the vessel wall are considered
critical factors in modulating stent thrombogenicity [3, 5].

Computational fluid dynamics (CFD) has emerged as a
powerful tool in the study of the mechanisms underlying
stent thrombosis. CFD investigations showed that the
luminal protrusion of stent struts modify the local hemody-
namic environment. It has been suggested that these flow
disturbances tend to worsen with increasingly higher degrees
of strut malapposition, resulting in enhanced thrombo-
genicity [3–6]. Several authors propose that high WSS
(>2.5 Pa) induce platelet activation near thrombogenic struts
and impede strut endothelizations (neointimal coverage and
stent healing). Also, these authors correlate recirculation
regions and associated low WSS (<1 Pa) developed at the
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malapposition site with endothelium dysfunction (denuda-
tion), a highly thrombogenic condition [3–9].

The aim of the present paper is to analyze the effect of
stent malapposition on flow conditions in relation to stent
thrombosis, using CFD techniques.

2 Numerical Approach

Numerical investigations of the haemodynamic changes
associated with different degrees of stent malapposition were
conducted in this study, in comparison with the
well-apposed stent situation. For these purposes, a simplified
stented coronary artery model was used with a uniform
internal diameter D = 4 mm [10]. The stent geometrical
characteristics were established according to literature [11].
The stent was inserted at the distance 10D relative to artery
edges for proper simulation purposes and it was assumed to
be rigid, without mechanical deformation. The stent length
was Lstent = 18 mm. The struts were simplified as a series of
rectangular of 0.1 mm thick and 0.1 mm wide; each strut
was separated 1 mm from each other [11]. The artery and
stent geometry details are found in Figs. 1 and 2.

The flow was computed for the well-apposed stent
geometry and for three stent malapposition geometries,
respectively gap distance (H) between the vessel wall and
strut of 100, 200 and 400 lm (corresponding to ISA clas-
sification above-mentioned) [3]. We aimed to investigate a
particular case of proximal malapposition where struts S1–
S4 have a constant gap distance of H, strut S5 of H/2 and
struts S6–S17 were considered well-apposed relative to
vessel wall (Figs. 1 and 2). The simulations were performed
under steady-state conditions. Flow field visualizations
along the vessel wall and in the vicinity of stent struts were
carried out. The main hemodynamic parameters investigated

were: WSS distribution, velocity field and the corresponding
recirculation regions.

2.1 Boundary Conditions

The blood flow dynamics entail numerous geometric and
mechanical characteristics. In order to simplify the model
while remaining close to physiological conditions, boundary
conditions used for numerical simulations were imposed, as
follows:

(a) Inlet: mean physiological flow rate Qin = 200 ml/min.
(b) Outlet: outlet pressure of 0 Pa.
(c) Walls: assumed to be nonslip and rigid.

The fluid was assumed to be incompressible, similar to
blood with density of 1050 kg/m3 and dynamic viscosity of
0.00368 kg/ms. The physical properties remain constant and
gravitational effects were negligible during all the analysis.
The numerical simulations were performed using the com-
mercial CFD software Fluent 6.3 [12], under steady-state
and laminar conditions and the Navier-Stokes governing
equations were solved iteratively until the residual of con-
tinuity and velocity reached the convergence criterion of
10−9.

3 Results

A number of four flow analyses under steady state conditions
were performed: for normal stent position and for three
malapposition geometries of 100, 200 and 400 lm (Fig. 3).

As it can be observed in Fig. 3, for normal position of the
stent, the protrusion of stent struts inside de artery lumen

Fig. 1 Computational domain
used for stent numerical
simulations. Lstent—stent length,
D—artery internal diameter,
Qin—inlet flow ratio
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promotes fluid perturbations. Flow separation occurs and
recirculation regions form immediately adjacent to each strut
[14]. Strut position relative to vessel wall significantly

affects the flow field [3, 5, 13, 14]. Flow field patterns of
recirculation vary with each malapposition degree. The most
noticeable disturbances are observed around struts S4 and S5

Fig. 2 Stent geometry detail
(detail C in Fig. 1): h—strut
height, w—strut width, H—gap
distance between bottom artery
wall and strut, Linterstrut—distance
between consecutive struts

Fig. 3 Impact of strut-wall
malapposition distance on blood
flow velocity field. Velocity field
associated to fluid flow in the
vicinity of struts 4–6 at the
bottom artery wall, in the cases
of: a well-apposed stent, b stent
malapposition of 100 lm, c stent
malapposition of 200 lm, and
d stent malapposition of 400 lm
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(Fig. 3). As the gap distance increases, recirculation zones
initially grow in size and then shift downstream, losing
contact with the strut. At maximal strut displacement the
recirculation even ceases, as it can be observed in Fig. 3d
(between S4 and S5).

Flow perturbations function as modulators of the artery
wall, leading to mechanical being forces translated into
biological and molecular signals. Recirculation is associated
with low values of WSS (<1 Pa) downstream of struts,
condition presumed to induce endothelial denudation (dys-
function), thus exposing the underlying thrombogenic
structures to blood flow particles. Large recirculation zones
in contact with vessel wall may in this way promote clot
formation [3, 5].

Furthermore, several studies have raised the concern that
the high shear stress levels detected on top of the struts may
impede strut endothelialization (and delay stent healing) and
that the even higher shears stress levels around strut edges
may induces platelets activation. These disturbances are
directly correlated to strut position into the flow stream [3–6,
8, 9]. Figure 4 confirms these considerations, as it can be
observed that WSS tends to attain high values around and on
the top of struts. WSS reaches highest values around the first
strut, particularly in case of maximal gap distance
(H = 400 lm) as seen in Fig. 5.

4 Conclusions and Discussions

Stent thrombosis is a multifactorial phenomenon that cannot
be explained by malapposition alone. Stent-related throm-
bogenicity is among others a function of strut-wall detach-
ment distance and emerging flow disturbances.

Our results revealed that stent struts position relative to
the vessel wall affects flow field patterns and impacts the
recirculation zones extent and position. As recirculation
increases in size, larger parts of endothelium are being

exposed to low WSS and clot may form as described in the
scientific literature. Also, considering the high shear stress
hypothesis, our findings suggested that larger wall-strut gap
distances may account for higher thrombogenic risk, through
delayed endothelization and platelet activation. However,
these observations require further more complex and
methodical investigations for experimental and clinical
validation.

The present paper included the analysis of a
two-dimensional idealized stented coronary artery, thus the
limitations are easily appreciable. Future research should
include patient-specific three-dimensional investigations in
order to better understand the haemodynamic changes
associated with stent malapposition. Nevertheless, the results
provide useful information that could potentially guide
future stent designs and deployment techniques, in order to
limit stent thrombosis in PCI.
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Local Hemodynamics in Coronary Bypass
in the Presence of Competitive Flow
and Different Diameter Ratios Between Graft
and Host Artery

Alin-Florin Totorean and Iuliana-Claudia Hudrea

Abstract
Coronary bypass graft patency is strongly influenced by
local hemodynamics in the anastomosis region. Graft failure
is mainly caused by intimal hyperplasia development which
is associated to low values of Wall Shear Stress (WSS).
Several factors are known to alter the local hemodynamic
environment, such as: type of graft, suture configuration,
anastomosis angle, ratio between graft and native artery
diameters and the presence of competitive flow. The aim of
this paper was to analyze the influence of competitive flow
on local hemodynamics at the anastomosis region in bypass
configurations with different ratio between graft and native
stenosed artery diameters, for a coronary stenosis of 75%.
The results indicated that the most significant flow
alterations and WSS variation occur at the anastomosis site
and are strongly influenced by the presence of the fluid jet
through the partially stenosis in case of competitive flow.
Graft diameter influences these hemodynamic alterations to
a further extent, especially when coupled with the negative
effects of competitive flow. These findings provide a better
understanding of the phenomena that occur in the bypass
anastomosis region and may potentially contribute to the
improvement of the coronary bypass surgical approach in
order to increase long-term graft patency.

Keywords
Competitive flow � Graft diameter � Wall shear stress

1 Introduction

CABG is one of the most effective treatment options for
coronary stenosis, preferable in patients with severe
three-coronary vessel disease, left main coronary artery
(LMCA) disease, diabetes mellitus and left ventricular
dysfunction.

Early coronary bypass graft failure (<30 days) is mostly
attributable to surgical errors, while the development of
intimal hyperplasia (IH) is responsible for late graft failure.
The IH process resides in smooth muscle cell growth and
proliferation generated by an injured or dysfunctional
endothelium. It has been observed that IH develops pre-
dominantly at the toe and heel of the distal anastomosis and
on the artery bed across the junction, where flow distur-
bances and altered haemodynamic factors appear. One of the
most important haemodynamic factor investigated in relation
to genesis of IH is Wall Shear Stress (WSS). Low WSS
values (<0.5 Pa) are known to induce endothelial dysfunc-
tion, favoring IH genesis and development [1–6].

Studies analyzing flow behavior at distal anastomosis site
indicated several factors that contribute to graft failure
through IH, such as: type of graft, suture configuration, angle
of anastomosis (the angle of the graft relative to the native
artery), the distance between stenosis and graft suture posi-
tion, the ratio between graft and native artery diameters and
the presence of competitive flow [5–7].

Competitive flow is defined by native blood flow through
the stenosed coronary artery to which the bypass graft has
been previously sutured and depends on the degree of host
artery stenosis [6]. Competitive flow leads to disturbed graft
flow and triggers a decrease in WSS levels. Higher com-
petitive flow produce increased haemodynamic alterations in
terms of unfavorable WSS which is consistent with
endothelial dysfunction and graft failure. There is substantial
evidence correlating graft failure to competitive flow. Clin-
ical findings suggest that partial competitive flow associated
with functionally significant stenosis (stenosis degrees
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higher than 75%) are better tolerated by coronary grafts than
major competitive flow associated to non-significant stenosis
(stenosis degrees lower than 75%) [7–11]. Nevertheless, the
effect of competitive flow is gradual and there has not been
reported a degree of coronary stenosis below which graft
patency declines abruptly [7]. Arterial grafts are more sus-
ceptible to competitive flow induced negative effects than
venous ones. Several studies revealed that unlike the internal
mammary artery grafts, saphenous vein graft patency does
not decrease with increasing competitive flow. A possible
explanation of this phenomenon may be related to the dif-
ference in diameters between these vessels [7–11].

Computational fluid dynamics (CFD), as a method for
complex fluid investigations, constitutes a powerful tool for
competitive flow analyses in different coronary bypass set-
tings and provides a better understanding of the phenomena
associating competitive flow and graft failure.

The aim of this paper is to analyze the effects of the
presence of competitive flow and different graft diameters on
the local hemodynamics associated to the anastomosis
region, by using CFD techniques. The parameters consid-
ered for investigation were the distribution of the WSS along
the bed region of the bypassed artery and the pressure drop
along the graft and host vessel.

2 Numerical Approach

2.1 Bypass Configuration

The simplified vascular models used in this paper are asso-
ciated to bypassed stenosed coronary artery with 75%

stenosis degree in relation with vessel diameter, as described
by the formula (1):

stenosisdegree % ¼ 1� Dminimumofstenosis

Dnativeunstenosedartery

� �
� 100 ð1Þ

The grafts considered for bypass configurations have
variable diameters between 3 mm and 6 mm, in correlation
with the most used grafts (radial and internal mammary
arteries, respectively saphenous vein), as described in the
scientific literature [12]. Table 1 presents the geometrical
details associated to bypass configurations.

Figure 1 shows the geometrical configuration of bypass
with 30° anastomosis angle and graft diameter of 3 mm. All
the investigated configurations have the anastomosis angle
of 30°, and the graft suture position situated at distance 3D
from the stenosis.

All the models were meshed with an average value of
700.000 tetrahedral cells.

2.2 Boundary Conditions

The numerical analyses were performed using the commer-
cial CFD software Fluent 6.3 [13], under steady-state and
laminar regime using the boundary conditions:

(a) Inlet: input flow rates associated to the graft and host
artery inlet sections, described by the following ratios,
considering the output flow rate Qout to be the mean
physiological flow rate of 200 ml/min:

Qout ¼ Qstenosis þQgraft ð2Þ

Table 1 Bypass configuration geometrical details

Case 1
Dgraft < D

Case 2
Dgraft = D

Case 3
Dgraft > D

Graft diameter Dgraft 3 mm 4 mm 6 mm

Host artery diameter D 4 mm

Stenosis degree 75%

Anastomosis angle 300

Fig. 1 Geometrical
configuration of bypass with
anastomosis angle of 30° and
competitive flow associated to
stenosis degree of 75%
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Qstenosis ¼ 1
4
Qgraft ð3Þ

(b) Outlet: pressure to be 0 Pa;
(c) Walls: rigid, non-slip and impermeable, considering

that calcified stenosis and artificial grafts suffer very
small deformations under pressure.

The fluid is assumed to be homogenous and incom-
pressible, with properties similar to blood having the density
of 1050 kg/m3 and dynamic viscosity of 0.00368 Pa s. In
numerical simulation, to ensure that the flow through the
region of interest, respectively anastomosis region was not
affected by the flow conditions at the boundaries, the inlets
and outlet of the models were extended as follows:

Fig. 2 Velocity field associated to the anastomosis region in case of bypass configurations with stenosis degree of 75%, anastomosis angle of 30°
and variable graft diameter: a 3 mm; b 4 mm; c 6 mm
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(a) Stenosis inlet: 4 host artery diameters from the stenosis
inlet;

(b) Graft diameter inlet: 10 graft diameters from the anas-
tomosis region;

(c) Outlet: 10 host artery diameters from the anastomosis
region.

The Navier-Stokes equations were iteratively solved until
the residual of the continuity and velocity reached the con-
vergence criterion of 10−9.

3 Results

Velocity field was investigated in the anastomosis region
for all bypass configurations, as presented in Fig. 2.
Accelerated fluid jet through the narrowed host coronary
artery influence the extension of recirculation regions
formed between the stenosis and the anastomosis region.
Stagnation point associated to the anastomosis region situ-
ated in the vicinity of the bed host artery modifies its
position in correlation with the graft diameter. The largest
recirculation zone appears in case of 3 mm bypass config-
uration, the stagnation point being situated in this case at
the bed host artery approximately in the middle of corre-
sponding anastomosis region.

The stagnation point moves its position in the direction of
stenosis as the graft diameter increses. Fluid velocity through
the graft increases with the reduction of graft diameter, being
the highest in case of 3 mm bypass configuration. In the
situation of 6 mm graft, because of the significant diameter
variation, fluid jet accelerates in the distal vicinity of the
anastomosis, and in combination with the fluid jet acceler-
ated through the stenosis, the recirculation region from the
lower host artery wall is the less extended. On the other
hand, the local hemodynamics environment is disturbed at
the upper wall near the junction in the direction of stenosis,
compared to the other configurations.

Regions with low values of WSS are associated to dis-
turbed flow and recirculation regions formation. Figure 3
shows the WSS distribution along the bed host artery in all
the investigated configurations. It can be observed that the
less extended region with low WSS is associated to the
6 mm model, in correlation to the velocity field presented in
the Fig. 2. The regions with low WSS increase when the
graft diameter is lower.

Pressure drop has the highest value of 504 Pa in case of
bypass configuration with the lowest graft diameter of
3 mm, being associated to a high flow resistance given by
the graft. The pressure decreases dependently on the

lowering the graft diameter, being the lowest with the value
of 231 Pa in case of the 6 mm graft diameter vascular
investigated model, as described in Fig. 4.

4 Conclusions

Graft diameter influences the local hemodynamics associated
to the anastomosis region in the presence of competitive
flow. Pressure drop along the graft and the host artery
increases as the graft diameter reduces. Regions with low

Fig. 3 WSS distribution along the bed host artery with variable graft
diameters of 3, 4 and 6 mm

Fig. 4 Pressure drop associated to fluid flow across grafts with
different diameters and host artery
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WSS associated to recirculation regions decrease when using
grafts with high diameters, assuming that could reduce the
intimal hyperplasia development and increase the graft
patency as described in the scientific literature.
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The Electrical Conductivity of Human
Cerebrospinal Fluid In Vivo

Juha Latikka and Hannu Eskola

Abstract
Cerebrospinal fluid (CSF) is a clear, highly conductive
liquid. Due to its much higher electric conductivity
compared to other intracranial tissues, its influence is
significant, for example, on volume conductor models,
current distribution and heat generation in RF surgery. It
has already been shown previously that it is important to
include CSF in models to achieve more accurate results.
Conductivity values measured in vitro are commonly used
in modelling because in vivo values are not available. We
have developed a method for taking calibrated in vivo
human CSF conductivity measurements with a needle
electrode. We used this method to take CSF conductivity
measurements from four patients during brain surgeries
that were conducted to remove tumours. The patients were
selected so that the surgical path went through a ventricle
to make sure that there was enough CSF volume to take
the measurements. Two of the patients had meningiomas
and the other two had gliomas. Measurements taken from
clear CSF with our method resulted in conductivity values
of 1.79–1.81 S/m. Impurities such as blood or the presence
of cystic brain tumour decreased the measured electrical
conductivity of CSF. Our results support the findings that
the previously suggested conductivity value of 1.79 S/m
for human CSF at 37 °C taken from in vitro measurements
is applicable for modelling purposes.

Keywords
Brain tissue � Electrical properties � Measurements
Modelling

1 Introduction

Cerebrospinal fluid (CSF) is a clear, electrically highly con-
ductive liquid that surrounds the central nervous system and
is also found in four cavities inside the brain known as the
ventricles. CSF circulates slowly with a pulsating motion and
it has several functions. For example, it supports the brain
physically and therefore prevents the brain from damaging
itself under its own weight; it provides some protection for
the brain against mechanical injury; and it takes part in
transporting metabolic waste products from the brain. It is
similar to blood plasma, but it has fewer proteins and dif-
ferent electrolyte concentrations. CSF is constantly reab-
sorbed and the brain produces new CSF roughly 3–4 times of
its 125–150 ml total volume each day [1]. The size of the
ventricular system can vary, due to intersubject variation or
medical conditions such as a hydrocephalic brain [2].

From an electrical point of view, CSF is similar to a weak
solution of NaCl. As an ionic liquid, CSF’s electrical con-
ductivity is temperature-dependent. The conductivity
increases when the temperature increases, because the ions
in the CSF become more mobile. Although 25 °C is the
commonly used reference temperature for liquid electrical
conductivities, values measured at body temperature should
be used for modelling purposes. The temperature coefficient
of CSF has been reported to be 1.9–2 %/°C in in vitro
measurements [3, 4]. Typically, ionic salts have a tempera-
ture correction coefficient of about 2 %/°C, while acids,
alkalis and concentrated salt solutions have coefficients of
1.5–1.9 %/°C.

As an ionic liquid, CSF is not expected to have significant
reactive capacitance or to show anisotropy. The electrical
conductivity of tissues depends on frequency, and since all
bioelectrical sources produce frequencies below 1 kHz only,
a low measurement frequency is necessary especially for
source localisation modelling purposes. Baumann et al. [4]
reported no systematic difference in CSF conductivity across
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the frequency range of 10 Hz–10 kHz, and CSF did not
show significant reactive capacitance.

Compared to the most intracranial tissues, CSF has a
substantially higher electrical conductivity. This feature has
been used in neuronavigation during stereotactic surgeries in
the treatment of Parkinson’s disease [5]. In these surgeries,
the relative resistivity changes informed the surgeon that a
CSF-filled ventricle was reached or exited, thus giving
information about the position of the probe tip inside the
brain.

The higher electrical conductivity of CSF focuses current,
as more current flows through high-conductivity areas in
volume conductors. Therefore, CSF plays an important role
in simulations. The realism of the volume conductor model,
inter-individual differences and the conductivity values all
affect the result of the modelling [6]. Ramon et al. [7]
observed a significant change in the scalp potentials when the
distinction between the CSF and the brain matter was elim-
inated, that is, when the CSF conductivity was set equal to the
brain conductivity. The uncertainty of CSF influences much
to the localisation error in source localisation [8, 9]. To
produce accurate results, including CSF in models is
important, whether the target application is transcranial
magnetic stimulation (TMS), source location studies or
cancer treatment [10]. In radiofrequency (RF) surgery, CSF
might lead the current away from the surrounding tissues and
thus affect the heating pattern and heat generation in tissue,
which could ultimately affect the result of the surgery [11].

CSF can be relatively easily extracted from various
locations and stored for later use, which makes it possible to
estimate its conductivity by in vitro measurements. Bau-
mann et al. [4] measured the electrical conductivity of
human CSF at room (25 °C) and body temperatures (37 °C).
They collected CSF in sterile conditions in an operating
room from seven neurosurgical patients. The samples were
then refrigerated and stored usually for one to four weeks.
Measurements were taken with a frequency range from
10 Hz to 10 kHz. They reported a room temperature con-
ductivity of 1.45 S/m and a body temperature conductivity
of 1.79 S/m. Ranck and BeMent [12] reported the conduc-
tivity of feline CSF to be 1.67 S/m. Gabriel et al. [13] took
measurements from porcine CSF immediately after extrac-
tion and reported a measured conductivity of 1.59 ± 0.18
S/m. Radvan-Ziemnowicz et al. [3] reported a CSF con-
ductivity of 1.557 S/m at 1 kHz and 24.5 °C. Crile et al. [14]
reported the conductivity of rabbit CSF at 39 °C to be 1.79
S/m (range 1.64–1.94 S/m) with a measurement frequency
of 1 kHz.

In this study we measured the conductivity of human CSF
in vivo during brain surgeries.

2 Methods and Material

2.1 Measurement Method

The electrical conductivity of a liquid is usually measured
with a conductivity cell whose geometry or cell factor (K) is
known. Even then, the measurements are usually calibrated
with an electrolyte of well-known electrical conductivity,
because the cell factor K can change, for example due to the
ageing of the electrode. Basically, taking a measurement
from an unknown liquid is a comparative procedure.

For calibrated in vivo measurements, a new approach had
to be developed. Due to the restrictions imposed by the
operating room environment, it was not possible to introduce
new or use bulky equipment for this study. Therefore, we
chose to use the Neuro N50 lesion generator that has options
for impedance and temperature measurements and has been
approved for use in operating rooms. The Neuro N50 uses a
monopolar needle electrode for the measurements with a
large reference electrode, usually placed on the patient’s
hip. The same equipment was used in [15].

Based on the low 50 kHz measurement current and pre-
vious measurements on CSF [4], it was assumed that only
the real part (resistance) was present in the impedance
measurement, that is, Z = R. The measured R depends on
the conductivity of the measured liquid (j) and the cell
factor K of the measurement cell

R ¼ q
l

A

� �
¼ 1

j

� �
l

A

� �
¼ K

j
ð1Þ

where R is the measured resistance, q the resistivity of the
liquid in measurement cell, l the length and A the area of the
measurement cell, the conductivity of the measured liquid
and K the cell factor. Thus, the conductivity can be pre-
sented as follows:

j ¼ K

R
ð2Þ

Two comparative steps were needed to take calibrated
in vivo CSF conductivity measurements. First, we calibrated
a commercial conductivity cell with KCl solution, and then
we measured the conductivity of Ringer’s lactate in vitro
with the cell over a temperature range from 25 to 40 °C.
Then, during the surgeries, we took in vivo impedance and
temperature measurements from Ringer’s lactate and an
impedance measurement from the CSF in the operating room
with the monopolar needle electrode. Ringer’s lactate was
selected as the operating room reference liquid, since it was
commonly used during brain surgeries as a rinsing liquid.
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During the surgery, CSF measurements were taken from
a cavity filled with CSF. The CSF was then removed by
suction from the cavity and filled with the Ringer’s lactate
for rinsing. Then measurements were taken from the Ring-
er’s lactate. When the Ringer’s lactate was removed, the
CSF started to slowly fill the cavity and the measurements
could be taken again, if the surgery permitted it and there
was no harm to the patient.

For in vivo measurements, the cell constant for Ringer’s
lactate reference measurements (KREF) is not directly known.
However, it can be calculated as

KREF ¼ jREF � RREF ð3Þ
where RREF is the measured resistance in the reference liquid
measurement, in this case Ringer’s lactate and, and REF is the
conductivity of the same reference liquid at a known
temperature.

When the measurements are taken for both the CSF and
Ringer’s lactate in the same cavity during the surgery, the
cell factor for the CSF measurement (KCSF), is the same as
the KREF:

KREF ¼ KCSF ð4Þ
Using Eq. (2), the conductivity of the CSF (CSF) can be

presented as follows:

jCSF ¼ KCSF

RCSF
ð5Þ

where the RCSF is the measured resistance in the CSF
measurement. Now, using Eqs. (3)–(5), the conductivity of
the CSF (CSF) can be calculated:

jCSF ¼ jREF � RREF

RCSF
ð6Þ

2.2 Material

The CSF measurements were taken from four patients during
brain surgeries that were performed to remove brain
tumours. The patients were selected so that the surgical path
went through a ventricle to make sure that there was enough
CSF to be measured. Two of the patients had meningiomas
and the other two had gliomas. Meningiomas are solid
tumours with distinct boundaries whereas gliomas are cystic
and may diffuse to the surrounding tissues, making the
tumour boundaries unclear.

3 Results

From one of the patients with meningioma, we were able to
take seven measurements from clear CSF. Using the Eq. (6)
above, we calculated the CSF electrical conductivity to be
from 1.79 to 1.81 S/m. From both patients with meningioma,
we took measurements from CSF containing some blood,
which caused the conductivity to decrease to 1.55–1.6 S/m.
The CSF measurements taken from the two patients with
gliomas resulted in conductivity values from 0.64 to 1.46
S/m.

4 Discussion

We have developed a method for obtaining calibrated
in vivo measurements. The restrictions brought by the
operating room environment prohibited us from using any
new and unapproved measurement equipment. Our method
uses two comparative steps to obtain calibrated in vivo CSF
electrical conductivity values.

Because the measurements involved more than one step,
there were also possible error sources caused by both ref-
erence liquids. How fresh was the KCl used as the first
reference? How constant was the composition of the Ring-
er’s lactate between infusion bags used in in vitro calibration
and operating room measurements? A different infusion bag
had to be used each time. There could also have been
measurement errors when measuring KCl and Ringer’s
lactate conductivity in calibration, temperature measurement
errors during calibration or during surgery, etc.

The pathological conditions affect the CSF. For example,
Dallos et al. [16] concluded that the determination of the
CSF glycoproteins is a more sensitive indicator for the
existence of pathological conditions in the central nervous
system than the measurement of the CSF in total proteins.
The conductivity changes due to pathologic states may also
affect the source location [6]. In our measurements, the
presence of blood reduced the electrical conductivity of the
CSF as expected, and with the presence of cystic brain
tumours it was reduced even further.

With our method for taking calibrated in vivo human CSF
electrical conductivity measurements with a needle elec-
trode, the average of clear CSF was 1.8 S/m. It is close to
previous results by Baumann et al. [4], and therefore our
results are in agreement with the conductivity value of 1.79
S/m they obtained in vitro for human CSF at 37 °C. This
kind of similarity of the in vivo and in vitro results was not
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found for other intracranial tissues [17]. Our results suggest
that the conductivity of CSF can be estimated reliably by
in vitro measurements.
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Time-Efficient Fourier Domain Evaluation
of Pharmacokinetic Model in Dynamic
Contrast-Enhanced Magnetic Resonance
Imaging

Michal Bartoš , Michal Šorel , and Radovan Jiřík

Abstract
Dynamic contrast-enhanced magnetic resonance imaging
obtains information about tissue perfusion and perme-
ability. Following the administration of a contrast agent,
concentration-time curves measured in each voxel are
fitted by a pharmacokinetic model formulated as a
time-domain convolution of an arterial input function
(AIF) and an impulse residue function (IRF). Since the
measurement window contains hundreds of time samples,
the discrete convolution is demanding, even when it is
performed via discrete Fourier transform (DFT). Addi-
tionally, its discretization causes convergence complica-
tions in the curve fitting and it is not applicable to
functions without a closed-form expression in the time
domain, e.g. tissue homogeneity model IRF. Both issues
can be solved by formulating the functions in a closed
form in the Fourier domain. In the Fourier domain, the
model transforms to multiplication of IRF and AIF,
followed by the inverse DFT. To avoid time-domain
aliasing, the number of samples in the Fourier domain
must be higher than the sum of supports of the functions
in the time domain. If the functions are slowly decaying
exponentials, the support is theoretically infinite, which
dramatically reduces the computational performance. In
this contribution, we propose a modification of IRF in the
Fourier domain to consider the measurement window.
Our solution reduces the required number of samples to
three times the measurement window compared to dozens
needed without the modification and reduces the number
of DFTs. This provides faster evaluation of the pharma-
cokinetic model and its derivatives for each voxel in each
iteration of the curve fitting.

Keywords
DCE-MRI � Tracer kinetic modelling � Tissue
homogeneity model

1 Introduction

Dynamic contrast-enhanced magnetic resonance imaging
has become an established tool to obtain information about
tissue perfusion and capillary permeability. Following the
administration of a contrast agent, a set of images in time is
acquired using an MRI scanner. These images are related to
concentration of the contrast agent in each voxel in each
time-instant of the measurement. These concentration-time
curves are fitted by a pharmacokinetic model to obtain the
perfusion and permeability parameters of interest. These
parameters are useful in diagnostics and monitoring of
treatment effects, mostly in oncology.

The pharmacokinetic model is usually formulated as a
time-domain convolution of an arterial input function
(AIF) and an impulse residue function (IRF). Since each
concentration-time curve contains hundreds of samples equal
to the number of image frames, the discrete time-domain
convolution is demanding, even when it is performed in the
frequency domain via the discrete Fourier transform (DFT).
Additionally, it causes convergence complications in the
curve-fitting procedure, because the imprecise time-domain
discretization causes local optima [1, 2, 3]. Furthermore, this
approach is not applicable to the functions without
closed-form expression in the time domain as e.g. the tissue
homogeneity (TH) IRF model [4]. Despite these problems,
the time-domain approach of evaluation of the pharmacoki-
netic model is widely used mostly in connection with basic
IRFs such as the Kety/Tofts model and its extension con-
taining a vascular contribution (see review [5]).

Use of advanced IRF models instead of the basic ones
provides estimation of a more complete set of perfusion
parameters. The requirement to use these advanced models
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however puts higher demands on the precise evaluation of
the convolution. One possibility is to find a closed-form
expression for the convolution and was shown in [2] for
adiabatic approximation of TH model (ATH) [6] and a
specific closed-form AIF [7]. Because the particular form of
the functions involved can be limiting, a correction scheme
for evaluation of the convolution was also proposed [2].
Another interesting approach of the pharmacokinetic model
evaluation was introduced by Garpebring [1]. It also natu-
rally overcomes the problem with the nonexistent
closed-form expression of the IRF in the time domain. As
above, the convolution is performed as a multiplication in
the Fourier domain but the IRF is evaluated directly in the
Fourier domain in contrast to the DFT case. Unfortunately,
the remaining problem of this approach is the speed of its
evaluation. Although it removes some of slow forward
DFTs, the number of function samples must be increased to
avoid a time-domain aliasing.

In this paper, we describe the above-mentioned approa-
ches of pharmacokinetic model evaluation and propose an
efficient modification of the Fourier domain approach
(FDA) [1]. This eliminates the increase in the number of
samples required to avoid the time-domain aliasing.

2 Pharmacokinetic Model

The pharmacokinetic model is in general described by a
system of partial differential equations. Using the Laplace
transform with boundary conditions taking the AIF into
account, the solution has the form:

Ct sð Þ ¼ ca sð Þh sð Þ ð1Þ
where Ct is contrast-agent concentration in a tissue unit, ca is
concentration in the arterial input of the tissue unit, i.e. the
AIF, and h is the IRF. s is the Laplace variable. If the
functions involved have a closed form in the time domain,
(1) can be written as a time-domain convolution of AIF and
IRF.

Equation (1) can also be formulated in the Fourier
domain using the substitution: s ! jx, where j is the
imaginary unit and x is the angular frequency. The substi-
tution is possible for stable functions. It was used for the TH
model [1] but it is valid for all IRFs because of their
decaying-exponential-like character guaranteeing stability.

2.1 Time Domain Approach—Discrete
Convolution

The most usual approach to evaluate (1) as the convolution
is based on the DFT. Here, the IRF is parametrized in the

discrete-time domain. The AIF is either directly measured in
the discrete-time domain or the discrete-time model is used.
The discrete convolution is then solved using the multipli-
cation of their DFTs and the subsequent inverse DFT. This
approach is possible for any AIF and for IRFs with a
closed-form temporal-domain formulation, i.e. not for the
TH model.

2.2 Time Domain Approach—Analytic
Evaluation

As the IRF models are mostly formulated and parametrized
in the continuous-time domain, a straightforward approach
to evaluation of (1) is to use an analytic expression of the
convolution of the IRF and AIF. This is possible only when
analytic time-domain formulations of both the AIF and IRF
are available (i.e. not for the TH model nor for a measured
nonparametric AIF). The feasibility of such solution was
shown in [2] for the AIF of [7] (Model 2) and the ATH
model [4]. Tractability of this approach for other AIF and
IRF models is not guaranteed.

2.3 Fourier Domain Approach

Another option is to use Fourier version of (1) with the AIF
and IRF represented directly in the Fourier domain with the
subsequent inverse DFT as proposed in [1]:

Ct½n� ¼ F�1
DFT ca½w�h½w�f g; 8w 2 0; 1; . . .

N �modðN; 2Þ
2

� �

ð2Þ
where “mod” is modulo. For an arbitrary function f in the
Fourier domain holds:

f w½ � ¼ f jDxwð Þ;Dx ¼ 2p
NDt

ð3Þ

The output of F�1
DFT should be real, thus it is assumed that

F�1
DFT also includes necessary complex conjugate sym-

metrization. The necessary number of samples N of the
resulting function is analyzed in the following section.

Time-domain aliasing. The use of (2) requires special care
about time-domain aliasing [1]. The aliasing effect (folding of
the end of Ct n½ � back to its beginning) is avoided, if the
number of samples in the time domain is: N ¼ NAIF þNIRF,
where NAIF;NIRF are lengths of the respective functions in the
time domain. In theory, the lengths NAIF;NIRF are infinite,
because of their decaying-exponential-like character. In
practice, the functions fall to zero with a time constant
defined by the respective exponentials. As proposed in [1] for
the TH model, this length of the IRF can be assumed:
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NIRF ¼ 6
kepDt

ð4Þ

where kep is one of the TH model parameters and the time
constant of the decaying “exponential”. Because most of the
known IRFs have similar decaying character, (4) can be used
in general.

Although it is possible to represent the AIF in the Fourier
domain as described in [8], here we assume, that ca w½ � is the
DFT of measured K samples of the AIF zero-padded to
length N ¼ KþNIRF as proposed in [1].

3 Methods

The drawback of the Fourier domain evaluation is the
variable length of the functions in the Fourier domain, which
depends on the support of the IRF, NIRF, which changes
during the iterations based on the current parameters of the
IRF. The number of samples can become very high during
the curve fitting. This reduces the performance, since the
evaluation of Ct k½ � is repeated several time for every voxel in
every iteration to evaluate the criterion function and its
partial derivatives with respect to its parameters. In this
section, a closed-form expression for a windowed IRF is
derived. This allows us to keep the number of samples to be:
N ¼ 2K, where K is the required number of samples in the
time domain.

3.1 Derivation of Windowed IRF

The windowed IRF in the time domain can be written as
hw tð Þ ¼ h tð ÞH tw � tð Þ, where H xð Þ is the Heaviside step
function and tw is a length of the measurement window.
However, the transformation of hw tð Þ to the Laplace domain
can be intractable. Also if the IRF does not exist in the time
domain in a closed form as the TH model, it can be
impossible to find its Laplace-domain windowed variant.

The presented solution is based on a simple consideration
that the Laplace transform of the windowed function is equal
to the original function minus the original function outside
the window.

The TH model IRF is parametrized by: pTH ¼ Fp; vp;
�

ve;PS; sg, including the bolus arrival time s and it is defined
by [1]:

hTH s; pTHð Þ ¼ e� aþ bsð Þ � 1
� �

aþ bsð Þ ave þ vp cbsþ að Þ� �
a2 e� aþ bsð Þ � 1ð Þ � aþ bsð Þsb c aþ bsð Þþ að Þ e

�ss;

a ¼ PS

Fp
; b ¼ vp

Fp
; c ¼ ve

vp

ð5Þ

To use the above-mentioned consideration, it is necessary
to formulate the IRF part outside the window. It seems
impossible to formulate it exactly but it can be approximated
based on the general knowledge about the IRFs. All IRFs in
the time domain have the form of a decaying-
exponential-like function. Thus if this is assumed together
with tw � vp=Fp, i.e. vascular phase takes only a short part
of the measured window, the windowed version of the TH
model can be approximated by the TH model minus
decaying exponential:

hwTH s; pTH; twð Þ ¼ hTH s; pTHð Þ � FEe�kep tw�s�Tcð Þ e�stw

sþ kep

ð6Þ

where the extraction fraction: E ¼ 1� exp �PS=Fp
� �

and
the mean capillary transit time: Tc ¼ vp=Fp. The expression
1= sþ kep

� �
is the Laplace transform of the decaying expo-

nential, exp �stwð Þ is its time shift to tw and the rest is a
constant correcting its amplitude. The derived windowed
function can be sampled using (3) with N ¼ KþNAIF, which
turns into N ¼ 2K, if used together with time-domain AIF.

3.2 Experiments

Validation. To validate our windowed TH model (6),
10,000 evaluations using (3) was repeated and transformed
to the time domain using the inverse DFT. The time axis was
defined by, t ¼ 0; 1; . . .;N � 1f g � 1:5=60 min, where N ¼
10000 samples, i.e. 0–250 min, to simulate an infinitely long
measurement avoiding aliasing effect. The length of the
window was set tw ¼ 10 min, i.e. K ¼ 400. The IRF
parameters were generated uniformly from intervals:
Fp 2 0:06; 0:75h i, vp 2 0:01; 0:20h i, ve 2 0:05; 0:70h i,
PS 2 0:05; 0:50h i, s ¼ 0 as in [1]. For each evaluated
function, a ratio ðRÞ of energy of the folded part ðEfÞ to
energy inside the window ðEwÞ as a function of the number
of samples in multiples of the window length was computed:

R qð Þ ¼ Ef m½ �
Ew

¼
PN�1

n¼0 hwTH n½ �2�Pm
0 hwTH m½ �2PK�1

k¼0 hwTH k½ �2 ; 8m\N � 1;

q ¼ mþK

K
ð7Þ

If (6) is a sufficient approximation of the windowed IRF,
R 2ð Þ ! 0, thus there will be no energy contaminating the
result of the convolution with the AIF. This should hold for
any combination of the parameters. The collected 10,000
ratios R qð Þ were statistically processed. The result was
plotted and visually analyzed.

Time-Efficient Fourier Domain Evaluation … 779



Evaluation time. The evaluation time of (6) in (2) was
compared to other evaluation variants discussed (see
Table 1). For each variant and each parameter set, 1000
function evaluations were repeated to stabilize the mea-
surement of the evaluation time. Their average represented
the evaluation time. The time scale t was generated similar to
previous experiment with NIRF defined in Table 1 (Number
of samples). The AIF model and its parameters were fixed
and same as in [7] (Model 2). The IRF parameters were fixed
to: Fp ¼ 0:06min�1, vp ¼ 0:04, PS ¼ 0:031min�1, s ¼
0:1min; except kep, where 10 values were generated on a
logarithmic scale from 10�2 to 1min�1. In variants “2.1”
and “2.2”, the TH model had to be replaced by the dis-
tributed capillary adiabatic tissue homogeneity model
(DCATH) [9] and the ATH model [2], [6], respectively.
The DCATH IRF instead of the ATH was used, because the
ATH in the time-domain approach (TDA) using DFT causes
convergence problems in practice. The additional DCATH
parameter was set to approximate the ATH model, r ¼ Dt,
as explained in [10, 11]. The number of samples in the
variant “3.1” reflects the result of the previous validation
experiment.

4 Results

Validation. The plot (Fig. 1) of the approximation error
based on the folding energy revealed that in most cases, the
derived windowed TH model is sufficient. Only in less than
10% of the cases, the result of the convolution inside the
measurement window would be contaminated by the ratio of
folding energy ranging from 10�4 to 10�2. It was discov-
ered, that this happened for the cases where the extraction
fraction E was close to 1 in combination with low flow Fp. It
is a regime, where the contrasted agent travels mainly
through an extracellular extravascular space. Although the
ratio is small and such cases are rare, it is recommendable to
use N ¼ 3K for sampling of the windowed TH model.

Evaluation time. The evaluation times for each variant in
Table 1 are plotted in Fig. 2. As expected, only method
“2.3” does not have a constant evaluation time. That is
caused by (4) defining the necessary number of samples to

avoid aliasing. Other variants have a constant number of
samples as listed in Table 1. The number of samples with its

Table 1 Tested variants of the pharmacokinetic model

Variant IRF No. of DFT

# Description Model h �ð Þ Equation No. of samples Forward/inverse

2.1 TDA—DFT DCATH t [10] (2) K 1/1

2.2 TDA—closed form ATH t [2] (A1) K 0/0

2.3 FDA—[1] TH x (5) Kþ f kep
� �� �

=2 0/1

3.1 FDA—proposed THw x (6) 3K=2 0/1

Fig. 1 Ratio of folding energy as a function of the addition of samples.
Solid lines are maximum, median, minimum and the dashed lines are
the resting 10-quantiles

Fig. 2 Comparison of the possible variants of the pharmacokinetic
model evaluation in terms of their evaluation time. The top-right plot is
a close-up
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type (real/complex) is not the only factor influencing the
evaluation time. The second factor is the number of needed
DFT operations, which is the most demanding operation and
its speed depends on the number of samples. The faster
evaluation of “2.3” in comparison with “3.1” for high kep is
in the area, where the proposed windowing is not needed and
thus can be eliminated in practice.

5 Discussion and Conclusion

It was shown, that the fastest approach to evaluate the
pharmacokinetic model in DCE-MRI is to use the
closed-form evaluation “2.2” [2]. This is not surprising,
since it does not use the DFT and the number of real samples
is the lowest possible, i.e. equal to the number of the
time-domain samples. The limitation of this variant is the
necessity to have a specific parametrized form of AIF (it is
not possible to use measured AIF directly) and also the IRF
is limited to specific models to derive a closed-form formula.

Our Fourier domain approach “3.1” allows both to use a
measured AIF or a parametrized one. Our derived
closed-form expressions for windowed IRF dramatically
speed up the evaluation in comparison with the original FDA
“2.3” [1] and with the conventional time domain approach
“2.1” using the DFT, although only 1.5 times. However, this
factor grows with the time resolution because of the DFT.
Additionally, the evaluation of the pharmacokinetic model
together with its derivatives is repeated many times in the
iterative estimation procedure for each voxel, thus even a
slight speed up can save a lot of time.
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Proton Therapy Treatment Plan Verification
in CCB Krakow Using Fred Monte
Carlo TPS Tool

M. Garbacz, G. Battistoni, M. Durante, J. Gajewski, N. Krah, V. Patera,
I. Rinaldi, A. Schiavi, E. Scifoni, A. Skrzypek, F. Tommasino,
and A. Rucinski

Abstract
Monte Carlo (MC) methods account for many details of
the interactions of particles with human tissue in proton
beam therapy. The accuracy and fast dose calculation
time offered by GPU-accelerated MC treatment planning
systems (TPS) pushed development of such tools to
support experimental treatment plan verification in the
clinical routine. The GPU-accelerated MC-TPS Fred
(Schiavi et al, Phys Med Biol 62:7482, 2017, [4];
University of Rome) is currently investigated in
Cyclotron Centre Bronowice (CCB) Krakow proton
beam therapy centre (Poland) that is in clinical operation
from October 2016. The Krakow proton centre physical
beam model has been implemented in Fred and was
validated against Eclipse TPS calculations and patient
Quality Assurance (QA) measurements in water phan-
tom. We analyzed depth-dose distributions of single
proton pencil beams and dose cubes of varying range
and modulation in water. We used the gamma index

method as quantitative measure and obtained a good
agreement between Fred and analytical TPS calculations.
We have also found that Fred reach proton tracking rates
over 106 primaries per second. In the future, the
proposed fast MC methods can help to reduce the time
needed for experimental patient treatment plan verifica-
tion measurements in water phantoms that are part of
clinical routine procedures.

Keywords
Proton therapy � Treatment planning system
Monte Carlo simulations � GPU

1 Introduction

Cancer treatment is one of the greatest challenges of modern
medicine. Treatment with ionizing radiation, particularly
protons, is an efficient method to treat malignant tissues
located deeply in patient body and close to organs at risk
(OARs). Contrary to photons, the dose deposited by protons
is increasing with depth and has a finite range. Proton beams
can therefore achieve a precise dose delivery during radio-
therapy due to their specific depth-dose distribution (DDD).
This property of proton (and heavier ion) beams reduces
dose in healthy tissues and allow to spare surrounding
OARs [1].

The advantages of using proton beams for radiotherapy of
neoplastic diseases has lead to a rapid growth of the number
of proton beam therapy (PBT) facilities. In 2016, the first
PBT centre in Poland—Cyclotron Center Bronowice
(CCB)—started clinical operation. CCB is equipped with an
IBA Proteus C-235 cyclotron providing proton beam ener-
gies up to 226.1 MeV in two rotational gantries with pencil
beam scanning (PBS), the eye treatment room and the
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experimental hall. Eclipse treatment planning system
(TPS) is used at CCB to plan the irradiation of head and neck
as well as ocular tumors. Eclipse TPS uses an analytical
algorithm to predict and calculate the dose distribution in the
patients body.

In PBT, Monte Carlo (MC) simulations are considered
to be the most reliable dose calculation tool [2]. They take
into account physical interactions of protons in heteroge-
neous material, in particular nuclear interactions and mul-
tiple Coulomb scattering, and therefore offer increased
accuracy regarding the contribution of single beams to the
total dose field. Detailed description of ion interaction in the
patient allows to achieve significant uncertainty reduction
of lateral dose and proton range calculations. MC TPS can
be used to support dose computations with analytical TPS
and experimental treatment plan verification in water
phantom [3].

2 Commissioning of Fred Monte Carlo TPS
in Krakow Proton Beam Therapy Centre

Transporting a large number of particles through the patient
geometry while simulating their interactions with the med-
ium causes long dose calculation times with generic MC
codes. The trimmed-down MC-based dose calculation
engine Fred (Fast paRticle thErapy Dose evaluator) was
developed at the Sapienza University of Rome to reduce
dose calculation time [4]. MC Fred was implemented to run
on general-purpose programming GPU cards, which gives a
possibility to reach tracking rates over 106 primaries per
second and reduce the simulation time to a few minutes per
patient treatment plan.

Fred code was previously commissioned against proton
beam model used in a synchrotron based facility, CNAO,
Pavia, Italy and FLUKA MC code [4]. Currently Fred is
being commissioned with respect to Eclipse TPS in Krakow.
Fred uses as an input data obtained during the facility com-
missioning measurements. These are the lateral beam profiles
measured in air at isocentre as well as DDDs acquired in
water phantom at energies from 70 to 226.1 MeV in 10 MeV
steps. The phase space parameters, which characterize the
proton beam model at CCB, need to be tuned through MC
simulations in order to achieve the best agreement between
commissioning measurements and TPS dose calculations.
We implemented Matlab tools [5] that support finding suit-
able Fred input parameters like beam energy, momentum
spread, lateral beam size and number of protons corre-
sponding to the monitor units (MUs) prescribed in TPS. The
simulation setup was implemented in accordance with the
experimental setup at CCB. A water phantom of lateral size
of 10 cm � 10 cm with 0.6 mm spacing and 40 cm length
with 1 mm spacing was located 200 cm downstream from
the virtual source of the proton beam (see Fig. 1).

2.1 Single Beams from TPS and Fred
Simulations

In this contribution, examples of the comparison of single
beam depth dose distribution calculated with TPS Eclipse
and Fred MC code at 100, 150 and 200 MeV are shown. An
overlap of the Bragg peaks locations was achieved between
Fred and TPS simulations in water phantom (Fig. 2, left
panel). The lateral beam size agrees within less than 0.2 mm
(Fig. 2, right panel).

Fig. 1 Simulation setup used in Fred to reproduce commissioning measurements

784 M. Garbacz et al.



2.2 Dose Cubes from TPS and Fred Simulations

The treatment plans of dose cubes generated with Eclipse TPS
are routinely used to verify geometry and dose characteristic of
the beam in water phantom quality assurance (QA) measure-
ments. An example of such a treatment plan was recalculated
in Fred using the beam model phase space parameters devel-
oped for single beams. The dose cube treatment plan presented
here contained 8001 pencil beams, a modulation of 10 cm and
a range of 20 cm. The proton beams energy was in a range
from 114.9 to 172.8 MeV. The simulation of dose cubes was
performed in a 40 cm �40 cm � 40 cm water phantom. The
dose computation on a high resolution grid was performed
with a total number of 1:6� 109 particles within 440 s.

A comparison of DDD in the spread-out Bragg peak
(SOBP) region and lateral dose profiles showed a good
agreement between Fred and Eclipse with a variation of less
than 5% of the maximum dose value (see Fig. 3).

Three dimensional gamma index analysis [6] with the
dose-difference and distance-to-agreement passing criteria
was used to evaluate and compare dose distributions
computed with Eclipse (Fig. 4, top row) and with Fred
(Fig. 4, middle row). Only dose exceeding 5% of the
maximum dose value was evaluated. A passing rate of
96.6% and 81.7% (percentage of voxels which meet the
acceptance criteria) was obtained for the passing criteria
3%/3 mm (see Fig. 4, bottom row) and 2%/2 mm,
respectively.

Fig. 3 Comparison of depth dose distributions (left side) and lateral profiles (right side) for TPS (red dashed line) and Fred simulations (blue solid
line) (Color figure online)

Fig. 2 Comparison of depth dose distributions (left side) and lateral profiles (right side) for TPS (dashed lines) and Fred simulations
(solid lines)
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3 Conclusions

The GPU-accelerated Fred MC TPS allows to achieve high
accuracy of treatment plan dose recalculation and increased
time performance with respect to the generic MC codes, like
FLUKA or GEANT4. Fred is intended to support treatment
plan verification and medical physics research in CCB
Krakow PBT center.

This contribution reports on the ongoing works aiming at
the commissioning of the Fred MC TPS in the cyclotron
based PBT centre in Krakow, Poland. Examples of dose

distributions computed with Eclipse TPS and Fred MC TPS
were shown for single pencil beams at three energies and for
a QA treatment plan of a cube. A good agreement of beam
profiles and dosimetric values was obtained for single beams
and SOBP (see Figs. 2 and 3). We are currently tuning the
phase space parameters through additional commissioning
measurements in air at isocenter and by implementing a
beam emittance model [7]. This is expected to improve the
gamma index passing rate. Further analysis will include
simulation of cubes with various modulations and located at
different depths in water and will be followed by a com-
parison of patient treatment plans.

Fig. 4 The planes for a cube-shaped treatment plan obtained in TPS (top row), in Fred simulations (middle row) and gamma index map 3%/3 mm
(bottom row) in the longitudinal (left column) and lateral (right column) planes, all intersecting the center of the cube
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Investigating Ballistic Gelatin Based
Phantom Properties for Ultrasound Training

Mertcan Özdemir , Galip Özdemir, and Osman Eroğul

Abstract
The simulation has become an important tool for health-
care practitioners who have difficulty in accessing patients
to learn ultrasound imaging modes. The ultrasound
phantoms are specially designed objects that are used or
imagined to evaluate, analyze and adjust the performance
of test devices. These phantoms for ultrasonography
devices are expensive, and low-cost alternatives have
provided an educational experience that does not give the
best result. Ballistic gelatin is a member of the 250-Bloom
hydrogel family that resembles human muscle tissue in
terms of its mechanical properties. The 250-Bloom
Ballistic Gelatin (BG) is prepared with different mixing
ratios to be made the mechanical tests such as gunshot,
compression and electrical conductivity measurement. The
results are compared with the mechanical results of human
muscle tissue in order to measure the similarity of the
250-Bloom BG we prepared to human muscle tissue. It is
showed that the 250-Bloom BG phantom model has very
close mechanical properties to human muscle tissue at
time-dependent characteristics of mechanical test results. It
is also measured how long it can last without degradation
with the time required to use it in the simulation and it is
coated with the thermal insulation material needed to
extend the degradation period. Based on these results,
250-Bloom BG phantom is recommended as a model for
the creation of phantom limb model. Consequently, this
model is a much more affordable alternative and easy to
produce, it facilitates to work with any organ model in
ultrasound imaging for healthcare practitioners.

Keywords
Ultrasound � Phantom � Medical education
Ballistic gelatin

1 Introduction

Ultrasound Imaging is a modality which can be effective
especially in emergency conditions, for evaluation and
treatment of patients. However, there is a need for sonogra-
phy training and ultrasound-expert doctors in developing
countries [1]. Therefore, simulation has become an important
tool for healthcare practitioners to learn ultrasound imaging
modes, to provide them a practice tool in an ideal environ-
ment, and to gain experience before attempting to patients
[2]. Operational simulation requires a model that provides a
realistic tactile, haptic, visual, and cognitive experience to the
healthcare practitioners [3]. Commercial phantoms are
available in the market, but costs between $200 and $19000
(Blue Phantom Corporation, WA/Universal Medical, GT
Simulators) depending on quality of the phantom and the
desired body part. These price levels are still considered high
for many low and middle income countries. To reduce rela-
tively higher cost, researchers use low-cost tissue mimicking
phantom models generated by using metamucil, gelatin,
chicken breasts, or bologna [4–7]. Nevertheless, some may
reveal the risk of infection by pathogens such as Salmonella
and Campylobacter, and all phantom models have limited
reuse capacity.

Gelatin powder contains biological proteins extracted
from the natural protein collagen which are present in skin,
bone tissues and tendons of mammalians through extraction
using hot water in an acidic (type A) or alkaline (type B)
environment [8]. Gelatin stiffness is defined by the Bloom
number (running from 50 to 300). The higher a Bloom
number, gel will have higher melting and gelation points,
where required gelatinsation time will be shorter [9]. Type A
and 250 Bloom Gelatin are the most commonly utilized
phantoms for mimicking human muscle tissue.

The rates of preparation of BG have changed considerably
recently. 10% at 4 °C (Fackler gelatin) and 20% at 10 °C
(NATO gelatin) are two common gelatin mixture with waterM. Özdemir (&) � G. Özdemir � O. Eroğul
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rates available in the literature [10]. The stiffness of gelatin is
generally investigated by gunshot test. This test procedure is
usually noted as calibration in the literature; it is carried out at
a constant temperature of the gelatin. Gunshot test is one of
the most common test used to measure the resemblance to
human tissue.

Another method of measuring compliance to human
muscle tissue is the compression test. Various studies have
been carried out to measure the effect of strain rate on the
mechanical properties of ballistic gelatin. It is known that the
mechanical properties of gelatin are sensitive to gelatin
temperature, conditioning or aging [11].

In addition to these tests, electrical conductivity may be a
necessary method to compare the similarity of human
muscle tissue. Therefore, in addition to mechanical tests,
BG’s conductivity was measured on electrical conductivity
testing and results compared with human muscle tissue.

In this study, 250A-Bloom Ballistics Gelatin (BG),
mimicking the human muscle tissue, is used for the creation
of simulating phantoms for healthcare practitioners to
understand ultrasound image generation and device opera-
tion, image optimization, image interpretation, and needle
insertion and injection. Gunshot, compression tests and
electrical conductivity measurement are implemented to
demonstrate the similarity between human muscle tissue and
BG based phantom model.

2 Materials and Methods

Equipments used in this study are: Ultrasound-Siemens
Sonoline Adara, Instron 3360 Series Dual Column Tabletop
Testing Systems, Laboratory hot plate heater and magnetic
stirrer, Cylindrical Plastic Mold, Hatsan Mod 25 Airgun,
4.5 mm airgun pellets, Needle, Plastic casting molds
(100 mm � 110 mm � 50 mm and 84 mm � 83 mm �
3 mm).

Refrigerator
Materials used for preparing the phantom model are: 250A
Bloom Gelatin, Winkel Silicone Spray, Cinnamon Leaf Oil,
Tap water (pH = 8.0).

2.1 BG Test Sample Preparation

Ballistic gelatin is prepared by using 250 Bloom BG powder
as core ingredient. The gelatin production process is
implemented according to gelatin preparation guideline [10]
which corresponds to 10% concentration (powder-water
ratio) at 4 °C. The first BG phantom sample, meant to use in
uniaxial compression test, placed into cylindrical molds of

30 mm diameter and 25 mm thickness. The second sample
group was prepared for gunshot testing on plastic testing
molds of 100 mm � 110 mm � 50 mm in size and the
third group with the size of 84 mm � 83 mm � 3 mm for
electrical conductivity measurement.

2.2 Gunshot Testing

The calibration blocks were made in a mold (100 mm
110 mm � 50 mm) and evaluated using the standard
4.5 mm pellet impact test at a temperature of 4 °C. The
penetrations of the pellets were examined on calibration
blocks of BG. The penetration depth (Lp) of the pellets is
calculated.

2.3 Compression Test

The main purpose of the performing a compression test on a
material is to evaluate the mechanical behavior or response
of the material while experiencing a compression load by
measuring mechanical variables such as stress, strain and
deformation. By understanding these different parameters
and the values associated with a particular material, it can be
determined whether the material is suitable for the specific
application or whether it fails under desired stress levels. In
this study, several trials made to equate the graphical values
of [12] through compression test (Fig. 1). Cylindrical BG
samples of 30 mm diameter and 25 mm length BG was used
for compression test. The effect of temperature on

Fig. 1 Basic electrical conductivity measurement circuit
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stress-strain curve was investigated at a compression rate of
0.01 mm/s. The mechanical test data at different test con-
ditions were compared by investigating stress-strain curves.

2.4 Electrical Conductivity Measurement

The purpose of the measurement of electrical conductivity of
the BG phantom is to show that the tissue model is also
suitable for electrical device applications. Size of 84 mm
83 mm � 3 mm BG sample is used in this manner.
Figure 1 illustrates how the electrical conductivity is mea-
sured. Total resistance of gelatin is calculated by using the
ohm law (1).

R ¼ V/I ð1Þ
The electrical resistivity (specific electrical resistance) q

(X m) is defined as (2):

q ¼ R� A/L ð2Þ
Electrical conductivity, r (Sm−1), is defined as the

inverse of resistivity (3):

r ¼ 1=q ð3Þ
where R (ohm) is the resistance of BG specimen, V (Volts)
is the measured electrical potential of BG phantom, I (Amps)
is the current flowing through the BG phantom, L (m) is the
length of the BG phantom, A (m2) is the cross-sectional area
of the BG phantom.

2.5 Phantom Preparation

60 g of powder was mixedwith 540 g of tap water (at 58.5 °C)
to obtain 10% concentrated gelatin. The mixture was stirred
by using hot plate heater and paramagnetic stirrer at a constant
temperature of 58.5 °C. To prevent foaming a number of
cinnamon leaf oil (anti-foaming agent) drops were added into
the mixture. Final BG solution was poured into phantommold
and were left for solidification in room temperature (23 °C)
for 12 h. A plastic serum vessel was placed into the solution
for vascular imaging. Top surface of the phantom covered
with plastic wrap and was placed in the refrigerator (4 °C set)
for 24 h. The preserved solutions are solidified and reached to
the desired stiffness level after 36 h. This phantom can also be
shredded into smaller pieces and can properly be reused after
reapplying the heating process. The material can be remolded
multiple times.

2.6 Ultrasound Imaging of the Phantom

Ultrasound phantom image was obtained from a Siemens
Sonoline device.

3 Results

Calibration block was shot with air gun 4 times, lengths of
penetration to the BG block were measured with pho-
tomacrographic scale. The average penetration depth was
measured as 72 ± 2 mm for 10% concentrated BG block.
The muzzle velocity of the air gun was 154 ± 5 m/s and
gun was located adjacent to the surface of BG phantom
block. The purpose of repeating same procedure multiple
times for the same calibration block is to show the homo-
geneity and experimental consistency by obtaining similar
results. Previous studies indicate that for the human muscle
tissue mimicking phantoms, air gun pellet penetration depth
was found as 70 ± 3 mm [13]. Equation 4 explains the
relation between the penetration depth and muzzle velocity
of the air gun for a diameter of 4.5 mm pellet [10].

Lp ¼ 0:594� Vi� 21:92� 5 ð4Þ
where Lp is the penetration depth (mm) and Vi is the muzzle
velocity (m/s).

The theoretical penetration depth is calculated as
70 ± 5 mm by using this equation. These theoretical and
experimental results on gunshot test suggest that %10 BG
phantom is suitable for a model for human muscle tissue.

Compression test was undertaken on the gelatin after
aging for 72 h. The samples were evenly compressed
between the plates during the test. At a constant strain rate of
0.01 s−1, no significant change in mechanical properties was
observed in the first 30 min in terms of stress-strain response
(Fig. 2).

The resistance of gelatin is calculated with the ohm law as
282 X. The total body resistance of human consists of 300 X
[14]. It has been found that BG is close to human tissue
resistance value. Electrical resistivity and conductivity were
calculated as 6558 Xm and 0.15 mS/m respectively.

No significant change of penetration depth has been
observed during the first 15 min at ambient temperature of
about 23 °C. After 15 min, due to changes in BG’s
mechanical properties, penetration depth increases, however
but there was no deformity observed on BG.

A probe with frequency of 5 MHz is used to visualize the
phantom sample (Fig. 3).
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4 Discussion

Our results suggest that concentration ratio for BG phantom
mimicking human muscle tissue should not exceed 10% of
the BG concentration [12]. Phantom can be prepared in any
shape since it is in the form of a liquid mixture during
preparation procedure. Once the phantom is successfully
prepared, it is sturdy enough and does not require excessive
care. The tube inside BG is a model representing a blood
vessel. The serum wall offers resistance to needle advance-
ment, similar to actual vessel layer, and allows aspiration
and injection of fluid into the tube. Various potential errors
can be investigated on these phantoms during medical
education which may contribute to medical expert training.
Test results show similarity to available studies in com-
pression and gunshot tests. In this study 50 kPa failure stress
is observed as Cronin and Falzon also noted similar levels at
constant 23 °C temperature [12]. As for the gunshot test,
72 ± 2 mm for 10% concentrated BG block is consistent
with the calculated theoretical 70 ± 5 mm value for our
block as Jussila proposed [10].

There is also a question about how much time is needed
to use a BG phantom following the removal from

Fig. 2 a 5 min, b 30 min, c 60 min after BG sample was removed from the refrigerator, d Compression test setup

Fig. 3 Ultrasound BG phantom image
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refrigerator. It basically depends on both the BG phantom
size and the ambient temperature of the training area [10].
The mechanical test result of BG samples, which left at room
temperature after 5, 30, and 60 min, compared respectively.
No significant change in mechanical properties was observed
in the first 30 min of cylindrical BG sample of size 30 mm
diameter and 25 mm thickness in room temperature (23 °C)
(Fig. 2). However, it is clear that the BG phantom should
only be used within 30 min after removal from refrigerator
to mimic human muscle tissue properly.

5 Conclusion

In our study, a BG phantom model may be useful for
healthcare practitioners who require training or courses on
peripheral nerve block in ultrasound guidance. We believe it
would be useful to officially examine the educational value
in an ultrasound training program for healthcare practition-
ers. This simple training model also has the advantages of
production, reusability and low cost. Therefore, for ultra-
sound training, that kind of phantom could be a
cost-effective alternative.
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Physical Breast Model as a Simulator
of Pathological Changes

J. Biernat, M. Biernat, W. Łukasik, T. Pałko, A. Jung, and M. Trzyna

Abstract
It’s well known that there is a relationship between skin
temperature and many pathological changes. Local
increase of temperature on a skin surface can represent
symptoms of such diseases as: bacteria or viral infections,
viral diseases as well as it might indicate an occurrence of a
tumor. For verification and validation medical devices and
products based on the registration of local temperature
changes, a simplified physical breast model was designed
and constructed. Therefore, the physical breast model can
work with medical devices equipped with thermometer,
infrared camera, contact thermography device or
thermo-optic indicators. In this study we present a
simulation of breast cancer for a need of contact thermog-
raphy (Braster) and simulation of inflammation for needs
of thermo-optic indicator (thermochromic pigment).

Keywords
Physical breast model � Temperature monitoring device
Contact thermography � Simulation of breast cancer
Simulation of inflammation � Thermo-optic indicator

1 Introduction

Human body’s surface temperature has been an indicator of
health since 400 B.C. Hippocrates, the Greek physician,
wrote that “In whatever part of the body excess of heat or
cold is felt, the disease is there to be discovered” [1].
Nowadays, the demand of continuous monitoring of physi-
ological parameters by means of wearable instruments is
rising, but the analysis of the relevant literature reveals the
lack of wearable devices for skin thermography. As a result
the need of wearable devices for the thermal monitoring is
increasing. Skin temperature imaging could be used during
medical continuous monitoring, for instance in breast cancer
detection or for the monitoring of vascular, dermatological,
rheumatic disorders, as well as inflammation or viral disease
[2, 3].

It is well known that there is a difference in energy
consumption between normal and cancerous tissue [4].
Blood vessel activity and heat indicate the presence of pre-
cancerous cells or cancer cells in their early stages of
development. The following factors cause cancerous cells to
generate heat: higher metabolic activity of cancerous cells
compared to normal cells and the neoangiogenesis - a cancer
tumor builds dense net of blood vessels in order to provide
nutrition and increase metabolism which results in faster and
uncontrolled growth. These energy consumption differences
lead to small but detectable local temperature changes,
which is why the thermography is a potential early breast
cancer detection method [1, 4, 5]. Contact thermography
(used in BRASTER system) is based on the thermal con-
ductivity between a body and a cholesteric liquid crystal foil
placed directly on the skin, as a result of which it provides a
colourful imaging of temperature distribution across the
three colours: red, green and blue [6].

Increased local temperature is one of the typical symp-
toms of wound infection, its quantitative measurement may
have a potential to improve assessment and diagnosis of
chronic wound infection at the bedside. Marjorie Fierheller,
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R. Gary Sibbald showed that in the presence of infection, the
mean temperature difference between wound skin and an
equivalent contralateral control site was found to be more
than 2 °C [3], what confirms the possibility of using
thermo-optic materials as an indicator of inflammation.

Thepurposeof thiswork is topresent the simplifiedphysical
breastmodelasasimulatorofbreastcancerforaneedsofcontact
thermography and simulator of skin inflammation for a need of
thermo-optic indicator. Themodel is able to simulate a thermal
effect on the surface close to temperature distribution of skin.

Fig. 1 Test station for
simulations

Fig. 2 Thermograms register process
Fig. 3 Sample results of breast cancer simulation (a), (c) and (e),
themograms of cancerous breast (b), (d) and (f)
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2 Materials and Methods

Researchers conducted two experiments using physical
breast model as a simulator:

1. Simulation of breast cancer
2. Simulation of skin inflammation

The complete test station is shown in Fig. 1. Experiments
were held in laboratory conditions at ambient temperature of
23 °C ± 1 °C.

Physical breast model is based on PCBA with matrix of
resistors (local temperature generating system) which gen-
erate areas of temperature higher than surrounding parts of
the phantom within range from 0.25 to 2 °C and are treated
as a local heat sources. Simulation of temperature distribu-
tion is caused by conversion an electrical energy into thermal
energy in controlled way dependent on a value of current

flow. The thin layer (2 mm) of additive silicone (thermal
conductivity: 0.22 W/m K) provides heat conduction to the
top surface of the phantom. Physical breast model enables
thermal surface reaction based on activation particular local
heat sources (single or multiple resistors) which is why it can
simulate inflammation, local skin changes connected with
temperature increase e.g. hormones variation or cancer.

2.1 Simulation of Breast Cancer

In this experiment the phantom simulates a temperature
distribution of a breast. During tests several resistors con-
figuration (heating level, number, position) and two value of
breast phantom initial temperature (31.5 °C, 33 °C) were
programmed. Each test consisted of: choosing model work’s
configuration, stabilizing of model’s temperature response,
applying BRASTER device to breast model (Fig. 2), and

Fig. 4 Sample results of
inflammation simulation
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acquiring thermograms. The experiments were aimed at
obtaining thermograms similar to thermograms of cancerous
breast, taken from medical images database collected in
clinical trials by Braster company.

2.2 Simulation of Skin Inflammation

In this experiment the phantom simulates a temperature
distribution on human skin. As an indicator of inflammation,
researches used thin polyurethane foil (100 µm) covered by
thermochromic pigment (chromazone®, activation temper-
ature: 31 °C) and with an adhesive layer on the other side of
the foil. During tests the thermo-optic indicator was placed
on the surface of the phantom. The test consisted of: pro-
gramming value of phantom initial warming (29.5 °C),
increasing power of local heat sources, stabilizing model’s
thermal response, acquiring thermo-optic indicator response
and value of phantom surface temperature.

3 Results and Discussion

Thermograms, a result of breast model performance, was
recorded by Braster testprogram.exe PC software. A sample
of the registred thermograms and comparative thermograms
of cancerous breast are shown in Fig. 3.

The experiments showed that physical breast model is
able to simulate a temperature distribution similar to a
cancerous breast. The functionality of programming several
resistor configuration and values of phantom initial warming
enables simulation of many diverse cases.

Results of inflammation simulation are shown in Fig. 4.
The experiments proved that the breast phantom is able to

simulate a temperature distribution of skin with presence of
wound infection which confirms the color change of the
thermo-optic indicator.

4 Conclusions

Physical breast model is a simulator of temperature distri-
bution. The original application of the model was breast
simulation for contact thermography. However, abovemen-
tioned experiments showed that the physical breast model
could be used also with other products, such as
thermo-indicators. Beast model various work configurations
enables projection of different cases. Additionally, thanks to
the high repeatability of simulation results gives new pos-
sibilities for the breast model to be used by researches to test
new solutions, devices or medical products based on the
registration of local temperature changes.
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Activation Propagation in Cardiac Ventricles
Using the Model with the Conducting
System

Elena Cocherova , Jana Svehlikova , and Milan Tysler

Abstract
The characteristics of the activation propagation in a
geometrical model of cardiac ventricles formed by several
ellipsoids, with or without a fast conducting endocardial
layer representing the Purkinje fibers and with activation
started in one or several endocardial locations were
compared in this study. The activation propagation was
simulated by two approaches. In the first one, temporal
and spatial changes of the membrane potential were
numerically modeled by a reaction-diffusion (RD) equa-
tion of the propagation with the transmembrane ionic
current density defined by modified FitzHugh-Nagumo
equations. The propagation was numerically solved in
Comsol Multiphysics environment. In the second
approach, the electrical excitation of the working ven-
tricular myocardium was simulated by a cellular automa-
ton (CA) model that was implemented in Matlab
environment. Local activation times in both ventricles
were computed by both approaches in ventricular models
with and without the fast conducting layer representing
Purkinje fibers (heterogeneous and homogeneous model).
In both models, the activation was initiated either in a
single starting position or gradually in nine starting
positions imitating more physiological conditions.
Despite some differences in the activation sequences, by
both approaches acceptable activation times of the whole
ventricles were obtained for the homogeneous model with
nine starting points and for the model with conducting
layer regardless of number of starting positions.

Keywords
Cardiac ventricles � Purkinje fibers � Local activation
times � Reaction-diffusion propagation model
Cellular automaton

1 Introduction

The propagation velocity of the activation front in the human
cardiac ventricles depends on the myocardial tissue param-
eters, as well as on the local shape of the front [1, 2]. The
propagation velocity is smaller for the convex shape of the
front than for the planar or concave one.

The activation propagation in the can be modeled using
the approach based on reaction-diffusion (RD) equations (in
monodomain or bidomain tissue models) [3, 4], or by using
the approach with less time-consuming models based on the
cellular automaton (CA) [5, 6]. If the RD equations are used,
the realistic dependence of the propagation velocity on the
activation front curvature is preserved, while constant
propagation velocity, independent from the front shape is
supposed in the CA approach.

The geometry of heart ventricles can be derived from CT
or MRI scans [3] or some simplified ventricular geometry
can be defined analytically, using ellipsoidal of spherical
segments. In this article, analytically described ventricles
defined by ellipsoidal segments were used [6, 7] and the
local activation times when the activation front arrived in
particular points in the ventricles were computed for
homogeneous ventricular myocardium and for myocardium
with conducting endocardial layers representing the bran-
ches of Purkinje fibers. The results for approaches using the
RD and CA propagation models were compared.

2 Subject and Methods

2.1 Monodomain RD Model and CA Model

In the RD monodomain model, the electrical activation of
the cardiac tissue [3, 4] is described by the partial differential
equation:

@ Vm

@ t
¼ r � DrVmð Þ � iion þ is ð1Þ
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where Vm is the membrane potential, D is the tissue diffu-
sivity, iion is the ionic transmembrane current density, is is
the stimulation current density. Current densities are nor-
malized to membrane capacitance with units A/F. The ionic
transmembrane current density iion is modeled using the
modified FitzHugh-Nagumo (FHN) equations [4, 7, 8].

The tissue diffusivity D is mainly dependent on the tissue
conductivity r, and also on the membrane surface-to-volume
ratio b and the membrane capacitance per unit area Cm:

D ¼ r= bCmð Þ ð2Þ
In the CA propagation model, ventricular tissue is rep-

resented by a finite regular grid of elements, in which the
activation states are calculated [6, 7].

2.2 Models of the Ventricular Tissue

The electrical activation of the ventricles simulated by the
RD and CA approaches was computed in four different
models of the ventricular tissue. In all of them the geometry

was defined analytically by several ellipsoidal segments that
are described in details in [5–7]. Their size from apex to base
was 80 mm and diameters at the base were 84 and 60 mm.
When the RD approach was used, the stimulations were
applied to spheres with their centers in desired starting
positions and with a radius of r = 2 mm. When the CA
approach was used, the stimulations were applied to single
points in the same desired positions.

Two homogeneous models of the ventricular myocardium
were defined (Fig. 1, left). In the first one, a single starting
position (marked by blue circle) was defined near the
endocardial surface of the left ventricular septum (at the x, y,
z position: 42, 35, 32 mm). In the second one, nine physi-
ologically substantiated starting positions were defined near
the endocardial surfaces of the left and right ventricular
septum, and lateral walls of both ventricles (all marked
circles).

Another two ventricular models were heterogeneous:
They had the same geometry defined by ellipsoidal segments
and the same two configurations of the starting positions of
activation but they had also fast conducting layers (high-
lighted areas in Fig. 2, right) representing the Purkinje fibers

Fig. 2 Spatial distribution of the
membrane potential Vm [V] in the
ventricular model with the
conducting layer in time
t = 23 ms obtained from the RD
propagation model for one
starting position (left) and for
nine starting positions (right)

Fig. 1 Ellipsoidal geometry of
homogeneous ventricles with nine
starting points of activation. The
single starting point is marked by
blue color (left). The posterior
view of the geometry of ventricles
with highlighted fast conducting
layers representing the Purkinje
fibers (right)
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with higher conduction velocity. These conducting layers
(2 mm thick) were set apart at the endocardium of the left
and right ventricle, spreading from apex to about 70% of the
apex-to-base distance. The remaining ventricular volume
represented the working myocardium.

2.3 Parameters of CA and RD Propagation
Models

The activation propagation computed using the CA model
[6] was performed in Matlab. To resemble the conduction
system (the Purkinje fibers), the activation propagation
velocity in the conducting layer was defined three times
higher than in the working myocardium tissue: vM = 0.52
m/s for the working myocardium and vP = 3 � vM for the
conducting layer.

In the RD propagation model, the same parameters of the
ventricular tissue as in [7] were used in the homogeneous
ventricular model. The tissue diffusivity of the working
myocardium was D = 0.0004 m2/s (relating to the tissue
conductivity r = 0.4 S/m). The tissue diffusivity of the
conducting layer was nine times higher than in the myo-
cardium, as the conduction velocity in a one-dimensional fiber
is proportional to the square root of the tissue conductivity.

3 Results

In the RD propagation model, the membrane potential Vm

was numerically solved in Comsol (Mesh Finer) and the
activation times were subsequently evaluated from the time
courses of Vm in Matlab. Spatial distributions of the mem-
brane potential Vm obtained from the RD propagation model

in ventricles with the conducting layer for one and nine
starting positions are shown in Fig. 2.

Spatial distributions of activation times in the model with
the conducting layer and nine starting positions in plane
y = 45 mm obtained from the RD and CA propagation
model are shown in Fig. 3.

Maximal activation times in the ventricular models with
the conducting layer (heterogeneous models) were consid-
erably shorter than in the homogeneous models because the
activation is spreading much faster along the endocardium
(Table 1).

Maximal activation times, when the whole homogeneous
model with single starting position was activated, were out
of the physiological range (higher values than 120 ms, [9–
12]) when both, the CA and RD propagation models were
used. Physiologically acceptable maximal activation times
(in the range from about 80 to 120 ms) were obtained in the
homogeneous model with nine starting positions and also in
the heterogeneous ventricular model with single starting
position.

Still acceptable total activation times, slightly shorter than
physiological values for adult people (values lower than
80 ms [10]) were obtained in the ventricular model with
conducting layer and nine starting positions when both, the
CA and RD propagation models were used.

Fig. 3 Spatial distribution of
activation times in the ventricular
model with the conducting layer
in the plane y = 45 mm obtained
from the RD (left) and CA (right)
propagation models

Table 1 Maximal activation times in ms

Model DR CA

Homogeneous, one starting position 137 145

Homogeneous, nine starting positions 85 89

Heterogeneous, one starting position 101 90

Heterogeneous, nine starting positions 66 63
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4 Conclusions

Maximal activation times higher than 120 ms were obtained
by both, RD and CA approaches in the homogeneous ven-
tricular model with one starting position. More physiological
activation times of the whole ventricles in the range from
about 80 ms to 120 ms were obtained by RD and CA
approach in the homogeneous ventricular model with nine
starting positions. Similar values were obtained also for
models with the conducting layer and one starting position.
Slightly shorter values were obtained for models with the
conducting layer and nine starting positions.

The differences between activation times obtained by the
RD and CA approaches in heterogeneous models were
caused by delayed activation propagation through the tissue
boundary in the RD approach and changing velocity of
propagation due to curvature of the activation front.
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Comparison of ECRES Algorithm
with Classical Method in Management
of Diabetes Type 1 Exercise-Related
Imbalances

Miloš Ajčević, Maria Pia Francescato, Mario Geat,
and Agostino Accardo

Abstract
Nutrition and physical activity are important parts of a
healthy lifestyle and management of diabetes. Regular
moderate-intensity physical activity in type 1 diabetes
patients can enhance insulin sensitivity, reduce the risk of
cardiovascular disease and improve psychological
well-being. Nevertheless, the risk of exercise-induced
hypoglycemia is a great challenge for patients with type 1
diabetes and represents an important barrier to physical
activity in these patients. Recently, an algorithm called
ECRES has been developed with the aim of estimating,
depending on patient’s own therapy and specific physical
activity, the glucose supplement required by the patient to
maintain safe blood glucose levels. The aim of this study
is to compare the ECRES algorithm to classical quanti-
tative approach. Therefore, we measured and compared
glycaemia in 23 patients (mean age: 43 ± 12 years)
during 1-h treadmill walk/run maintaining heart rate at
65% of his/her theoretical maximum value for age. For
each subject two separate tests were performed: with
carbohydrates supplement estimated by ECRES algo-
rithm and by classical approach, respectively. The
average heart rate observed during exercise (average
progression speed: 5.8 ± 0.8 km/h at 4.2 ± 2.3% incli-
nation) was 111.5 ± 9.4 bpm. Glycaemia measured by
portable glucometer showed no significant differences
between tests managed with ECRES algorithm and with
classical approach, both before (149 ± 47 vs.
128 ± 41 mg/dL) and at the end of the performed
exercise (134 ± 66 vs. 138 ± 54 mg/dL). The ECRES
algorithm, however, estimated a significantly lower
amount of carbohydrate needed for physical activity as
compared to that suggested by the classical approach

(14.8 ± 12.0 g vs. 23.4 ± 4.7 g; p < 0.05), while main-
taining patients’ blood glucose within optimal clinical
limits. The study results confirmed the validity of the
estimates made by the ECRES algorithm.

Keywords
Physiological modelling � Type 1 diabetes
Glycaemia � Algorithm � Exercise

1 Introduction

Type 1 diabetes is an autoimmune disorder which pre-vents
the body from being able to produce enough insulin to
adequately regulate blood glucose levels. Despite significant
advancements in blood glucose monitoring and improved
insulin therapy, large excursions in blood glucose concen-
tration remain a major challenge for the active person with
type 1 diabetes mellitus [1]. Physical activity and adequate
nutrition, together with insulin therapy, are very important
milestones of a healthy lifestyle and management of dia-
betes. Regular moderate-intensity physical activity in type 1
diabetes patients can enhance insulin sensitivity, reduce the
risk of cardiovascular disease and improve psychological
well-being [2–4]. Nevertheless, the risk of exercise-induced
hypoglycemia is a great challenge for patients with type 1
diabetes and represents the most important barrier to phys-
ical activity in these patients [5].

Exercise-associated glycemic imbalances are often diffi-
cult to manage. Hypoglycemia during exercise can be dan-
gerous and decreases performance; on the other hand,
excessive carbohydrates intake before or during physical
activity can result in hyperglycemia and negate some of the
metabolic and cardiovascular benefits of exercise [6].
Existing guidelines for minimizing the risk of a hypo-
glycemia are still inexplicit. Thus, the patient has to deter-
mine his/her self-management strategy by trial-and-error.
The exercise-induced excessive fall of blood glucose level
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has generally been attributed to the large exercise-induced
rise in muscle glucose uptake not matched by a simultaneous
increase in hepatic glucose production [4]. Energy con-
sumption during physical activity, as well as carbohydrate
oxidation rate, varies with the type, duration and intensity of
exercise.

Perkins proposed management of exercise-related
imbalances by estimating carbohydrate needed to avoid
hypoglycemia according to type of activity and patient
weight [7]. This classical quantitative method is based on
standardized tables, that have been developed to help ath-
letes estimating their carbohydrate requirements for many
different types of exercise, a few times also with varying
intensities, according to body weight. However, patient’s
insulin sensitivity, the state of physical conditioning of the
subject and the timing of the exercise relative to the last meal
and insulin bolus are additional factors that require consid-
eration [1].

Recently, an algorithm called ECRES has been developed
with the aim of estimating, depending on patient’s own
therapy and specific physical activity, the glucose supple-
ment required by the patient to maintain safe blood glucose
levels [8]. This method is based on the patient’s habitual
therapy and diet, and changes in the insulin dose are not
mandatory. The patient’s insulin sensitivity is taken into
account through the individual dietary carbohydrates-
to-insulin ratio. The actual exercise intensity and duration
are used for the estimate and the patient’s physical fitness is
considered when the overall amount of glucose oxidized is
estimated. This algorithm also takes into account the timing
of the activity relative to the last meal and insulin bolus,
allowing the estimation of the carbohydrates supplement for
any time of day the exercise is performed. The method was
preliminary evaluated in the previous study showing
promising results [8]. However, this innovative approach has
not yet been compared to classical quantitative method.
Therefore, the aim of this study is to compare the ECRES
algorithm to the classical approach.

2 Materials and Methods

2.1 Experimental Protocol

Patients with type 1 diabetes diagnosed for at least 2 years
and with no evidence of diabetes complications contraindi-
cating physical activity, were recruited at Diabetes Center,
ASUITS, Trieste, Italy. For each subject two separate tests
were performed: with carbohydrates supplement estimated
by ECRES algorithm and by classical approach, respec-
tively. The two tests were performed at a distance of one
week in random order. Patients were recommended to
maintain their usual therapy (i.e. diet and insulin regimen)

and to control their blood glucose levels according to the
self-management procedures to avoid the occurrence of
hypoglycemic events 24 h before the tests. All tests started
4 h after the lunch (midday) insulin treatment. Each test
consisted in 1-h treadmill walk/run maintaining heart rate at
65% of patient’s theoretical maximal value (HRmax):

HRmax = 220� Age ð1Þ
where Age is expressed in years. Treadmill speed and/or
slope were adjusted to maintain the target heart rate. Before
each test patients were administered the amount of carbo-
hydrates supplement, calculated by one of the two methods,
in the form liquid dietary supplement Glucosprint
(Harmonium Pharma, Milan, Italy).

2.2 Quantitative Method

Amount of carbohydrates required (reqCHO) to avoid
exercise-induced imbalances according to quantitative clas-
sical approach for 1 h walking at a progression speed of
5 km/h (which, according to our previous experience, elicits
65% of HRmax) can be calculated by the following equation
derived from standardized tables [7].

reqCHO = 0:31 g/kgw + 1 g ð2Þ
where W is patient weight expressed in kg.

2.3 ECRES Algorithm

The ECRES algorithm, described in detail previously [8],
calculates the amount of carbohydrates supplement required
to avoid glycemic imbalances (reqCHO) as a fraction (Ft) of
the overall amount of carbohydrates burned during the
exercise (CHOox) and further corrects it by subtracting or
adding the excess or lack of glucose contained in the
extracellular compartment (Gb) as follows:

reqCHO = CHOox � Ftð Þ � Gb ð3Þ
Gb is derived from the actual capillary glucose level mea-
sured before the start of the exercise (aGL):

Gb = aGL� theoGL tð Þð Þ � ECF ð4Þ
where theoGL(t) is the theoretical glycaemia the patient
should have at the time of day the exercise is performed.
This value is estimated taking into account the time distance
from last meal and therapy; ECF is the volume of the
extracellular fluid compartment. The CHOox is calculated as
the product of exercise duration (exD), and the whole-body
carbohydrate oxidation rate. The latter is estimated on the
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basis of the expected exercise intensity, represented by the
average expected HR, and the patient’s fitness levels
(sedentary or active):

CHOox = m � HR + qð Þ � exD ð5Þ
where the m and q values are those reported previously [9]
for trained and untrained patients. The Ft is almost propor-
tional to the prevailing insulin concentration throughout the
effort (IC(t, j)). This is estimated on the basis of the patient’s
usual therapy data and on standard pharmacokinetic profiles
of the insulin analogues loaded in the system. It is also
corrected for the patient’s insulin sensitivity (S(j)), inferred
from the patient’s usual dietary carbohydrate-to-insulin ratio:

Ft = ((IC(t, j) � S(j)) � e + f ð6Þ
where t is the time of day and j is the day period (i.e.
morning, afternoon or evening) when the exercise is per-
formed; the e and f values have been reported in previous
work [8]. According to the description above, the following
data were uploaded in the algorithm to obtain reqCHO for all
patients: (a) their usual therapy (i.e. insulin types, doses and
time scheduling, together with the dietary carbohydrates);
(b) the time of day of exercise; (c) the capillary blood glu-
cose level measured just before the start; (d) the average
heart rate and duration foreseen for the particular exercise.

2.4 Data Acquisition and Analysis

Capillary blood glucose concentrations were measured using
a handheld glucometer (Accu-Chek Aviva, Roche Diag-
nostics, Indianapolis, Indiana, United States) 30 min before
(−30′), just before the start (0′), at the middle (30′), at the end
(60′) of 60-min exercise, and, finally, also 1 h thereafter.
Glycaemia in the range of 70–180 mg/dL was defined as
being on target. Heart rate was measured by heart rate
monitor (Polar, Kempele, Finland) during of the whole
experimental session. Amount of carbohydrates adminis-
tered before the start of the exercise were recorded in detail.
Mean velocity and slope were measured by treadmill.

3 Results

Twenty-three patients were recruited (mean age: 43 ± 12
years). Average heart rate observed during exercise was
111.5 ± 9.4 bpm, significantly higher than the mean heart
rate measured at rest 75.4 ± 9.9 bpm (p < 0.001). The
average treadmill progression speed was 5.8 ± 0.8 km/h at
4.2 ± 2.3% inclination. Cases of hypoglycemia were not
observed during and after tests, either by applying classical
approach or by applying the ECRES algorithm. On the other

side, too high glucose levels (>180 mg/dL) were observed in
7 of 23 subjects during the tests managed with classical
method, while this occurred in only 5 cases during the tests
managed with ECRES. Mean glycaemia measured values
before during and after exercise in the two tests managed
with classical and ECRES method are reported in Table 1;
no significant difference was observed at any time point.

The mean difference between glycaemia before the test
(i.e.; before exercise and carbohydrates administration) and
after test (60′) DGlycaemia (−30′)–(60′) was positive for
ECRES (15 mg/dL), and negative for classical method
(−10 mg/dL). Thus, on the average the classical method
tended to result in higher glucose blood levels at the end than
before the exercise; vice versa was observed for ECRES.
Moreover, the ECRES algorithm estimated a significantly
lower amount of carbohydrate needed for physical activity as
compared to that suggested by the classical approach
(14.8 ± 12.0 g vs. 23.4 ± 4.7 g; p < 0.05), while main-
taining patients’ blood glucose within safe clinical range.

4 Discussion

Appropriate self-management of type 1 diabetes is crucial
for the prevention of diabetes-related complications and
other adverse outcomes. Patients affected by this disorder
may benefit from the many valuable effects of regular
physical activity. Anyhow, the frequent metabolic imbal-
ances experienced by these patients during exercise dis-
courage them from regular physical activities [5]. So far,
only general strategies have been suggested and no
well-defined guidelines have been proposed to help patients
maintain a glycaemia within optimal clinical range for
activities performed at any time of day and under a rather
wide range of intensities. In order to overcome this problem,
recently ECRES model for self-management of
exercise-associated glycemic imbalances was proposed.

Our study compared classical and ECRES algorithm to
estimate the amount of supplemental carbohydrates to
avoided hypoglycaemia during the 1-h walk performed 4 h
after midday therapy and meal. There was no significant
difference in glycaemia at the end of exercise between the

Table 1 Mean ± 1SD blood glucose levels measured before during
and after exercise in two tests managed with classical and ECRES
method

Time from exercise
start (min)

Classical approach
(mg/dL)

ECRES algorithm
(mg/dL)

−30′ 128 ± 41 149 ± 47

0′ 146 ± 46 160 ± 45

30′ 157 ± 50 152 ± 54

60’ 138 ± 64 134 ± 66

Comparison of ECRES Algorithm with Classical Method … 805



two methods and there were no cases of hypoglycaemia
during and after the tests. ECRES maintained patients’
glycaemia level within optimal clinical range in 87% of
cases, while the classical approach was successful in 78%. If
glycaemic imbalances, either hypoglycaemia or hypergly-
caemia are avoided, exercise will give benefits also on
long-term glycaemic control [8].

The amount of carbohydrates supplement estimated by
classical quantitative method was significantly higher com-
pared to that suggested by the ECRES algorithm. Higher
carbohydrates administration than real exercise needs can
partially cancel the beneficial effects of physical activity. In
fact, patient managed with classical method had higher
glucose blood levels at the end than before the exercise,
while this was not the case with ECRES algorithm.

The results of this study should be interpreted bearing in
mind that the tests were performed 4 h after the therapy,
which represents the best condition for the classical approach.
However, in case of exercise performed earlier or after this
time, ECRES would suggest a higher or lower carbohydrate
supplement, respectively, while the classical approach does
not take into account this variable. Previous study showed
that ECRES maintained patients’ blood glucose level within
optimal range in 70% of the walks, independently of the time
distance (3, 4 and 5-h) from the insulin injection [6].

5 Conclusions

The study results confirmed the validity of the estimates
made by the ECRES algorithm. This method estimated a
significantly lower amount of carbohydrate needed for
physical activity as compared to the amount suggested by
the classical approach, while maintaining patients’ blood
glucose within safe clinical limits. The results should be
confirmed in future clinical study performing the tests at a
different time distance from the insulin injection.
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Application of Computational Aerodynamics
on the Risk Prediction of PM2.5
in Congenital Tracheal Stenosis

L. M. Zhu, X. L. Gong, J. Y. Shen, L. P. Liu, J. F. Liu, J. L. Liu, and Z. M. Xu

Abstract
PM 2.5 is one of the particulate pollutants in atmosphere.
It refers to the matter size smaller than 2.5 lm. Long-term
exposure can lead to health problems, especially to the
respiratory system. Although many reports have been
published on its harm, there are little researches focused
on its risk prediction to the children with congenital
tracheal stenosis (CTS). In the present study, we used the
method of computational fluid dynamics (CFD) to inves-
tigate the aerodynamic characteristics of airflow with PM
2.5 in the trachea. The motion of airflow and the risk of
PM2.5 were predicted in a normal tracheal model and a
patient-specific CTS model, respectively. Compared with
the tracheal aerodynamics and PM 2.5 distributions in the
main airway, the potential risk of PM 2.5 to the CTS were
disclosed. The results indicated that more deposited areas
of PM2.5 were observed at the downstream of the trachea
stenosis and the bronchus around the bridging bronchus
were more likely affected by PM2.5. This implied that the

trachea with CTS was more vulnerable and PM2.5 might
aggravate the tracheal stenosis. The application of
computational aerodynamic analysis could be used for
the risk prediction of PM2.5 in CTS.

Keywords
Computational fluid dynamic � Congenital trachea
stenosis � PM 2.5 � Particle deposition � Risk prediction

1 Introduction

Congenital tracheal stenosis (CTS) is a rare structural
obstructive airway disease. The clinical symptoms of CTS
include asthma, shortness of breath, cough and wheezing [1].
PM 2.5 refers to the micron particles with equivalent
diameter smaller than or equal to 2.5 lm. It can enter the
respiration tract by breathing, deposit on the bronchus and
even permeate to the alveoli and blood. Many researches
have confirmed long-term exposure to polluted air poses a
serious threat to the respiration system [2–5]. However, there
are little researches focused on its risk prediction to the
children with CTS. Numerical computation has become an
important way to study aerodynamics in the airway in recent
years [6–9]. In the present study, our research focused on the
aerodynamic characteristics of airflow with PM 2.5 in the
trachea to predict the potential risk of PM 2.5 to a patient
with CTS by the comparison of a normal trachea. In the
simulation of the airflow, the DPM model was used to
numerically analyze the deposition regularity of PM 2.5 in
the trachea. The aerodynamic parameters, including wall
shear stress (WSS), velocity streamlines, position of particles
deposition and statistics of tracked, escaped and trapped
particles were calculated to estimate the differences of
aerodynamic characteristics between the normal trachea and
the patient-specific CTS model.
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2 Materials and Methods

2.1 3D Model Reconstruction and Mesh
Generation

In the present study, a 15-month-old male patient, was diag-
nosedCTSwith three stenoses. Due to the small size of the tiny
bronchi, only the stenosis in the main airway can be surgically
corrected. A male normal child as control was selected. By
obtaining written informed consent from all guardians and the
approval of the local institutional ethical review board, our
study was carried out. CT images in DICOM format were
imported into a medical image processing software, Materi-
alise®-Mimics Innovation Suite 18.0, (Belgium). A 3D tra-
cheal object was transformed into 3D geometry from
two-dimensional (2D) images. Then, we imported it into
computer-aided design (CAD) software, Materialise®-
3-Matic 10.0 (Belgium), to smooth the surface of model. The
two 3D smoothed models have been shown in Fig. 1.

After the process of model reconstruction and smoothing,
they were imported into the grid-generation software,
ANSYS®-ICEM 14.5. Three-layer body-fitted hexahedral
grids were generated for the accurate measurement of WSS
near the wall, and tetrahedral grids in the interior. Hereinto,
an average nodal space of hexahedral grids increased by a
ratio of 1.2. In order to find a better mesh for the efficient
calculations, grid sensitivity verification has been checked.
The grid number of tracheal model with CTS and normal
tracheal model is 1,412,781 and 1,021,855, respectively.

2.2 CFD Simulation

We assumed the airflow as a Newtonian and incompress-
ible fluid. Navier-Stokes (N-S) equation and continuity
equation as the governing equations were applied for the
computational analysis of airflow in the trachea. We
assumed the airflow with the constant density (q = 1.61
kg/m3) [10] and viscosity (l = 1.864 � 10−5 kg/m s) [11]
in the present study. The airflow in the lower respiration
tract was turbulence flow with a low Reynolds number.
Wilcox k-e model was considered to obtain the turbulence
viscosity, which was verified perfectly for airflow simula-
tion by CFD. We set PM 2.5 as solid spherical particles,
and its constant density was far greater than the density of
air. Discrete Phase Model (DPM) was applied to simulate
the airflow with PM 2.5 in the trachea. The unit Stokes’
drag force of particles, the gravity of particles and Saffman
Lift Force were considered in calculations. The governing
equations of particle velocity, in Lagrange method, were as
follows:

dvp
dt

¼ 18l
d2pqpCc

v� vp
� �þ gz qp � q

� �

qp

þ 2� 2:594t1=2qdij

qpdp dlkdklð Þ1=4
~t� tp

!� �
ð3Þ

where v was the fluid velocity, vp was the particle velocity, l
was the dynamic viscosity, q was the fluid density, qp was
the particle density, dp was the particle diameter.

Fig. 1 A 3D tracheal model with CTS and a normal tracheal model (Blue dotted lines indicate the direction of airflow in inspiration)
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Monodispersed particles of diameters (dp = 1 lm) and
density (qp = 2000 kg/m3) [3] were used for simulation of
deposition efficiency, gz was the gravity in z direction, qp
and q were density of particles and air, respectively, dij was
the fluid deformation rate tensor, Cc was Cunningham cor-
rection factor.

The breathing curves of the child with CTS and normal
child in these calculations have been showed in Fig. 2. The
“trap” condition was used for the walls of calculation
domain, which meant that when the edge of a particle tou-
ches the wall, the particle was deposited. The “escape”
condition was used for inlet and outlets which were changed
for inspiratory and expiratory parts of breathing. It meant
that a particle passing this boundary (leaving domain) was
lost for further calculations. The direction of the expiration
was opposite.

3 Results

Figure 3 displayed the velocity streamlines and position
contour of PM2.5 deposition in the models of CTS and
normal trachea (b) at the respiration with the highest
velocity. The airflow was straight in the normal trachea. The
turbulence flow was appeared in right upper lobe (RUL),
bridging bronchus (BB) and left middle bronchi (LMB) in

the CTS model which were marked out with dotted circles.
There was the turbulence airflow with higher velocity (10 vs.
3 m/s) in the CTS model. The highest value of the velocity
was found in the main stenosis as well. It was obvious that
the distribution of particles was more uniform in the normal
tracheal model. The particles were mainly deposited in RUL,
BB and LMB where the turbulence airflow was generated.
Statistics of tracked, escaped and trapped particles were
described in Fig. 4. The number of all the particles traced
equaled to the sum of the number of particles trapped by the
wall of the trachea and the number of particles escaped from
the outlets of bronchus. In the model of CTS, there was
99.3% of PM2.5 that would deposit in the trachea. While the
most particles deposited in the trachea, the possibility of
aggravating tracheal stenosis might increase. In the normal
tracheal model, there was 91.5% of PM 2.5 that might
transport to the next level bronchi and even the lungs. It
indicated that the risk of potential injury to the lungs was
higher for the normal child.

4 Discussion

CTS is a life-threatening congenital disease that often causes
severe respiratory insufficiency. PM 2.5 is the most common
particulate pollutants in atmosphere. The effects and risks
caused by PM2.5 in the trachea with CTS are still unclear. In
the present study, the method of CFD was applied to sim-
ulate the movement of airflow with of PM 2.5 in trachea.
Streamlines, the position of particles deposition and statistics
of tracked, escaped and trapped particles were computed to
estimate the aerodynamic differences and deposition regu-
larity of PM 2.5 in the tracheal model CTS and the normal
trachea. The streamlines of velocity indicated the tracks of
airflow. The complex turbulence occurred in RUL, BB and
LMB of the trachea with CTS. More deposited areas of
PM2.5 were observed at the downstream of the tracheal
stenosis and the areas of bronchus around BB were more
likely accumulated the particles of PM2.5. For the patient
with CTS, there were 99.3% of PM2.5 that would deposit in
the trachea and bronchus. Long-term exposure to PM 2.5
would increase the infection rate and aggravate the tracheal
stenosis because of a large number of deposited particles.
However, for the normal patient, 91.5% of PM 2.5 might
transport to the next level bronchi and even the lungs. It
inferred that for the normal child, the possibility of injury
to the lungs was larger than the children with CTS.

Fig. 2 Respiration curves in the calculation
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The distribution of particle deposition was closely related to
the tracheal geometry.

5 Conclusion

In order to disclose the potential risk of PM 2.5 to the CTS
and the aerodynamic differences between the CTS and
normal trachea, the numerical study was carried out by the
method of CFD. The results showed the aerodynamic dif-
ferences and different distributions of deposition of PM2.5 in
two tracheas of a patient with CTS and a normal child. For
the patient with CTS, the probability of PM2.5 deposited in
the trachea was higher, and the location of particle deposi-
tion was distributed mainly in places where turbulence flow
occurred. These regions were prone to aggravate the steno-
sis. Compared to the normal child, the possibility of PM2.5
causing damage to the trachea was higher, which might
further aggravate the stenosis.

Fig. 4 Statistics of tracked, escaped and trapped particles in the
trachea of two children

Fig. 3 Streamlines of the patient and particles deposition contour of the patient with CTS (a) and normal child (b)
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Hemodynamic Effects of Conduit Position
on Systemic-to-Pulmonary Shunt:
A Numerical Study Using Virtual Design

J. L. Liu, Q. Sun, Z. R. Tong, J. Y. Shen, and J. F. Liu

Abstract
The systemic-to-pulmonary shunt is a widely used
palliative procedure in the therapy of congenital heart
defect (CHD). Although it improved over the years, the
anastomosis position of the conduit related to the control
of pulmonary flow in the procedure is still one of the
controversial issues. Based on patient-specific medical
images, a three-dimensional (3D) vascular model was
reconstructed in the present study. Four possible surgical
positions of the conduit implantation for the
systemic-to-pulmonary shunt were virtually devised by
computer-aided design (CAD). Pulsatile simulations were
done by the technique of computational fluid dynamics
(CFD) to capture the physiological information of blood
flow. The results indicated that higher pressure and wall
shear stress were generated in the conduit. It may increase
the risk of blood cell damage. While, the quantitative
analysis showed that a relatively good balance of blood
flow distribution and appropriate pressure drop between
systemic and pulmonary circulations were achieved when
the conduit was anastomosed at the innominate artery or
subclavian artery than it was at the ascending aorta. The
numerical study based on the virtual design is a useful
approach for the preoperative prediction of local

hemodynamics and provides more detailed information
for the choice of patient-specific surgical design.

Keywords
Systemic-to-pulmonary shunt � Conduit position
Hemodynamics � Virtual design � Computational fluid
dynamics

1 Introduction

The systemic-to-pulmonary shunt is one of the most widely
used palliative procedures to lessen cyanosis and improve
the oxygen saturation in the therapy of congenital heart
defects (CHDs). By surgical connection between the sub-
clavian artery (SA) or ascending aorta (AAO) and the pul-
monary artery (PA) through a Gore-Tex conduit, the blood
flow was diverted from the systemic circulation to the pul-
monary arteries (PAs). Although various modifications of
the systemic-to-pulmonary shunt have been described and
applied to clinical treatment over the years, much debate
regarding anastomosis position of the conduit are still con-
cerned for the optimization.

Medical image-based virtual design of the procedures by
the combination of the techniques of computational fluid
dynamics (CFD) and computer-aided design (CAD) is a
promising method for the surgical studies. Different schemes
can be designed to find the optimal approach by the evalu-
ation of hemodynamics [1–3].

Here, we used the medical image-based virtual design to
investigate the conduit anastomosis position in the systemic-
to-pulmonary shunt. A patient-specific three-dimensional
(3D) vascular configures after the systemic-to-pulmonary
shunt were reconstructed. The technique of CAD was uti-
lized to change the conduit position to imitate three possible
surgical implantations of the conduit. The local hemody-
namics was compared to disclose the effects of the conduit
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position of the systemic-to-pulmonary shunt by CFD. The
objective of this study was to disclose the flow features of
the different connections of the conduit and provide infor-
mation for surgical optimal design of patient-specific treat-
ment in clinic.

2 Materials and Methods

2.1 Generation of Geometric Models

Clinical studies were done with the approval of the local
institutional review board and regional research ethics
committee of Shanghai Children’s Medical Center (SCMC)
Affiliated Shanghai Jiao Tong University School of Medi-
cine. A 3D patient-specific vascular model of the
systemic-to-pulmonary shunt was reconstructed from a ser-
ies of continuous 0.625 mm-thick CT images of a
10-month-old child.

The medical images from a 16-slice multi-detector row
enhanced CT scanner (Bright Speed Elite, GE Medical
System, General Electric, America) were compiled and
reconstructed by the software Materialise®-Mimics 18.0 and
3-Matic 10.0 (Materialise, Haasrode, Belgium). Due to the
pulmonary atresia, the blood flow of PAs was provided from
systemic circulation through the systemic-to-pulmonary
shunt. Figure 1 depicts the reconstructed geometry after
surface smoothing. The stereo-lithography interface format
(STL) format was used to export the 3D vascular geometry
for model rebuilding by CAD software.

2.2 Model Rebuilding

The process of model rebuilding was done by the CAD
software Materialise®-3-Matic 10.0. Based on our clinical
experience and patient-specific anatomical structures of
arteries, we modified the connection position of the conduit to
three possible surgical positions. The same diameter of con-
duit was used. Figure 1 shows the results of our virtual design.

2.3 CFD Analysis

Mesh Generation. A computational mesh was generated for
the numerical solution of the equations governing blood
motion. The five-layer body-fitted prismatic grids in the
near-wall regions were employed to catch the hemodynamic
characteristics of wall shear stress (WSS). The tetrahedral
grids were created in the rest domain. The grid-independent
verification was performed in our previous study to find the
best mesh for CFD analysis [4].

Boundary Conditions. Due to the pulmonary atresia, we
used the pulsatile velocity measured by echocardiography at
the AAo as the inlet condition. Sixty times of vessel diam-
eter were extended for sufficient recovery of blood pressure
at each branch. A zero pressure gradient with the estimated
pressure wave reflections from peripheral vessels at diastolic
phase proposed in our previous study of Norwood procedure
[4] was applied at the outlets. Details of our methods and
validations were reported in the previous studies [4–6].

Fig. 1 The 3D patient-specific vascular model of the systemic-to-
pulmonary shunt and three virtual models created by CAD (AAo:
Ascending Aorta; DA: Descending Aorta; LPA: Left Pulmonary

Artery; RPA: Right Pulmonary Artery; LSA: Left Subclavian Artery;
RSA: Right Subclavian Artery; LCCA: Left Common Carotid Artery;
RCCA: Right Common Carotid Artery)
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Calculations. The 3D incompressible Navier-Stokes equa-
tions governing the motion of blood flow was solved by the
software, ANSYSⓇ-FLUENT 14.5, for the simulation of the
physiologic flow in the models. We assumed the blood was a
Newtonian fluid with a constant kinematic viscosity of
4.0 � 10−3 Pa s and the density of 1060 kg m−3, and the
vessels were rigid. For the detailed methodology of calcu-
lation, it was described in our previous studies [4–6].

3 Results

Due to the relatively close position of the anastomosis in the
systemic and pulmonary circulation in Model 1and Model 2,
Model 3 and Model 4, the pressure distribution of these
models is relatively close as well. The pressure gradient of
the systemic-to-pulmonary shunt in Model 1, Model 2,
Model 3 and Model 4 is about 6000 Pa, 7000 Pa, 8000 Pa

Fig. 2 The contour plots of the distribution of pressure (a), WSS (b) and streamlines (c) (Unit: Pressure-Pa; WSS-Pa; Velocity Magnitude-m/s)
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and 10000 Pa, respectively. Figure 2a shows the results of
Pressure.

The highest WSS regions are mainly located in the
systemic-to-pulmonary shunt and its anastomotic areas,
which increases the possibility of damage to endothelial
cells. Figure 2b displays the contour plots of WSS.

High speed regions are mainly appeared in the
systemic-to-pulmonary shunt, and low speed areas are dis-
tributed in the PA and the DA. Turbulence occurred in
anastomotic region of the systemic-to-pulmonary shunt and
RPA in Model 3 and Model 4, respectively. Figure 2c shows
the streamlines of each model.

4 Discussion

In the present study, we used the technology of CAD to
virtually modify the conduit position of the systemic-to-
pulmonary shunt. Compared with the original vascular
model reconstructed from medical images, local hemody-
namic characteristics were investigated by the analysis of
CFD simulation results. Based on our clinical experience,
the anastomosis position of the conduit was rebuilt. The
same boundary conditions were imposed and the same cal-
culation methods were applied in the CFD calculations.
Obviously different WSS distribution was found in the
conduit, while relatively equal pressure drop was obtained
from systemic circulation to PAs.

WSS is considered to be the main reasons on the for-
mation of thrombosis and occlusion. Studies have shown a
strong correlation in the magnitude of WSS, endothelial cell
function, and vessel wall remodeling [7, 8]. High WSS can
damage the endothelial layer of blood vessels. Therefore, to
control the WSS is critical for the reduction of thrombosis
formation.

The systemic-to-pulmonary shunt should keep the balance
of the blood supply to PAs. Otherwise, it might result in low
coronary perfusion pressure or cannot lessen cyanosis effi-
ciently. The balance of blood flow distribution ratio (FDR)
between systemic and pulmonary circulations was critical to
evaluate the outcomes of the systemic-to-pulmonary shunt.
The oxygen saturation would be changed together with the
distribution of blood flow between the pulmonary and sys-
temic circulations. Studies implied that when the value of the
FDR reached between 0.5 and 1 [9], the maximal oxygen
delivery would be achieved in the procedure. In the present
study, the FDR was 0.893, 0.883, 0.916, and 0.917, respec-
tively. Based on previous studies [9, 10], a relatively good
balance of blood flow distribution between systemic and

pulmonary circulations were achieved when the conduit was
anastomosed at the innominate artery or subclavian artery
than it was at the ascending aorta.

5 Conclusion

In the present study, we modified the conduit connection
position of the systemic-to-pulmonary shunt and investi-
gated the local flow features. We found the surgical design
of the conduit connected at Model 3 and Model 4 might be
the ideal design to achieve the better hemodynamics. Large
scale verification and validation will be done in the future
work. The combined technology of CAD and CFD is a
possible promising tool for the patient-specific surgical
design of the systemic-to-pulmonary shunt.
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Parameter Search to Find Ranges
of Activation and Inhibition of Wound
Healing Rate in a Mathematical Model
with Introduced Photobiomodulation

Alistair McQueen, Jacquelyn Dawn Parente, Sean McGinty,
and Knut Moeller

Abstract
When light stimulation is used for wound healing therapy,
a biphasic dose-response curve is observed, where cells are
activated below and inhibited above a treatment
dose threshold. Light treatment-dose responses are not
yet incorporated into mathematical models of wound
healing—yet these relationships would support optimiza-
tion of wound healing treatment protocols. This work
adapts an existing wound healing mathematical model by
exploring parameter values and introducing exogenous
photobiomodulation treatment inputs for future applica-
tions in model-based experimental research. A wound
healing mathematical model, created by Sherratt and
Murray in 1990, includes proliferation, migration, and
activating and inhibitory chemical terms. This model was
implemented and discretized by Forward Euler (FE) in
time and the Central Difference Method (CDM) in space in
1D. Travelling wave solutions of cell density and chemical
concentration were obtained and used to plot wound
closure in time and to estimate the wound healing rate.
A parameter search was conducted to identify ranges
where model simulations resulted in activation, inhibition,
saturation, or numeric instability of wound healing.
Published results of photobiomodulation treatment-
control studies reporting a percentage change in prolifer-
ation were used to scale proliferation terms, thus serving as
a proxy for light stimulation. Results showed the inhibition
model was more sensitive to parameter variation than the
activation model. Changes in the cell migration parameter
are most sensitive overall. Most model parameters were
bounded by saturation or numeric instabilities, while

otherwise demonstrating activating and/or inhibitory
effects on the rate of wound healing. Light stimulation
simulations were consistent with expectations that increas-
ing the proliferation term increased wound healing rate. To
support photobiomodulation model-based experimental
wound healing research, the model parameter search
identified threshold values categorizing activation or
inhibition of wound healing rate and this work also
adapted a model proliferation term consistent with photo-
biomodulation biological effects.

Keywords
Mathematical model � Photobiomodulation
Sensitivity analysis � Wound healing

1 Introduction

Mathematical models of wound healing represent coordi-
nated biological processes depending on chemically medi-
ated multi-cellular interactions. Advanced model-based
wound healing therapies apply knowledge of these rela-
tionships to guide individually optimized treatment protocols
[1]. To understand parameter relationships in a wound
healing model, we conduct a parameter sensitivity analysis
on a species conservation mechanochemical model by
Sherratt and Murray [2]. In addition, no existing mathe-
matical models of wound healing incorporate light treatment.
Therefore, this work introduces exogenous photobiomodu-
lation treatment inputs to the model.

Equation 1 illustrates the change in cell density, with
Eq. 2 demonstrating how the chemical concentration varies
with time during the wound healing process. The model’s
equations are presented below in dimensionless form [2]:
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@n

@t
¼ Dr2nþ 2cm h� bð Þc

c2m þ c2
þ b

� �
n 2� nð Þ � n;with

b ¼ 1þ c2m � 2hcm
1� cmð Þ2

ð1Þ

@c

@t
¼ DCr2cþ d

n 1þ a2ð Þ
n2 þ a2

� �
� dc; ð2Þ

where n is cell density, and c is chemical concentration. In
the first term on the right-hand side of Eq. 1, D portrays
cell migration by a diffusive term. Several terms represent
cell mitosis: h is the difference in mitosis rates between
wounded and unwounded dermis; and cm is the maximum
rate of mitosis, as controlled by the chemical mediator. b is
used to group parameters for simplification. The chemical
mediator, DC, represents diffusion, where d is chemical
decay, a first order kinetic parameter. The chemical pro-
duction term, a, dictates the maximum rate of chemical
production.

The inhibitor model below implements similar funda-
mental equations as the activator model above; with altered
cell proliferation and chemical production terms. Equa-
tions 3 and 4 describe a chemical inhibitor model in
dimensionless form [2]:

@n

@t
¼ Dr2nþ h� 1ð Þcþ h

2 h� 1ð Þcþ 1

� �
n 2� nð Þ � n; ð3Þ

@c

@t
¼ DCr2cþ dn� dc: ð4Þ

The parameters in the inhibitor model have the same char-
acteristics as described within the activator model. Both the
activator and inhibitor models employ Dirichlet boundary
conditions at the wound centre, equivalent to the unwounded
tissue value, and a zero-flux Neumann boundary condition at
the wound centre, preventing the movement of cells and
chemicals to and from the wound [2].

2 Method and Materials

The model equations were discretized in time by Forward
Euler and in space by the Central Difference Method. The
algebraic equations progress forward in time when plotting
travelling wave solutions; illustrating how both species
migrate through the wound space during the healing process.
From this, the minimal healing time was devised, allowing
for the relative time taken for the wound to close be
demonstrated.

A sensitivity analysis was conducted to demonstrate the
effect on healing time by, relative to the original healing time

(relative healing time), altering individual parameters; pro-
viding insight into how the model parameters alter wound
healing characteristics. Minimum and maximum parameter
values were defined for a fixed mesh size, where the results
illustrated behaviour which was numerically unstable or
stagnated. Stagnation was defined upon observing a 1% (or
less) change in relative heal time after varying the parameter
by a single order of magnitude. The total heal time was
selected as a marker point for comparison. The extensive
sensitivity analysis depicts the change in relative wound
healing time to variations of individual parameters within the
model, thus providing an initial concept into understanding
the effect of light stimulation for wound healing; illustrated
through a mathematical model.

After implementing a generic mathematical model por-
traying wound closure, a simplistic approach into under-
standing photobiomodulation was addressed in the model.
Within the literature, cells proliferation is often noted as a
cellular response to light stimulation. Relevant literature was
found using the Web of Science (WoS) database, searching
for keywords including: ‘Light Stimulation’, ‘LED’,
‘Wound Healing’ and ‘Proliferation’. The search was limited
to papers published since July 2007. Additionally, most
methodologies involving wound healing via light stimula-
tion implement different parameters involving the irradiation
of light. Therefore, the fundamental inclusion criteria were to
present results from experimental publications which kept
irradiation parameters as similar as possible.

The effect of light stimulation was incorporated into the
mathematical model by scaling the proliferation term by the
percentage increase documented experimentally. This pro-
cedure was only applied to the activator model because all
experiments documenting positive results to wound healing
by the stimulation of red light. Therefore, parameters h and
cm were those primarily effected, illustrating the change in
mitosis rate between wounded and unwounded skin and by a
chemical mediator, respectively. Five papers in total were
used, reporting changes in cell proliferation upon light
stimulation, and is documented within Table 3 [3–7].

3 Results

The mathematical models were implemented in 1D to obtain
travelling wave solutions to the activator and inhibitor
models using original parameter values [2]. The solutions
demonstrate cell density and chemical concentration
throughout the wound space, and how these levels vary in
time. The interval spacing defines the wave speed.

Tables 1 and 2 present parameter sensitivity analysis
results for the activator and inhibitor models. Decreased
healing time was observed in both models upon decreasing
parameters DC, cm, and a. However, increasing these values
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increased the relative heal time. Alternatively, relative heal
time increased when decreasing D, d, and h, while increasing
these parameters produced a decreased heal time. Overall,
parameter behaviours trends are similar for chemical acti-
vator and chemical inhibitor models. Yet, the inhibitor is
more sensitive to parameter variation; numerical results tend
towards numerical instability, over stagnation. Unstable
model results are noted at fixed mesh values, therefore the
parameter bounds observed vary upon altering the mesh.

For example, the result of varying parameter h for the
activator model is described. Murray and Sherratt used
h = 10, based upon experimental results [2]. Decreasing
h from the original value increased heal time, while
increasing the value decreased heal time. A minimum bound
at h = 0.1 with a relative heal time of 1.24, where the result
stagnated. A maximum bound was observed at h = 100,
with a relative heal time of 0.79, where increasing h beyond
this value increased healing time.

Table 3 presents the time taken for the wound to close
and travelling wave speed when stimulated by varying doses
of red light. The results agree with conclusions drawn from
Chaves et al. [8]. A minimum value is observed at 4 J/cm2,
illustrating an overall decrease in wound healing time by
28.00%. For two successive singular increments in dosage,
the healing time only reduced by 18.8 and 16.89% respec-
tively. Increasing the dosage to 10 and 16 J/cm2 illustrates
only slight decreases in the healing time by 9.13 and 7.59%
respectively. The results represent a positive response, where
increases in the proliferation scaling decrease heal time.

4 Discussion

The parameter sensitivity analysis demonstrates activating or
inhibiting behaviour towards maximum and minimum value
bounds, where unstable or stagnant behaviour was observed.
The results portrayed the sensitive behaviour of D which,
unlike other parameters, is independent of chemical media-
tors and hence, heavily influences the travelling wave speed
and heal time directly.

Altering cellular proliferation parameters, h and cm of the
activator model has opposite effects. Increasing h saw cell
density levels fall below the chemical concentration, thus
decreasing heal time; with cell density levels increasing
above the chemical concentration for increments beyond
h = 100. Decreasing cm illustrated stability issues, with
interval spacing at the wound centre increasing for decreased
values of cm. Increasing cm, unlike other parameter varia-
tions, saw the chemical concentration increase gradually
towards the wound centre, whilst also decreasing the

Table 1 Sensitivity analysis of activator model (dimensionless
results). For each parameter value, the minimum, original [2], and
maximum parameter values are shown in bold, below which are the
corresponding times to wound closure, relative to the original heal time.
At parameter values beyond the limits, the model results were
characterized as saturated (S) or numerically unstable (U)

Parameter Minimum Original [2] Maximum

D heal time – increasing 0.0005
1

– decreasing

DC 0.0005
(S) 0.69

0.45
1

0.9
1.04 (U)

d 0.03
(S) 1.18

30
1

~14900
0.69 (U)

h 0.1
(S) 1.24

10
1

100
0.79 (–)

cm ~5
(U) 0.79

40
1

1000
1.18 (S)

a 0.0001
(U) 0.70

0.1
1

10
2.49 (S)

Table 2 Sensitivity analysis of inhibitor model (dimensionless results)

Parameter Minimum Original [2] Maximum

D
heal time

–

increasing
0.0001
1

–

decreasing

DC ~0.4
(U) 0.4

0.85
1

1.7
2.3 (U)

d 0.05
(S) 1.14

5
1

~10
0.74 (U)

h 0.5
(U) 1.37

10
1

10,000
0.9 (U)

Table 3 Scaling the model proliferation term by documented proliferation increase (at various irradiation parameters) decreases healing time. The
original parameter values were used [2]

Dose [J/cm2] Wavelength [nm] Proliferation increase [%] Closure time [%] Travelling wave [mm/h]

Control – – 100 2.20 � 10−3

4 [3] 627 52.0 72.0 3.30 � 10−3

5 [4] 670 27.5 81.20 2.75 � 10−3

6 [5] 640 25.0 83.11 2.75 � 10−3

10 [6] 700 11.6 90.87 2.70 � 10−3

16 [7] 640 10.0 92.31 2.68 � 10−3
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travelling wave speed, possibly explaining why healing time
increased.

For chemical mediator parameters, increasing Dc and a
increased heal time, while increasing d decreased heal time.
The former two noted decreased levels of chemical con-
centration when their values were decreased, resulting in an
increased heal time. Whereas, increasing d demonstrated the
opposite effect.

An initial approach to incorporating the effects of pho-
tobiomodulation into wound healing illustrates the positive
effects red light had on relative healing time. Scaling the
proliferation term influences cm and h, which dictate chem-
ical activity and mitosis rates, respectively. Increasing the
scale reduced healing time, which reflects experimental
results documenting increased proliferation rates and
reduced healing times.

When compared to Arndt-Schulz curve (which portrays
bi-phasic cellular activation and inhibition at a threshold
dosage [8]) the results do not demonstrate a sharp
decrease in cell proliferation. Only doses of 4 J/cm2 and
greater are presented. Thus, the activation increase towards
a maximum is not represented. Lastly, the light doses,
irradiation parameters, and experimental models are not
similar [3–7].

5 Conclusion

Understanding wound healing mathematical model param-
eter behaviour aids the development of advanced
model-based therapies to modulate wound healing pro-
cesses. This work identified the numerical behaviour of
model parameters and their effects on wound healing time.
Additionally, an initial methodology to incorporate

photobiomodulation was introduced, to account for docu-
mented cellular proliferation responses to red light as a
positive influence on decreasing wound closure rate.
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The Effects of Expiratory Flow Limitation
and Different Inspiratory and Expiratory
Airway Resistances on Dynamic
Hyperinflation of the Lungs: A Bench Study

Václav Ort and Lukáš Konupka

Abstract
Dynamic hyperinflation occurs when mean alveolar
pressure exceeds the mean airway pressure measured in
the airway opening. The dynamic hyperinflation develops
as a consequence of insufficiently long expiration termi-
nated by the subsequent inspiration. Two main principles
are supposed to create the dynamic hyperinflation during
high frequency oscillatory ventilation (HFOV): expiratory
flow limitation and different inspiratory and expiratory
airway resistances (Re > Ri). The aim of the study is to
design and test a physical model of the respiratory system
comprising both the mechanisms causing dynamic
hyperinflation and to characterize their effect upon
dynamic hyperinflation or hypoinflation development
during HFOV. The models were created using a rigid
volume and passive pneumatic components mimicking
the required characteristics of the airway resistance. The
models were connected to a HFOV ventilator and
different ventilator settings were applied in order to
investigate the parameters having the most significant
effect on dynamic hyperinflation development. The main
result of the study is that the expiratory flow limitation
corresponds better with the observed and published
properties of the respiratory system during HFOV. The
magnitude of dynamic hyperinflation depends on venti-
lator setting. The acquired results are supported by
recently published studies using mathematical-physical
modeling and correspond with results of the published
clinical trials.

Keywords
Expiratory flow limitation � Dynamic hyperinflation
High-frequency oscillatory ventilation

1 Introduction

High frequency oscillatory ventilation (HFOV) is an
unconventional ventilatory regimen that is characterized by
using very small tidal volumes applied with a high ventila-
tory frequency (2–15 Hz). As the tidal volumes are small,
comparable to the dead space volume of the respiratory
system (RS), HFOV is supposed to be a typical represen-
tative of so called protective ventilatory techniques. On the
other hand, HFOV is associated with several adverse phe-
nomena. A possibility of development of a lung dynamic
hyperinflation (DH) belongs to them and was documented in
several published studies [1–3].

DH can be characterized as a state where the mean
alveolar pressure (mPalv) is higher than the mean airway
pressure (mPaw) measured in the airway opening [1]. The
pressure gradient between the alveolar space and the airway
opening develops due to the asymmetry of the inspiratory
and expiratory flow resistance. As a consequence, an
insufficient expiration occurs, interrupted by the subsequent
inspiration [4]. DH can affect safety and efficiency of
mechanical ventilation. Several studies, both theoretical and
experimental, documented even opposite effect called
dynamic hypoinflation, when mPalv may be lower than
mPaw, under certain conditions [5, 6].

Using a computer model, Solway et al. [3] proposed two
principal mechanisms, how the dynamic hyper- or
hypo-inflation may develop. First, higher expiratory flow
resistance than the inspiratory flow resistance (Re > Ri) may
generate the pressure difference; second, a limitation of
expiratory flow rate, pronounced and been typical for
example in chronic obstructive pulmonary disease (COPD)
patients, may significantly contribute to the creation of the
pressure difference between mPalv and mPaw.

The aim of this study is to design and to test passive
models of the respiratory system mimicking both the prin-
cipal ways of creation of dynamic hyper/hypo-inflation and
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to validate the model during high-frequency oscillatory
ventilation.

2 Methods

Three sets of models have been created corresponding to
three main types of patients with a respiratory insufficiency
or limitation: a normal healthy subject, an adult patient with
a mild airway obstruction, and an adult patient with severe
COPD. Each set of models comprised several models of the
respiratory system and the expiratory flow limitations.
Except for one, where Re = Ri, all others were characterized
by Re > Ri.

Preferably, the inspiratory flow resistance characteristics
were identical in all the models, whereas they differed in
expiratory flow characteristics, as documented in Fig. 1.

The compliance of all the models of the RS was realized
by a rigid glass container with a predetermined volume.

While the uniform model (the symmetric one, where Re =
Ri) consisted of a simple endotracheal tube, the asymmetric
model with Re > Ri consisted of a parallel combination of
two different cannulas; one rigid and the second collapsible
equipped with a one-way valve as documented in Fig. 1.

The assembling of the model of the airways comprising
the mechanical parts is depicted in Fig. 2. The collapsible
part of the airway model is situated inside the compliance
model so that the alveolar pressure can affect the expiratory
flow resistance by compressing the compressible airways, as
depicted in Fig. 3.

In this physical model, when Palv becomes higher than
Paw, the collapse of the airways occurs and the expiratory
flow limitation develops as a consequence.

Figure 4 demonstrates that increasing expiratory effort
pronounces the expiratory flow limitation and further
increases the expiratory flow resistance.

Using the constructed set of models (details are presented
in Table 1), the pressure-flow characteristics of the corre-
sponding models were measured. The simulations were
conducted for different alveolar pressures related to the air-
way pressure measured at the airway opening.

Fig. 1 The measured pressure-flow characteristics of the modeled
airways. Pcrit stands for a point where the expiratory flow limitation
starts to develop. EFL—expiratory flow limitation

Fig. 2 Schematics of the airway part of the RS model with Re > Ri.
Inspirium occurs thru both limbs of the model, expirium only at limb
without one-way valve

Fig. 3 Scheme of the RS model with expiratory flow limitation
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So that the simulations resembles the real clinical sce-
narios, the measurement was conducted using two most
common HFOV ventilators: SensorMedics 3100a and 3100b
(CareFusion, Yorba Linda, California, USA). Paw and Palv
were measured using a custom made system iMON [7]. The
measuring assembly is depicted in Fig. 5. The HFOV ven-
tilator setting was as follows: bias flow = 25 L/min, inspi-
ratory time Ti/T (%Ti) was 33% and 50%, power of
oscillations (delta P) were 50, 75 and 100 cm H2O, oscil-
latory frequency was 5 Hz.

3 Results

The results of simulation are presented in the following
graphs for different characteristics of the respiratory system.
Results for normal airways of an adult are presented in
Fig. 6, whereas the results for mild airway obstruction are
presented in Fig. 7 and for an adult with COPD are pre-
sented in Fig. 8.

Fig. 4 Principle of the expiratory flow limitation when alveolar pressure exceeds the airway pressure

Table 1 Overview of the created models of the RS and their measured characteristics

Set Label Inspiratory resistance
(cm H2O � s/L) at 1 L/s

Expiratory resistance
(cm H2O � s/L) at 1 L/s

Pcrit
(cm H2O)

Maximal flow (L/min)

A A1 (EFL) 6.4 – 4.0 0.37

A2 (EFL) 3.7 – 3.5 0.5

A3 (Re > Ri) 4.0 9.0 – –

A4 (Re = Ri) 4.2 4.3 – –

B B1 (EFL) 13.1 – 4.2 0.38

B2 (Re > Ri) 12.8 15.6 – –

B3 (Re = Ri) 12.3 12.3 – –

C C1 (EFL) 21.0 – 6.5 0.31

C2 (EFL) 20.4 – 5.0 0.42

C3 (EFL) 19.3 – 12.0 0.43

C4 (Re > Ri) 20.8 43.3 – –

C5 (Re = Ri) 21.6 21.3 – –

Fig. 5 The overall scheme of the experiment testing the effects of Ri to
Re relations upon development of dynamic hyper- or hypo-inflation
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The above presented results demonstrate that the princi-
pal cause of the DH development consists in collapsible
airways causing the expiratory flow limitation.

4 Discussion

The main finding of the study is that the highest dynamic
hyperinflation occurs in the model with the expiratory flow
limitation. According to the analysis of the measured
pressure-flow characteristics, the hyperinflation occurs for
pressures higher than the critical pressure Pcrit and Re > Ri,

whereas the model develops a hypoinflation for pressures
less than Pcrit and Re = Ri. These results correspond with
the formerly published studies about mathematical and
physical modeling [3] and laboratory experiments with
models where Re = Ri [5, 8].

The fact that the expiratory flow limitation model may
develop both dynamic hyperinflation and dynamic hypoin-
flation can help to explain different results of clinical trials,
when some authors confirmed development of dynamic
hyperinflation during HFOV [1–3] whereas others con-
firmed development of dynamic hypoinflation during HFOV
[5, 6, 8].

The current study was designed in order to investigate the
effects of various resistors (i.e. expiratory flow limitation
resistors, Re = Ri and Re > Ri) upon development of
dynamic hyperinflation. To investigate development of
dynamic hypoinflation in models with the expiratory flow
limitation a separate study should be conducted, focused on
this phenomenon.

5 Conclusion

Using a set of created models of the respiratory system
mimicking the real inspiratory-to-expiratory resistance
asymmetry and expiratory flow limitation, the ventilatory
parameters affecting creation of dynamic hyper- or
hypo-inflation were identified. The expiratory flow limitation
plays the major role in the DH creation. DH increases also
with increasing Ti/T time (%Ti) and the amplitude of HFOV
oscillations. These findings suggest that for a rationale
clinical use of HFOV, preferably without adverse pressure

Fig. 7 Dependence of dynamic hyperinflation upon relative inspira-
tory time (Ti/T, or %Ti) for oscillatory amplitudes of 50, 75 and
100 cm H2O for a subject with mild airway obstruction

Fig. 8 Dependence of dynamic hyperinflation upon relative inspira-
tory time (Ti/T, or %Ti) for oscillatory amplitudes of 50, 75 and
100 cm H2O for a COPD patient model

Fig. 6 Dependence of dynamic hyperinflation upon relative inspira-
tory time (Ti/T, or %Ti) for oscillatory amplitudes of 50, 75 and
100 cm H2O for healthy adult subject
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effects, the effect of dynamic hyper- or hypo-inflation
development must be considered for a safety of a patient.
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A Novel Online Training Platform for Medical
Image Interpretation

S. M. da Silva, S. C. M. Rodrigues, M. A. S. Bissaco, T. Scardovelli,
S. R. M. S. Boschi, M. A. Marques, M. F. Santos, and A. P. Silva

Abstract
One of the major problems in the health area is false
positive and negative diagnoses, especially in the inter-
pretation of radiological images. Several papers affirm that
the radiologist experience helps in accurate diagnosis,
reducing inter-observer and intra-observer variability. We
assume that the lack of training is causing this problem and
if a good training process is on place can reduce the level
of false positive and false negative diagnosis, and this
training should start at the undergraduate level. Thus, this
paper aims to show an online training platform applied to
of interpretation imaging learning. The platform was
developed using the php language and is hosted on the
000webhost server, consisting of an image base (format,
png, jpg, tiff and DICOM), diagnostic imaging tests and
user training quiz (students/residents) about radiographic
images interpretation. The teacher can add images, prepare
diagnostic tests and create questionnaires. The users
perform the diagnostic tests and answer the question-
naires, obtaining a score in real time. This platform can be
used inside and outside the classroom, where they can
train the diagnosis by image to improve their knowledge.
The platform was tested by 20 medical students that, after
use it, answered the usability tests based on the SUS scale.
The usability tests results showed that 90 of the users gave
the maximum concept to the platform.

Keywords
Learning � Interpretation medical images � Image
diagnostic

1 Introduction

Medical error due to misinterpretation of clinical exams is a
delicate issue and happens frequently [1], especially when
these exams require images interpretation and it shows the
difficulty of evaluating the medical images structure that
leads to false positive and negative diagnoses. These mis-
interpretations are related to many factors, including the lack
of knowledge of the professional that lead us to the impor-
tance of a good training process for the medical student.

The use of technological resources such as computers,
projectors and even mobile phones to support classroom
teaching has become increasingly common [2] as well the
training [3]. These features enable the teacher to upload a
video using the Youtube platform and share instantly with
their students, or ask them to answer to a quiz, using their
own mobile phone, for example. This facilitates the teacher’s
work, because it is practical and often more illustrative,
contributing positively to improve their skills [4].

The objective of this work was to develop an online
training platform that can be applied to teach medical
imaging and can be used inside and outside the classroom.

In a study carried out in the United States, the researchers
compared ten most used learning techniques and concluded
that among them the quiz technique and the distributed study
were the techniques classified as “High Efficiency” [5].
Based on this study the quiz techniques and the idea of the
distributed study were added to the platform.

1.1 Background

In the recent literatures several papers directly related to this
research were found.

The Table 1 shows a summary of the analysis performed.
Some important parameters were observed to develop this

platform, such as:
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(a) The importance of initiatives related to teaching medi-
cal image analysis;

(b) The importance of medical images interpretation
training;

(c) All software and web sites analyzed are applied to
radiologists, none were applied to use during the
medical image analysis classes;

(d) The free ones are “incomplete” and have lack of
interactivity, which suggests more studies of practical
applications to understand their real benefits.

2 Materials and Methods

The first stage of the project was to define the learning
content of the platform, therefore it was defined that the
platform will have two test modules: (a) diagnostic imaging
tests to mark the image area requested by the teacher.
(b) questionnaires on subjects addressed by the teacher.

The actors, who will use the platform, will be the Stu-
dents and Teachers and based on this, it was defined that the
teacher would be allowed to insert images, prepare the tests
and questionnaires with templates and the student to carry
out the tests and questionnaires requested by the teacher.

The Fig. 1 illustrates this process through a use case
diagram:

The platform dues were:

1. The teacher uploads the image, marks the area to be
studied, confirms the marking;

2. The marking is saved in the database and only the
original image becomes available to the student;

3. The student analyzes the image and marks the area of
interest requested;

4. The system will check if the student’s mark matches with
the area of interest marked by the teacher;

5. If yes, a message appears saying that the student has hit;
6. Otherwise, a message appears saying that the student has

missed.

The quiz development was based on the Google Forms
questionnaires, where the teacher can insert the questions,
the answers, the value of each question and the system will
calculate the final score.

Once the questionnaire has being saved it will become
available to the student, that could answer the questions and
at the end will receive the score.

2.1 Sample Description

For the platform tests were invited 20 medical students from
University of Mogi das Cruzes (Brazil), attending the

Table 1 Problems encountered on the searched platforms

Name Lack of interactivity Paid Mammography images only Quiz Score feedback

QualIM [6] ✕

Mamodb [7] ✕

Web-based Mammography [8] ✕ ✕

Capricorn [9]

Radiopaedia ✕ ✕ ✕

RADPrimer (Elsevier 2016) ✕ ✕ ✕

Fig. 1 Use case of the actors illustrating the interactions of each one
with the platform
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discipline of medical images, which after using the platform
answered the usability and functionality tests.

2.2 Usability Test

The Usability Test was applied based on the SUS (System
Usability Scale) scale [10] and the purpose of this test is to
measure the platform usability.

The SUS results are calculated using the answers that
may be between 1 and 5, where 1 represents “strongly dis-
agree” and 5 “completely agree”. To calculate the final
score, it is necessary to conduct the follow actions:

• For odd answers (1, 3 and 5): subtract one from the user
response.

• For even answers (2 and 4): subtract the user responses
from 5.

• Once done the items above it is necessary to add all
values and multiply by 2.5.

The final calculation should be between 0 and 100 and
this number will be used to classify the platform according
to the grade scale F, D, C, B and A, being the scale “A” a of
greater usability. See Fig. 2 [11].

2.3 Functionality Test

The Functionality Test was based on the Likert scale, being
rated from 1 to 5, with 1 “completely disagree” and 5 “I
completely agree”. The difference is that in this case, the
more questions get closer to grade 5, greater is the platform
functionality.

For the data analysis, we use the statistical value of mode
the statistical value.

3 Results

The platform developed addresses the two most efficient
learning techniques, the questionnaire and distributed study
by being online.

It is possible to upload images using png, jpg, tiff and
DICOM formats. After uploading the image, the teacher can
select the area of interest that he wants the student to work
on, once the area of interest by the teacher is marked the
image becomes available for the student use. The Fig. 3
show this process:

Likewise, the questionnaire is developed by the teacher
and become available to the student. The Fig. 4 show this
process:

After the student answers the questionnaire, the score is
obtained in real time, that allows him to verify his
performance.

The platform tests obtained a score of 90, which results in
a classification A. This means that the platform has “best
imaginable” rating, according to Fig. 2.

The Functionality Test shows that the platform must have
more functionalities.

4 Discussion and Conclusion

According to some authors, it can be observed that there is a
high incidence of medical misinterpretation in the diagnostic
imaging [12–14]. The goal of this platform is to reduce these
errors and could be a differential for users. A better imaging
diagnoses training for the students (radiologists), will sup-
port this errors reduction.

There are several initiatives to develop technological
content to help the radiologist training, however, there are
some shortcomings such as: lack of interactivity, paid plat-
forms, only mammography images available, no question-
naires available and the end results are not show right away.

Some efficient teaching techniques, such as, question-
naires and distributed practice [5] have been studied trying to
relate neuroscience to the act of learning to learn. The
proposal platform uses these techniques besides testing the
student’s skills through questionnaires and diagnostic
imaging tests, that can be executed anywhere and anytime.

With this work, it was possible to develop an online
training platform to aid the medical image analysis teaching.
As future work, tests need to be applied to measure the
teaching efficiency of the platform.

Fig. 2 SUS scale
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Fig. 3 Teacher and student screen

Fig. 4 Questionnaire screen
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Biomedical Engineering Education
in Georgia

Irine Gotsiridze and Giorgi Gigilashvili

Abstract
In the paper Study Program in Biomedical Engineering
(BME) and Medical Informatics (MI) in Georgia is
described. This program is realized in Georgian Technical
University, at Biomedical Engineering Department.
Implementation and sustainability activities are presented.
The broad fields of Biomedical Engineering (BME) and
Medical Informatics (MI) are among the most prominent
and fastest developing scientific areas. These are consid-
ered as key, out of a few, challenges within crucial
research and innovation strategies worldwide. Almost
every university wanting to be in accordance with a
technological progress offers a curriculum in BME&MI at
master and doctoral levels, and numerous offer bachelor
level degrees as well. Where it is not the case, state and
universities authorities are making efforts to open dedi-
cated study programs. Following the evident needs
European Commission promotes such actions through
its educational strategies and corresponding projects,
Tempus being one of these. Department of GTU is one of
the participant of BME-ENA—Biomedical Engineering
Education Tempus Initiative in Eastern Neighbouring
Area, Project Number: 543904-TEMPUS-1-2013-1-
GR-TEMPUS-JPCR, is a Joint Project within the
TEMPUS IV program and is 90% financed by the
Commission of the European Communities. The follow-
ing short study highlights the main guidelines of
BME&MI study programs development, respecting Euro-
pean good practice.

Keywords
Biomedical engineering � High education
Georgia

1 Introduction and Aim

Biomedical Engineering Department was established at
Georgian Technical University in 1983. Biomedical Engi-
neering Department has produced more than 500 profes-
sionals who were successfully employed in the Georgia
Health Care Organizations. Implementation of Georgia’s
health care reforms requires the preparation of biomedical
engineering specialists at higher education levels. Graduate
students of Biomedical Engineering discipline will be cap-
able to work as not only biomedical engineers, but as health
information specialists and solve healthcare management
and control-related problems.

Graduates of this Department contribute the country’s
total health care engineering and maintain functioning of
Healthcare Information Systems, that in turn promotes the
field’s economics.

Biomedical Engineering Department of Georgian Tech-
nical University promoted an initiative based on which the
Medical Systems and Technologies Department was estab-
lished in the Ministry of Healthcare of Georgia.

According the LAW OF GEORGIA ON HIGHER
EDUCATION higher education.

Higher education in Georgia consists of three
stages: Bachelor program, master program and doctorate
program [1].

Educational program in the institution of higher education
during one educational year includes averagely 60 credits.
Educational program of first stage of teaching (bachelor)
consists of no less than 240 credits. First stage of higher
education may include educational program of teacher’s
training. Only holders of state certificates confirming full
general education or persons equalized with them, have a
right to study in a bachelor programs. Educational program
of second stage of teaching (master) consists of no less than
120 credits. Only bachelors or persons with degrees equal-
ized with them have a right to study in a master programs.
Medical/dentist educational program is one-stage higher
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educational program which ends with awarding academic
degree of certified physician/dentist. Academic degree
received after completing educational program of physician
with 360 credits or dentist with 300 credits, is equalized with
academic degree of master. Third stage of studying (doc-
torate program) consists of no less than 180 credits. Only
masters or persons with degrees equalized with them, have a
right to study in doctoral programs [2].

After completion of each stage of higher education,
respective diploma is issued. Institution of higher education
is authorized to award student with intermediate qualifica-
tion, in case of completing a part of educational program.
Awarding an intermediate qualification is allowed after
reaching of results in studying, defined for completing a part
of educational program which should not be less than half of
credit number defined for educational program.

Obtaining a status of institution of higher education and
implementation of respective educational activity is possible
only in case of authorization of higher education institu-
tion defined by the rules of authorization provision. Autho-
rization is a procedure of obtaining a status of higher
education institution purpose of which is to ensure compli-
ance with standards necessary for implementation of
respective activity required for issuing of education con-
firming document recognized by the state. Authorization is
carried out by the National Center for Educational Quality
Enhancement, according to the rules defined by the autho-
rization provision. The state recognizes only diplomas issued
by accredited or equalized with them educational institutions.

Acceptance:
In the institutions of higher education, in bachelor, certified
physician/dentist educational programs, only those enrollees
have a right to study who completed respective Unified
National Exams according to the rule defined by the Min-
istry of Education and Science of Georgia.

National Examinations Center is a legal entity of public
law which ensures execution of Unified National and Joint
Master Exams, is authorized to carry out national estimations
and international researches, carrying out other authorities
defined by the Georgian legislation (Fig. 1).

In order to be admitted to the BME program at Georgian
Technical University, a student should pass Mathematics
along with other exams organized by the National Assess-
ment and Examinations Center (NAEC) through “Unified
National Exams” and receive enough scores to be admitted
to the Informatics and Control Systems Faculty. “Unified
National Exams” is provided through Computer Adaptive
Testing (CAT) created by the experts of NAEC [3].
Non-resident applicant has the right to apply for BME
educational program, in accordance with Georgian

legislation. The applicant must have the certificate con-
firming the knowledge of English on the level not less than
B1 or must present international certificate TOEFEL (The
Test of English as a Foreign Language) of II certification
level. The applicant is free from the necessity of presenting a
certificate confirming his/her competence at having com-
pleted course in the foreign language in case educational
language of the program was English. At not having
appropriate certificate or other analogous document, the
applicant will have an interview in English. The interview
will be implemented with the temporary commission of
GTU.

At this time at the Department of Biomedical Engineering
students are able to apply for admission for Bachelor degree,
Master degree and Doctoral degree programs. Students are
offered to be trained on various accredited programs on
Georgian and English languages. From the beginning of its
foundation, Biomedical Engineering department has had
exchange programs with various European universities like
Friedrich Schiller Jena University, Warsaw Biomedical
Research Centre in Warsaw, Almena Technical University.
In 2012–2013 memorandum was signed by the Georgian
Technical University and Alabama University, United States
to promote collaboration in the field of Biomedical Engi-
neering. Above mentioned memorandum involves possibil-
ities of exchange programs between two universities.
Cooperation agreement is signed between West Pomeranian
University of Technology, Szczecin and Georgian Technical
University, which include mobility of teaching staff,
research personal and student, implementation of joint
research and development projects and exchange of scien-
tific and technological information.

The broad fields of Biomedical Engineering (BME) is
among the most prominent and fastest developing scientific
areas. University authorities are making efforts to open
dedicated study programs. Following the evident needs
European Commission promotes such actions through its
educational strategies and corresponding projects, Tempus
being one of these. Department of GTU is one of the par-
ticipant of BME-ENA—Biomedical Engineering Education
Tempus Initiative in Eastern Neighbouring Area, Project
Number: 543904-TEMPUS-1-2013-1-GR-TEMPUS-JPCR,
is a Joint Project within the TEMPUS IV program and is
90% financed by the Commission of the European Com-
munities. The following short study highlights the main
guidelines of BME&MI study programs development,
respecting European good practice [4–6].

Educational objectives of Biomedical Engineering Pro-
gram are giving students knowledge how to apply their
fundamental engineering skills to solving problems in
medicine and biology [7]. Program covered include, medical
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instrumentation and design, physiology, biomaterials, mass
transport, application of computers in medicine, artificial
implants, and medical imaging. Anatomy and physiology as
they relate to specific to bioengineering will be reviewed. It
is intended to facilitate the student’s understanding in all
areas of Biomedical Engineering so that they can appreciate
the collaborative nature of the field, provide an empowering
professional degree for students who intend to become a
practicing engineering.

The number of students who are willing to apply for the
bachelor course of Biomedical Engineering increases annu-
ally. During the last enrollment process the number of
applicants exceeded the available quota three times. Com-
pared to other engineering disciplines afore mentioned
demand is substantially higher. Currently the number of
students listed on the Biomedical Engineering department is
140 students, including foreign students.

The main aims of the biomedical engineering education
in Georgia are:

• To provide interdisciplinary education based mostly on
engineering disciplines, information technologies and life
sciences;

• To integrate engineering and medical knowledge with
principles of computing technologies for understanding
and control of the processes in human organism.

Forms and methods of achieving of the learning out-
comes of all levels of study are Lectures, Seminars (working
in the group) Practical classes, Laboratory classes, Practice
Course Work/Project, Independent Work and consultations.
For Bachelors the period of theoretical study and practical
work takes 4 years. The students who became Bachelors can
be admitted to Master of Sciences degree programs.

Fig. 1 Educational system of Georgia
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To obtain the B.S. in Biomedical Engineering, a student
must obtain different course credits in: Mathematics, Basic
Sciences, Engineering Analysis, Engineering Design, Basic
engineering, Statistics and quality control, Biomedical
Engineering core and elective courses, Social sciences and
humanities courses (Fig. 2).

The distribution of hours is presented in the educational
plan. The duration of the program is 4 years (8 semesters)
and it contains not less than 240 credits. Educational pro-
gram consists from required and elective courses. Elective
courses consist of University elective and professional
elective courses (Table 1).

Program Constituencies
The constituencies of Biomedical Engineering program
include students, current and potential employers, program
graduates, faculty members, administration of Controls and
Informatics faculty and Biomedcial Advisory Board. The
primary relationship of each of these constituencies with our
program is described below (Fig. 3).

For developing of Biomedical Engineering Programs at
GTU “Committee of Support for Developing of BME study”
as Biomedical Engineering Advisory Board, has been
founded at the “Biomedical and Clinical Society” which is
comprised with 5 permanent members. Employers are con-
stituents because we supply them with well-educated and
high quality employers. Our relationship with employers in
turn benefits our students by keeping them in high demand.

Education of the future engineers within the university
curriculum could not been accomplished without sound
practical training; laboratory experiments being the most
valuable part of it. Despite of fast development of computer
technologies, one should not switch university labs to purely
virtual experiments. Technical students have to have direct
contact with the “hardware” that gives them sense of how
the equipment is designed. Modern Engineering Tools also
help students develop the ability to use modern engineering
tools, provides graduates with skills that a potential
employer views as immediately applicable. In cases where

employers expect that some training will be necessary for a
given job, they will be interested in an applicant who can
produce useful work during the training process. Also,
experience with tools like MATLAB, LabView, and Math-
Cad [8] can help students to learn other tools. Equipping a
good teaching lab is a tough task that requires substantial
financial investment. Such question as “what instruments
and methods to select” and would we use rather expensive
clinically used samples of equipment, or cheaper functional
prototype models” should be addressed as well.

Requirement to the laboratory equipment. Initial purpose
of the laboratory at the Department of Biomedical Engi-
neering of Georgian Technical University was delivery of
the laboratory-based course—“Physiological measure-
ments”. The following criteria were used to select appro-
priate equipment: (1) The lab experiments should cover
typical clinically used types of equipment and methods and
have possibilities to go beyond routine clinical practice to
some experimental research. Laboratory experiments were
selected from those ones, described in the existing physiol-
ogy laboratory courses for medical students [9]. Selection of
labs covered electrophysiology (ECG, EMG, EEG), circu-
latory system physiology (blood pressure and photo-
pletismography), respiration system physiology (respiratory
monitoring, spirometry, pulse-oximetry), motion physiology
(gait analysis). Preference was given to non-invasive clini-
cally used methods. Any labs, based on preparative or ani-
mal experiments were avoided, as well as electrical
stimulation experiments. (2) Number of laboratory experi-
mental kits should be enough to have about 5 student groups
working simultaneously. This last requirement appeared due
to confidence that in a lab course consisted from separate
laboratory experiments, students must work individually, at
least in groups not more than 2 persons. CleveLab®

Biomedical measurement system (Cleveland Medical Device
Inc) CleveLab® system was selected mainly on the base of
2nd criteria as most cost effective solution. Courses
“Biomedical Measurements” and “Biomedical instrumenta-
tion”, poses such questions as how and with which instru-
ment the measurement should be performed, therefore this
laboratory is employed to illustrate measurement principles,
functional design and data processing peculiarities (Fig. 4).

Bio-Radio Capture Lite® is a LabView® [10] based soft-
ware that provides data acquisitions functions for the
BioRadio® unit. Software has integrated unit-programming
utility, that allows selecting channels to display, channel
input ranges, sampling rate. Using built-in digital filter
utility, low-pass, high-pass, band-pass or band stop filters
may be applied to each channel, alongside with additional
50/60 Hz notch filter. Data may be saved into text file.
Spectral analysis of separate channels may be performed as

General 
education 

14% 

Engineeri
ng topics 

51% 

Math & 
Basic 

Science 
30% 

Others 
5% 

Fig. 2 Relative sizes of the different courses in BM B.Sc. programs at
Georgian Technical University
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Table 1 The part of plan of study for students in the Biomedical Engineering

Year;
semester

List all courses in the program by term
starting with the first term of the first
year and ending with the last term of the
final year

Indicate whether course is
required, elective or a
selected elective by an R,
an E or an SE

Subject areas credits

MATH
and
Basic
Science

Engineering
topics check if
contains
significant
design

General
education

Other

PHYS 195-General Physics I Mechanics
Laboratory

R 4

CHEM 100-Introduction to General
Chemistry

3

ENGL 001-English literature R 2

BIOL 100-General Biology R 1

MATH 151-Calculus II R 4

Graduate, Medical and
Professional Schools

Biomedical
Engineering

Advisory Board

Biomedical 
Engineering

 Department 

Students

Employers Alumni

Biomedical
Engineering

Program
University

Administration

Fig. 3 The relationship between these stakeholders and the program (lines in the figure represent lines of communication between stakeholders)

Fig. 4 Left: Measurement kit BioRadio® 150: a patient unit, b computer unit; c course software. Right: Fragment of laboratory classes
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well. Main disadvantage of the software is that even with
filters applied, only raw data is saved into file. CleveLab®

laboratory course kit is flexible and budget solution for the
teaching lab within Biomedical engineering curricula with
the emphasis on physiological measurements and data pro-
cessing, but not on the equipment design. Another Labora-
tory course that is concerned for supporting students to get
practical skills is Medical Equipment Quality Assurance
based on Fluke Biomedical testing devices [11].

Medical equipment testing is a critical task to ensure
medical devices are performing correctly for patients, doc-
tors, nurses and technologists alike. Fluke Biomedical offers
a complete line of biomedical test and simulation products for
biomedical/clinical engineers and technicians. Students have
access to standalone electrical-safety testers, x-ray analyzers
and dosimeter measurement, patient simulators and perfor-
mance analyzers to fully-integrated and automated
performance-testing and documentation systems, test and
simulation products. By making practical and laboratory
work with Fluke Biomedical ProSim Vital Signs Simulators
transform physiological simulation by adding multi-
parameter functionality in a single patient simulator device,
helping meet patient monitor testing and medical device
quality requirements to ensure patient safety (Table 2).

Bachelor and Master Degree Programs in Biomedical
Engineering are based on development of student’s ability to
function on multidisciplinary teams as team-based projects
are prevalent in Engineering at GTU that begins in the
ENGR 120-122 sequence. By the time the students are
seniors, they have had multiple experiences on engineering
teams, particularly in ENGR 220, BIEN 325 and BIEN 425.

They have also become multidisciplinary in the sense that
each student has a different track (Electrical, Mechanical,
Chemical, Computer Information, or Pre-medicine). Senior
design team selection for considers the multidisciplinary

nature of the students. In addition, the students have the
opportunity to work on a broader team that includes mem-
bers other than students (such as mentors and the user of the
device being designed). Students also work in teams in the
Biomedical Senior Laboratory course, where the makeup of
each team differs for each of the four laboratories.

After completion of Bachelor and Master levels of
Biomedical Engineering Courses our graduates will under-
stand the application of engineering principles to biological
systems and will receive specific technical training in one of
the following areas: electrical engineering, mechanical
engineering, biomedical engineering, Career opportunities
also include clinical engineering.
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Education System for Biomedical
Technicians, Biomedical Engineers
and Clinical Engineers in the Czech Republic

Jaromir Cmiral

Abstract
Biomedical Technician, Biomedical Engineer and Clini-
cal Engineer are professions that are included among
controlled professions. Education system for these pro-
fessions is defined by state legislation (one law, two state
decrees, one government regulation and two Ministry of
Health guidelines). The education system has 3 levels of
qualification. First level (bachelor’s degree) is for
biomedical technician, second level (master’s degree)
for biomedical engineers and third level (postgraduate
specialised education for biomedical engineers with
attestation examination) for clinical engineers. The law
defines the study programs at Technical Universities to
obtain the Biomedical Technicians and Biomedical
Engineers qualification. The minimum requests for the
content of these study programs are defined by one state
decree and more detailed requests (number of ours for
individual study subjects) by one Ministry of Health
guideline. The government regulation defines the
branches of postgraduate specialised education. The
education program for obtaining the clinical engineer
qualification is defined by the Ministry of Health
guideline. One state decree defines works activities that
the professions mentioned above may exercise.

Keywords
Education � Biomedical technician � Biomedical
engineer � Clinical engineer � Legislation

1 Introduction

In the Czech Republic, the superior governmental office in
relation to universities in the state administration is the
Ministry of Education, Youth and Sports (MEYS). Univer-
sity education was defined in the Higher Education Act
No. 111/1998 Coll. [1] till 2016. The amendment to the
higher education act No. 137/2016 Coll. [2] was approved
by the government and adopted by the Parliament in 2016.

The amendment formulates rules for accreditation of
study programmes. Newly formulated rules for institutional
accreditation allow develop new study programmes in the
approved areas of education without applying to the
National Accreditation Office for each individual study
programme. If the higher education institution (HEI) does
not have the institutional accreditation or wants to apply for
accreditation of a study programme outside the approved
areas of education the HEI must submit application for
accreditation of the study programme. The same rule holds
for study programmes, which need approval based on other
legal regulations. This is the case of all study programmes
leading to regulated professions. Biomedical technicians and
biomedical engineers as health care professions are among
them.

Not only the undergraduate education, but also qualifi-
cation, accreditation, and occupations are regulated by spe-
cial legal provisions. During 2004 and 2005 new law and
related regulations became effective. List of the legal pro-
visions and currently accredited study programmes in the
Czech Republic was presented in [3]. Since their introduc-
tion some of them were amended. They define requirements
also for postgraduate and lifelong learning, which is mostly
organized by the Institute for Postgraduate Medical Educa-
tion (IPVZ) [4]. The Institute is responsible for postgraduate
education of physicians, pharmacists, dentists and
non-medical professionals (university graduates). In this
paper we focus on the legal provisions in more detail.
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2 The Basic Legislative Document: The Act
No. 96/2004 Coll

The basic legislative document is the Act No. 96/2004 Coll.
on the Conditions for the Obtaining and Recognition of
Qualifications for Pursuing Paramedical Professions and for
Carrying out Activities in Connection with the Provision of
Health Care and on the Amendments of Some of the Related
Acts (Act on Paramedical Professions) [5]. A paramedical
profession shall be the sum of activities carried out during
the provision of health care according to this Act.
A paramedical professions is divided in two categories:

• A Health Care Professional—physical persons pursuing a
paramedical professions according to this Act,

• Another professional shall be a physical person carrying
out activities different from the provision of health care
which are, however, directly related to the provision of
health care,

Biomedical Technicians, Biomedical Engineers and
Clinical Engineers are included in the health care profes-
sional category.

In this Act there are defined the following professional
qualifications for pursuing the profession of Biomedical
Technician, Biomedical Engineer and Clinical Engineer.

Professional qualifications for pursuing the profession of
biomedical technician shall be acquired by completing

1. An accredited healthcare study programme (study pro-
gramme leading to a bachelor’s degree shall be the field
of study that has been approved by the Ministry of
Health) for the training of biomedical technicians leading
to a bachelor’s degree, or

2. An accredited study programme (study program leading
to a bachelor’s degree shall be the field of study within a
particular study programme that has been accredited by
the Ministry of Education) of electrical engineering
courses leading to a bachelor’s degree or at least
three-years’ study at higher vocational colleges of elec-
trical engineering subjects and an accredited qualification
course of biomedical technology.

Activities within diagnostic and treatment care in the field
of biomedical technology in cooperation with a biomedical
engineer or a doctor shall be considered as pursuing the
profession of biomedical technician.

Professional qualifications for pursuing the profession of
biomedical engineer shall be acquired by completing

1. An accredited healthcare study program for the training
of biomedical engineers leading to a master’s degree, or

2. An accredited study programme in electrical engineering
leading to a master’s degree and an accredited qualifi-
cation course in biomedical engineering.

Activities within the framework of diagnostic and thera-
peutic care performed in cooperation with the physician shall
be considered as pursuing the profession of biomedical
engineer.

The persons that passed an accredited study programme
at a university leading to a master´s or bachelor’s degree in
electrical engineering field of study or a higher-level voca-
tional schools in electrical engineering field of study or a
secondary vocational schools in the electrical engineering
field of study are include among “Another professionals”.

Upon a successful completion of specialised education by
an in-specialisation exam, a health care professional shall
acquire specialised qualification for carrying out specialised
activities of a particular paramedical profession. Specialised
education shall be provided by an accredited facility
according to a study programme. The accreditation for
specialised education is giving out by the special rules of
Ministry of Health. The study programme of specialised
education shall specify the total duration of training, extent
and content of the training, especially the duration of com-
pulsory practice in the field and places of work where the
training takes place. Further, it shall specify the requirements
for theoretical knowledge and practical skills, completion of
educational events, courses, workshops, traineeships and
other requirements for acquiring specialised qualifications.
The study programme shall contain a list of recommended
study literature and characteristics of activities, specified for
particular modules, of the persons who completed spe-
cialised training.

The Ministry of Health may decide on granting specialised
qualification in the field of specialisation to graduates of an
accredited course leading to a doctor’s degree (Ph.D.) which is
a follow-up course to the course in health-care leading to
a master’s degree, if it complies with a particular study
programme of specialised education issued by the Ministry of
Health.

3 The Decree No. 39/2005 Coll

The Decree No. 39/2005 Coll. [5] stipulates the minimal
requirements on the study programmes for obtaining pro-
fessional qualification for performance of a paramedical
health-care profession.

This Decree incorporates the relevant regulations of the
European Commission and provides for the minimal
requirements on the study programmes, the study of which
results in professional qualification for performance of a
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paramedical health-care profession; these minimum
requirements constitute a list of the theoretical and practical
fields necessary for performance of regulated activities.

Study programmes for obtaining the professional quali-
fication for the profession Biomedical Technicians shall
provide the following knowledge and skills:

In the basic following fields:

• in the ethics of a medical profession in the field,
• in administrative activities in medical care, particularly in

keeping documents related to the field, including the
electronic form of these documents,

• in organization and management of medical care,
• in the fundamentals of support for and protection of

health, including prevention of nosocomial contagion,
• in first aid and provision of medical care in emergencies

and crises,
• in legal relations on the provision of medical care in the

field.

Moreover the study programmes shall contain:
The theoretical courses providing knowledge in:

• fields that form the basis necessary for performance of a
technical medical profession, on the basis of anatomy,
physiology and pathology,

• technical fields, i.e. in the processing of signals and images
(introduction to the theory of signal processing, analysis
and interpretation of biosignals, biomedical sensors), in
medical apparatuses (fundamentals of electrical circuits,
diagnostic medical apparatuses, therapeutical medical
apparatuses, laboratory medical apparatuses, complexes of
medical apparatuses, imaging systems in clinical practice),
in computer science and cybernetics (fundamentals of
statistics in medicine, computer support for diagnostics,
telemedicine, information systems in medical care, intro-
duction to the theory of simulation and modelling), elec-
trical engineering subjects (mathematics, physics,
theoretical electrotechnology, electronics, electrical mea-
surements, programming),

• related fields, i.e. in management of medical technology,
in technical legal regulations and standards valid in
medical care and in the fundamentals of the methodology
of scientific research,

The practical training providing skills and knowledge in the
fields mentioned in previous subparagraph; practical training
shall take place in school laboratories and in medical facil-
ities; practical training in medical facilities shall include at
least 50 h at workplaces employing diagnostic medical
apparatuses, at least 30 h at workplaces employing

therapeutical medical apparatuses and at least 20 h at
workplaces employing laboratory medical apparatuses.

The more detailed requirements (number of hours for
individual study subjects) are included in the special
guideline of Ministry of Health. A special decree defines the
activities that the biomedical techniciants may exert.

Study programmes for obtaining the professional quali-
fication for the profession Biomedical Engineer shall have a
total standard period of study of:

• at least 5 years in a certified master’s study program after
obtaining complete secondary education, of which prac-
tical training shall correspond to at least 100 h after
obtaining complete secondary education,

• at least 2 years in a certified master’s study program
following on from a certified bachelor’s study program in
a field of electrical engineering, of which practical
teaching shall correspond to at least 100 h; the require-
ments on the number of hours of practical training and
the requirements stipulated in the basic field (the same as
for Biomedical Technicians) may also be fulfilled during
prior study in a certified bachelor’s study program.

If basic electrical engineering education, i.e. in mathe-
matics, physics, theoretical electrical principles, electronics,
electrical measurement, theory of electromagnetic field and
programming was not part of the previous study in a certified
study program it shall be part of this study programme.

Study in the programmes shall provide the knowledge
and skills specified as the basic fields (the same as for the
Biomedical Technicians) and shall further contain:

The theoretical courses providing knowledge in:

• fields that form the basis required for performance of a
technical medical profession, i.e. in the fundamentals of
anatomy, physiology and pathology, in defining systems
on biological objects, biophysics, and physical methods
in therapy,

• technical fields, i.e. in the processing of signals and images
(the theory of signals, digital processing of signals and
images, analysis and interpretation of biosignals, biomed-
ical sensors), in medical apparatuses (theory of circuits,
diagnostic medical apparatuses, therapeutical medical
apparatuses, laboratory medical apparatuses, complexes of
medical apparatuses, theory of imaging systems, imaging
systems in clinical practice), in computer science and
cybernetics (statistics in medicine, computer support for
diagnostics, telemedicine, information systems in medi-
cine, the theory of simulation and modelling in medicine),

• related fields, i.e. in technical legal regulations and
standards valid in medicine, in management of medical
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technology, fundamentals of computer science and
methodology of scientific research, methodology of sci-
entific research.

The practical training providing skills and knowledge in
the fields mentioned in previous subparagraph; practical
training shall take place in school laboratories and in
medical facilities; practical training in medical facilities
shall include at least 30 h at workplaces employing diag-
nostic medical apparatuses, at least 20 h at workplaces
employing therapeutical medical apparatuses and at least
10 h at workplaces employing laboratory medical
apparatuses.

The more detailed requirements (number of hours for
individual study subjects) are included in the special
guideline of the Ministry of Health.

If the certified master’s study program is following on
from a certified bachelor’s study program for Biomedical
Technicians, the courses of this study programme are partly
credited in Biomedical Engineering study programme.

4 Special Legal Regulations

In addition to the Act No. 96/2004 Coll. and Decree
No. 39/2005 there are legal regulations that specify accom-
panying issues, in particular:

• details about holding the attestation examination, exam-
ination for issuing the certificate, final examinations of
accredited qualification courses, approbation examina-
tions and examination rules for these examinations;

• health capability for performing the occupations of health
service professional and another specialist;

• activities of health service professionals and other
employees;

• fields of specialized education and specification of the
expertise of health service professionals. The special
government regulation defines the branches of post-
gradual specialised education. One of them is the Clinical
Engineering. For graduates after the attestation exami-
nation this regulation defines the official attribute “Clin-
ical Engineer”. The education programme for obtain the
clinical engineers qualification is defined by Ministry of
Health guideline.

5 Conclusion

The whole education system has 3 levels of qualification.
First level (bachelor’s degree) is for biomedical technician,
second level (master’s degree) for biomedical engineers and
third level (postgraduate specialised education for biomedi-
cal engineers with attestation examination) for clinical
engineers. All levels are focused on preparing students for
the work in hospital clinics. The special decree defines the
activities that the professions mentioned above may exert
(separate for each profession).

The Act No. 96/2004 Coll. and all related legal regula-
tions and provisions have a number of consequences both for
undergraduate study and for postgraduate study and lifelong
learning. Biomedical technicians and biomedical engineers
who will be working in the Health Care sector will be
involved in a system of education and lifelong learning for
acquiring specialized competence that is similar to present
system of education and training of medical doctors. The
greatest benefit of this system is that it clearly defines skills
and knowledge that biomedical technicians and biomedical
and clinical engineers should have. Especially for the
potential employers it is necessary to know which compe-
tences the graduates possess.
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Implementation of Project-Based Learning
in Biomedical Engineering Course in ITB:
Opportunities and Challenges

Agung W. Setiawan

Abstract
Introduction to Biomedical Engineering is an elective
course for final year undergraduate student. For the last
two years, 2015–2016, the traditional learning was
implemented in this course. In 2017, project-based
learning (PBL), was applied to the course. The goals is
to enable students to take initiative, identify and solve the
problems, work and communicate ideas in team, build
responsibility and confidence. This paper will focus on
implementation of PBL, specifically on the opportunities
and challenges. The students choose their own topic,
identify and explain what is the topic, why they choose
that, and how they solve the problem. They have to
review the existing solution and they should propose a
new solution. Finally, they have to submit a report, then
present their work in class attended by all the students and
instructor. Using this learning approach, the students
become more active to present their ideas, give some
comments and questions.

Keywords
Project-based learning � Biomedical engineering
Developing country

1 Introduction

Introduction to Biomedical Engineering is an elective course
for final year undergraduate student in School of Electrical
Engineering and Informatics, Institut Teknologi Bandung
(ITB), Indonesia. In the Electrical Engineering Study Pro-
gram curriculum, the category of the course is elective depth

course. For the last two years (2015–2016), the traditional
learning (TL) was implemented in this course. The student
outcomes for the course is adopted from the Accreditation
Board for Engineering and Technology (ABET), that are:
(a) an ability to apply knowledge of mathematics, science,
and engineering (high); and (k) an ability to use the tech-
niques, skills, and modern engineering tools necessary for
engineering practice (medium). After completion of the
course, the student is expected to: Understand the field of
biomedical engineering, Identify and analyze problems in
the field of biomedical engineering, Identify and review the
current implementation (solution), Solve and design the new
solution.

According to the previous experience, the students are so
passive, their activities are just listening, the majority of the
students indicate they are bored. To improve the quality of
the lecture, project based learning (PBL) was introduced to
this course. In this learning scheme, the main goal is to get
students actively engaged in the learning process. PBL is
introduced to increase the student interest [1]. In PBL, stu-
dents are usually provided with specifications for a desired
end product [2]. The main issue is how to make the learning
process more effective in engineering education, the answer
is using PBL [3]. This paper will focus on implementation of
PBL in Introduction to Biomedical Engineering course in
ITB, specifically focus on the opportunities and challenges.

2 Course Details

In 2017, for the first time, PBL was introduced to the course.
Due to this reason, the PBL was conducted in the last four
weeks of the course schedule, this is part of the management
of change from previous learning method to PBL. This is the
detail of the course outline:

1. Introduction to biomedical engineering (2 weeks)
2. Biomedical signal and systems (2 weeks)
3. Biomedical modelling and simulation (1 week)
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4. Control & feedback in physiology (2 weeks)
5. Biomedical Instrumentation (2 weeks)
6. Biomedical Signal Processing: ECG and EEG (2 weeks)
7. Project (4 weeks)

In the first five weeks of the course, the lecturer give
some lecture about definition and scopes of biomedical
engineering, signal and systems in biomedical engineering
and biomedical modelling and simulation. The goal of these
lessons is to provide strong foundation in basic science and
engineering thats applied in biomedical engineering.

For topics 4 and 5, lecture-discussion method was used to
involve the students actively in class. After short lecture, a
task is given to the students. The task is to review related
papers or book chapters in the area of biomedical engi-
neering. In biomedical signal processing topic, the student
use their knowledge in digital signal processing that is
applied in biomedical engineering. The students have to
process ECG and EEG signals. The objective is to give the
student an opportunity to use modern engineering tools.

Finally, the project (PBL) was introduced to the students
at week #12. So, the students has 4 weeks to do the project.
In this learning scheme, the students need to be active to
acquire hard and soft skills [4]. The lecturer act as mentor
that provide suggestion, feedback, and expert guidance [2].

3 Framework of the Project

To avoid and minimize free rider problem in a team, student
teams have only two members. And to build a solid team,
they are free to choose a teammate, organize and assign
tasks, and manage their conflict. After forming a team, they
should choose their own topic. They have very limited time,
just two days, to search and review the project topic, then
select and decide it.

The students have to write a resume about project
description, max 2 pages. The contents of the project resume
or proposal are what is the problem, why the problem is
important, and how to solve the problem. The role of
instructor is to determine the project feasibility, give some
advice, and approve the project proposal. When required, the
instructor can suggest project topic.

In the tutoring sessions, the student should attend this
session to report their project progress and present their
progress. During this session, the instructor can monitor and
evaluate the project progress.

In the end of the semester, they have to submit a report.
The most important part of the report is the students have to
review the existing solution and they should propose a new
solution according to their review. Also, they have to present
their work in class attended by all the students and instructor.

4 Resources

The university has some facilities that can be used by the
students to do the project, for example access to some
publication portals, study rooms at library and student halls.
Another facility is some licensed software can be accessed in
university computer labs. The students need to provide the
sensors, electronic components, and circuit board by their
own. Oscilloscope, function generator, power supply, and
other equipments can be accessed in laboratory.

5 Assessment

The teams have to submit project report and present their
work in the class. The oral presentation, including
question-answer session, is an individual evaluation. It is
used to assess the individual contribution and students

Table 1 Oral presentation and project report rubric

Criterion Weight 4 3 2 1

Oral Presentation Clear, Proper grammar, On time 3 3 out of 3 2 out of 3 1 out of 3 0 out of 3

Question & Answer Clear, Effective, Relevant 1 3 out of 3 2 out of 3 1 out of 3 0 out of 3

Slide Structure and Design Clear, Attractive, Systematic 3 3 out of 3 2 out of 3 1 out of 3 0 out of 3

Introduction What, Why, Objective 3 3 out of 3 2 out of 3 1 out of 3 0 out of 3

Review Relevant, Appropriate, Useful 3 3 out of 3 2 out of 3 1 out of 3 0 out of 3

Specification Clearly stated with(out) description, Detail 3 3 out of 3 2 out of 3 1 out of 3 0 out of 3

Block Diagram Showing Software, Hardware, All input-output 3 3 out of 3 2 out of 3 1 out of 3 0 out of 3

Detail Design Well defined, organized & planned 3 3 out of 3 2 out of 3 1 out of 3 0 out of 3

Conclusion or Discussion Clearly stated, Re-state the objective, Show the result 1 3 out of 3 2 out of 3 1 out of 3 0 out of 3

References Relevant, Appropriate, Citation style 1 3 out of 3 2 out of 3 1 out of 3 0 out of 3

Language No Punctuation, Spelling, Grammatical errors 1 3 out of 3 2 out of 3 1 out of 3 0 out of 3
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comprehension of basic science and engineering. The oral
presentation will represent the 12%, slide structure and
design 4%, and question-answer 12% of the mark for each
student.

The main output of the project is a report, the objective of
this evaluation is to assess the complete knowledge of how
to apply basic science and engineering to solve problem in
the real-world. Introduction will represent 12%; product or
paper review (positioning) 12%; system specification 12%;
system block diagram 12%, detailed design and results 12%;
conclusion 4%; references 4%; and grammar 4% of the mark
for each team. The rubric for oral presentation and project
report is shown in Table 1.

One example of the project topics is “Portable Choles-
terol Monitoring”. The score for oral presentation is 3, due to

the use of proper grammar, on time, and mumbling (comply
2 out of 3). The subtotal for oral presentation is score �
weight = 3 � 3 = 9. In question-answer session, the answer
is unclear and irrelevant, the score is 2 (comply only 1 cri-
terion). The subtotal is 2 � 3 = 6. For slide structure and
design, they comply all criterion. They earn maximum score:
4, the subtotal is 4 � 1 = 4. The overall score can be seen in
Table 2. The total score for this team is 75.

The average score of project report is shown in Fig. 1. It
can be seen that all teams have maximum score for intro-
duction and system block diagram. It means that the projects
background, why its important, objective of the project, and
system block diagram are very well described by them. All
teams has clearly state system specification with description
and/or explain the specification details, and some of them

Table 2 Scoring: Portable cholesterol monitoring

Criterion Score Weight Subtotal

Oral Presentation Proper grammar, On time 3 3 9

Question and Answer Unclear, Effective, Irrelevant 2 3 6

Slide Structure and Design Clear, Attractive, Systematic 4 1 4

Introduction What, Why, Objective 4 3 12

Review Relevant 2 3 6

Specification Clearly stated with description, Detail 4 3 12

Block Diagram Showing software and Hardware, All input-output signals are well defined 4 3 12

Detail Design Clearly defined 2 3 6

Conclusion or Discussion Re-state the objective 2 1 2

References Relevant, Appropriate, Citation style 4 1 4

Language No spelling errors 2 1 2

Total 75

Fig. 1 The average score of
project report
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didn’t describe and/or explain it. Some teams write irrelevant
reference and the amount of the reference is inappropriate.
The score of detailed design & results is very low, majority
of the teams didnt clearly defined the detailed design. The
conclusion criterion has lowest score, almost of the teams
didnt clearly stated their objective result or their
contribution.

6 Evaluation

The evaluation of PBL is analyzed using two quantitative
assessment: 1. Academic results, from students final grades,
and 2. student impression as extracted from student ques-
tionnaire. The grade distribution of traditional learning and
PBL is shown in Fig. 2. In PBL, the average of grade-point
is 3.3 (out of 4), higher than using TL (3.2 out of 4).
Using PBL approach, the number of students that have grade
A & AB is 65%, higher than TL (52%).

From the assessment, some teams have failed in
describing the detailed design & result and conclusion.
There is two hypotheses: 1. The duration of the project is too
short, just three weeks. 2. The lack of facilities, especially in

availability of sensors, electronic components, and micro-
controller. This is inline with questionnaire result about
Facilities for the course are adequately, the point is decrease
traditional learning (TL): 3.4 and PBL: 3.2 (out of 4). The
students impression to the PBL is the same as TL: 3.5 (out of 4).

7 Concluding Remarks

The course has partially implemented using PBL in 2017.
There are some opportunities to increase the course
quality using PBL: increasing student mastered the
learning outcome, give student an opportunity to create
their own project. Another opportunity is that the students
become more active. The challenges for implementing
PBL are the lack of facilities, especially in electronic
components, due to the budget limitation; the duration of
the project is too short, due to the some lecture topics
should be delivered to give student the definition and
scope of biomedical engineering. The overall grade-point
average and the number of students that have grade A &
AB with PBL is higher than TL.
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Monte Carlo Simulation of a Linac Using
PRIMO: User-Friendly Educational Tool
Which Can Be Taken to the Cloud for Free

Angelina M. Bacala

Abstract
PRIMO is a free, self-contained linac simulator and dose
calculation software based on the Monte Carlo code
PENELOPE 2011. Windows-based, it is user-friendly and
does not require any programming tasks by the end user.
PRIMO comes with an intuitive graphical interface which
guides the configuration and execution of the linac
simulation in seemingly natural stages: from the primary
electron source in the linac head to the collimators then
down to a binned water phantom or patient computed
tomography. We report here the simulations done with
PRIMO of a 6 MV Varian Clinac 2100 and the dose
deposition in a water phantom using student desktop
computers with Pentium type processors. The program is
then ported to the Amazon Elastic Compute Cloud. Here
abnormal program termination due to power outages
which is a common occurrence in developing countries is
no longer a concern. Without the need to invest in
expensive hardware upfront, the PRIMO simulations can
be deployed reliably and faster in the Amazon Cloud and
which for some time can be free.

Keywords
Monte Carlo linac simulation � PRIMO � Amazon
Elastic Compute Cloud

1 Introduction

The Monte Carlo method of radiation transport is generally
regarded as the gold standard for obtaining the most accurate
estimate of the dose distribution in external photon and

electron beam radiotherapy. It is however characterized by
long computation time which can exceed the normal clinical
requirements. Another encumbrance is that it typically
requires a significant experience and an overall great effort to
set up a Monte Carlo simulation from scratch. A self-
contained, windows-based software package called PRIMO
is designed to overcome these limitations [1, 2].

PRIMO is an automated, full Monte Carlo-based linac
simulator and dose calculator for a variety of Varian and
Elekta linacs. The linac geometries are included in the
package hence the user does not input any geometrical
information into the program. PRIMO can produce
phase-space files (PSFs) as output of the linac simulation and
it can also import compliant external PSFs written by other
Monte Carlo codes to commence a linac simulation. It comes
with a user-friendly, intuitive graphical interface for one to
seamlessly configure and execute the linac simulation. Once
completed the numerical tools within the interface can be
accessed to analyze the output PSFs and the absorbed dose
tallied in a binned water phantom or in a patient’s comput-
erized tomography. PRIMO also provides comparison with
experimental values of the percent depth dose and lateral
profiles using gamma analysis, all accessible within the user
interface.

PRIMO simulates the radiation transport and estimates
the absorbed dose based on the general purpose Monte
Carlo code PENELOPE 2011; a set of subroutines that
model the physics of the electromagnetic shower in a wide
energy range from a few hundred eV up to GeV [3]. Prior
knowledge of the physics of Monte Carlo is not required to
configure and execute the PRIMO program although
advanced users are given access to modify the configura-
tion files governing the simulation. To reduce simulation
time, a number of variance-reduction techniques are
incorporated where a user is given the option to choose
which to apply. In addition, the simulations can be dis-
tributed among the cores in a single computer. PRIMO is
not open source software but it is freely distributed through
its website [4].
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2 Linac Simulation Using PRIMO

In PRIMO, the linac simulation can be separated by geo-
metrical segments. The photon beam generated from the
linac head proceeds in three stages: starting from the source
upstream of movable collimators (s1) then through the col-
limators themselves and all components of the lower part of
the linac (s2). Then finally the dose distribution is computed
in a binned water phantom located downstream (s3). In s2,
the splitting-roulette variance-reduction option is chosen and
fitted to the chosen field size while in s3, splitting in the
phantom is also enabled. In this study, the simulations s1,s2
and s3 are done in succession.

Using PRIMO version 0.1.5.1307, a 6 MV Varian Clinac
2100 is simulated with nominal energy of 6.26 MeV for the
primary electron beam while all other beam parameters are
set to default values of zero. Using one field of size
10 � 10 cm2, the dose is tallied on a homogeneous water
phantom with dimensions 16.2 � 16.2 � 31.0 cm3 at a
source-to surface distance of 95.0 cm. The dose-scoring bin
size was set to 0.2 � 0.2 � 0.2 cm3.

The simulations are run using typical student desktop
computers with Pentium type processors. In a 4-core com-
puter, it took more than 52 h to completely simulate 25
million histories yielding an average statistical uncertainty of
3.7% in the absorbed dose distribution. Increasing the
number of histories reduces the average statistical uncer-
tainty in the absorbed dose calculations as shown in Table 1.

To simulate 80 million histories, an 8-core computer is
used in which it took more than 3 days to complete the s1
simulation alone. This particular simulation was done soon
after an scheduled power interruption was implemented in
our locality.

Many of our simulation attempts were aborted due to
unscheduled power outages. As is usually the case for any
software program that is terminated abnormally, no files
are output and the simulation needs to be restarted again.
This provides the motivation to port to the cloud the
PRIMO simulations especially when 108 histories are
involved.

3 PRIMO in the Amazon Elastic Compute
Cloud

Amazon.com’s on-demand cloud-computing platform is
called the Amazon Web Services (AWS) and its central core
is the Amazon Elastic Compute Cloud (EC2). Amazon
EC2). Amazon EC2 provides scalable computing capacity
where one can launch as many or as few virtual servers as
one needs, configure security and networking, and manage
storage through a web-based user interface [5]. The Amazon
EC2 virtual computers, termed as instances, come with
preconfigured templates which includes the operating system
and other software that allows a user to install and run
specific applications in just a few minutes. It is available all
the time through the Internet and accessible in a client
computer via the remote desktop protocol.

Access to Amazon EC2 is on a subscription basis and one
is charged for the usage typically on a per-hour basis. For the
first 12 months of use there is a free-tier option for new
account holders. Amazon EC2 not only eliminates the need
to invest in expensive hardware upfront but the free-tier
option also allows a new user to run a micro-sized server,
with storage and bandwidth completely free of charges for
one year, provided the monthly usage does not exceed
720 h. One key difference however between a real server
and an Amazon EC2 server is that when an instance is ter-
minated, the virtual server and its data are no longer
available.

In order to overcome our problem of power outages, the
PRIMO program of the same version is installed and run in
the AWS EC2 cloud in a Windows 2016 base server
instance type in the free-tier option. The simulation of a 6
MV Varian C2100 linac was configured to run for 720 h.
After a full 30 days of non-stop calculations, the s1 simu-
lation is completed. Since the EC2 instance is of the free-tier
option, only 1 core with 1 GB memory is attached to the
EC2 Windows server when launched. The total number of
events simulated consisted of 1.07 � 107 histories and at the
end of s3 simulations, this gives an average statistical
uncertainty of 5.58% for the absorbed dose distribution in
the water phantom.

The average statistical uncertainty in the dose calculation
can be reduced to less than 2% if the number of histories
simulated is of the order of 108. To simulate a hundred
million histories in a much shorter period, a faster EC2 is
launched—the C5 instance, introduced by AWS EC2 in
2017, described as the next generation of EC2 instances
powered by 3.0 GHz Intel Xeon scalable processors. With
this type of architecture, using a Windows 2016 base server
with 32 cores and 64 GB memory, it took some 21.2 h to
complete the s1 simulation of 108 histories. To minimize the
usage of this EC2 instance which is now metered, the linac

Table 1 The average statistical uncertainty of the absorbed dose
distribution in the water phantom for different number of histories

Number of histories Average statistical uncertainty
in absorbed dose (%)

10.7 � 106 5.58

25 � 106 3.70

80 � 106 2.09

100 � 106 1.97
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PSFs output from the completed s1 simulations and other
files were transferred to our desktop computer where the s2
and s3 simulations were migrated to complete the dose tal-
lying in the binned water phantom.

It is remarkable to note that the entire simulations done at
AWS EC2 are totally free of charge. Although outside of the
free-tier option, the AWS Educate Portal [6] has given
enough educational credits to pay for the usage of a
c5.9xlarge instance and the bandwidth incurred in the file
transfer to the local computer.

3.1 Comparison with Experiment

Default configuration values for the primary beam parame-
ters for each available linac are provided by PRIMO soft-
ware and the user can change any of these values. However
it does not provide a beam configuration algorithm. There-
fore several simulations have to be performed by the user to

fine-tune the simulation parameters to obtain a better match
between the simulated and the experimentally measured
depth dose distribution and lateral profiles of reference
fields.

The simulated dose distributions are compared to a given
experimental result consisting of a lateral profile and per-
cent depth dose (PDD) curves measured on a Varian Clinac
iX. These measurements are also included in the PRIMO
software package distribution. The gamma analysis method
that combines the dose-difference and the distance-
to-agreement criteria is used in the comparison. The
acceptance criteria for the gamma analysis is set at 2% and
2 mm, for the dose and the distance-to-agreement respec-
tively. The comparison of simulated and measured values
for the PDD and profile curves and their corresponding
gamma indices are shown in Figs. 1 and 2. There is just
one difference in the linac simulation of the data set with
108 histories compared with the rest of the data sets given
in Table 1. The s1 simulation is configured for the primary
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electron beam to have a full-width-half-maximum focal spot
size of 0.10 cm while all the other data sets are configured
to have zero values.

4 Conclusion

The PRIMO system is a user-friendly, self-contained,
windows-based software pack-age that allows one to con-
figure, execute and analyze the Monte Carlo simulation of a
linac without requiring any programming task from the user.

Using PRIMO, a 6 MV Varian C2100 linac is simulated and
the average statistical uncertainties of the absorbed dose on a
binned water phantom are compared for different number of
histories. Less than 2% statistical uncertainty is reached
when the number of histories is of the order of 108. Simu-
lations of this order is taken to the Amazon EC2 cloud where
the calculations are faster and steady and for sometime are
free of charges.
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Interdisciplinary Work as a Pedagogical
Innovation for Biomedical Engineering
and Health Science Students

William Ricardo Rodríguez Dueñas and Adriana María Ríos Rincón

Abstract
The real world requires new professionals who know how
to work in interdisciplinary teams to solve different types
of problems efficiently. However, at university students
have few scenarios where they can acquire and consol-
idate these necessary skills. One way to approach this
problem is to offer interdisciplinary elective courses
where different active and collaborative learning tech-
niques (AcoLTs) can be applied, simulating “real”
professional contexts. The aim of this study is to
implement and evaluate AcoLTs to promote significant
learning environments and communities of practices on
an interdisciplinary course (Assistive Technology—AT)
for health science and biomedical engineering students.
Among the selected and adapted AcoLTs are:
Project-based learning, Role-play, Hands-on technology
and Hackathons. A combination was used of an only
post-test one-group design using a survey and a
semi-structured interview to find out the students’
perceptions about the AcoLTs implemented on the AT
course. The constructs measured in the survey were
Satisfaction with Learning (SL) and Communities of
Practice (CoP) using a 7-point Likert scale. Descriptive
statistics were used and a Spearman correlation between
CoP and SL constructs was calculated. As a result, we
found a strong correlation between SL and CoP, and that
the students were satisfied with the opportunity to solve
problems through interdisciplinary team-work relating to
the project they were developing. Placing the students in
“real” simulated situations of their professional practice

allowed them to acquire competences such as team-work,
problem solving and critical thinking skills.

Keywords
Pedagogical innovation � Active learning
Interdisciplinary work � Professional skills

1 Introduction

The real world requires new professionals who know how to
work in interdisciplinary teams to solve different types of
problems efficiently. This situation requires the development
of skills for multi and interdisciplinary interactions, as well
as skills for how to address problems related to unequal
participation, students’ resistance to group work and their
different levels of ability [1]. However, at university few
courses are designed to develop these kinds of skills and
students from different disciplines are not always allowed to
integrate. It is rare to find courses that are designed with an
interdisciplinary approach, a situation that makes students
feel unprepared for team work [2].

Using traditional ‘passive’ learning techniques on regular
or elective courses (i.e. students just listen to the teacher’s
lecture and take notes), means that the students’ learning
outcomes at the end of the academic process are not fully
exploited. On the other hand, when teachers use AcoLTs as
an alternative they can create natural critical learning envi-
ronments [3–7] that improve student learning. There is evi-
dence that AcoLTs are effective at improving critical-
thinking and problem-solving skills, thus reducing attrition
[6], closing the gap between the students’ current and
desired performance [8], and fostering a generation of
Communities of Practice [9].

The above situations show that strengthening these kinds
of skills in interdisciplinary groups is a relevant issue in
higher education. One way to approach this problem is to
offer interdisciplinary elective courses where different
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AcoLTs can be applied, thus simulating ‘real’ professional
contexts. The aim of this study is to implement and evaluate
AcoLTs to promote significant learning environments and
communities of practices on an interdisciplinary course
called Assistive Technology (AT) for health science and
biomedical engineering students.

2 Materials and Methods

2.1 Study Design and Participants

For this study, the constructs measured were Satisfaction
with learning (SL) and Communities of Practice (CoP). SL is
the extent to which students perceive how well a learning
environment supports academic success [10], while CoP is
the extent to which students perceive they are part of a
community of peers who share the same interests and who
work together to learn [9].

The instruments include a survey with 7-point Likert
scale with 36 items divided into three sections. The first
section asked about the participants’ demographics, and the
second and third sections inquired about SL and CoP. SL (17
items) included items related to the students’ level of satis-
faction with the materials, equipment, activities and
instructor’s support, as well as their motivation and sense of
control during the learning process, while CoP (12 items)
included items related to the students’ sense of connected-
ness with their peers and instructors. Each item had the same
weight in each construct. The scales and items that measured
the two constructs, SL and CoP, had already been validated
[9]. The other instrument was a semi-structured interview
designed to assess the students’ perceptions about the
AcoLT implemented and to obtain general opinions and
recommendations about this pedagogical innovation. The
interview was conducted at the end of each academic period.

With regard to the participants, this study included
undergraduate students enrolled on the AT course for three
academic periods (three semesters 2016–17). The University
Ethics Committee endorsed this research and the students
signed their informed consent.

2.2 The AT Course and AcoLT Implemented

The AT elective course is offered to students of biomedical
engineering and health science at the School of Medicine
and Health Sciences. The course is taught in English, it has
three academic credits (48 h of work per semester) and
focuses on the implementation, adaptation and development
of assistive technologies for people with disabilities using an
inter-professional approach.

Based on the results of a pilot study [11], four AcoLTs
were selected and implemented. These AcoLTs were selec-
ted to improve skills such as communication with profes-
sionals from different disciplines, hands-on skills, working
under pressure, problem solving and communication in an
academic environment [11].

Project-based learning. Students have to use a hypo-
thetical case of an individual with a disability throughout the
course and design an assistive technology device for this
person.

Role-play. In this activity, the students simulate different
roles: patients with disabilities, health or engineering pro-
fessionals, patients’ families and social services profession-
als, all in a ‘real’ life situation. They prepare their role-play
based on an assigned case study. The final aim is to raise
awareness among students about ‘real’ professional experi-
ences as well as the needs of patients and their families.

Hands-on Technology. This is an activity where the
students find, set up, test and compare different technologies
as an input text interface. They compare their performance
by writing/typing a sentence using different interfaces such
as head trackers, adapted keyboards and keyboards on the
screen.

Hackathon. Here the students have to solve a real tech-
nical problem within a set time. Similar to the Hands-on
Technology technique [12], with this activity the students
can gain a more in-depth understanding of the related con-
cepts, but under pressure (See Fig. 1). This is an example:
“TASK: You will have the challenge of creating an assistive
technology device. It will allow you to emulate the left mouse
click of a person with reduced mobility by means of a
‘switch’. You have three hours to finish the activity. You can
use the elements provided (e.g. springs, magnets, levers,
aluminum bars, Arduino boards, and electronic elements
and sensors). The design requirements are: the device
cannot use batteries, and it should be as small as possible.”
Figure 1 shows an interdisciplinary group working during a
Hackathon activity (three occupational therapy students and
one biomedical engineering student).

2.3 Data Analysis

Descriptive statistics were used. The mean and standard
deviation of the SL and CoP constructs were calculated. If
these constructs have mean values higher than 5 points, this
indicates good perceptions with the AcoLTs implemented on
the AT course. In addition, a Spearman’s correlation
between the CoP and SL constructs was calculated. The
alpha level of significance for all the tests was set at p
0.05 (two-sided) and an SPSS V 22.0 statistics package was
used. We carried out a non-parametric statistical analysis in
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this study due to the ordinal nature of the variables and
because we wanted to identify how the SL and CoP con-
structs behaved in the learning environment we had created.

3 Results

3.1 Participants’ Demographics

Of the 17 questionnaires distributed, 16 students filled them
out, which provided a 94% response rate. The students were
mostly young people, most aged between 20 and 22 years
old (68.8%), female (87.5%), studying a bachelor’s degree
in health sciences (81.3% including occupational therapy,
physical therapy, speech language pathology and psychol-
ogy). Three students (18.8%) were enrolled on a biomedical
engineering bachelor’s degree program.

3.2 About the Survey

The means and standard deviations of all the items of SL and
CoP sections were calculated. In addition, a summative scale
with all the items from both constructs (SL and CoP) were
calculated, and then the mean and standard deviation of this
new scale were obtained. With regard to SL, the mean and
SD of the average of all the items were 6.30 (SD = 0.46.
Median = 6.47. Mode = 6.65), while for the summative

scale they were 107.25 (SD = 7.85. Median = 110.
Mode = 113), which means that the SL construct measured
by 17 items (maximum score = 119) was located in the top
third of the summative scale. This indicates that the students’
SL on the AT course was high. In relation to the CoP con-
struct, the mean was 6.26 (SD = 0.63. Median = 6.33.
Mode = 6.25), the mean and SD of the summative scale
were 75.1 and 7.58, respectively, with a median of 76 and a
mode of 75, which means that this construct measured by 12
items (maximum score = 84) was located in the top third of
the summative scale. This reveals that the students believed
that the AT course contributed to the creation of commu-
nities of practice. Finally, the correlation coefficient
(Spearman’s Rho = +0.865, p = 0.000) indicates a signifi-
cantly strong correlation between SL and CoP.

3.3 The Semi-structured Interview

Different qualitative contributions were obtained from the
interviews. With regard to the AcoLT/Project-based learning,
the students valued the opportunity to contribute to solving
the case from the point of view of their own careers, but also
from the points of view of other disciplines. In the
AcoLT/Role-play, the students mentioned how useful it was
to put themselves into ‘another’s shoes’ (e.g. a person with
disability); they reflected on the feelings, motivations and
frustrations of being a person with a disability, or on his/her

Fig. 1 Interdisciplinary group working during a Hackathon activity (three occupational therapy students and one biomedical engineering student)
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responsibility as a professional for the patient or his/her
family. With regard to the AcoLT/Hands-on technology, they
liked the method of comparing their own performance when
doing the same activity that involved using different input
text interfaces, and sharing their scores, problems and pos-
sible improvements with the interdisciplinary group. With
regard to the AcoLT/Hackathon, the students highlighted the
time pressure they felt during the activity and the difficulty of
quickly deciding how to solve the problem. They recognized
the usefulness of listening to every member’s opinion in
order to select the best solution. The students mentioned that
at the start they felt that the challenge was impossible, but
after the three-hour session they realized that they had been
able to create a simple switch, which was rewarding for them.

4 Discussion

The qualitative results obtained and the strong positive cor-
relation between SL and CoP indicates that the students were
very satisfied with this pedagogical innovation. The fact that
the students had the opportunity to create their basic com-
munity of practice around the ‘real’ project, prepared them to
face future interdisciplinary challenges and gave clues that
they were working using an interdisciplinary approach,
which is crucial in the field of assistive technology [13].

With regard to the general comments, one of the most
relevant was that after finishing the AT course, the health
science students felt they had the capacity to contribute to
the technical aspects of any given project and, vice versa, the
engineering students felt more comfortable participating in
the steps of training patients as part of the assistive tech-
nology delivery process. The fruitful discussions by the
students, which took place at the end of the course
(semi-structured interview), also included proactive pro-
posals for the project; for instance, the possibility of having
more courses with this type of innovation, of improving
some of the guidelines in the lab procedures, of having more
time for their final projects (related to the case) and of
continuing to create space for discovering opinions and
experiences from other disciplines.

5 Conclusion

The students who participated in this study believed that the
AT course contributed to the creation of communities of
practice; they were satisfied with the learning process

carried out during the course and considered the AcoLTs
implemented were useful for the pedagogical proposal.
Placing the students in ‘real’ simulated situations of their
professional practice allowed them to acquire competencies
such as team-work, problem-solving and critical-thinking
skills using an interdisciplinary approach. These results will
encourage us to continue with this strategy in the future with
larger courses.
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Overseeing the Growth of Medical Physics:
Indonesia Case

S. A. Pawiro, L. E. Lubis, A. N. Oktavianto, and D. S. Soejoko

Abstract
As a nation of 261 million people (2015 survey),
Indonesia has been in constant need of improvement in
healthcare services which includes clinical medical
physics services. A growth in number of clinical medical
physicists, particularly in the field of radiation therapy,
has been observed since the last thirty years. However, it
is not until the last decade that a major increase took place
owing to three main reasons; (1) the increase in number of
radiotherapy facilities, (2) the founding of more medical
physics programs in universities, and (3) the fusion of two
previously-independent professional societies into one
government-acknowledged professional body. All the
three main reasons have positive linkage to another,
allowing the field to grow even more in the future. This
paper discusses the contribution of the three reasons to the
growth status in medical physics profession, their relation
and two-way impact to the academic aspect, as well as the
future opens as consequence of this growth. Immediate
plans and ongoing schemes will also be described to
elaborate the chances of medical physics to thrive in
Indonesia.

Keywords
Medical physics education � Clinical training
Professional organization

1 Introduction

Medical Physics service in Indonesia has been present since
the era of radiotherapy with Cobalt-60 machines started in
the early 1960s. The historical context is described by
Soejoko et al. [1]. She also described the challenge of
medical physics development in Indonesia from the begin-
ning up to the situation in early 2015. The paper describes
achievements and challenges of medical physics education
and plans to establish the schemes for enabling Clinically
Qualified Medical Physicists (CQMP) through clinical
training.

Indonesian medical physics community consists of
medical physicists in academic, clinical, and regulatory
setting who has all worked together to establish the medical
physics field in Indonesia. This paper aims to describe the
achievements of medical physics as a growing field in
Indonesia from 2015 to present.

2 Professional Organization

Until 2015, Indonesia has two medical physics organiza-
tions; Himpunan Fisikawan Medis dan Biofisika Indonesia
(HFMBI), and Ikatan Fisikawan Medik Indonesia
(IKAFMI). HFMBI was affiliated to the International
Organization for Medical Physics (IOMP) and mainly
focused on education and research, while IKAFMI, whose
members mostly work on clinical setting, served as a partner
to the Ministry of Health and dealt with regulations drafting.

The situation of that time was not convenient, since many
issues could not be solved with two separate organizations.
As the society grew along with the increase of medical
infrastructure number and complexity, the community
sensed the need for the two professional organizations to
fuse together—and so it was declared that the two parties are
merged on October 31th 2015.
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Abiding the regulation regarding associations/societies
from the Ministry of Law, Republic of Indonesia, all
members agreed to dissolve the two organizations and
establish a new one, named ‘Aliansi Fisikawan Medik
Indonesia’ (abbreviated as AFISMI) with ‘Indonesian
Association of Physicists in Medicine’ as its English name.
In 2016, the new organization begun its labor by first
re-registering members of two previous organizations and
then proceed with the long-run effort for the recognition and
development of medical physics in Indonesia.

During the re-registration, the total members of the
society was 298 with 161 clinical medical physicists in
2016. The number grew in 2017 to be 381 members with
202 clinical medical physicists. Beside clinical medical
physicists, members of the society included bureaucrats at
Ministry of Health and Nuclear Regulatory Agency, aca-
demics, and other professionals at manufacturers and their
representatives. Figure 1 indicated that the number of the
new society’s members significantly increased after the
fusion of two organizations took place. The number of
medical physicists from 2008 to 2015 is predicted and only
Radiation Oncology Medical Physicists (ROMPs) are pre-
sented. Figure 1 also displays that the number of Diagnostic
Radiology Medical Physicists (DRMPs) was significantly
increased in 2016 and 2017. Unfortunately, the number of
Nuclear Medicine Medical Physicists (NMMPs) has not
changed from 2015 to 2017.

3 Recognition of Medical Physics
as a Discipline

Medical physicist as profession in Indonesia has been rec-
ognized in 2007 by Ministry of Health in Decree
No. 48/2007. Currently, medical physicist has been men-
tioned in Government Regulation No. 36/2014, classified
under Biomedical Technology cluster together with radiog-
rapher and biomedical engineer. By law, medical physicists
has to be present in Radiotherapy, Diagnostic and

Interventional Radiology, and Nuclear Medicine services as
one of the prerequisites for medical devices to be licensed
for clinical use. It is regulated by both the Nuclear Energy
Regulatory Agency and Ministry of Health under separate
decrees.

According to Government Regulation No. 12/2012 about
higher education, medical physics education comprises of
academic and professional training. In line with international
recommendations, the Clinically Qualified Medical Physicist
(CQMP) has academic qualification of postgraduate level
with minimum 2 years of additional clinical training at hos-
pital [2, 3]. However, a challenge is present to directly adopt
the international recommendation concerning the demogra-
phy of population and also medical devices distribution. To
answer the quantity demand of medical physicists of around
1600 (according to Nuclear Regulatory Agency calculation),
it is decided that two levels of medical physicists are to be
recognized nationally; they are Associate Medical Physicist
(Assoc. Medphys) and Clinically Qualified Medical Physicist
(CQMP). This leveling scheme follows the directives from
Indonesian regulation according to Government Regulation
No. 12/2012. The Associate Medical Physicist level falls on
the category of Indonesian Qualification Framework (IQF) in
Level 7, whereas Clinically Qualified Medical Physicist is
categorized in IQF as Level 8.

An Associate Medical Physicist essentially holds a
bachelor’s degree in Physics and completed the additional
professional training for 6–12 months. Based on the Com-
petence Standard of Medical Physicist developed by
AFISMI and Ministry of Health, Associate Medical Physi-
cists are dedicated to play limited role in physics service; i.e.
related with simple equipment for radiotherapy, diagnostic
radiology, and nuclear medicine. For the use of advanced
techniques and devices in radiotherapy, diagnostic and
interventional radiology, and nuclear medicine, the Clini-
cally Qualified Medical Physicist (CQMP) must be present.
The Associate Medical Physicist also served as a bridge to
match the current national capacity with the international
qualification of medical physicist in the future.
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Currently, our CQMPs are experienced medical physicist
with master’s degree in medical physics who passed
grandfather certification/exam conducted in May 2016 by
Indonesian Board of Medical Physics (IBMP). The IBMP
consists of universities, professional organization, and rela-
ted stakeholders. Those with master’s degree who have not
passed the grandfather certification are categorized as
Associate Medical Physicists. In addition to them, currently
existing Associate Medical Physicists are those experienced
in medical physics practice with only bachelor’s degree in
physics, or closely-related sciences, who had also passed
similar examination. Figure 2 displays the number of
Associate Medical Physicist and Clinically Qualified Medi-
cal Physicist from 2008 to 2017. The number of medical
physicist in 2008 are as mentioned by Kron et al. [4] and
Gondowihardjo [5]. For 2012, the data is adapted from Kron
et al. [6], whereas the number of medical physicist was taken
from document RCA RAS6077 which was published online
at IAEA Website [7]. From 2016, data was taken from
AFISMI’s data and has been published by Pawiro [8].

3.1 Professional Training and Specialist Clinical
Training

In order to harmonize and standardize the clinical medical
physicist in terms of competence, we have commenced the
specialist clinical training for CQMP in October 2016 and
professional training for Associate Medical Physicist in
January 2018. We developed modules for professional
training based on the national competency standard of
medical physicists that comprises of the following; radiation
protection and emergency response, acceptance and com-
missioning of new equipment, quality control of equipment,

radiotherapy planning, and dose audit. On the other hand,
the specialist training used entirely the IAEA Training
Course Series 37 [9], 47 [10], and 50 [11] for ROMP,
DRMP, NMMP, respectively. Table 1 described the number
of trainees of both training programs.

3.2 Certification

According to Ministry of Education Regulation No. 83/
2010, the competency certificate has to be issued and signed
by a representative of higher education institution and the
professional organization. Abiding the regulation, the certi-
fication of medical physicist is performed by Indonesian
Board of Medical Physics and is currently administered by
the Indonesian Alliance of Universities with Medical Phy-
sics Program (in Indonesian; Aliansi Institusi Pendidikan
Fisika Medis Indonesia, AIPFMI). Currently, the members
of AIPFMI are Universitas Indonesia, Bandung Institute of
Technology, Diponegoro University, Brawijaya University
and Hasanuddin University.

The Alliance served to arrange written, oral, and/or
practical exams for the examinee. In addition, this organi-
zation also provides the competency certificates signed by
the Dean of one of its members (depends on where the
certification examinations are held) and AFISMI president.
Beside playing roles in the certification, AIPFMI also
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Table 1 The number of trainee for AMP training and CQMP training

Batch AMP training CQMP training

I 23 (January 2018) 7 (October 2016)

II 25 (June 2018) 6 (October 2017)
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harmonizes curricula for medical physics programs in both
undergraduate and graduate levels.

3.3 Registration and Licensing

The registration of clinical medical physicists in Indonesia is
regulated under the National Council of Allied Health Pro-
fessional (KTKI). AFISMI as the official professional orga-
nization for medical physics will place two representatives in
the council and will help to register the clinical medical
physicists. As a requirement to register as clinical medical
physicist, candidates must have competency certificate and
recommendation from AFISMI. Upon successful applica-
tion, clinical medical physicists belonging to both levels will
get the certificate of registration and registration number as
medical physicist valid for five years. After five years,
clinical medical physicists has to re-new their registration to
the council with 25 Continuous Professional Development
(CPD) credits and a recommendation from AFISMI.

After the registration, the Ministry of Health is planned to
issue the license for medical physicists to practice. Until
recently, the Ministry of Health and AFISMI are still
working on the drafting of the regulation.

4 Capacity Building in Medical Physics

Based on the number of radiotherapy machines, diagnostic
X-rays machines, and nuclear medicine machines in Indone-
sia, the nation is currently in short of approximately 1600
medical physicists. This data is in line with the calculation by
Datta [12] which calculated the need of medical physicists
based on cancer data and ideal radiotherapy equipment of
around of 469 ROMPs. Additionally, the documents of
RAS6077 [6] mentioned the need of ROMP, DRMP, NMMP
in Indonesia are 122, 271, and 22 clinical medical physicists.
Based on this data, we have tried to enhance and strengthen
medical physics in Indonesia in education, clinical training
and continuous professional development.

4.1 Medical Physics Education

Soejoko [1] has described that the establishment of medical
physics education has been supported by IAEA Project
through Technical Cooperation Project No. INS6013,
INS6014, and INS6015. This project supported the equip-
ment, training of faculty members, training of candidate of
clinical supervisors, training of nuclear regulatory staffs, and
scientific visit for senior staffs from 2007 to 2012. The
professional training for Associate Medical Physicist and
specialist clinical training for CQMP could have only be

initiated due to success stories of our previous IAEA projects
from 2007 to 2015.

The next focus of our IAEA projects will be the estab-
lishment the clinical medical physicists and training for
diagnostic radiology medical physicists in University
Hospitals through INS6020 for 2018 to 2019. The project
will procure equipment for Bandung Institute of Technology
and Brawijaya University, provide fellowships for young
staff members, and scientific visit for benchmarking senior
staffs. Universitas Indonesia, Diponegoro University, and
Hasanuddin University already have equipment from pre-
vious IAEA and Government projects, so they only need
human resources funding for fellowships and scientific vis-
its. It is highly expected that the project will enhance the
quality of education and professional trainings for Associate
Medical Physicist in the near future.

For education, we are fortunate that Indonesia government
provide scholarships for students to pursue master’s and
doctorate through Endowment Fund for Education (LPDP)
and Beasiswa Unggulan (BU) scholarships from the Ministry
of Education (under collaboration framework with the Min-
istry of Finance). This scheme has increased the number and
quality of graduate students in Medical Physics. From 2012,
17 awardees of government scholarship schemes have pur-
sued master’s degree in Medical Physics at Universitas
Indonesia, 6 awardess at Bandung Institute of Technology,
and 1 awardee have obtained master’s degree in Medical
Physics at Imperial College London. Beside scholarships for
young student, the government also provide scholarships
lecturers to pursue their Ph.Ds. Under this scheme, around 10
young lecturers from several universities are currently fin-
ishing their Ph.Ds. in Medical Physics.

4.2 Clinical Training

Specialist training to achieve Clinically Qualified Medical
Physicist level has been initiated under IAEA regional pro-
ject RAS6077 and is continued through regional project
RAS6087. This project, provides resources for the trainers of
clinical training supervisor, remote supervisor from overseas
for participants with limited number of supervisor on certain
medical physicist specialist, and e-learning system. We also
appreciate the vendor who donated Treatment Planning
System units for professional training of Associate Medical
Physicist that enables trainees to explore the system’s
capabilities prior to clinical placement.

4.3 Continuous Professional Development

Continuous ProfessionalDevelopment (CPD) is described as a
mechanism to maintain and improve the quality of medical

862 S. A. Pawiro et al.



physicist through seminars, workshops, trainings, or publica-
tion. By regulation, medical physicists have to collect 25 CPD
credits fromAFISMI in order to be re-registered every 5 years.

The Ministry of Health provides funding support for CPD
activities every year, with the main objective being to sup-
port professional organizations to conduct activities for CPD
and upgrade the knowledge and competency in new tech-
niques and technology. On the other hand, IAEA, from
several projects also enable expert missions to share and
upgrade the knowledge of Indonesian medical physicists.

5 Conclusion

We conclude that the fusion of professional organization
gave significant impact to the acceleration of Medical Phy-
sics development in Indonesia. The fusion fueled our efforts
for recognition, capacity increase, certification, and regis-
tration of medical physicist in Indonesia. The international
and government incentives are also of significant positive
influence to the improvement of the quantity and quality of
medical physicist through academic education, clinical
training, and continuous professional development.
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Enhance Medical Education and Training
Using Interactive Autostereoscopic 3D
Display by In Situ 3D Interaction

Guowen Chen, Cong Ma, Xinran Zhang, and Hongen Liao

Abstract
In this study, we proposed to combine autostereoscopic
3D display and interactive display to enhance medical
education and training, which could be an alternative to
the traditional medical education. We developed an
enhanced 3D rendering algorithm for medical education
and training based on the traditional lens based rendering
algorithm (LBR). We used the system to perform a user
study of medical visualization and education with a heart
phantom, and a human-computer interaction device to
capture hand motions, rotations, and gestures. Structure of
the heart was labeled and validated by physician ahead.
Furthermore, we devided 40 users (20 women and 20
men) into two groups: control group and experimental
group, to operate a user study on anatomical structure of
the heart phantom. Experimental results showed that our
algorithm can achieve higher rendering performance than
the traditional LBR. User test showed that 3D education
system equipped by the enhanced LBR can achieve
interactive display, and can thus promote education
experience and reduce education time consuming. Further
work includes more user studies on medical education
and increasing frame rate of rendering for more versatile
hardware configurations.

Keywords
Medical education � Human-computer interaction
In situ interaction

1 Introduction

In the traditional medical education scenario, anatomical
models, experimental animals and books are utilized to
convey the knowledge of anatomical structures. However,
the anatomical models are bulky to carry and expensive,
experimental animals are not always available, while the
books are not intuitive and vivid. One solution for this
problem is medical simulation [1, 2]. In medical simulation,
the main sense input of human are vision [3], while the
control information outputs of human relies on hand. Cur-
rently, people mainly rely on two-dimensional display as
visual input and the mouse as the corresponding output
device, default. In an interactive display system, human
coordination includes: spatial coordination which is the
relationship between the spatial position of display and
control and the human expectation, coordination of motion
which refers to the movement of the controlled variables is
coordinate with the movement of the visual feedback vari-
ables, the conceptual coordination that refers to the consis-
tency of display and control conceptually with human
expectations and habitual mode which refers to subcon-
scious and automatic behavior as a conditioned reflex. For
human vision, 3D display can provide motion and binocular
parallax as depth cue directly. Thus, it can cater for the
spatial coordination than the traditional 2D display [4, 5].
Furthermore, hand tracking devices can provide 3D control
information by spatial movements and can provide concep-
tual coordination and habitual control by hand gesture.

2 Methods

2.1 Interaction Model Design

In multi-channel interactions, users can communicate with
computer systems using natural interactions such as voice,
gestures, eyes, emoticons, and more. In this study, we use
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mouse and the Leap motion controller as interactive inputs
of multi-channel information [6]. In the application, we offer
the 2D and 3D visualization information by 2D and 3D
displayer. We uses the state machine principle. We set the
system as four modes: navigation mode, activation mode,
learn mode and free mode. The navigation mode consists
translation, rotation operation. Under the navigation mode,
different perspectives of the model can be observed by
mouse. In the idle mode, the program stops rendering. After
capturing the right hand by the Leap Motion camera, the

state machine jumps from the idle mode to the activation
state, and if the hand gesture has been registered, it enters the
learn mode. If the hand is released or the gesture is unreg-
istered, it went back to the free mode if the mouse button is
up, or navigation mode if the mouse button is push down. In
the learn mode, the user can pick up the region of interest
(ROI) to view the denotation of anatomical structure
(Fig. 1).

2.2 Rendering Algorithm

To meet the image quality and interactivity of the system, we
proposed an enhanced lens based rendering algorithm for
autostereoscopic 3D displays to achieve higher frame rates
and better image quality without pixel resampling [7]. We
adopted Octree to manipulate the mesh load and undertake
viewport based minimal indexing before sending the meshes
to GPU, as shown in Fig. 2, to accelerate the rendering. The
details of Octree based index shuffling and viewport based
minimal indexing are shown in Fig. 3a, b. In the viewport
based minimal indexing, the visibility of vertexes are
determined by Octree to achieve the index range. The range
can be used to cull most of the invisible vertexes. The
pre-processing of meshes introduce a small overhead on
CPU but can provide a great time cost cut on GPU based
primitive processing.

Fig. 1 Diagram of state machine model

Fig. 2 Flowchart of the rendering and display
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3 Experiments and Results

3.1 System Setup

To evaluate the proposed algorithm, we fabricated one IV
display and implemented the algorithm by C++ with omp
OpenGL and GLSL. We implemented the proposed LBR
algorithm to render IP images on a NVIDIA GTX 1080Ti
platform. For studying the annatommy, the structure of heart
should be of fine precision. Therefore, we adopts a heart
phantom with 53400 triangular primitives in this experiment.
The 3D display consists of a LCD of 3840 � 2400 resolu-
tion and micro-lens array with 84 � 73 lenses as shown in
Fig. 4c. The resolution specification of the 2D display is
3840 � 2160 as shown in Fig. 4b.

3.2 Experiment Design

In this study, we should prove the usability of the proposed
education system. Usability is an important part of the
human-computer interaction system. It relates to whether
human-computer interaction can meet the user’s

expectations and the efficiency and convenience of achieving
this goal. The research on the feasibility analysis and eval-
uation of human-computer interaction system mainly
involves the convenience and the efficiency of the system.
The convenience of the system refers to simplicity in
learning and using in simple tasks. The efficiency of the
system can be evaluated by the time cost to finish a specific
task after professional training. In this experiment, we design
the easy task as that to know how to navigate through the
heart phantom and the advanced task as to learn through ten
denoted anatomical structures as shown in the Fig. 4a.

3.3 Results

In this experiment, we achieved rendering rate of approxi-
mately 50 FPS and achieved fluent interactivity (grasps and
scratches), with the enhanced LBR as shown in Fig. 4d,
while rendering frame rate of the traditional method is 9.8
FPS. Specifically, the overhead of minimal primitive
indexing introduced an overhead of 0.003 s and have a
cut-off on general rendering time cost by more than a half. In
the user study, the experimental group cost 34.7 s on the 3D
display, while the control group used 44.5 s on the 2D

Fig. 3 a Octree based vertex shuffling and b viewport based minimal indexing

Fig. 4 a Ten denoted structures b human interaction by 2D display c configuration of interactive 3D display d demonstration of interactive 3D
display
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display under the advanced tasks. The experimental group
cost 32.2 s in the introductory task in average, while the
control group cost 34.9 s in average (Table 1).

4 Conclusions

In this paper, according to the requirements of medical
visualization, we proposed and implemented an enhanced
LBR algorithm, and evaluated rendering performance by
benchmarking against the traditional LBR. Evaluation
experiments show the 3D interactive medical learn system is
more convenient and efficient for educatees to navigate and
learn through the anatomical structures than the traditional
interactive 2D display system.
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Public-Private Partnership Strategy
in Acquiring Facilities for Radiotherapy
Services and for Education and Training
of Medical Physicists in Southern Philippines

Angelina M. Bacala and Agnette de Perio Peralta

Abstract
The Philippines is an archipelagic country with an
estimated 105 M people. Although cancer is the third
leading cause of mortality, only a few radiotherapy
centers are in operation and majority of these are located
in the capital region of Manila in the island of Luzon.
There is only a single school, a private university, located
in Manila, offering the master’s degree in medical
physics. Mindanao Island, considered the breadbasket of
the nation, is the second largest island of the Philippines.
It is located in the south and has a population of about
22 M people. Only four hospitals in Mindanao provide
radiotherapy services using a linear accelerator (linac)
while four radiation oncologists and seven medical
physicists serve the needs of the entire island. We
describe in this paper the public-private partnership
(PPP) strategy we are proposing in order to acquire a
medical linac to be used for radiotherapy at a local private
hospital, for research, and for a planned medical physics
education and training program in the largest state
university in Mindanao.

Keywords
Medical physics graduate program � Mindanao
Philippines � Public-private partnership

1 Overview

Located in Southeast Asia, the Philippines is an archipelago
of 7,107 islands. As it is completely surrounded by water,
the islands are accessible only by sea and air. It is estimated
that the current Philippine population consists of about 105
million persons based on the 2015 Census of Population
with an annual population growth rate of 1.72% between the
years 2010–2015 [1].

As to the leading cause of mortality among the Filipino
population, cancer is the third. The Globocan (2012) data
showed that around 100,000 people are newly diagnosed
with cancer each year. The Philippines has the highest breast
cancer prevalence in Asia. Cancers common in the country
are breast cancer, colorectal cancer, nasopharyngeal cancers,
laryngeal cancers, and gynecologic cancers [2, 3].

There are at present 34 licensed facilities with linear
accelerators in the country that offer radiation therapy ser-
vices (Fig. 1) and seven (7) facilities in the pre-licensing
phase with more being planned. Of these 34, two (2) also
have a cobalt 60 teletherapy unit [4]. Additionally, there are
five (5) hospitals which have only a cobalt-60 teletherapy
unit, one of which is a gamma knife [5].

About half of those hospitals are located in the capital
region of Manila in Luzon, the largest island in the country.
The second largest island in the Philippines is Mindanao
Island. It is considered the breadbasket of the nation with a
population of about 22 million people. Only four (4) hospi-
tals offer linear accelerator radiotherapy services in the
whole island. Four (4) radiation oncologists and seven
(7) medical physicists serve the needs of the entire Min-
danao. All of the medical physicists studied in the University
of Santo Tomas (UST), a private university located in
Manila, the only university that offers the master’s program
in medical physics (MP) in the Philippines.
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2 Radiation Oncology Medical Physics
Practice in the Philippines

The Philippine Organization of Medical Physicists (POMP)
was established in 1986. It became the Society of Medical
Physicists in the Republic of the Philippines (SMPRP) in
2016. POMP created the Philippine Board of Medical Phy-
sics Section of Radiation Oncology Medical Physics in
2010. To date, there are twenty (20) Board-certified radiation
oncology medical physicists and sixty-eight (68) practicing
radiation oncology medical physicists in the country, almost
all with a master’s degree from UST [6]. Practicing MPs
have gone through a mentoring or a residency program with
the senior physicists in major hospitals. The clinical training
modules developed by the International Atomic Energy
Agency are used in the residency programs in radiation
oncology medical physics and also in those of nuclear
medicine medical physics and diagnostic radiology medical
physics. However, with regards to other certifying boards,
there is still no existing certifying board for the other fields
of medical physics.

3 Public-Private Partnership for Southern
Philippines

3.1 Education, Clinical and Research
Applications

Significant improvement in radiotherapy services in Min-
danao can be effected if an advanced education and training
program in medical physics is initiated. An indispensable
tool in the implementation of this program is the existence of
a medical linac for the treatment of patients which can also
be used for the training and education of medical physics
graduate students [7, 8].

A major cancer treatment modality is called external
beam radiation therapy which uses a linac. Linacs are
devices that accelerate electrons to high kinetic energies
using microwave radio-frequency fields through specially
evacuated linear structures called accelerating waveguides.

In this project, when the linac is not being used for
therapeutic purposes, it will be used for education, training,
and research. Besides research in medical physics, several

Fig. 1 Licensed linac teletherapy facilities in the Philippines
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research projects can be undertaken such as testing the
radiation hardness of new materials for the semiconductor
and nanoparticle laboratories, analysis of protein structures
leading to the development of new drugs, and image pro-
cessing with applications to materials characterization,
among others. This arrangement is possible since the linac
will be used for cancer treatment for eight (8) h in a day, five
(5) days in a week.

To surmount the huge challenges in present-day Philip-
pines, a private-public partnership (PPP) is proposed with a
local private hospital in Iligan City to host the radiotherapy
operations of a medical linac. In the PPP, the linac will be
acquired through government funds by a university research
community which is going to maintain the linac as a research
facility with pre-arranged schedule of access given to uni-
versity researchers.

3.2 Mercy Community Hospital and Mindanao
State University-Iligan Institute
of Technology

Iligan City, with a population of more than 350,000 is
located in Northern Mindanao and is home to the Mindanao
State University-Iligan Institute of Technology (MSU-IIT), a
state university, and Mercy Community Hospital (MCH), a
private tertiary hospital. MCH lacks the huge capital
investment required to set up a radiotherapy center but has
agreed to provide the land requirement for free inside their
hospital campus and the use of their diagnostic equipment
such as CT, MRI and other machines once the linac is
available.

MSU-IIT, on the other hand, has been running one of
the country’s most active physics programs for several
years now. It is the only institution in Mindanao that offers
the Ph.D. Physics program and has the highest concentra-
tion of advanced manpower in physics in southern Philip-
pines. The same can be said of its graduate programs in
mathematics, chemistry, biology, engineering, and materials
sciences. MSU-IIT has been tasked to submit the proposal
for funding to the Department of Health (DOH) for the
acquisition of a medical linac and the construction of the
facility. The funding required however for the training of
personnel and the setup of the master’s program in medical
physics will be sourced from the Department of Science
and Technology funds as the DOH does not provide such
kind of grants.

4 Conclusion

There is a shortage of radiotherapy facilities in the country.
Although this situation is due to a number of factors, any
intervention would be extremely helpful. The acquisition of
a medical linac by a university planning to offer a medical
physics master’s course would be greatly advantageous.

In the PPP strategy, the linac will be used in a local hospital
to treat cancer patients. When it is not used for radiotherapy,
research personnel from the university will be given access to
the linac to enable them to do research. In addition to educa-
tion, training, and research and development in medical phy-
sics, the linear accelerator can also be used by researchers in
materials science, nanotechnology, radiobiology, chemistry,
advanced mathematics, statistics, and agriculture.

PPP is one of the most viable ways to address the
immense shortfall of medical linacs in the country while at
the same time providing for the urgent need of educating and
training future practicing medical physicists to serve the
needs of the patients in the southern island of Mindanao. It is
imperative for this model to succeed so that it can be
replicated in other areas of the country, all of which are in
need of a medical linac. It is an innovative approach which
we think other countries can use for development in edu-
cation and research, especially in medical physics.
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Evaluation of the Impact of an International
Master of Advanced Studies in Medical
Physics

Giorgia Loreti, Hossein Aslian, Antonio Brito, Harry Delis,
Renata Longo, and Renato Padovani

Abstract
The Master of advanced studies in Medical Physics
(MMP) has been jointly organized since 2014 by the
International Centre for Theoretical Physics (ICTP) and
Trieste University and supported by the International
Atomic Energy Agency (IAEA), through the work of the
Dosimetry and Medical Radiation Physics Sec-
tion (DMRP), Division of Human Health (NAHU) and
the IAEA Technical Cooperation Programme. The MMP,
offers one academic year of theoretical classes followed
by one year of structured clinical training in hospitals. It
aims at addressing the scarcity of formal education and
training schemes for medical physics studies, through an
internationally harmonized programme that provides
graduates with an academic knowledge and practical
skills and competencies, to effectively practice medical
physics once back to their home countries and Regions.
Adequate academic education and structured clinical
training of medical physicists play an important role in
ensuring the safe and effective use of nuclear technologies
in the diagnosis and treatment of patients. To evaluate the
impact of the MMP, an online survey was developed and
distributed to the graduates of the first two cycles of the

programme, in March 2017, considering different aspects
contributing to the overall fulfilment of the MMP aims.
Criteria comprised: the activity of the graduates before
and after the MMP, return rate to their home country and
work activities performed after the degree. Specific
feedback was also analysed about the MMP programme.
The analysis of the 22 received answers (85% of all
graduates at the time of the survey) is presented in this
article.

Keywords
Medical physics education � Postgraduate education
Clinical training

Introduction and Historical Background

1.1 Establishment of the Joint ICTP—University
of Trieste Master of Advanced Studies
in Medical Physics Supported by IAEA

The Master of Advanced Studies in Medical Physics
(MMP) programme has been established in 2013 thanks to
an agreement between the Abdus Salam International Centre
for Theoretical Physics (ICTP) and the Trieste University
and the contribution of the Trieste University Hospital.
The ICTP, a United Nations Educational, Scientific and
Cultural Organization (UNESCO) and IAEA institution, has
been for more than 50 years a driving force behind global
efforts to advance scientific expertise worldwide.

In January 2018 the MMP began its 5th cycle, composed
by 19 students from 17 different countries. The international
and unique profile of the programme is better understood
knowing that the 87 students of the 5 cycles come from 48
different countries, 22 from Africa, 13 from Asia and the
Pacific, 5 from Europe and 8 from Latin America and the
Caribbean.
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Implementation of the MMP programme requires signif-
icant financial resources and thus the financial support of
different stakeholders has been crucial; these include:
American Cancer Society (ACS), European Federation of
Organisations For Medical Physics (EFOMP), ICTP, Inter-
national Organization for Medical Physics (IOMP), Kuwait
Foundation for the Advancement of Sciences (KFAS), The
World Academy of Sciences (TWAS), Secretaría de Edu-
caciόn Superior, Ciencia, Tecnología e Innovaciόn of
Ecuador (SENESCYT), but mainly the IAEA, through the
work of the Dosimetry and Medical Radiation Physics
Section (DMRP) [1], Division of Human Health (NAHU)
and the IAEA Technical Cooperation Programme.

1.2 The MMP Structure

The two-year programme is designed to provide promising
graduates in physics or in related fields with one year of
postgraduate academic education and one year of clinical
training. The clinical training network comprises 19 medical
physics departments: 18 Italian and one Croatian. The resi-
dency focuses on a specific area of medical physics: medical
physics for diagnostic imaging or medical physics for radi-
ation therapy, with elements in cross cutting fields. The
programme and the assessment methodology of the acquired
competencies constitute the resident’s portfolio, derived
adapting the IAEA [2–6]—including AFRA [7–9]—guide-
lines. At the end of the programme, the resident defends a
thesis on a specific activity developed during the clinical
training.

The programme has received accreditation in 2016 by the
IOMP [10]. Thanks to the collaboration with the Interna-
tional Medical Physics Certification Board (IMPCB) [11],
from December 2018 selected graduates can undertake the
IMPCB certification exams at the ICTP.

Materials and Methods

2.1 The Survey

The survey was developed exclusively online and consisted
of 27 main questions. It was circulated through email and
social media from April 2017 until May 2017, with a peak of
received answers in April (68%).

2.2 Sample

22 among the graduates of 2 cycles answered to the survey,
85% of the whole graduates at the time of the survey. 55% of
respondents are graduates of the year 2015, 45% of 2016.

50% and 27% were sponsored respectively by ICTP and
IAEA, one participant by KFAS and the other students
participated at their own expenses or supported by their
countries.

The provenance of the graduates that answered to the
survey includes 17 countries in 4 Regions, with a maximum
of participants (41%) coming from Africa (7 countries), 27%
of participants from Asia and the Pacific (5 countries), 23%
from Latin America and the Caribbean (3 countries) and 9%
from Europe (2 countries). This reflects the scope of the
MMP: offer the programme in priority to candidates from
Regions where there is lack of opportunities to acquire the
necessary competencies to become clinical medical
physicists.

Results

3.1 Impact Evaluation

To analyse the impact of the MMP, four indicators have
been considered:

(1) rate of graduates returning to their home country (which
can be considered the best-case scenario),

(2) rate of graduates returning to a different country, but in
the same Region the participant originated from,

(3) rate of graduates working as clinical medical physicists
and

(4) rate of graduates working in a non-clinical environment,
but in an area related to medical physics.

Rate of graduates returning to their home country or
Region. One of the main risks connected to the provision of
such education and training during a 2 years programme
abroad is that it can result in brain drain. The data from the
survey show that this phenomenon is minimal within the
analysed sample (91% of the participants went back to their
home country). Only 9% (2 graduates, both from the Middle
East) remained in Italy, both enrolled in a Ph.D. in Radio-
therapy Medical Physics. According to these data, across 2
cycles of the MMP, countries were consistently returned
trained professionals able to contribute to work in the clinic,
thus supporting and developing the national and regional
medical physics activities.

Rate of graduates working in clinical medical physics or
related areas. To fulfil its main purpose, the MMP should
provide professionals that can work in the field of their
specialization and support clinical activities.

It is often the case that candidates that apply to the MMP
programme already have some experience working in
medical physics at the time of the application. Among the
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respondents of the survey 77% were workers before the
MMP. After the MMP 73% of participants were workers,
14% unemployed and 14% students. A follow up done in
fall 2017 showed that the situation of unemployment had
changed: only 1 unemployed, 82% workers.

41% of the respondents were working in the clinic as
medical physicists before enrolling in the MMP. The role of
the MMP programme in these cases is to expand the pro-
fessional competence of participants. After the programme,
the results showed that 55% of respondents worked in the
clinic and 86% have activities related to medical physics,
versus 50% before the MMP.

Areas of activity. The most frequent area of activity was
diagnostic radiology (10 respondents), followed by radio-
therapy (9 respondents). Respondents could select more than
one answer to this question. The results showed that half of
the respondents worked in several areas at the same time.
This is understandable, considering that in countries without
an established clinical medical physics department, the few
available medical physicists will have to cover the whole
spectrum of applications of radiation in medicine.

3.2 Local Title Registration and Certification

Programmes of higher education in the European Higher
Education Area (EHEA) are offered at three levels or cycles:
undergraduate, graduate and postgraduate. The Trieste MMP
is a third-cycle program (“Master of Second level” in the
Italian system). One of the questions of the survey aimed at
exploring how the MMP diploma was recognized in their
home countries. Most graduates (59%) underwent the pro-
cess with different results. Most of the survey’s respondents
that underwent the process of title recognition were already
working in medical physics or related fields (71%) before
entering the MMP. In general, in most countries of the
graduates of the MMP there is little or no established path to
become a clinical medical physicist, which is one of the
reasons why these participants were considered for the Tri-
este MMP in the first place.

For the graduates that attempted the local registration of
the title, the local recognition appeared not to be an issue in
most cases (62% of participants that underwent the process)
and the equivalence proposed has been in each case an M.Sc
(Ecuador, Ghana, Nicaragua, Nepal, Togo, Sudan).
Although, as explained previously, the title has a different
meaning in the Italian system. 38% of the graduates that
underwent the process faced difficulties in the process of
local recognition of the title (Guatemala, Iran, Montenegro,
Morocco and Qatar). In the case of Morocco, no equivalence
was proposed. For example, in Guatemala and Qatar, the
equivalence proposed was respectively of a Master’s

Programme (6–7 years of University) and a “diploma” (2–
3 years Master’s).

3.3 Professional Development and Support
to Local Medical Physics

The formal recognition of the profession of clinical medical
physicist is a challenge internationally. From the survey it
emerges that 36% of the respondents report one medical
physics national professional society, active in their country
and 18% more than one. With the aim of supporting the
recognition of the profession of clinical medical physicist, a
national professional certification should be considered.
Certification demonstrates the ability of the resident to be an
independent medical physics practitioner or Clinically
Qualified Medical Physicist (CQMP). Certification is nor-
mally awarded by a national body. Respondents of the sur-
vey for the most part (91%) declared not to have a national
board for certification and, among those, answers were
mostly positive (90%) to the possibility of taking part in an
international certification process.

According to internationally recognized guidelines [2]
certification should be followed by registration as a CQMP
and the maintenance of registration achieved through Con-
tinuing Professional Development (CPD). This is the case
for the two respondents that report having a national certi-
fication board. In some cases, CPD can be a national
requirement, independent from the process of certification
retention (59% of respondents). Among all the respondents
that participate in a CPD programme 55% have plans to
participate in educational activities as participants, while
32% as lecturers. 18% of respondents ignore whether there
are requirements in their country for medical physicists to
participate in a CPD.

3.4 Participants Feedback

The survey also contained specific questions to evaluate the
MMP and its impact on the participant’s career. Most
respondents declared that the MMP had helped them
improve their career (59% highest appreciation mark). It was
specified that the MMP helped increase the participant’s
competence level in medical physics (77% highest marks).
The self-assessment of the capacity of performing medical
physics procedures after the MMP was of score 4 over 5 for
68% of participants and the highest for the remaining. The
lectures and materials, assignments and activities part of the
MMP were rated relevant (86%) to the participant’s current
careers and the quality of the clinical training excellent
(36%) and good (50%). Most respondents (82%) declared
that they are still using documents collected during the
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clinical training (for example QC protocols), generally to
develop updated protocols in their hospital 59%.

Furthermore, most participants (95%) keep in touch with
the colleagues of the hospital where the clinical training took
place, for example to discuss professional issues (55%) and
develop research projects jointly (41%). The opportunity of
maintaining and enlarging a network of peers for knowledge
exchange and research purposes is an added value of the
MMP.

Conclusions and Future Directions

The MMP offers to its participants a highly appreciated
academic programme and one year of structured clinical
training, thanks to its hospital network. The programme has
proven to participate to provide the needed competencies to
the participants, that in most cases regress to their home
countries and Regions (91% of the graduates responding to
the survey). The MMP programme has received the inter-
national IOMP Accreditation in 2016 and, since 2017, with
the collaboration of IMPCB offers graduates that fulfil the
needed requisites, the opportunity of undertaking examina-
tions to achieve international certification.

Since the 2015–16 cycle, the MMP has received an
increasing support from the IAEA, both technical for the
selection of candidates and financial with the largest number
of awarded fellowships. The MMP is continuing in the
upcoming year and there are plans to extend the same survey
to the new graduates of 2017.
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UDA-µBioLab: Teaching Microcontrollers
with Bioinstrumentation

O. Alvarado-Cando, H. Torres-Salamea, and D. A. Almeida

Abstract
This paper presents the development, implementation and
assessment of a practice guide designed to support the
course of microcontrollers named UDA-µBioLab. This
guide allows to consolidate the knowledge about the
different peripherals of the microcontroller and introduces
the students in the area of Bioinstrumentation through the
acquisition of biosignals and actuators for prosthetics.
Practices begin with the use of the A/D converter for the
acquisition of EMG signals and flashing of a LED, then it
is integrated with a DC motor to control the opening and
closing of a commercial “Ottobock” prosthetics. To learn
the PWM module, the prosthetics must pick up different
objects such as a wood cube, a plastic ball and an egg
without damage. The ECG signal and pulse oximeter are
acquired by the microcontroller too. The final project is
the control of a robotic hand with 5 DOF (servomotor)
and controlled by the EMG signals of a student and the
computer. The outcomes of the course development
presented here may be used as a guideline for the creation
of multidisciplinary courses.

Keywords
Microcontrollers � Bioinstrumentation � Biomedical
engineering education � Multidisciplinary courses

1 Introduction

The Ecuadorian biomedical sector has a major shortcoming in
Latin America because the lack of specialization at the
undergraduate level and postgraduate level. There is only one
university that offers the biomedical engineer degree but it
still does not have graduate students [1]. The School of
Electronic Engineering at “University of Azuay (UDA)” in
Cuenca-Ecuador has been offering the subject of Bioelec-
tronics (6 credits) for more than 10 years [2], but this is not
enough to improve the biomedical sector. Also, the employers
in the Biomedical Engineering (BME) servicing industries
and health care institution in Ecuador demands engineers with
some expertise in medical equipment because the majority of
the works are in the field of clinical engineering.

In 2016, aware that students need more knowledge in the
BME area and the high rate of academic failure in the
Microcontroller course, a multidisciplinary curriculum was
proposed for this course. It combines the acquisition of
biosignals, control of actuators and C programming for
Microchip’s PIC microcontrollers.

The course CTE0209 Microcontroller is a core unit for
the 4th year in Electronic Engineer Degree. The previous
curriculum studied the GPIO, PWM, ADC, Timers, Inter-
ruptions, and UART. The credits were divided into 4 h of
lectures and 2 h of laboratory a week during a sixteen weeks
semester. The laboratories were focus on the use of the
peripheral’s library, LEDs’ control and alphanumeric dot
matrix LCD 16 � 2. This could not represent a significant
learning in the students because they used everything sepa-
rate and in a real embedded system the peripherals work
together. The methodology is out of date because it is
focused on presenting more theoretical content and it does
not help the students to develop other skills, know-how.

Students need to think critically and be able to solve
real-world problems, so the three competence (knowledge,
know-how and how to be) has to be development in class-
room [3–5]. In order to achieve this competences, all
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laboratories are design to introduce bioinstrumentation to the
electronics’ students by the resolve of biosignals acquisition
or control prosthetic motors problems. The students need
prerequisite knowledge about programming in C language,
digital and analog circuits which are learn in the 3rd year of
electronic engineering.

The paper is organized as follows. The structure of the
microcontroller and hardware is described at Sect. 2, fol-
lowed by the result Sect. 3. Finally, the conclusions are in
Sect. 4.

2 Structure Course and Methodology

The microcontroller course emphasizes the active learning
where students are the principal actor of the education pro-
cess. The course objectives are:

(1) Use microcontroller as the core of an embedded system,
using internal peripherals and interrupts.

(2) Design and implement algorithms to acquired electrical
biosignals and control actuators.

(3) Develop and simulate clean code using finite state
machine in C programming.

2.1 Course Structure

The six-credit Microcontroller course consists of one lecture
and two laboratory session each week during a sixteen
weeks semester, this is the first change made in the new
curriculum. Each 2 h lecture is structure to provide a
description of the peripheral of the microcontrollers and an
electronic refresher of the electronic need to perform the
laboratory via interactive activities. One of these activities is
the design of the hardware, where the students apply their
previous knowledge and in group through discussions they
propose a design.

The laboratory sessions, twice a week for 2 h each,
provide hands-on learning which reinforce the theoretical

knowledge of microcontroller’s internal peripherals; stu-
dents work in two or three person teams to encourage col-
laborative work between them. The laboratories are six and
each one consist of pre-lab exercises, lab procedure,
self-work and questionnaire. In the pre-labs, students apply
curse concept to configure and initialize the peripherals of
the microcontroller, demonstration code or to pre-design the
hardware for sensor or actuator. For example, for an elec-
tromyography (EMG) pre-lab exercise, students had to
design a pre-amplifier using the AD620 instrumental
amplifier with appropriated gain for EMG measurement. The
lab procedure activities gives student hands-on experience
with microcontroller programming and hardware design. It’s
important to mention than not all the hardware is design by
the students some commercial shields are used. The
self-work activities give students the opportunity to do
something without a guide. For example, expand the pro-
gram to acquire mores analog-digital-converter (ADC)
channels or to control for that one motor. At the end, the
achievements learning are verify by a questionnaire.

2.2 Course Modules and Laboratories

The course has six learning modules, each related to a
Bioinstrumentation topic, shown Table 1.

Module I focuses on the MPLABX integrated develop-
ment environment and the Curiosity board by
Microchip. The students learn how to build and download a
program to flash light on the Curiosity board. The lesson
proceeds with a discussion of the utility of simulation,
debugger and the syntax of the compiler. There is no labo-
ratory in this module, but there are some exercises about
breakpoints, programming from scratch, modify code and
analysis demo codes.

Module II focuses on configuration register of the pins of
the microcontrollers as digital input or output. The students
write and test code to configure the I/O ports to control the
rotation of a DC motor with an H-bridge driver with two
switches. Also, the students are introducing to biosignals,
and refreshment of instrumental amplifier, noise and filters.

Table 1 Microcontroller course modules and laboratories

Module Topic (s) Laboratories

I Software basis 1. EMG signal to control (On/Off) a LED.
2. Ottobock prosthetics I: open and close control with EMG signalII Peripheral basics and port I/O

III Analog interfacing, Timer and counters

IV Concurrency and interrupts 3. Ottobock prosthetics II: picked up objects (PWM)

V Communication 4. ECG signal with computer interface
5. Pulse oximeter

VI Advanced programming 6. Robotic hand 5DOF with EMG
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During Module III, the analog interfacing, timers and
counters are studied. The student learns (pre-labs) how to
configure, initialize and control de ADC and comparators
peripheral to convert analog signal to digital, also they learn
to count internal or external event by the timer peripheral.
Finally, the characteristics of the EMG signal are presented
and analyzed in the classroom and how EMG has been used
to control upper limb prosthetics for many years. Students
carry out laboratories 1 and 2, for which they must build two
electronic PCB for acquisition and control; they have
expertise in design PCB for the previous curse in the career.

Module IV focuses on concurrency and interrupts which
are an important concept in microcontroller’s world [6].
Students perform codes to manage the interrupt service
routine (ISR) to respond to external and internal events in
the ISR and not in the normal flow of program. Students
design an ON/OFF control system, laboratory 3, using the
EMG signals and pressure sensor as an inputs and the DC
motor of the prosthetic as an output (Fig. 1).

In Module V, students are introduces to serial, I2C and
SPI communication. They used the UART (universal
synchronous-asynchronous) to connected the microcon-
troller to a PC and visualize 2-lead ECG signal in LabVIEW
interface, laboratory 4. The SPI module is studied by using
the “heart rate click” from MikroElektronika which inte-
grated a pulse oximetry and a heart-rate-sensor.

Finally, Module VI focuses on programming technics like
advanced concurrency and using FSM (Finite StateMachine),
multiple interrupts and peripherals. The final laboratory is the
control of the InMoov robotic hand with 5 DOF, previously
built using 3D print, using EMG signals (Fig. 2).

2.3 Students Assessment

Student performance is assessed by the following

• Lab reports (1–5): 40%.
• Robotic hand presentation: 20%.
• Midterm exam: 15%.
• Peer assessment: 5%.
• Final exam: 20%.

The labs report has to communicate the laboratory work,
hardware design and code programming, so it includes
Abstract, Introduction, Materials and Methods, Results and
Discussion sections. The reports are written in IEEE tem-
plates for Conference Proceedings [7], this help students to
prepare their paper in the future.

The robotic hand need a control system, digital filters and
a good EMG PCB so it is evaluating with a report and a
presentation, showing: that the 5 DOF are working and can
be controlled by a computer interface; and that the robotic
hand can imitate the move of the fingers of the student who
has connected the electrodes for EMG. These demonstra-
tions proof that students are able to design a biosignals
acquired system.

The midterm examination and final exam are a combi-
nation of code programming exercises and theoretical
questions about microcontroller architecture. The examina-
tion is divided in two periods on 45 min each for practical
and writing exam with a break of 15 min. This assessment is
individual so students can demonstrate their skill about
microcontrollers design and develop solutions.

There is two peer assessment evaluation during the course
at the midterm and at the end of term. This is very useful to
know who works and who don’t during the laboratories.

3 Results

This new course has been offers by two years to the elec-
tronic engineer students (2016, 2017). The available labo-
ratory facilities allows a maximum of 24 students; the first
time 22 students enrolled. The number of interested students
grew so much that in the last semester of 2017 two parallels
had to be opened, where 39 students were enrolled.

In the 2015, the 52% of students enrolled at the Micro-
controllers course failed, it was 30.7% more than the 2014.

Fig. 1 Ottobock prosthetics used in course CTE0209 microcontroller

Fig. 2 InMoov robotic hand used for the final laboratory
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The main objective of renewing the curriculum was to reduce
the large index of students who failed in the subject. The first
year of the new Microcontroller curriculum the fail index
reduces from %52.17 to %22.73. The last semester of 2017
only the %7.69 of the students enrolled in the course fail it.

The minimum grade to a student approve any course
according to the regulations at University of Azuay is 30/50
points which is the 60%. The average and maximum grade
of the course is increasing as time passes, it’s calculate with
fail and pass students’ notes, Table 2 (Fig. 3).

4 Conclusion

This new multidisciplinary curriculum combines theoretical
teaching and the emphasis on applying concepts to bioin-
strumentation laboratories. A strength of the methods used

here is the protagonist that the students have in learning
process through active learning; they design, simulate, pro-
gram and take biomedical signals by themselves.

Several offering of the course have shown that the vast
majority (92.31%) of the students have achieved successful
results. Students have gained a great understanding of
microcontrollers’ architecture, embedded programming and
they know how to integrate several peripheral with sensors
and actuators in bioinstrumentation area.

The approaches of this curriculum proves that active
learning and multidisciplinary mini project-based learning is
a good educational model for undergraduate students.
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Table 2 Average and maximum grade from the course CTE0209
microcontroller

Year Average grade (%) Max. grade (%)

2014 60.82 82.6

2015 42.86 80.4

2016 64.82 87.4

2017 73.06 96.8

Fig. 3 Historical percentage of failed students in the course CTE0209
microcontroller
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Development of a Blended and eLearning
Course on Anatomy and Physiology
for Engineers in Indonesia: Lessons Learned
and Future Developments

Yoke Saadia Swito, Allya Paramita Koesoema,
and Amanatulhay Pribadi

Abstract
Human anatomy and physiology is an essential part of
biomedical engineering (BME) curriculum. This is
because while BME consists of diverse subdisciplines
such as biomechanics, bioelectronics and biophysics, at
the core of it BME is the application of engineering
principles to solve problems related to the human body.
However, for new BME departments, especially in
developing countries like Indonesia, there is often a lack
of anatomy and physiology courses tailored for BME
students, with students taking courses from other depart-
ments such as medicine or pharmacology. This is not
ideal, as these courses are designed for different learning
outcomes requirements. This paper describes the devel-
opment and implementation of a course on human
anatomy and physiology for engineers that has been
implemented both in blended and pure eLearning mode in
two universities in Indonesia. It focuses on analogies of
the human physiological systems as engineering systems,
including tie-in of physiological systems to engineering
based quantitative models, as well as BME applications
of anatomy and physiology principles. In addition to
learning the fundamentals of anatomy and physiology, as
a final class project, students are required to conduct a
simple design exercise in developing a design applying
engineering principles to solve a medical problem. This
allows them to start integrating engineering and medical
knowledge, which is a key part of BME education. In
terms of implementation, the course has been run
successfully between the two universities for three
semesters, with generally satisfactory learning outcomes.
However, there are still some hurdles that merits

improvement, notably technical issues related to ICT
infrastructure and some pedagogical issues related to
higher level learning outcomes in pure eLearning modes.
It is hoped that this course and the lessons learned from its
development and implementation will contribute to the
growth of BME education in Indonesia and beyond.

Keywords
BME education � eLearning � Anatomy and physiology

1 Introduction

Human anatomy and physiology is a key element in any
biomedical engineering (BME) higher education program
curriculum. While BME is multidisciplinary by nature, the
understanding the human body is always the cornerstone of
BME, i.e. the application of engineering principles to solve
problems related to the human body. Ideally, human anat-
omy and physiology learning in BME programs should be
tailored to the specific needs of BME students, bridging
engineering and medical fields and thinking frameworks.
However, this is not always the case.

The historical diversity of BME departments, often
stemming out from various engineering disciplines with their
associated staff and resources, may result on the lack of
anatomy and physiology courses tailored for BME students.
This is especially true for newer BME programs in devel-
oping countries such as Indonesia. While each program may
have a group of faculty members with a strong specific
expertise related to BME, individual programs often has
gaps in their set of expertise configuration vital for a com-
prehensive BME education, such as anatomy and physiology
education. To solve this issue, programs may have students
follow courses from other programs (e.g. taking human
physiology courses from biology or medical programs).
However, this arrangement is not optimal, as these courses
are designed for students with different educational
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backgrounds and learning outcomes requirements. For
example, engineering-based BME students following a
medical program’s anatomy course may find it too detailed
and memorization based. More importantly, it may be dif-
ficult to connect the physiological concepts learned in the
course to their potential engineering applications and
frameworks.

To contribute in addressing this issue, this paper
describes the development and implementation of a series of
Anatomy and Physiology courses for engineers that has been
implemented both in blended and pure eLearning mode in
two universities in Indonesia. The course adjusts traditional
medical-school based course on human physiology by
approaching the topic using analogies of the human physi-
ological systems as engineering systems, including tie-in of
physiological systems to engineering based quantitative
models, as well as BME applications of anatomy and
physiology principles.

2 Course Design

2.1 Context in the Curriculum and Institution

The authors in Institut Teknologi Bandung’s (ITB) BME
program has developed a series of anatomy and physiology
courses for engineers, each tailored for a specific target
audience. There is (i) a condensed one semester course
covering the basic principles of anatomy and physiology
aimed for general engineering students, (ii) a more detailed
two-courses sequence specifically for BME students, who
needs more in depth knowledge of human anatomy and
physiology, and finally (iii) a graduate course of anatomy
and physiology.

The three series of courses have similar approaches to
teaching and learning, but differ in the depth of knowledge
and focus. The condensed one semester course is intended to
be a brief introduction for non BME engineering students
who may have an interest in BME or projects involving the
human body. The course is designed to be taken as an
elective for third or fourth year engineering undergraduate
student, wit a solid background in basic engineering. In
addition to implementation at ITB, the condensed one
semester course has also been implemented three times with
blended learning methodology at Udayana university, an
Indonesian state university in Bali as an elective course in
their Electrical Engineering Program [1–4]. The two-course
series is part of the ITB’s core BME undergraduate cur-
riculum, intended to be taken through two semesters in the
second year of BME program. The course are taught con-
currently with other basic core BME courses such as Fun-
damentals of Biomedical Engineering, Biomedical
Electronics, and Biochemistry. In addition, BME students in

the second year stage follows a series of BME lab courses
that integrates lab modules from the different courses,
including anatomy and physiology. Finally, the graduate
course goes into more depth to the integration between body
systems and engineering applications in anatomy and
physiology.

The development and implementation of these courses
has been supported by multiple academic grants, including
the SPADA grant from the Indonesian government office for
higher education (DIKTI), the INHERENT K-1 grant and
the GDLN grant [1–4]. The course has been implemented
and improved over time since 1999, and is also part of an
initiative to develop a more comprehensive course repository
on BME for Indonesia [5].

2.2 Course Content

The course opens with an introduction to living systems,
homeostasis, and basics of physiological modeling, empha-
sizing the connection between biology and engineering
frameworks. While not the core of the course, a short
introduction of ethics in BME is also given, and reinforced
throughout the course in topic relevant cases. It then follows
the system based approach in teaching anatomy and physi-
ology, proceeding with the major systems of the human
body, including the nervous, musculoskeletal, cardiovascu-
lar, respiratory, respiratory and urinary system. Each chapter
is accompanied by a module discussing BME applications of
anatomy and physiology principles. The course is capped
with a major assignment to integrate their anatomy physi-
ology knowledge with an engineering application.

2.3 Delivery Methodology and Learning
Approaches

The delivery method for the course is in general blended
learning, with a combination of in-class instruction, discus-
sion, and online learning and interaction. Online learning
materials are designed to prepare students for active class-
room discussions and activities, including video, picture, and
textual materials. Students study online materials, submit
assignments and conduct short quizzes online. This is aimed
to provide students with a more efficient, flexible learning
environment that also allows them to better track their pro-
gress [6–8]. This approach is supplemented with face-to-face
or synchronized online meetings for distance learning
implementations.

In terms of learning approach, the course approaches
anatomy and physiology learning through the lenses of
engineering student learning styles, using flowcharts and
block diagrams to illustrate physiological processes and the
connections between physiological elements, focusing on
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quantitative models of physiological systems, and when
possible using analogies of the human physiological systems
as engineering systems. In addition, each chapter is
accompanied by a module discussing BME applications of
anatomy and physiology principles. This can range from a
discussion of windkessel models in cardiovascular system,
to practical lab sessions with EMG. Figure 1 gives an
example of engineering analogy used to describe physio-
logical systems, in this case the electrical circuit equivalent
to a human cell membrane.

Matching the teaching approach, student performance
was assessed by a balance of examinations, problem sets and
design assignment. The written examinations are a combi-
nation of online, multiple choice knowledge based questions
and more open ended problem-solving or critical-thinking
based essay materials done on class in an open book manner.
To complement the traditional exams, as a final class project,
students are required to conduct a simple design exercise
applying engineering principles to solve a medical problem.
This allows them to start integrating engineering and med-
ical knowledge, which is a key part of BME education.

3 Results and Future Developments

In general, throughout the iterations of their implementation,
the courses have satisfied its learning objectives and general
objective of improving BME anatomy and physiology edu-
cation in their implementation sites. Student enrollment are
generally to maximum capacity of the class for elective
courses, and full attendance for compulsory courses. This
generally amounts to between 25 and 32 student enrollment
per course for undergraduate courses and between 5 and 10
student enrollments for the graduate course.

Student performance is generally high in problem solving
and design based assessments. They are somewhat more
varied in the knowledge based assessments (e.g. quiz and
written examinations), but this is within normal pedagogical
parameters, with 100% of the students passing the course.
Moreover, the primary objective of the courses is to give
basic grounding for engineering students to understand the
basic principles of human anatomy and physiology, to be
able to use them as a framework to use engineering skills
and knowledge in solving medical based issues. Detail
knowledge was not the main objective, and can be acquired
over time as needed. Table 1 shows student assessment
results from the 2016 iteration of the course.

In terms of student based course assessments, a student
questionnaire on a 5 level Likert scale was distributed at the
end of each course iteration [9, 10]. Results showed that in
2016, the blended learning mode of teaching is new to
slightly more than half the students, and 100% of the stu-
dents recommends that this method of pedagogy should be
repeated for the next semester. In terms of class activity,
students primarily uses the online learning management
system (LMS) to view class materials and submit assign-
ments, with forums being the least used online tool in the
LMS (average score 1.4).

In general, students agree that the blended learning
method increases learning effectiveness, flexibility, and aids
in controlling study progress (average scores >3.8), but
think less that online learning can replace face to face
interactions completely (average score 2.8). In terms of
presentation of content and study method, students agree that
learning media (pictures, animations, models) help course
understanding (average score 4.1), the course was well
structured (average score 3.8) and that the course motivates
them to explore the field in more depth (average score 3.8).

Fig. 1 Example of engineering
analogy for physiological system:
electrical circuit model for human
cell membrane
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Having said that, there are still some hurdles that merits
improvement, notably technical issues related to ICT
infrastructure and some pedagogical issues related to higher
level learning outcomes in pure eLearning modes.
Multi-university/distance learning implementation was par-
ticularly affected by this issue. It is hoped that this course
and the lessons learned from its development and imple-
mentation will contribute to the growth of BME education in
Indonesia and beyond.
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Cultural Aspects in Technology-Enhanced
Education

Tatjana Welzer, Marjan Družovec, and Aida Kamišalići

Abstract
Information and communication technologies helpedmake
our world global a long time ago. Developed global models
thus influenced education including teaching and mobility.
Technology-enhanced education became one of the possi-
ble popular approaches used at different levels of education.
For educational institutions, technology-enhanced educa-
tion introduced new types of learners and the potential to
share resources with other institutions. Learners can be
involved in blended learning, and thereby choosewhen and
where they learn. Opportunities for personalized learning,
where learners find their own way through learning
material appears and, last but not least, a wide range of
devices and systems amongwhich learners can choose their
preferred platform is available. By using the mentioned
approaches, being virtually involved, we can easily cross
geographical borders. Participants can span across conti-
nents, countries, regions, cultures and languages easily,
without having to step out of the classroom or office, or
even be aware that they are crossing geographical borders.
The learners became virtually mobile, but at the same time,
participants in the same system can be of a different cultural
and linguistic background. This requires a new under-
standing and for the preparation of educational materials as
well as educationalmodules. The needs and expectations of
participants from different environments and countries, as
well as from different languages and culture groups can be
different even with regard to some well-known and
developed topics. These differences can influence the
complete educational process and participants have to be
aware of cultural aspects in technology-enhanced educa-
tion. Cultural aspects and awareness help them to avoid
communicational misunderstandings and other disappoint-
ments during the educational process. In this paper, we will
introduce some basic cultural aspects and connect them to

technology-enhanced education. Through case studies, our
experiences with cultural aspects in different situations,
expert topics and environments including technology-
enhanced education tools will also be presented.

Keywords
Cultural aspects � Cultural awareness � Education
Technology-enhanced education

1 Introduction

In the available literature, we may find many definitions of
culture: Culture as an art, culture as a culture of groups or
societies and countries. Culture has a complex history and
diverse range of meanings. The word culture has grown over
the centuries to reach todays broad understanding [21]. Nev-
ertheless, culture is not something that we simply know, it is
something that we have to learn and absorb [18]. In our con-
tribution, we refer to Hofstede [6] and Lewis [10] as leading
researchers in thefield of culture and cultural communications.
Hofstede defines culture as a collective phenomenon, because
culture is shared with people who live or have lived within the
same social environment. According to his definition, culture
consists of unwritten rules of a social game. The collective
programming of the mind distinguishes the member of one
groupor category of people fromother groupsor categories [7].
On the other hand, Lewis presents culture as an integrated
pattern of human knowledge, core belief, and behavior that
depends upon the capacity for symbolic thought and social
learning [20]. In his model, Lewis focuses on communication
and interaction skills. Cultural behavior is not coincidental, but
more the final product of centuries of collectedwisdom, passed
along through many generations to its final presently known
form. Lewis also classifies cultures into three categories:
Multi-active, linear-active and reactive, or dialogue-oriented,
data-oriented and listeners [11]. Besides definitions given by
both mentioned leading researchers, we can find many other
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descriptions of culture as well. The cumulative deposit of
knowledge, experience, beliefs, values, meanings, hierarchies,
religion, notions of time, roles, spatial relations, concepts of the
universe and material objects and possessions acquired by a
group of people in the course of a generation through indi-
vidual andgroup striving is also defined as culture [18]. Culture
has also been defined as a shared pattern of behavior, but
observing behavior is not enough.Themeaning of the behavior
is important [9]. All in all, culture can also be defined as a
particular way of life of a group of people, comprising the
deposit of knowledge, experience, beliefs, values, traditions,
religion, notions of time, roles, spatial relations, worldviews,
material objects and geographic territory [12, 20]. Besides
culture, we also have to clarify the needs of our contribution to
cultural awareness. Poor or no cultural awarenessmeans a poor
understanding of cross-cultural dialogue, which can lead to
blunders and damaging consequences, especially in business,
management and advertising, where cultural awareness seems
to be of key importance for success [21]. The foundation of
communication and the ability to observe our cultural values,
beliefs and perceptions from the outside are defined as cultural
awareness [14]. For culture and cultural awareness, cultural
groups are also interesting. They introduced different units,
sometimes also presented as layers, within the concept of
culture [19]: Culture in societies and nations, regional and local
culture, business cultures, organizational and corporate cul-
ture, functional subcultures at an organizational level, social
groups in the organization, professional and functional cultures
[12, 20]. The numbered groups present specific cultures
according to social life, geographical location and business
domain. Such a definition of culture is probably more conve-
nient to engineers and other businesses, as well as technical
groups, because they aremore familiar with the presentation of
culture through groups and layers. For that reason, it corre-
sponds quite well to expert groups of teachers and the educa-
tional system itself as well as to technology-enhanced
education [4, 5, 8, 16]. Furthermore, we will point out some of
our experiences in teaching according to the different cultures
with which we are confronted in technology-enhanced edu-
cation aswell as in theworld. Solutions can be quite different in
the sense of very basic information up to the deep knowledge
that participants can collect in different ways [21].

2 Cultural Aspects in Technology-Enhanced
Education

Education and teaching are currently global activities, which
are performed for the same institution all around the world,
and in which we have to deal with many associates including
learners and teachers from different cultures and language
groups [21]. Not only this, but they also belong to different
expert domains and cooperate and work together [4]. If we
summarize this, we can conclude that we have to deal with

many cultural differences in education and teaching, that can
have a strong influence on competencies and even work,
including research and also research results [21]. We have to
be aware about this and have to prepare scenarios of how to
cope with this. The influence of these scenarios can also be
based on technology (distance learning, e-learning, using
Skype as well as e-mails, Moodle and similar tools), strictly
speaking on technology-enhanced education. Furthermore,
in this chapter, we will examine teaching and mobility
challenges during the educational period, that are also based
on technology-enhanced education.

2.1 Educational Cases

In Educational cases, wewill dealwith education and teaching,
connected to technology-enhanced education primarily within
the framework of the Erasmus+ exchange and similar mobility
projects (CEEPUS). In at least last 15 years, we have identified
the following problems of cultural awareness in teaching:
Home students on mobility, host students on mobility, home
teachers either onmobility, either at home, or dealingwith host
mobile students (Erasmus+, CEEPUS). Probably the less
problematic cultural aspects, is cultural shock, by host students
that are coming to Slovenia to our institution. The period that
students select to stay with us is short enough, in that they are
mostly coping with the honeymoon phase of cultural shock, in
which they are impressed by the country, people and their study
mates. Those full of enthusiasm and with clear goals are also
able to deal easily with frustrations that can appear, because
nothing is as they expected or believed it was in the beginning.
For some of the host students, this situation appears first at the
end, when they recognize that they did not achieve the results
that they planned or that they are obligated to achieve [21].We
can then recognize a lot of frustration, but not because of cul-
tural differences, even though students claim that they are not
familiar with habits and rules in our country or institution with
regard to obligations. Of course, all this information is given to
them upon arrival. So far we do not have any particular cultural
preparations for arriving students, but it would also be useful
for them to experience some possible cultural preparations at
their home institution. We would invest in their cultural
knowledge as well. In some cases, the frustrations can also be
caused by using technology in the sense of technology-
enhanced education they do not know the principles and tools
and are probably out of the cultural understanding that they
have from their home country. In cases where they were
involved in technology-enhanced education at their home
institution, problems should not appear or should be much
smaller and not relevant. On the other side, more cultural
preparation is available for our home students going on
mobility. Depending on the faculties inside the University of
Maribor, students are getting instructions on how to prepare
themselves for mobility. They have to start already during the
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selection of the institution and countrywhere they plan to go. If
they are not used to a lot sun or extreme cold and especially if
they have some health problems in connection with both, it is,
of course, not the best idea to select a country in either the north
or south, while probably, for health reasons, the frustration can
be provoked much faster than by other students [21]. Such
students also need to think about possibilities like blended
and/or personalized learning and virtual mobility, which
technology-enhanced education can make possible. The next
phase of preparation is language preparation [18], which is
supported by the Erasmus+ tool (technology-enhanced edu-
cation), as well as by the institution with some language
courses. The Online Linguistic Support (OLS) supports lan-
guage learning for Erasmus+ mobility participants. The OLS
offers participants in Erasmus+ long-term mobility activities
the opportunity to assess their skills in the foreign language(s)
they will use to study, work or volunteer abroad. In addition,
the international office of the University of Maribor, from time
to timeorganizes some short courses. They areworkingnowon
some new ideas that are the result of research thatwas done by a
member of the office within the framework of her master’s
thesis [13]. Main idea are technology-enhanced cases where
the IT based tools would be used like gamification. The
advantage of gamification should be also in the content (cul-
tural differences). Namely, gamification can also improve an
individual’s ability to comprehend digital content and under-
stand a certain area of teaching and education. We should not
overlook that it gamification has been applied to almost every
aspect of life. In the case of home students, we also have to be
aware about reverse cultural shock after students return back
home to Slovenia and their family, while, on the basis of
mobility experiences, they have experienced a different point
of view on many things and have to cope with them. Prepa-
ration for life back home would be needed and could be based
first of all on technology-based approaches in the sense of
technology-enhanced education. Namely, students who are
still abroad and would need the preparation for their returning
home are not available for face-to face communication, while
virtual environments and technologically supported solutions
are very suitable for them. Actually, the biggest challenge are
teachers [20, 21]. It is easy for those who are going onmobility
abroad, are hosts at partner institutions, and are not particularly
confronted with the partners’ culture while they are bringing
their own culture with them and use it in the classroom; how-
ever, when networking with partners, this has no strong
influence. Problems can appear mostly if they are staying for a
longer time and have to deal with daily life in the country and
the institution. If they are using technology-enhanced educa-
tion, the aforementioned problems can be more minimized.
And last but not least, technology can minimize cultural
aspects so that even some expert topic based problems can
appear, for example: technology-oriented topics are probably
more easier presented in that way than, for example, some
medical ones.Much greater challenge is the teachers whomeet

with Erasmus+ visiting students within their own institution.
Unfortunately, it happens too often that teachers use stereo-
types about Erasmus+ students, their habits, plans and capa-
bilities. The first designation is very often that students have
arrived as tourists and that they want to see the country and the
neighboring countries and, after that, perhaps want to study
[21]. Of course, such students can also be found, but we hope
and expect that teachers be more positive and that they do not
mark students first by stereotypes, and that they have to work
even harder to overcome such designations [19]. Technology
can again minimize the cultural aspects in a way that we
described before. Because teachers are on one side busy with
their daily activities, teaching and researching, as well they do
notwant to be exposed in public with others, while on the other
side they do not believe, that they need or would need cultural
preparation, actually the only possibility is preparation based
on the literature or supported by the technology using Moodle
or other tools. Namely, technology-enhanced education enable
teacher that they do this in private, when they have time and
self-tests are possible as well. Tools like these are actually
useful for all participation groups, either as a main or side
preparation. In one of the projects we built up theVCE (Virtual
Centre of Entrepreneurship) in which we built up the Cross
Culturalmodule used for preparations [19]. In that case,VCE is
an example of technology-enhanced education [1, 15, 21],
developed on the Moodle platform. The main activities sup-
ported by the VCE are the following:

• E-learning system that individuals can register and select
a module that would like to work on it. Whereby learners
can also develop their language skills in a foreign lan-
guage as part of their learning;

• Teaching resources (VCE e-modules) available for user
for freely use for their own teaching purposes;

• A reference repository of relevant publications in the
field [16, 19].

3 Conclusion

Our main duty when using technology-enhanced education is
that we are aware of the importance of cultural aspects also in
cases where technology is in the foreground. Namely, the
concept of culture does not represent an entity in an indepen-
dent objective world; it is more production and exchange of
meaning or signifying practice, leading to what is distinctive
about a way of life [2]. Cultural aspects can also be recognized
as an interdisciplinary or post-disciplinary field of inquiry,
which explores the production, and inculcation of maps of
meaning [2]. This is also, what we can understand as cultural
awareness [14]. When we have to deal with bigger groups of
students who are multilingual and multicultural, it is best to
have right away at the beginning a Cross-cultural
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communication course to present a framework of cultural
aspects and awareness to all associates [17], meaning students
as well as teachers. Namely, sometimes teachers need even
more help and support [21]. The same or similar course can be
used for students who will take part in mobility and will visit
partner institutions all around the world, or will take part in a
placement or internship [19, 21]. At last but not least, we also
have to take care of students coming back from mobility, to
solve their possible reverse cultural shock and collect their
experiences for futuremobile associates [21]. In all these cases,
technology-enhanced education can be of great service, while
as mentioned, teachers supported the idea of taking a course in
their own environment based on technological solutions and
also post-mobility studentsmostly prefer a similar approach. In
the paper, described experiences are mostly based on the
engineering education, more precisely Informatics and Com-
puter Science education. According to the fact that Biomedical
engineering education is the application of engineering prin-
ciples and design concepts to medicine and biology for
healthcare purposes, we expect very similar situations and
scenarios so long that the engineering is in foreground. If the
medicine is in the foreground it would be necessary that the
influence ofmedical culturewould be introduced in research of
described cases and proposals. Each profession has namely its
own culture. For further work professional cultures and its
influence has to be taken into consideration as well as peda-
gogical approaches connected to the technology-enhanced
education. We would like to point out just few of them: per-
sonalised learning—tailoring the learning experience to an
individual learners needs and desires, further flexible learning
—similar to personalised but with a greater focus on how the
material adapts to an individuals progress, as well as in the
paper mentioned gamification the use of game techniques to
encourage and motivate activities, that can be especially rele-
vant to learning. Finally, we have to mentioned also online
learning—the use of Internet-based e-learning to deliver con-
tent supports at anytime and anywhere and as a last of our
selected approaches the blended learning—a mix of
face-to-face interaction complemented by e-learning, this
hybrid is especially relevant to introducing elements of flexi-
bility into traditional courses [3]. Numbered pedagogical
approaches that are using the benefits of technology-enhanced
education we have to observe through different cultural
awareness from national to professional one.
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