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Preface

This book presents the proceedings of the IUPESM World Congress on Biomedical Engi-
neering and Medical Physics, a triennially organized joint meeting of medical physicists,
biomedical engineers, and adjoining healthcare professionals. Besides the purely scientific and
technological topics, the 2018 Congress will also focus on other aspects of professional
involvement in health care, such as education and training, accreditation and certification,
health technology assessment, and patient safety. The IUPESM meeting is an important forum
for medical physicists and biomedical engineers in medicine and healthcare to learn and share
knowledge, and to discuss the latest research outcomes and technological advancements as
well as new ideas in both medical physics and biomedical engineering field.

Biomedical engineering and medical physics represent challenging and rapidly growing
areas. Building on the success of the previous World Congresses, the aim of the World
Congress 2018 is to continue in bringing together scientists, researchers, and practitioners
from different disciplines, namely from mathematics, computer science, bioinformatics,
biomedical engineering, medical physics, medicine, biology, and different fields of life sci-
ences, so that they can present and discuss their research results. We hope that the World
Congress 2018 will serve as a platform for fruitful discussions between all attendees, where
participants can exchange their recent results, identify future directions and challenges, initiate
possible collaborative research, and develop common languages for solving problems in the
realm of biomedical engineering and medical physics.

Following a thorough peer-reviewed process, we have finally selected 498 papers. The Sci-
entific Committee would like to thank the reviewers for their excellent job. The articles can be
found in the proceedings and are divided into the main tracks and special sessions. The papers
show how broad the spectrum of topics in biomedical engineering and medical physics is.

The editors would like to thank all the participants for their high-quality contributions and
Springer for publishing the proceedings of the World Congress.

Prague, Czech Republic Lenka Lhotska
Prague, Czech Republic Lucie Sukupova
Zagreb, Croatia Igor Lacković
Houston, USA Geoffrey S. Ibbott
March 2018
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About IFMBE

The International Federation for Medical and Biological Engineering (IFMBE) is primarily a
federation of national and transnational societies. These professional organizations represent
interests in medical and biological engineering. IFMBE is also a non-governmental
organization (NGO) for the United Nations and the World Health Organization (WHO),
where we are uniquely positioned to influence the delivery of health care to the world through
biomedical and clinical engineering.

The IFMBE’s objectives are scientific and technological as well as educational and literary.
Within the field of medical, biological, and clinical engineering, IFMBE’s aims are to
encourage research and application of knowledge and to disseminate information and promote
collaboration. The ways in which we disseminate information include the following:
organizing World Congresses and Regional Conferences, publishing our flagship journal
Medical and Biological Engineering and Computing (MBEC), our Web-based newsletter—
IFMBE News, our Congress and Conference Proceedings, and books. The ways in which we
promote collaborations are through networking programs, workshops, and partnerships with
other professional groups, e.g., Engineering World Health.

Mission
The mission of IFMBE is to encourage, support, represent, and unify the worldwide medical
and biological engineering community in order to promote health and quality of life through
the advancement of research, development, application, and management of technology.

Objectives
The objectives of the International Federation for Medical and Biological Engineering shall be
scientific, technological, literary, and educational. Within the field of medical, clinical, and
biological engineering, its aims shall be to encourage research and the application of
knowledge and to disseminate information and promote collaboration.

In pursuit of these aims, the Federation may, in relation to its specific field of interest,
engage in any of the following activities: sponsorship of national and international meetings,
publication of official journals, cooperation with other societies and organizations, appoint-
ment of commissions on special problems, awarding of prizes and distinctions, establishment
of professional standards and ethics within the field, or in any other activities which in the
opinion of the General Assembly or the Administrative Council would further the cause of
medical, clinical, or biological engineering. It may promote the formation of regional, national,
international, or specialized societies, groups or boards, the coordination of bibliographic
or informational services, and the improvement of standards in terminology, equipment,
methods and safety practices, and the delivery of health care.

In general, the Federation shall work to promote improved communication and
understanding in the world community of engineering, medicine, and biology.

xv
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Semiconductor Ethanol Sensor Inducted
with Visible Light

Yu. Dekhtyar, M. Komars, and M. Sneiders

Abstract
Modern semiconductor sensors are based on an MOS
(metal–oxide–semiconductor) structure and their further
development is tending to combine them together with
UV irradiation. In this paper, a system is presented that
can pave the way towards gas analyzers that rely on
visible spectrum light. The article presents a semicon-
ductor gas sensor induced with safe optical irradiation
delivered from the LED matrix to the semiconductor
surface. Different irradiation wavelengths (440, 530, 600,
710 nm) under constant flux were used separately to find
the condition for the best sensor response on gas sorption.
An output signal was recorded in zero-level emission and
in the presence of ethanol. Changes in sensor response
and signal rise/relaxation time constant in the presence of
saturated ethanol vapor were observed. Sensor response
to the ethanol vapor was detected for each used irradiation
wavelength and it is approximated by the non-linear
falling regression curve with the highest sensor response
at 440 nm (R = 104%). In addition, the different rise and
relaxation time constant of the signal trace was detected
depending on the irradiation wavelength. The time
constant ratio is approximated by the non-linear rising
regression curve with a maximum value at 710 nm for
both signal rise (s = 0.61) and relaxation (s = 2.08) parts.

Keywords
LED stimulation � Time constant � Ethanol sensing
Room temperature

1 Introduction

Nowadays, there is increasing concern about the environ-
mental pollution which increases each year, thereby causing
irreparable damage and influencing every inhabitant on
Earth. Air pollution from industrial gases, from fuel com-
bustion products and other sources, inevitably increases the
incidence of diseases, including: lung cancer, asthma, heart
attacks and allergies [1, 2].

Modern methods are directed to prevent and even foresee
the problem. Studies show that the determination of
biomarkers in exhaled air can become a powerful tool for
medical diagnostics. Currently, there are certain biomarkers
in exhaled air that are accompanied by diseases such as
obesity, lung cancer, kidney failure, heart attacks and diabetes
mellitus [3, 4].

Along with this, the ethanol concentration in exhaled air
may correspond as an indicator of the glucose level in blood
[5]. Moreover, the potential endogenous source of ethanol is
intestinal bacterial flora [6]. This is a challenging area, as the
ethanol concentration in exhaled air is normally much lower
than the concentration level in human breath after alcohol
ingestion [7].

In the past decade, semiconductor gas sensors have been
rapidly developed. The sensors are cheap, easy to use, able
to detect a variety of different gases and are stable. Because
of this, the sensor gained widespread use. Gas sensor tech-
nologies are providing significant progress in the detection
of hazardous substances and exhaled biomarkers [8].

Among the actual technologies widely distributed, MOS
sensors have several significant drawbacks. They are not
appropriate for the detection of inflammable gases with a
low autoignition temperature as the sensing area must be
heated up to 500 °C. Hence, heating to a higher temperature
demands higher power consumption [9, 10]. More often the
sensors are combined with UV irradiation. As a result, gases
adhere to the MOS surface and the current via the MOS
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transistor is influenced [11–13]. However, UV light is
potentially harmful for humans and the environment.

As an alternative, optically induced semiconductor gas
sensors were designed to provide both high sensitivity
without heating the sensing area and a possibility to differ-
entiate the presence of different gases by measuring the
output signal and processing time constant at different sup-
ply voltages [14]. Furthermore, the electrophysical proper-
ties of an optically induced semiconductor gas sensor
depending on the irradiation type and measurement of low
acetone concentration under UV stimulation at room tem-
perature were shown previously [15]. Despite the progress
already made, several knowledge gaps in the working
principle still exist.

2 Materials and Methods

The aim for the current research was to conduct sensor
response measurements and time constant ratio calculations
using optical stimulation under different irradiation wave-
lengths of visible spectrum light.

For those purposes, a test setup (Fig. 1) was built.
The LED matrixes (wavelengths equal to 440, 530, 600,
710 nm) were used to provide homogeneous optical irradi-
ation on the semiconductor sensor surface. By using an LED
power supply, the equal photon flux was adjusted for each
irradiation wavelength. Arduino controller was assembled to
carry out measurements, process signal trace and export data
for further processing to a PC.

2.1 Sensor Response Measurement

During each measurement in zero-level emission and in the
presence of saturated ethanol vapor, an output signal was
recorded. Finally, the sensor response on ethanol was
calculated:

R ¼ S ethanolð Þ=S ambientð Þ � 1 ð1Þ
where S(ethanol)—is the signal peak value in an ethanol
environment; S(ambient)—is the zero-level emission signal
peak value.

2.2 Signal Rise and Relaxation Time

Trace of the sensor response was recorded and then pro-
cessed to the time constant through the Arduino microcon-
troller (Fig. 2).

Signal rise and relaxation time can be characterized using
the following definition:

• Rise time (tr)—the interval of time it takes an output
signal to increase from 10 to 90% of its peak value;

• Relaxation time (tx)—the time interval required for an
output signal to decrease from 90 to 10% of its peak
value.

Time constant ratio defined as the ratio between the time
constant of the signal in the presence of ethanol and the time
constant of the signal in zero-level emission was calculated:

s ¼ s ethanolð Þ=s ambientð Þ ð2Þ
where s(ethanol)—is the time consonant measured in an
ethanol environment; s(ambient)—is the time constant
measured in a zero-level emission.

Fig. 1 Experimental test setup for measurements: (1) LED matrix;
(2) LED power supply; (3) Arduino controller, used to power the
sensor, measure the output signal and adjust LED output power;
(4) semiconductor sensor inside gas chamber; (5) PC, used to process
the signal and to adjust the Arduino controller. The LED matrix was
used as an optical irradiation source to provide homogeneous
irradiation (photon flux is 1020 cm−2s−1) on the sensor surface

Fig. 2 Graphical interpretation of the signal rise time (tr) and
relaxation time (tx) constants
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3 Results and Discussion

3.1 Sensor Response Measurement

The obtained result indicates the non-linear dependence of
the semiconductor gas sensor response to the optical irra-
diation wavelength and can be approximated by a falling
regression curve. The maximal signal response was detected
at 440 nm and equals R = 104% and the minimum sensor
response at 710 nm, R = 39% (Fig. 3).

3.2 Signal Rise and Relaxation Time

Figure 4 shows the processed signal rise and relaxation time
from the signal shapes recorded at a different irradiation
wavelength.

Obtained results indicate non-linear dependence of pro-
cessed time constant ratio to optical irradiation wavelength
for both rise and relaxation time. Both results can be
approximated by a rising regression curve. For both time
constant ratios, the minimal value was detected at 440 nm
and maximal value at 710 nm.

4 Conclusions

Visible spectrum LED light may be used for an optically
induced semiconductor gas sensor to carry out the sensor
response measurement of ethanol vapor. Highest sensor
response was detected at the lowest tested irradiation
wavelength of 440 nm.

Processed values of signal rise and relaxation time ratio
may be used to sense the presence of ethanol vapor in air.

A correlation between the sensor response and time
constant ratio was not observed and, therefore, both methods
can be used jointly to increase the detection quality.

Although results demonstrate potential application of
visible light usage to detect presence of ethanol, current
results are achieved for saturated ethanol vapor and, there-
fore, concentration comparison to modern progress cannot
be done.

Conflict of Interest The authors declare that they have no conflict of
interest.
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Study of the Influence of the Molecular
Weight of the Polymer Used as a Coating
on Magnetite Nanoparticles

Christian Chapa, Diana Lara, and Perla García

Abstract
Designing coated magnetic nanoparticles for nanomedi-
cine applications, such as magnetic resonance imaging
contrast enhancement, hyperthermia, and drug-delivery,
has been in the focus of scientific interest for the last
decade. Biocompatible polymers are used as nanoparti-
cles coating for its physical and chemical properties that
are very useful for biomedical applications. The aim of
this contribution was to prepare the magnetite nanopar-
ticles stabilized with poly (ethylene glycol) (PEG) and
poly (ethylene glycol) methyl ether (mePEG) to elucidate
the influence of the molecular weight on the correspond-
ing amount of coating. The X-ray diffraction studies
determined inverse spinel structure of magnetite nanopar-
ticles, and field–emission scanning electron microscopy
indicated the formation of quasi-spherical nanostructures
with the final average particle size of 88–136 nm
depending on the type of polymer coating. The bonding
status of different polymers on the magnetite nanoparti-
cles was confirmed by the Fourier transform infrared
spectroscopy. According to the thermogravimetric anal-
ysis polymer amount in nanocomposites is related to
molecular weight in the PEG-modified MNPs. The results
of this study indicate the possibility of controlling the
properties of theranostics nanomaterials, starting from the
molecular weight of the polymer used as a coating.

Keywords
Nanomedicine � Magnetite � Nanocomposite

1 Introduction

Magnetite nanoparticles (MNPs) can be used for both
diagnosis and therapy in the nanomedicine field [1, 2].
However, the naked magnetite nanoparticles are barely
suitable for biomedical applications due to the aggregation
near the physiological pH in the absence of electrostatic or
steric stabilization [3]. Huge efforts are made to find a
coating for MNPs, which fulfills the serious criteria of bio-
compatibility, and the chemical and the colloidal stability as
well [4]. An alternative for overcoming such difficulties is to
modify the MNPs with biocompatible polymers.

Poly (ethylene glycol) (PEG), is one of the main coatings
that is used in nanomedicine because of its effectiveness to
inhibit the absorption of proteins in the blood and the capture
of nanoparticles by phagocytic cells as well as its long his-
tory of safety in humans and classification as Generally
Regarded as Safe (GRAS) by the FDA [5]. To date, the
synthesis of PEG-modified magnetite, including those
derivatives of PEG, have been attempted to investigate the
effects of individual parameters on the properties of modified
NPs. However, it is difficult to manipulate the amount of
polymer adsorbed to the particles. In addition, it is necessary
to study the influence of molecular weight on the amount of
polymer associated with MNP.

The molecular weight of the polymer used as a coating
for nanoparticles is a very important variable because it is
directly related to the physical properties of the nanomedi-
cine system. Currently, the molecular weight of the polymer
used as a nanoparticle coating is rarely considered within the
criteria to control the properties of the final material. In this
work, we quantify a critical parameter that influences the
efficiency of the nanomedicine systems, the amount of PEG
and PEGME associated to MNPs in relation to the molecular
weight of the polymer used.
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2 Materials and Methods

2.1 Preparation of Magnetite Nanoparticles

The magnetite nanoparticles were synthesized by coprecip-
itation method as previously reported elsewhere [6]. Briefly,
the precursor solutions ferric chloride (10 mM) and ferrous
sulfate (5 mM) were mixed with magnetic stirring for 1 h at
60 °C, then a strong base solution (NH4OH) was added
dropwise until pH 13. After that, several washes were made
until reaching pH 7, the obtained precipitated was repeatedly
collected by centrifugation (10 min, 9000 G). The precipi-
tated product was dried in oven at 100 °C and stored to
further modification and characterization.

2.2 Preparation of PEG and PEGME-Modified
Magnetite

For modification of MNPs, 25 mg of the collected magnetite
resuspended in 2% triton. Meanwhile, four different polymer
solutions, poly (ethylene glycol) (PEG400 and PEG3350)
and poly (ethylene glycol) methyl ether (PEGME400 and
PEGME2000), were prepared using 50 mg of the polymer in
30 mL of distilled water. For each coating reaction, the
polymer solution was added directly to stirred magnetite.
The pH was then adjusted to 9, by addition of NH4OH or
HCl, as required, and the reaction mixture was stirred by
ultrasound for 5 min. After that, several washes were made
with distilled water until reaching neutral pH. Finally, the
product was placed in an oven at 80 °C for 24 h and store
for further characterization.

2.3 Characterization of Nanoparticles

The magnetite sample was analyzed in PANalytical X’Pert
MRD PRO equipment with a Cu-ka source (k = 1.5406 Å)
operated at 40 kV and 30 mA and at a scanning rate of 0.1°
2hs−1 from 10 to 80° 2h. The morphology of the bared
MNPs and surface-modified MNPs were evaluated by
Scanning Electronic Microscopy (Hitachi SU5000). To
determine the particle size of the nanoparticles diameter of
100 individual nanoparticles was measured directly from the
images using the line tool, the results are presented as
mean ± SD and statistical comparisons between groups
were carried out using one-way ANOVA followed by the
Student’s t-test. Infrared spectra were obtained by using
Fourier Transform Infrared (FTIR) with attenuated total
reflection (ATR) spectrometer (Nicolet 6700/Thermo Elec-
tron). The infrared spectra were recorded with a resolution of
4 cm−1, and the scan range was set from 4000 to 600 cm−1.

The results are presented as the average of 32 scans. Ther-
mogravimetric analysis (TGA) were performed on a Q600
thermobalance from TA Instruments Inc. The samples were
heated from *25 to 600 °C, at a heating rate of 10 °C/min.
The content of polymer on the modified-MNPs was deter-
mined by the weight loss of the samples.

3 Results and Discussion

The X-ray diffraction pattern of MNPs is shown in Fig. 1.
Positions and relative peaks intensities point to pure mag-
netite phase. Positions and relative intensities of all diffrac-
tion peaks can be indexed to a Fe3O4 phase. The XRD
pattern was indexed in a spinel-like structure and there was
no evidence of any extra phases, indicating that pure mag-
netite had been produced under the experimental conditions.

Figure 2 shows selected SEM images with their corre-
sponding particle size distribution histograms for
modified-MNPs. SEM images of nanoparticles illustrate that
the nanoparticles consist of roughly spherical and almost
uniform in size nanoparticles with an average diameter of
about 254 ± 169.5 nm for M-PEG400, 58 ± 18.9 nm for
M-PEG3350, 85 ± 31.2 nm for M-PEGME550, and
102 ± 35.4 nm for M-PEGME2000. For the bare nanopar-
ticles the main size was 17 nm ± 3.9 nm. The coating with
polymeric materials did significantly (P > 0.05) alter mean
size. The differences in size indicates that the nanoparticles
were not individually coated, but that a nanocomposite was
formed in which several magnetite NPs were immobilized in
the polymeric matrix. For all four polymers there is a dis-
tribution of chain lengths. This could be important for the
short-chain ones. PEG is OH end-capped while PEGME is

Fig. 1 XRD pattern of magnetite
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capped with CH3 groups. The OH-terminals in the short
PEG chains facilitate the formation of hydrogen bonds
between the molecules around the magnetite nanoparticles
which causes the formation of larger particles. While the
terminal CH3 in PEGME does not form hydrogen bonds
with the polymer backbone, this prevent the association of a
greater number of molecules, which explains the formation
of nanoparticles with smaller size.

The chemical signature of polymer molecules associated
to magnetite nanoparticles was demonstrated by IR spec-
troscopy (Fig. 3). The IR spectra of Poly(ethylene glycol),
(PEG, linear formula: H(OCH2CH2)nOH) and Poly(ethylene
glycol) methyl ether (PEGME, linear formula:
CH3(OCH2CH2)nOH) have very few differences between

them. PEG and PEGME consist of the monomer (-O-CH2-
CH2-), differing only in the chain length and end groups. It
can be noticed that both, PEG and PEGME, exhibit bands
around 2877 and 1460 cm−1 attributed to C-H stretching and
bending modes of methylene groups, respectively. The
absorption peak at 1355 cm−1 is attributed to O-H bending
mode and the absorption peak at 1100 cm−1 is due to the
C-O stretching vibration mode. It can be noticed that the two
bands near to 1100 cm−1 (1147 and 1061 cm−1) in both,
PEG and PEGME, are revealed when the molecular weight
increases because, when increasing the molecular weight,
there are more C-O bonds that contribute to the stretching
vibration mode. New absorption peak can be found at about
1730 cm−1 by comparing the IR spectra of the polymers

Fig. 2 Selected SEM micrographs for M-PEG400 (a) and M-PEGME2000 (b) and their corresponding histogram of size distribution based on
SEM images
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(left) with those of the modified magnetite nanoparticles
(right). The new absorption band can be assigned to C = O,
this suggests that -CH2–OH group has been oxidized to
COO− group during the reaction. The strong absorption
band at about 700 cm−1 is due to Fe–O stretching vibration
for the polymer-modified magnetite nanoparticles.

In order to confirm the content of polymeric material in
the nanocomposites the thermal behavior of the
modified-MNPs, M-PEG and M-PEGME nanocomposites

were measured via thermogravimetric analysis (Fig. 4). The
mass reduction below 100 °C corresponding to the loss of
residual water. The thermal behavior of the polymeric
materials was previously measured, their decomposition
starts at around 200 °C, therefore, the weight loss that occurs
after 200 °C is attributed to the decomposition of polymeric
material in the nanocomposite. The weight loss of the
nanocomposites after 200 °C was 5.82% for M-PEG400,
8.15% for M-PEG3350, 16.40% for M-PEGME550, and
3.74% for M-PEGME2000. The thermal decomposition of
PEGME matrix is presumably due to the breakdown of
organic skeleton in a complex degradation process.

4 Conclusion

Magnetite nanoparticles which were synthesized by copre-
cipitation method were modified with PEG and PEGME to
form the nanocomposites. The XRD patterns show pure
phase magnetite. According to SEM measurements bare
magnetite nanoparticles has a mean particle size of
17 ± 3.9 nm. After coating with PEG and PEGME, the
M-polymer nanocomposites have significantly bigger mean
particle size with polydispersity attributed to the distribution
of chain lengths. The FTIR shows the vibrational modes of
the magnetite and the polymeric material onto the
nanocomposites and a IR band at 1730 cm−1 indicates the
union between the polymer and the magnetite. There is a
relationship between the molecular weight of the PEG and

Fig. 3 FTIR spectra of left (a) PEG400, (b) PEG3350,
(c) PEGME550, (d) PEGME2000, and right (a) M-PEG400,
(b) M-PEG3350, (c) M-PEGME-550, (d) M-PEGME2000. The

absorption bands of representative functional groups are indicated in
colored bars (Color figure online)

Fig. 4 TGA of M-PEG400, M-PEG3350, M-PEGME550, and
M-PEGME2000 nanocomposites
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the amount of weight loss from 200 °C; however, this
relationship is not observed when the PEGME is used.
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Classification Algorithm Improvement
for Physical Activity Recognition in Maritime
Environments

Ardo Allik , Kristjan Pilt , Deniss Karai , Ivo Fridolin , Mairo Leier ,
and Gert Jervan

Abstract
Human activity recognition using wearable sensors and
classification methods provides valuable information for
the assessment of user’s physical activity levels and for
the development of more precise energy expenditure
models, which can be used to proactively prevent
cardiovascular diseases and obesity. The aim of this
study was to evaluate how maritime environment and sea
waves affect the performance of modern physical activity
recognition methods, which has not yet been investigated.
Two similar test suits were conducted on land and on a
small yacht where subjects performed various activities,
which were grouped into five different activity types of
static, transitions, walking, running and jumping. Average
activity type classification sensitivity with a decision tree
classifier trained using land-based signals from one
tri-axial accelerometer placed on lower back and
leave-one-subject-out cross-validation scheme was
0.95 ± 0.01 while classifying the activities performed
on land, but decreased to 0.81 ± 0.17 while classifying
the activities on sea. An additional component produced
by sea waves with a frequency of 0.3–0.8 Hz and a
peak-to-peak amplitude of 2 m/s2 was noted in sea-based
signals. Additional filtration methods were developed
with the aim to remove the effect of sea waves using the
least amount of computational power in order to create a
suitable solution for real-time activity classification. The
results of this study can be used to develop more precise
physical activity classification methods in maritime areas
or other locations where background affects the
accelerometer signals.

Keywords
Physical activity classification
Human activity recognition � Sea wave filtration
Maritime environment � Wearable systems

1 Introduction

Physical activity classification is used for human activity
recognition, which provides information about user’s
movement and activity levels and can be used to develop
more precise energy expenditure models [1]. Physical
activity classification is usually based on acceleration sig-
nals, for which acceleration could be measured in various
locations on the human body [2]. For this purpose it is
possible to use the accelerometers inside smart phones [3]
and smart watches [4] or integrate them into necklaces [5]
and garments [6].

In activity recognition studies the accelerometer signal is
often separated into static and dynamic components. The
static component (AccS) is affected by gravity and gives
information about body posture, the dynamic component
(AccD) is based on motion and captures the body move-
ment information. Different filtration methods have been
used to separate these components, such as applying
low-pass filter to separate AccS and subtracting AccS from
acceleration signals to find AccD [7, 8] or using two dif-
ferent filters [5, 9]. While acceleration signals measured on
land are mostly only affected by gravity and body move-
ment, accelerometers on sea also capture the fluctuation
caused by sea waves, which could be decreased by
applying appropriate filters.

The aim of this study was to evaluate how physical
activity classifiers perform in maritime environment where
sea waves affect the accelerometer signals and to develop a
filter to remove acceleration induced by waves.A. Allik (&) � K. Pilt � D. Karai � I. Fridolin � M. Leier � G. Jervan

Tallinn University of Technology, Ehitajate tee 5, 19086 Tallinn,
Estonia
e-mail: ardo.allik@ttu.ee

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/3, https://doi.org/10.1007/978-981-10-9023-3_3

13

http://orcid.org/0000-0002-3310-6181
http://orcid.org/0000-0003-2422-0430
http://orcid.org/0000-0003-3152-2883
http://orcid.org/0000-0001-7374-4287
http://orcid.org/0000-0002-9878-4477
http://orcid.org/0000-0003-2237-0187
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_3&amp;domain=pdf


2 Methods

2.1 Instrumentation

Tri-axial acceleration signals were measured using Shim-
mer3 sensor platform accelerometer. Sensor was placed on
the back of the lower trunk. This location was chosen
because it is suitable for integrating the accelerometers
inside garments and previous studies have had good results
with accelerometers attached near the center of the body
mass [10]. Signals were recorded using Wide Range
accelerometer setting with dynamic range of ±16 g and
sampling rate of 512 Hz.

2.2 Test Overview

Two different test suits were carried out to evaluate the
differences between signals measured on land and signals
measured in maritime environments. The land-based signal
measurements were done in a sports facility with ample
space for movement. Accelerometer signals were measured
during standing, sitting, lying, picking up objects, transitions
between standing, sitting and lying, hopping on one leg and
on both legs, walking and running. During walking and
running subjects were asked to alternate their pace. For
activity recognition and classification these signals were
divided into different activity types of static, transitional,
walking, running and hopping. The collected signals and
their length are shown in Table 1.

The sea-based test suit was carried out in the cabin of a
sailing yacht on an open gulf. During the experiments there
was constant moderate wind of 10–11 m/s and the height of
the waves was between 0.5 and 1 m. This test suit was very
similar with the land-based test suit, with minor differences
in time schedule. The size of the test area was about 6 m2

and the height of the cabin was about 2 m. The measured
signals are shown in Table 1.

2.3 Study Group

The study group for the land test suit consisted of 12 sub-
jects, of which 10 were male and 2 female. The study group
for the sea test suit consisted of 4 males. The subjects’
anthropometric parameters are shown in Table 2.

2.4 Signal Resampling and Filtration

Tri-axial accelerometer signals measured with sampling
frequency of 512 Hz were resampled to 100 Hz using
MATLAB function resample without changing the signal
spectrum.

Two different filtration methods (filtration method 2 and
3) were used in this study to test their ability to filter out
acceleration caused by sea waves from the accelerometer
signals and their effect on classification performance com-
pared to a filter unable to filter out sea waves (filtration
method 1). Butterworth type IIR filter was chosen, since IIR
filters require less computational power than comparable
FIR filters and are thus more suitable for real-time wearable
systems. The filtration methods are shown in Table 3.

Following filtration signals were fragmented into frag-
ments of 3 s with no inter-window gaps and without overlap,
which has also been found suitable for classification in a
previous work [11]. Afterwards each fragment was labelled
with the corresponding activity type.

2.5 Feature Extraction

Machine learning based physical activity classification uses
features which are extracted from signal fragments. These
features are used as an input for training and evaluating the
classifier and need to capture the specifics of human body
movement and posture to increase the classification
performance.

The feature set of 19 features used in this study was
achieved after using feature selection methods on various
sets adopted from previous studies [11]. Only time-domain
features were used in order to keep the required computa-
tional power minimal.

2.6 Classifier Training and Evaluation

A machine learning based decision tree classifier was
chosen, since it has been found to have a good performance

Table 1 Classified activity types and length of conducted activities

Activity
type

Activities carried out in
land test suit (in
minutes)

Activities carried out in
sea test suit (in minutes)

Static Standing (1), sitting (1),
lying (1)

Standing (2), sitting (2),
lying (2)

Transitional Picking up objects (1),
sit-stand transitions (1),
lie-sit transitions (1),
lie-stand transitions (1)

Picking up objects (1),
sit-stand transitions (1),
lie-sit transitions (1),
lie-stand transitions (1)

Walking Walking (3) Walking (3)

Running Running (3) Running (3)

Hopping Hopping on one leg (1),
hopping on both legs
(0.5)

Hopping on one leg (1),
hopping on both legs
(0.5)
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with small classification time [10] and is thus also suitable
for wearable systems. Classifier was trained using
MATLAB’s function fitctree, which returns a fitted binary
decision tree.

To reduce overfitting errors, land signals were classified
using a leave-one-subject-out cross-validation scheme,
where each test subject’s signals were classified using a
classifier trained based on the signals of the other subjects.
When classifying sea signals the classifier was trained based
on all the land signals to determine how classifiers devel-
oped based on land signals perform on sea.

The results were evaluated using statistical measure
sensitivity, which shows the ratio of true positives in relation
to real positives [12].

3 Results

Figure 1 shows the Z-axis accelerometer values (axis per-
pendicular to the Earth) during lying of one test subject after
applying the filtration methods shown in Table 3. Lying
should be the most static position and so is chosen to
illustrate the effect of the sea waves in the acceleration sig-
nals. The sea waves induced an additional component with a
frequency of 0.3–0.8 Hz and a peak-to-peak amplitude of
4 m/s2 in the sea-based AccD component signals and 2 m/s2

in AccS component signals.
The average classification sensitivities using different

filtration classifying land and sea signals are shown in
Table 4. With all filtration methods the average classifica-
tion sensitivity for land signals was higher than for sea
signals.

4 Discussion

The average activity classification sensitivity of land signals
was about 0.95 in this study,which is comparable to the results
achieved by other researchers [2, 10]. No large difference
could be noted in classification performance with different
filtration methods. Figure 1 shows that while the AccD and
AccS acceleration signals were more affected by sea waves
with the first filtration method than with other filtration
methods, the results of classifying sea signals were not con-
siderably lower compared to other filtration methods based on
the classification sensitivities in Table 4. Filtration method 2
was able to filter out seawave induced acceleration fromAccS,
while filtration method 3 decreased it in both AccD and AccS.
Also, with every filtration method sea signals were classified
with lower performance than land signals.

There are several possibilities why filtering out the
acceleration produced by the sea would not increase the
classification sensitivities of sea signals to the same level as
land signals. Some of the chosen features, such as mean of
the signal, are only slightly affected by sea waves, which
would not have an effect on the classification performance.
The difference between sensitivities classifying land and sea
signals could have been caused by using different testing
areas—the size of the cabin of the sailing yacht might have
restricted the subjects’ movement, which could have caused
the larger difference seen in classifying running and hopping
activities compared to other activity types. Additionally, the
study groups used in this study could have been too small, in
which case additional measurements might be needed for
definitive results.

Table 2 Subjects’ anthropometric parameters

Test suit Number of subjects Age (years) mean ± SD; range Height (cm) mean ± SD; range Weight (kg) mean ± SD; range

Land 12 30.3 ± 10.1; 15–46 176.8 ± 7.5; 167–189 71.1 ± 19.0; 45–115

Sea 4 36.3 ± 8.4; 26–57 181.8 ± 8.3; 171-190 87.0 ± 22.0; 65–115

Table 3 Filtration methods and filter parameters

Filtration method
no.

Acceleration
component

Filter
type

Filter parameters (filter order, passband, stopband, passband ripple, stopband
ripple)

1 AccS Low-pass 3, 0.15 Hz, 2 Hz, 1 dB, 20 dB

AccD Found by subtracting AccS component from accelerometer signals

2 AccS Low-pass 4, 0.1 Hz, 0.3 Hz, 1 dB, 20 dB

AccD Found by subtracting AccS component from accelerometer signals

3 AccS Low-pass 6, 0.1 Hz, 0.2 Hz, 1 dB, 20 dB

AccD High-pass 6, 1.2 Hz, 0.8 Hz, 1 dB, 20 dB
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It is also important to note that the 0.3–0.8 Hz fre-
quency of sea waves could contain important information
for human activity recognition. In this case filtering out
the sea wave induced noise would also lower the physical
activity classification results, but in this study no large
difference was found between classifying land signals

when using different filtration methods. Only simple fil-
tration methods using IIR filters were tested in the study,
which are suitable for using in real-time wearable systems.
Better results could be achieved with more complex fil-
tration methods, but they would also require more com-
putational power.

Fig. 1 Z-axis accelerometer signal values during lying from one test subject after applying different filtration methods. a Land, AccD component,
b sea, AccD component, c land, AccS component, d sea, AccS component

Table 4 Classification sensitivities of different activity types with different filtration methods

Filtration method no. Classified signals Static Transitional Walking Running Hopping Average

1 Land 0.97 0.94 0.94 0.94 0.96 0.95 ± 0.01

Sea 0.82 0.94 1.00 0.56 0.72 0.81 ± 0.17

2 Land 0.97 0.94 1.00 0.82 0.93 0.93 ± 0.03

Sea 0.92 0.89 0.99 0.66 0.81 0.85 ± 0.12

3 Land 0.97 0.95 0.99 0.92 0.84 0.94 ± 0.06

Sea 0.89 0.89 1.00 0.47 0.72 0.79 ± 0.21
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5 Conclusion

In this study it was evaluated how sea waves in maritime
environment affect the performance of modern physical
activity recognition methods. Even though the three different
filtration methods used in this study removed the accelera-
tions caused by sea waves in various degrees, no large dif-
ferences could be noted between classification results. With
every filtration method the classification sensitivities classi-
fying activities performed on sea were lower compared to
activities performed on land. This study helps to understand
how sea waves affect the human activity recognition and is a
good basis for further research.
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First Steps Towards an Implantable
Electromyography (EMG) Sensor Powered
and Controlled by Galvanic Coupling

Laura Becerra-Fajardo and Antoni Ivorra

Abstract
In the past it has been proposed to use implanted
electromyography (EMG) sensors for myoelectric control.
In contrast to surface systems, these implanted sensors
provide signals with low cross-talk. To achieve this,
miniature implantable devices that acquire and transmit
real-time EMG signals are necessary. We have recently
in vivo demonstrated electronic implants for electrical
stimulation which can be safely powered and indepen-
dently addressed by means of galvanic coupling. Since
these implants lack bulky components as coils and
batteries, we anticipate it will be possible to accomplish
very thin implants to be massively deployed in tissues.
We have also shown that these devices can have
bidirectional communication. The aim of this work is to
demonstrate a circuit architecture for embedding EMG
sensing capabilities in our galvanically powered implants.
The circuit was simulated using intramuscular EMG
signals obtained from an analytical infinite volume
conductor model that used a similar implant configura-
tion. The simulations showed that the proposed analog
front-end is compatible with the galvanic powering
scheme and does not affect the implant’s ability to
perform electrical stimulation. The system has a band-
width of 958 Hz, an amplification gain of 45 dB, and an
output-referred noise of 160 µVrms. The proposed embed-
ded EMG sensing capabilities will boost the use of these
galvanically powered implants for diagnosis, and
closed-loop control.

Keywords
Galvanic coupling � Microsensors � Microstimulator

1 Introduction

Apart from diagnosis, electromyography (EMG) has been
extensively used as a source of control for exoskeletons and
prostheses [1, 2], and has been proposed for closed-loop
control in electrical stimulation. Implanted EMG sensors are
an alternative to superficial EMG as they provide signals
with lower cross-talk for myoelectric control, potentially
helping to control devices with multiple degrees of freedom,
which is not possible nowadays with superficial EMG [3].
These sensors have been tried as implantable central units
wired to electrodes [4], which present surgical complexity;
and as wireless implant capsules (e.g. IMES) [2]. Even
though these capsules have accomplished high miniaturiza-
tion levels, they are still too stiff and bulky to be massively
deployed in tissues, hampering the development of a net-
work of microdevices with high selectivity for stimulation
and sensing. This can be explained as they require volumi-
nous components as coils and batteries for power
transfer/generation to produce the current magnitudes
required for neuromuscular stimulation. In the case of
inductive coupling, the implant’s diameter is limited by the
coil used; while in existing battery technologies, the
implant’s size is limited by their energy density.

In [5] we proposed a heterodox method to create ultrathin
implants that lack coils and batteries. The implants act as
rectifiers of innocuous high frequency (HF) current bursts
(� 1 MHz) supplied to the tissues by galvanic coupling
using superficial electrodes (Fig. 1). We in vivo demon-
strated microcontrolled injectable stimulators that could be
galvanically powered and that could deliver low frequency
(LF) currents capable of stimulating excitable tissues [6].
These implants (diameter = 2 mm), made of commercially
available components, are the first step towards future
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ultrathin and flexible implants (diameter < 1 mm) based on
an application-specific integrated circuit (ASIC). In [7] we
in vitro demonstrated that bidirectional communication is
feasible in this method, allowing closed-loop control. The
aim of this work is to demonstrate a signal conditioning
electronics architecture (i.e. an analog front-end) for
embedding EMG sensing capabilities in our galvanically
powered implants. This will boost their use in diagnosis,
closed-loop control in neuroprostheses, and man-machine
interfaces as those used for prostheses control.

2 Methods

2.1 Proposed Electronic Architecture

The core architecture of the microcontrolled injectable
stimulators was described in [6]. Briefly, implant electrodes
E1 and E2 pick up a portion the HF current delivered to the
tissues by the external system (Fig. 2). This HF current is
full-wave rectified by a bridge rectifier. A regulator subcir-
cuit stabilizes the rectified voltage to power the control unit
(CU) and the rest of the electronics, and it is followed by a
capacitor that powers the electronics during sleep mode (i.e.
when no HF current is delivered by the external system).
Current consumption is limited in this mode to keep the
sleep capacitor’s size small. The circuit includes a demod-
ulator that is capable of extracting information amplitude
modulated in the same HF current used for galvanic pow-
ering. This information is used to independently address
each implant. The CU drives two current limiters that deliver
LF current pulses for electrical stimulation. These current
limiters are also used to modulate the HF current to send
information from the implantable circuit to the external
system [7].

In here we propose to add an analog front-end for EMG
acquisition to this core architecture (Fig. 3a). The implant
senses the EMG signals as the difference between the volt-
age obtained from the two implant electrodes E1 and E2
when no HF current is delivered by the external system. The
first stage consists on analog filters: (1) a first-order low-pass
filter (Fc = 342 kHz) used to protect the front-end’s amplifier
from the HF current used for powering and (2) a first-order
high-pass filter to prevent possible dc components seen
across the implant electrodes (Fc = 73 Hz). An operational
amplifier (OPAMP) configured as a differential amplifier is
used to amplify the voltage difference and suppress voltages
that are common to both E1 and E2. A single-supply, low
power OPAMP is used for this purpose as the implant’s
regulator delivers a single-supply voltage (VCC), and the
front-end powers from the sleep capacitor. Additionally, the
OPAMP must ensure low noise, very low input bias current,
and very small package. The ADA4691-2 (by Analog
Devices Inc.) is a 1.21 � 1.22 � 0.4 mm dual OPAMP that
provides all these features and has a shutdown mechanism
for further power reduction. A voltage divider is used to set a
steady state of VCC/2 V at the output of the differential
amplifier when no EMG signal is picked-up by the implant
electrodes. The second OPAMP of the package is used to
further amplify the obtained voltage, and it is followed by a
low-pass filter (Fc = 1.25 kHz) to avoid aliasing during
digitalization.

2.2 Computer Simulations

Computer simulations were performed in a SPICE simulator
(LTspice XVII by Linear Technologies) using the setup
shown in Fig. 3b. A Thévenin equivalent is used to model
the coupling between the tissue and implant electrodes E1
and E2, which have a diameter D and a separation distance
L. If the implant is aligned with the electric field E tð Þð Þ, then
VTh ¼ LE tð Þ. The equivalent resistance (RTh) is the

Fig. 1 Basic scheme of the method to galvanically power implants.
An external system delivers high frequency current (� 1 MHz) bursts,
which flow through the tissues by galvanic coupling. The implants are
envisioned as elongated, flexible and ultrathin devices with two
electrodes at opposite ends (E1 and E2) to pick up the high frequency
current and rectify it for power and for electrical stimulation

Fig. 2 Core architecture of the implantable device based on commer-
cially available components. The analog front-end for EMG acquisition
proposed here is shown in gray. The sleep capacitor powers the
electronics, including the analog front-end, when no HF current is
delivered by the external system
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resistance of the dipole formed by the two electrodes. If
L � D, RTh ¼ 1=prD, where r is the electrical conductivity
of the tissue (S/m). The impedances of the implant electrodes
are neglected for simplicity. For this study, we supposed the
same length and diameter of the implant we demonstrated in
[6] (L = 5 cm; D = 2 mm), an electric field of 240 V/m, and
an electrical conductivity of 0.5 S/m which approximately
corresponds to the admittivity magnitude of skeletal muscle
at 1 MHz [8]. A voltage source connected in series with the
Thévenin equivalent is used to simulate the EMG signals
that appear across the implant electrodes. They are based on
a 500 ms sample of a digitized intramuscular EMG signal
obtained from an analytical infinite volume conductor model
that used an implant configuration with two electrodes at
opposite ends [3].

Transient, ac and noise analyses were used to evaluate the
behavior of the proposed circuit, including if the front-end
affected the ability of the implant to perform electrical
stimulation, and to assess its gain and bandwidth.

3 Results

The simulations show that the proposed front-end does not
unbalance the load of the circuit on any electrode, and the
circuit is able to deliver symmetrical pulses of 2 mA, as
those obtained in previous demonstrations [6].

Figure 4a shows the intramuscular EMG signal applied
(top) and the output of the proposed front-end (bottom). The
picked-up EMG signal was effectively amplified and biased
over the 1.65 V established in the differential amplifier
(VCC = 3.3 V). To analyze the delay between the picked-up
EMG signal and the output of the analog front-end, the
signals were normalized and resampled and a cross corre-
lation was applied between them. The results show that the
lag between the output and the original EMG signal was
58 µs.

Figure 4b shows the results obtained from the ac analysis.
The acquisition system has a bandwidth of 958 Hz. The

Fig. 3 a Analog front-end scheme added to the core architecture of the
implants (Fig. 2). The circuit includes a filtering stage, differential
amplification, and antialiasing filter. b Simulation setup used to
evaluate the front-end proposed here. A Thévenin equivalent is used to

model the coupling between muscle tissue and the implant electrodes
E1 and E2. EMG signals are applied through the EMG voltage source,
and a sinusoidal signal of 1 MHz is used as the HF current delivered for
galvanic coupling (VTh)

Fig. 4 a Sample of simulated
intramuscular EMG signal
detected by a myoelectric sensor
[3], and corresponding output
signal of the analog front-end
proposed. The lag between
signals is 58 µs. b Frequency
response of the analog front-end
proposed
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maximum gain of the EMG acquisition system is 45 dB. The
output-referred noise of the analog front-end is 160 µVrms

(from 1 Hz to 10 MHz). Having in mind that the output
signal without dc bias is 0.21 Vrms, the calculated
signal-to-noise ratio (SNR) for the signal conditioning cir-
cuit is 62.4 dB.

4 Conclusion

In here we have proposed an analog front-end architecture
for an existing microcontrolled injectable stimulator based
on commercially available components and that is gal-
vanically powered using HF currents. According to sim-
ulations, the proposed signal conditioning circuit is
compatible with the galvanic powering scheme proposed
and demonstrated in the past. The simulations also show
that the circuit filters and amplifies the expected intra-
muscular EMG signals that are going to be picked up by
the implant electrodes, as those obtained from an analyt-
ical model that used a similar implant configuration [3].
Additionally, the gain, bandwidth and noise parameters
obtained with the simulations demonstrate that the pro-
posed circuit has a similar behavior to that previously
reported by implantable wireless EMG capsules [2]. In
contrast to these capsules based on inductive coupling,
our future galvanically powered implants based on ASICs
will be potentially thinner and more flexible. In the near
future, we plan to develop the first implantable prototypes
for their evaluation in vivo.

The proposed embedded EMG sensing capabilities will
boost the use of these galvanically powered implants for

diagnosis, closed-loop control in neuroprostheses, and
man-machine interfaces as those used for prostheses control.
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Powering Implants by Galvanic Coupling:
A Validated Analytical Model Predicts
Powers Above 1 mW in Injectable Implants

Marc Tudela-Pi , Laura Becerra-Fajardo , and Antoni Ivorra

Abstract
While galvanic coupling for intrabody communications
has been proposed lately by different research groups, its
use for powering active implantable medical devices
remains almost non-existent. Here it is presented a simple
analytical model able to estimate the attainable power by
galvanic coupling based on the delivery of high frequency
(>1 MHz) electric fields applied as short bursts. The
results obtained with the analytical model, which is
in vitro validated in the present study, indicate that
time-averaged powers above 1 mW can be readily
obtained in very thin (diameter < 1 mm) and short
(length < 20 mm) elongated implants when fields which
comply with safety standards (SAR < 10 W/kg) are
present in the tissues where the implants are located.
Remarkably, the model indicates that, for a given SAR,
the attainable power is independent of the tissue conduc-
tivity and of the duration and repetition frequency of the
bursts. This study reveals that galvanic coupling is a safe
option to power very thin active implants, avoiding bulky
components such as coils and batteries.

Keywords
Galvanic coupling � Active implant � Wireless power
transfer

1 Introduction

Miniaturization of electronic medical implants has been
hampered because of the use of batteries and inductive
coupling for power. Both mechanisms require bulky and
rigid parts which typically are much larger than the elec-
tronics they feed.

As we have recently shown in vivo [1], galvanic coupling
can be an effective power transfer method which can lead to
unprecedented implant miniaturization. Remarkably,
although galvanic coupling for intrabody communications
has been proposed lately by different research groups [2], its
use for powering implants has remained almost non-existent.
Reluctance to use galvanic coupling for power transfer may
arise from not recognizing two facts. First, large magnitude
high frequency (>1 MHz) currents can safely flow through
the human body if applied as short bursts. Second, to obtain
a sufficient voltage drop across its two intake (pick-up)
electrodes, the implant can be shaped as a thin and flexible
elongated body suitable for minimally invasive percutaneous
deployment (Fig. 1a).

2 Methods

2.1 The Analytical Model and Its Rationale

Safety standards for human exposure to electromagnetic
fields identify two general sources of risk regarding passage
of radiofrequency (RF) currents through the body. On the
one hand, the standards indicate risk of thermal damage due
to the Joule effect, which roughly can be considered as
frequency independent. On the other hand, the standards
recognize risks caused by unsought electrical stimulation of
excitatory tissues. In this case, safety thresholds increase
with frequency. In particular, for frequencies above 1 MHz
and short bursts, the IEEE standard [3] specifies limitations
related to heating which are more restrictive than those
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related to stimulation. Therefore, here only the thermal
limitation is considered as we deem that frequencies between
1 and 10 MHz will be adequate for galvanic coupling.
(Because of the skin effect, frequencies above 10 MHz may
not be convenient as at that frequency the effect becomes
significant [4] and the operation of implants at deep locations
would be hindered.)

The limitations specified by the standards regarding
heating are indicated as a limitation to the so-called Specific
Absorption Rate (SAR), which can be calculated as:

SAR ¼ r Ermsð Þ2
q

ð1Þ

where r (S/m) is the electrical conductivity of the tissue, q
(kg/m3) is the mass density of the tissue and Erms is the root
mean square value of the applied electric field (V/m). For
occupational exposure or persons in controlled environments
—as would be the case considered here—this limit is
10 W/kg.

If the field is applied as sinusoidal bursts (duration = B,
repetition rate = F):

SAR ¼ r Epeak
� �2

2q
FB ð2Þ

where Epeak is the amplitude of the sinusoidal burst. Then,
assuming a homogeneous medium and a uniform electric
field, the maximum peak voltage across two points a and b at
a separation distance L, is:

Vab peak ¼ Epeak
��!

: rab
�! ¼ EpeakL cos hð Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qSARmax

rFB

r

L cos hð Þ ð3Þ

where rab
�! is the vector defined by the points a and b and h is

the angle between this vector and the field. If these two
points correspond to the location of the two intake (pick-up)
electrodes of the implant—here simply modeled as spheres

—then the rms open circuit voltage (i.e. the voltage across
the electrodes in Fig. 1b if RLoad = ∞) is:

VOC rms ¼ Vab peakffiffiffi
2

p ffiffiffiffiffiffi
FB

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qSARmax

r

r

L cos hð Þ ð4Þ

And assuming that the implant is aligned with the electric
field (h ¼ 0):

VOC rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qSARmax

r

r

L ð5Þ

If the implant circuitry is simply modeled as a load
(RLoad), then it is straightforward to compute the maximum
power that it will dissipate if the Thévenin resistance (RTh)
of the Thévenin equivalent circuit (Fig. 1c) is known:

PLoad max ¼ PLoad if RLoad ¼ RThð Þ ¼ V2
OC rms

4RTh
ð6Þ

For an infinite medium (i.e. the electrodes that deliver the
field are far away), RTh is the resistance across the two
implant electrodes. If the implant electrodes are modeled as
spheres with a separation distance much larger than the
diameter (L � D), then [5]:

RTh ¼ 1
rpD

ð7Þ

Therefore, the maximum average power for a given SAR
limit (SARmax) that can be drawn by the implant is:

PLoad max ¼
V2

OC rms

4RTh
¼ p

4
SARmaxqDL

2 ð8Þ

2.2 Experimental Setup

An in vitro experimental setup that replicates the assump-
tions made to generate the previous model was developed to
validate the analytical expression in (8), (Fig. 2).

Fig. 1 aWe envision thin and flexible implants powered by innocuous
high frequency current bursts through tissues. b Simplified model of the
implant; D, electrode diameter; L, implant length. c Equivalent

Thévenin circuit for the conductive medium and the field, connected
to the implant circuitry modeled as a resistive load
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The field was delivered by two 5 cm � 5 cm parallel
aluminum plates held at a distance of 10 cm using two
polycarbonate plates. 1 MHz voltage bursts across these two
electrodes were generated by the combination of a function
generator (4060 Series by BK Precision) and a high voltage
amplifier (WMA 300 by Falco systems).

The above electrode structure was placed inside a
19 cm � 14 cm � 6.3 cm glass container, which was filled
with a saline solution. Three different concentrations were
tried: 0.3, 0.6 and 0.9% NaCl. The conductivity of these
solutions at 20 °C, as measured with a conductivity tester
(HI 98312 by Hanna), was 0.58 S/m, 1.1 S/m and 1.56 S/m
respectively.

The magnitude of the applied voltage was adjusted for a
SAR of 10 W/kg according to expression 2.

The pick-up electrodes of the implants were modeled by
stainless steel spherical electrodes (SAE 316) with four
different diameters: 0.5, 1, 1.5, and 2 mm. Each electrode
was laser welded to a 10 cm piece of 32 AWG enameled
copper wire.

In each trial, a pair of electrodes with the same diameter
was connected to a 1 kX high-precision potentiometer (RLoad

in Fig. 2).The potentiometer was adjusted in advance to the
computed RTh value in order to drawn the maximum pos-
sible power.

Instant power dissipated at the potentiometer was com-
puted as the square of the recorded voltage across it, using
an oscilloscope (TPS2014 by Tektronix Inc.), divided by the

value of RLoad. Power was then time averaged for the burst
repetition period (i.e. average power) and for the duration of
the burst (i.e. peak power).

3 Results and Discussion

Figure 3 shows a set of numerical results from the analytical
model (expression 8) together with the corresponding
experimental results. As it can be observed, the experimental
results fit the analytical model and powers above 1 mW are
obtained for all the diameters when the inter electrode dis-
tance (L) is larger than 2 cm.

Expression 8 indicates that the maximum time-averaged
power than can be drawn by the implant is independent of
the duration (B) and the repetition frequency (F) of the
bursts. However, the same does not apply for the maximum
power that can be drawn during the burst (peak power). This
is illustrated in Fig. 4d where it is modeled the delivery of
three different burst patterns (Fig. 4a–c) with a rms value of
141 V/m (D = 1 mm, SAR = 10 W/kg, and q = 1000
kg/m3). Since the power increases with the square of the
applied voltage, peak powers of hundreds of mW can be
obtained when short burst (B < 1 ms) are applied.

Remarkably, the analytical model (expression 8) indi-
cates that, for a given SAR, the attainable power is inde-
pendent of the tissue conductivity. This is validated in
Fig. 4e where experimental results are displayed for three
different conductivities (r0:9% = 1.56 S/m, r0:6% = 1.1 S/m,
and r0:3% = 0.58 S/m).

Fig. 2 Schematic representation of the in vitro setup developed to
validate the analytical model (see text for details). For geometrical
reference, a 0.5 cm � 0.5 cm grid made of cotton thread was sewed
across the plates, 2.5 cm from the bottom of the structure

Fig. 3 Time-averaged power dissipated at RLoad for different electrodes
diameters (D) and inter-electrode distances (L). Solid lines correspond to
the analytical model (expression 8). Bars correspond to the 95%
confidence interval of 10 experimental measurements. Experimental
parameters: r = 0.58 S/m (0.3% NaCl), q = 1000 kg/m3 (water), Vrms

= 13.1 V, RLoad = 549 X
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4 Conclusions

The results of this study indicate that it should be possible to
safely supply powers well above 1 mW to thin elongated
(D � 1 mm, L � 20 mm) implants using galvanic cou-
pling. For that, the energizing electric field—generated by an
externally delivered current or voltage—can consist in a high
frequency (>1 MHz) sinusoidal wave applied in short bursts
resulting in a SAR value below 10 W/kg.

The predicted time-averaged powers (>1mW) are one to
three orders of magnitude above the requirements of some
implantable technologies for sensing and stimulation [6],
including conventional pacemakers (10 to 50 µW).

Remarkably, the developed analytical model predicts
that, for a given SAR, the attainable power is independent on
the tissue conductivity and on the duration and repetition
frequency of the bursts. These predictions are experimentally
confirmed by the in vitro model that replicates the assump-
tions made to generate the analytical model.

Peak powers in the order of tens or hundreds of mW are
attainable when bursts are very short in comparison to their
repetition period. This suggests that galvanic coupling may
be particularly useful in applications requiring large amounts
of power in short intervals, such as is the case of neuro-
muscular stimulation [1].
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Microfluidic Diamond Biosensor Using NV
Centre Charge State Detection

Marie Krečmarová, Thijs Vandenryt, Michal Gulka, Emilie Bourgeois,
Ladislav Fekete, Pavel Hubík, Ronald Thoelen, Vincent Mortet,
and Miloš Nesládek

Abstract
In this work we develop DNA sensors that are based on
charge switching in colour centres in diamond. The
presented method allows the combination of lumines-
cence sensor and electrochemical sensor working on the
principle of electrochemical impedance spectroscopy
(EIS). The sensor employs specifically designed diamond
structures grown by the means of chemical Vapour
deposition (CVD). This diamond structure consists of
highly boron doped diamond electrode on which an
intrinsic diamond layer is deposited. This intrinsic layer is
about 15 nm thick and it contains NV colour centres. The
device is then embedded in polydimethylsiloxane
(PDMS) microfluidic flow cell and covered by a trans-
parent indium tin oxide (ITO) coated electrode. The
switching of the NV centre charge state as a response, on
diamond surface termination, is crucial tool for the
sensitive charged molecules sensing. First we demon-
strated high sensitivity of the near surface NV centres on
a diamond biosensor surface charge termination. The
measured data are supported by band bending modelling.
Negative O- terminated surface results in a preferable NV
centre charge state of NV0 or NV−, whereas positive H-

terminated surface leads to mostly non-PL NV+ charge
state. By this principle any charged molecule, such as

polymer on DNA, can be detected by a customized
surface functionalization. Functionality of the microflui-
dic diamond device is also verified by the EIS.

Keywords
Nitrogen vacancy � Diamond � Microfluidics

1 Introduction

Diamond as a wide gap (5.5 eV) material semiconducting or
insulating has unique combination of physical and chemical
properties for biosensing applications. We present a novel
concept of microfluidic biosensor based on combination of
exceptional electrochemical properties of boron doped dia-
mond and luminescence properties of quantum colour NV
centre defects in diamond. The novel design allows elec-
trochemical detection together with NV centre charge state
detection. The NV centre can exhibit in negative NV− and
neutral NV0 charge state or in dark NV+ charge state without
photoluminescence (PL) [1], depending on number of elec-
trons co-occupying the centre. The conversion of NV0/+/−

charge state can be achieved passively by an interaction of
NV centre at the surface with electric field at (surface ter-
mination [2]) or actively (electrically [1], optically [3], and
electrochemically [4]) manipulation of the Fermi level
position. The NV centre sensitivity, placed close to a
specifically terminated diamond surface can be used as a tool
for detection of charged molecules, such as DNA [5]. In this
work we attempt to develop a microfluidic system for
combining electrochemical and NV optical detection of
DNA attachment.
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2 Methods

2.1 Preparation of the Microfluidic Diamond
Biosensor

Metallically boron doped homoepitaxial diamond electrode
was grown on (100) oriented single crystal diamond substrate
using the Seki Technotron AX5010 CVD system in hydrogen
rich gas including 1% CH4 and 6000 ppm of trimethylboron
(TMB), with 550 W microwave power, 100 mbar working
pressure and 1100 °C substrate temperature. Diamond surface
was re-polished after the growth to obtain a very flat surface.
The B-doped electrode was then overgrown by thin un-doped
diamond thin film using the Astex AX6500 CVD system with
0.4% of CH4 in hydrogen gas, 900 W microwave power,
93 mbar working pressure and 940 °C substrate temperature.
NV centres were incorporated in the un-doped film during the
growth from a residual nitrogen chamber background. The
diamond device structure includes *20 lm metallically
B-doped layer and *15 nm thin N- film with NV centres on
top. Oxygen and hydrogen surface termination was made by
O2 and H2 plasma exposure. Ohmic titanium/gold
(Ti/Au = 20/80 nm) contacts were fabricated by classical
photolithography followed by thermal annealing. The poly-
dimethylsiloxane (PDMS)flow cell was fabricated by creation
of the microchannel in a PDMS film followed by laser cutting
of the desired design. The PDMS flow cell is placed on the
diamond substrate embedded in the electronic board and
covered by indium tin oxide (ITO) coated glass slide.

2.2 Characterizations of the Biosensor

Raman spectroscopy measurement was performed using the
Horiba Jobin Yvon T64000 Raman with excitation wave-
lengths of 488 nm. AFM was measured in semi contact mode
using the NTEGRA-Prima. Resistivity, carrier density and
mobility of the B- doped layer were determined by van der
Pauwmethod at room temperature. NV PLwas measured by a
home built confocal microscope excited with 500 mW Gem
laser from Laser Quantum producing 532 nm CW excitation
with 8mW (spectroscopy) and 50 lW (mapping) laser power,
directed by Gaussian beam optics to 100� Long Working
Distance M Plan Semi-Apochromat—LMPLFLN Olympus
objective with N.A. of 0.8 and WD of 3.4 mm. The PL was
detected using Excelitas single photon counter and 650 nm
long pass filter to remove the laser light and NV0 PL. Band
bending under a different surface termination of the diamond
device (B- layer: [acceptor] = 1e21 cm−3 and N- layer:
[donor] = 1e18 cm−3) was simulated using the AMPS-1D
software (Analysis of Microelectronic and Photonic Struc-
tures) by numerical calculations of the Poisson’s and the
electron and hole continuity equations. The electrochemical

impedance spectroscopy (EIS) was measured using the
Hewlett Packard 4248 Precision LCR meter. The impedance
was measured with 10 mVAC voltage applied to the flow cell
at room temperature. As an electrolyte we used BupHTM
phosphate PBSwith pH 7.2. The impedancewasmeasured for
31 frequencies in a range from 100 to 100 kHz. The electrical
circuit parameters were determined by fitting the impedance
data to the equivalent circuit (Fig. 5a—inset) using Zview
software from Scribner Associates.

3 Results and Discussions

3.1 Concept of the Microfluidic Diamond Device

Highly boron doped film with thickness of 20 lm, conduc-
tivity of 333 S/cm, carrier concentration of 1.1�1021 cm−3 and
mobility of 1.9 cm2/Vs was deposited on (100) oriented dia-
mond substrate, followed by polishing to obtain a very smooth
surface. AFM image showsRMS surface roughness of 1.2 nm
(Fig. 1a). Raman spectra of the boron doped layer is shown in
Fig. 1b, showing distinct Fano resonances of boron electronic
state with 1329 cm−1 Raman line [6], corresponding to
metallically doped diamond. The narrow bandwidth of the line
confirms extreme quality of B-doped epilayer. The metalli-
cally boron doped layer was further overgrown by 15 nm thin
un-doped film with NV centres incorporated during the
growth from residual nitrogen background.

The biosensor consists of diamond device embedded in
the electronic board gap and covered with PDMS flow cell
and ITO coated glass slide on top (Fig. 2). Total thickness of
the PDMS/ITO structure is 2.5 mm, which is smaller than
working distance of the used objective (WD = 3.4 mm).
Volume of the flow cell cavity is 20 ll. The NV PL is
detected by confocal microscopy through transparent ITO
glass in the microfluidic cavity (Fig. 2a). The diamond
device is equipped with 4 electrodes. Source electrode on
B-layer and gate electrode on N-layer can be used for active
control of NV centre charge state by an applied electric field.
Another electrodes are used for electrochemical control or
readout. Working electrode is located directly on the B- layer
and reference electrode on the N-layer. Counter electrode
represents optically transparent conductive ITO coated glass
which covers the microfluidic PDMS flow cell (Fig. 2b).

3.2 NV Centre Charge State Control
and Electrochemical Readout

3.2.1 NV Centre Manipulation by Diamond
Surface Termination

The construction of sensor was investigated first by passive
charge control of NV centres by oxygen and hydrogen
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surface termination. Figure 3 shows modeling of the band
bending of the diamond device with H- and O- surface ter-
mination. The highly boron doped under-layer tunes the
Fermi level position close to the valence band and quenches

NV PL. It means that NV centers in thin N-layer are affected
from both side, by B-layer from bottom and by surface
termination from top. With H-termination (Fig. 3a), the
Fermi level is positioned below the NV− and NV0 transition
level and thus NV centres are in non-PL NV+ charge state
mostly. Even after O-termination (Fig. 3b) the NV centres
are mainly in NV0 charge state.

Figure 4a–d shows PL cross section and surface maps for
both surface terminations measured with 650 nm long pass
filter removing NV0 PL. Very low counts were observed on
hydrogen terminated surface, suggesting that the partial
depletion of the N-layer due to the band bending from
B-doped side is further increased by upward bending at the
H-terminated surface. PL spectroscopy (Fig. 4e) shows
predominantly NV0 charge state with O-termination, which
is quenched by H-termination to more preferably non-PL
NV+ state. In case of oxygen terminated surface PL counts
increased dramatically by more than an order of magnitude
(2 times higher) compared to H-terminated surface, sug-
gesting stabilization of the NV− due to restoration of
downward band bending at the surface. This is a significant
improvement compared to previous research where the
changes were *30 − 50% [7].

The idea of the proposed biosensor is using of the close
surface (few nm) NV centre charge state sensitivity for
detection of biomolecules caring electrical charge, for
instance DNA. The detection principle can be based on
switching of NV PL as a response on the diamond func-
tionalization. Positive surface functionalization quenches the
NV PL, after immobilization of negative DNA molecules,
the NV PL can be reversed to negative NV− charge state by
captured electron and higher signal of PL detected.

3.2.2 Electrochemical Properties of the Biosensor
Further on we verified electrochemical functionality of the
biosensor by electrochemical impedance spectroscopy
(EIS) for the H- terminated diamond surface. The EIS
system includes counter electrode (conductive ITO coated

Fig. 1 AFM surface morphology
of the diamond device (a), Raman
spectra of the highly boron doped
diamond (b)

Fig. 2 Scheme of the sensing setup (a) and detail of the biosensor
including the diamond device embedded in the electronic board and
covered by PDMS flow cell and/TO glass slide (b)
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glass slide), working electrode (highly boron doped dia-
mond electrode with 15 nm thin diamond NV centre
containing film on top) and electrolyte between the elec-
trodes. The electrochemical system represents equivalent
electrical circuit (Fig. 5a—inset), which was used for fit-
ting of the impedance data (Fig. 5a). The circuit consists
of resistance of the electrolyte RS, double layer capaci-
tance Cdl, charge transfer resistance Rcr and Warburg
impedance W. Nyquist and Bode plot of the complex

impedance and phase is shown in Fig. 5a, b. The mea-
sured EIS data fitted to the equivalent electrical circuit
shows Rcr of 2.89 kX cm2 and low Cdl of 0.67 lF/cm2

comparable with good quality boron doped electodes [8,
9]. Due to the high sensitivity of the EIS, biochemical
reactions on a diamond surface can be monitored, such as
DNA hybridization in real time. By the concept of the
biosensor the EIS can effectively support the very sensi-
tive NV centre charge state readout.

Fig. 3 Band bending of the diamond device including highly B doped layer and thin diamond film with NV centres on top with hydrogen (a) and
oxygen (b) surface termination

Fig. 4 PL intensity cross section (a, b) and surface (c, d) maps
measured with 650 nm long pass filter removing NV0 PL of diamond
device showing app. 15 times higher intensity for oxygen terminated
diamond surface (a, c) than for hydrogen terminated diamond surface
(b, d). PL spectra shows app. 2 times higher intensity for oxygen
termination with predominantly NV0 charge state (red line) then

hydrogen termination with predominantly NV+ charge state (black line)
(e). For illustration is shown PL spectra of oxygen terminated N- layer
without presence of the B-doped under-layer showing higher occupa-
tion of the NV− charge state (blue line) with zero phonon line (ZPL) at
638 nm and broad phonon sidebands (PSB) from 638–800 nm
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4 Conclusions

In conclusion, we fabricated diamond microfluidic NV
centre charge state biosensor for charge state molecule
detection. The detection principle is based on close surface
NV centres charge state manipulation by a surface func-
tionalization. Moreover the developed biosensor allows an
active control of the NV centre charge state electrochemi-
cally or electrically for biosensing applications. The dia-
mond chip consists of metallic boron doped diamond and
thin (*15 nm) un-doped diamond film with NV centres on
top. The inter conversion of NV−/0/+ charge state was
investigated by positive H- and negative O- termination as a
pre-step for further detection of charged molecules. The H-
termination results in a preferable non-PL NV+ charge state,
whereas O- termination leads to NV0 or NV− charge state.
Presence of the charged molecules as DNA on the surface of
the diamond chip can alter this switching effect for the
shallow NV centres. The electrochemical functionality of the
biosensor was verified by electrochemical impedance spec-
troscopy. In futher work we plan to demonstrate simulta-
neous measurement of DNA hybridization by both optical
and electrochemical means.
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UWB Platform for Vital Signs Detection
and Monitoring

Ivana Čuljak, Hrvoje Mihaldinec, Zrinka Kovačić, Mario Cifrek,
and Hrvoje Džapo

Abstract
In this paper a non-invasive method for vital signs
detection and monitoring employing ultrawide bandwidth
(UWB) technology is proposed. The idea behind the
proposed approach is to use UWB technology to measure
the variations in RF communication channel characteris-
tics to detect vital signs. The feasibility of the proposed
approach was experimentally tested with custom devel-
oped software and hardware platform, based on Dec-
awave DW1000 M module. The platform was
specifically designed and optimized to enable data
acquisition of physical parameters with high sampling
rate. The experiment consisted of placing UWB trans-
mitter and receiver units in predetermined positions on
the anterior and posterior thoracic wall where the
transmitter generates an ultra-short UWB pulse with a
minimum bandwidth of 500 MHz. From the channel
impulse response (CIR) of the UWB channel measured at
the UWB receiver the information about the heart muscle
contraction is extracted. The heart muscle contraction
detection algorithm exploits on the fact that the heart
movements are periodic and therefore suitable for detec-
tion in frequency domain. The algorithm for feature
extraction processes the sampled signal frequency spec-
trum, in order to estimate the heart rate. The obtained
results showed the validity of the proposed approach and
the performance of the proposed method was evaluated in
comparison with commercial ECG device.

Keywords
Ultrawide bandwidth (UWB) � Vital signs monitoring
Heart rate detection � Biomedical instrumentation

1 Introduction

Early detection of the cardiac abnormalities can provide timely
patient’s diagnosis and as such could prevent further progres-
sion of the potential pathogenesis condition. UWB communi-
cation is based on sending very short pulses (duration from
100 ps to 1 ns) which occupy the minimum bandwidth of
500 MHz [1]. The Federal Communications Commission
(FCC) specifies spectral and power limitation of the UWB
technology in medical applications [2]. Features of ultrawide-
band (UWB) communication systems provide its application in
numerous research fields, including monitoring and detecting
human physiological parameters [3]. One of the first studies in
the detection of human breathing and heartbeat through thewall
by radar was proposed in [4] by Bugaev et al. After that there
were also some further studies [5, 6] on the same topic. Related
studies [7–9] proposed similar measuring technique but with
different approaches in the implementation offeature extracting
algorithm. In [7] four methods were proposed for detection of
simulated heart rate using ultrawideband signals (based on
variance, Fast Fourier Transformation (FFT), Wavelet and on
Power Spectrum Density (PSD)). An algorithm for heart and
respiration rate with UWB radar based on detection of move-
ment energy in a specified band of frequency using wavelet and
filter banks that contain other motion is proposed in [8].
Researchers proposed the harmonic path (HAPA) algorithm for
vital signs monitoring based on UWB [9].

The existing approaches to the HR detection by means of
UWB signals are based on a radar working principle where
the electromagnetic energy propagated towards and through
the body and it is reflected back from the tissue interfaces
due to different relative dielectric constants of the organs
[10]. In this paper we propose a different approach where a
transversal method of measuring the changes in character-
istics of the electromagnetic wave propagation path due to
heart muscle activity are detected. We use the solution based
on the commercially available UWB chip and module [11].
We employ similar algorithms for features extraction based
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on variance and FFT, as described in [7]. The measurement
method and algorithm are elaborated in Sect. 2. The pre-
liminary experimental results of the proposed measurement
method are presented in Sect. 3.

2 Measurement Method Description

2.1 Theoretical Background

The proposedmethod is based on the assumption that the heart
motion is continuously changing the communication channel
parameters and thus modulates the observed signal power on
the receiver side; under the assumption that the transmitted
signal power and mutual position of transmitter and receiver
units do not change over the time. It has been shown that the
signal propagation in a human body is significantly attenuated
due to the muscle tissue layer variations in all frequency bands
[12]. The UWB module [11] used as a basis for our
custom-designed measurement system provides a real-time
information about the channel impulse response (CIR), which
is described in details in [13]. Bymeasuring CIRwe can detect
variations in reflection and absorption rates at the receiving
end for the uniformly transmitted signal. With continuous
measurements in the observed time interval we should be able
to detect the motion of the heart muscle and with its rate of
change. To ensure themaximum signal absorption rate (SAR),
the antenna was placed no less than 1 cm from the human
body, as it was shown in [14]. Due to the significant difference
of the dielectric properties of an inflated lung and deflated lung
in the proposed method, to minimize this effect measurements
were executed during the retained exhale phase.

2.2 System Description

The prototype hardware module shown in Fig. 2 is based on
the Decawave DWM1000 M module [11]. The DW1000
chip [11] is IEEE 802.15.4-2011 compliant and provides
high communication data rate (up to 6.8 Mbps), with
optional simultaneous measurement of transmit and receive
timestamps with a resolution of 15.6 ps. Furthermore, the
chip provides large bank of memory that holds the accu-
mulated channel impulse response (CIR) data. Data contains
992 or 1016 samples with complex values, a 16-bit real
integer and a 16-bit imaginary integer for nominal pulse
repetition frequency (PRF) of 16 or 64 MHz respectively
[13]. The size of the printed circuit board (PCB) is
60 x 25 mm s shown in Fig. 1, which makes it suitable for
on-body placement and measurements. Software stack is
based on FreeRTOS operating system. The sampling rate of
the system was set at 50 ms, where each sample represents
the current CIR reading.

The ECG waveform was recorded simultaneously with
the commercially available ECG device Shimmer3 [15],
which provides a configurable digital front-end for 5-lead
ECG measurements with sampling rate set at 512 Hz. ECG
vector from the right arm (RA) position to the LA (left arm)
position was measured on Lead I. To synchronize the
measurements between our test system and ECG reference
device, the trigger signal from module was used and directly
connected to the ECG lead. The pin was triggered when the
UWB module started the measurement and stopped at the
end of the predetermined measurement window (Fig. 2).

2.3 Experimental Setup

The UWB transmitter and receiver units were placed on the
anterior and posterior thoracic wall of the test subject.
Measurements were conducted on a 25-year-old female
subject. To minimize non-related effects, the subject was
asked to exhale and sit still for 10–30 s while readings were
captured. The antenna placement is shown on Fig. 3. Chip
antenna of DW1000 M module was placed no less than
1 cm from the skin. The experiments were executed with
variable channel settings given in Table 1 to ensure the
validity of the platform and the proposed algorithm. The CIR
accumulator was sampled every 50 ms and logged on the SD
card for offline processing.

2.4 Algorithm for Heart Rate Detection

In this study we applied a basic algorithm for heart motion
estimation, like the method described in [7]. The first step
was to remove background clutter by subtracting the average
value of the CIR accumulator with the originally received
CIR data. Then we applied the moving average filter to
increase a dynamic effect of the heart motion. Finally, the

Fig. 1 Developed UWB platform based on Decawave DWM1000 M
module
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total energy in time was calculated to show absorption due to
the cardiac cycle. We expect that the maximum energy
expressed at the end of the systole when heart is contracted,
and the minimum value of the energy at the end of the
diastole when the heart is full of the blood. Then we apply
FFT on all calculated total energies in one measurement. In
the frequency domain we estimate the HR and compare it
with the commercial ECG device to validate our measure-
ment setup. The R peaks were detected by means of Pan
Tompkins algorithm [16]. The error rate is expressed in

Fig. 2 Block diagram of the
developed UWB module

Fig. 3 The experimental setup for monitoring heart rate activity with
UWB transmitter and receiver

Table 1 Parameters of the DWM1000 used in experiments

Channel fc (MHz) BW (MHz)

2 3993.6 499.2

4 3993.6 1331.2

5 6489.6 499.2

7 6489.6 1081.6

Fig. 4 Comparison of the normalized total energy in time E(t) with the
filtered ECG signal: for UWB parameters channel 4, PRF 64 MHz; BT
6.8 Mbps
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percentage as a difference in the HR frequency estimated by
our device and the reference ECG system.

3 Results

We conducted several series of measurements following the
measurement procedure described in the Sect. 2. In the
Fig. 4 the E(t), calculated from sampled CIR variations in
time, is plotted along with simultaneous measurements
acquired by means of reference ECG device.

The results shown in Fig. 4 show comparison of the
normalized signal of the total energy in time E(t) with the
filtered ECG signal for one case of UWB communication
parameters. The results are very promising because one can
visually notice very good agreement of the waveforms in
terms of following the activity related to heart rate. Our
results also exhibit good heart motion estimation for all
tested UWB channels. The y-axis provides the normalized
signal in reference to maximum values of the total energy in
time. Additionally, error rates in HR detection were calcu-
lated presented in Table 2.

4 Conclusion

In this paper we proved that it is feasible to detect heart
muscle motion and heart rate relatively accurately by using
off-the-shelf UWB chips, employing the transversal method
of measuring the changes in characteristics of EM wave
propagation media due to the heart muscle activity. Previous
studies have shown that it is possible to use a radar principle
in conjunction with UWB technology to detect heart rate but
such approach requires costly laboratory equipment. The
proposed method is implemented in custom-designed pro-
totype device which is suitable for low–power, low–profile,
safe, contactless and inexpensive vital signs monitoring
system solution, that can be tailored to achieve the high
performance for various specific applications. The future
research will focus on further investigation on the most
useful parts of the information and efficient algorithms for
extracting the information contained in the CIR accumulator.
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A Novel Hybrid Swarm Algorithm
for P300-Based BCI Channel Selection

Víctor Martínez-Cagigal, Eduardo Santamaría-Vázquez,
and Roberto Hornero

Abstract
Channel selection procedures are essential to reduce the
curse of dimensionality in Brain-Computer Interface
systems. However, these selection is not trivial, due to
the fact that there are 2Nc possible subsets for an Nc

channel cap. The aim of this study is to propose a novel
multi-objective hybrid algorithm to simultaneously: (i) re-
duce the required number of channels and (ii) increase the
accuracy of the system. The method, which integrates
novel concepts based on dedicated searching and deter-
ministic initialization, returns a set of pareto-optimal
channel sets. Tested with 4 healthy subjects, the results
show that the proposed algorithm is able to reach higher
accuracies (97.00%) than the classic MOPSO (96.60%),
the common 8-channel set (95.25%) and the full set of 16
channels (96.00%). Moreover, these accuracies have been
obtained using less number of channels, making the
proposed method suitable for its application in BCI
systems.

Keywords
Brain-computer interface � Multi-objective optimization
Swarm intelligence � Electroencephalography
Channel selection

1 Introduction

Brain-Computer Interfaces (BCI) have proven to be able to
establish an effective communication system that allows
users to control applications using their own brain signals

[1]. Due to the non-invasiveness, portability and low cost
characteristics of the electroencephalography (EEG), brain
signals are usually registered by placing several electrodes
(i.e., channels) on the users’ scalp [1]. In order to identify the
users’ intentions in real time, it is essential to employ a
recognizable control signal, such as the P300 evoked
potentials. These potentials are positive peaks of the EEG
mainly produced in the parietal cortex in response to infre-
quent and particularly significant stimuli at about 300 ms
after their onset [1]. The most common setup, known as
P300 Speller, allows users to spell words or select certain
commands [2]. The user just need to focus attention on one
of the character cells of a displayed matrix, while its rows
and columns are randomly flashing. Whenever the target’s
row or column are intensified, a P300 potential is produced
in the user’s scalp. Thus, the desired character can be
determined by computing the intersection where those P300
responses were found [2].

However, the inter-session variability and the low
signal-to-noise-ratio that are present in these event-related
responses make it difficult to obtain a reliable P300 potential.
Thus, it is necessary to compute an average of several
sequences, which may produce an over-fitting of the clas-
sifier, resulting in a spoiled system performance [3]. The
curse of dimensionality may be reduced by using a channel
selection procedure, which also reduces the power con-
sumption in wireless EEG caps, increases the users’ comfort
and assures suitable performances [3]. Nevertheless, this
selection is not trivial, owing to the fact that there are 2N

possible combinations for an N-channel cap, making the
exhaustive search intractable [3]. For this reason, most
P300-based studies omit this stage and use a combination of
8 typical channels in parietal and occipital positions as a
general rule of thumb [4]. Nonetheless, due to the intrinsic
inter-subject variability of the EEG, an optimization is
required for leveraging the system performance.

In this regard, metaheuristics based on evolutionary
computation have demonstrated excellent performances
solving complex optimization problems. Even though
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several methods have been successfully applied to
P300-based BCI systems, most of them have used
single-objective strategies, ignoring the trade-off between the
final number of selected channels and the system perfor-
mance [5, 6], or merging both trade-off objectives using
aggregation approaches [7–9]. However, a practical BCI
channel selection algorithm should simultaneously optimize
a two-fold purpose: (i) to maximize the performance of the
system, and (ii) to minimize the required number of chan-
nels. Multi-objective optimization algorithms, such as Non
Sorting Genetic Algorithm II (NSGA-II) [7, 10] or
Multi-Objective Particle Swarm Optimization (MOPSO)
[10] have been applied in this regard. Although all of them
have been proved to be suitable to its application in this
field, their inter-trial variability, as well as their lack of
deterministic approaches, hinder their full adaptation to
binary BCI systems.

In this study, a novel multi-objective hybrid algorithm
that merges the key aspects of MOPSO and forward selec-
tion (FS) is proposed for selecting the optimal channel sets
in BCI applications. The method, which performs a dedi-
cated local search over each channel, provides a set of Pareto
optimal solutions that minimizes the error of the system and
the required number of channels.

2 Subjects

The subject pool was composed of 4 male healthy subjects
(mean of 26.25 ± 5.19 years) that were asked to spell a total
of 200 characters with the P300 Speller in 2 sessions [2] (i.e.,
half for training and half for testing). EEG signals were
recorded using a 16-channel cap with a g.USBamp amplifier
(g.Tec, Guger Technologies, Austria). Sampling rate was
fixed at 256 Hz and bandpass (0.1–60 Hz), notch (50 Hz)
and common average reference filters were applied.

3 Methods

In order to evaluate the usefulness of our proposed algorithm
for BCI systems, the method has been compared with the
traditional MOPSO, described in [11].

3.1 Processing Pipeline

The signal processing pipeline is detailed in the Fig. 1a. In
the feature extraction stage (i) a 0–700 ms window from the
stimuli onset was selected; and a (ii) sub-sampling to 20 Hz
was computed. Then, the multi-objective algorithm is
applied to the training subset, returning sets of optimal

combinations of channels. Finally, these sets are evaluated in
the testing dataset using a Linear Discriminant Analysis
(LDA) classifier and final accuracies are calculated. This
pipeline is repeated 20 times in order to discard stochastic
effects.

3.2 Two-Fold Objective

Multi-objective metaheuristics involve the optimization of
multiple conflicting objective functions at the same time. In
this case, our two-fold objective is:

minFðxÞ ¼
f1ðxÞ ¼ 1� AUCðxÞ
f2ðxÞ ¼

X
x

(
; ð1Þ

where x denotes a solution (i.e., particle position, a specific
set of channels where xc ¼ f0; 1g with c ¼ 1; . . .;Nc) and
AUC denotes the area under ROC curve, derived from a
5-fold cross-validated LDA that is trained and tested with the
same solution x. Therefore, f1ðxÞ involves the minimization
of the error rate, whereas f2ðxÞ the minimization of the
required number of channels.

3.3 dMOPSO/FS Algorithm

The proposed algorithm, dedicated MOPSO with FS
(dMOPSO/FS), whose pseudo-code is detailed in Fig. 1c,
was developed to overcome the inter-trial variability and the
lack of search depth that binary MOPSO experiments when
is applied to BCI systems [10]. In order to achieve this
objective, the method provides a set of novel concepts, such
as (i) deterministic initialization, (ii) dedicated particle sub-
groups for each channel, (iii) leader selection based on
binary tournament, and (iv) three-fold mutation, which are
detailed below.

Deterministic initialization Forward selection is applied
in order to reduce the inter-trial variability due to stochastic
effects. Starting from an empty set, the algorithm tests each
channel for its inclusion based on the metric f1ðxÞ. Then, the
repository is filled with the non-dominated solutions.

Dedicated particles In order to perform a depth local
search and favor the convergence, MOPSO/FS dedicates
subgroups of Nsp particles focused on each possible number
of channels c 2 1, …, Nc. Thus, each particle’s position is
randomly initialized as long as

P
x ¼ c, where c is the

number of channels that belongs to its subgroup.
Leader selection Each particle should point to a reposi-

tory leader that has the same number of channels than the
particle’s subgroup. Thus, the leader selection is based on
binary tournament odds: each particle selects its
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corresponding leader with probability p; and the rest of them
with probabilities p(1 − p)d, where d is the distance from its
leader. The procedure is illustrated in Fig. 1b.

Position updating Due to the dichotomous nature of the
problem, once the velocity of each particle is calculated, the
positions are updated on a transfer function basis. If the
transformed velocity in each dimension T(vi) exceeds a
threshold t, the position is inverted, otherwise is maintained.
The transfer function is v-shaped: T vð Þ ¼ v=

ffiffiffiffiffiffiffiffiffiffiffiffi
v2 þ 1

p�� ��,
based on [12].

Three-fold mutation The mutation operator is similar to
[11], but applied to each subgroup of particles. Therefore,
each subgroup is divided in three parts, in which: (1) no
mutation is applied, (2) uniform mutation with probability
Pm is applied, and (3) non-uniform mutation is applied (i.e.,

probability Pn ¼ 1� gen� 1ð Þ=maxgen
� �5

).
Repository update The repository (i.e., the set of Pareto

optimal solutions) is updated in each generation of the
algorithm as follows: (i) the current population X and the
repository R are merged into a new population Rn, (ii) fitness
is calculated in Rn according to Eq. (1), and
(iii) non-dominated solutions of Rn are stored into the new
repository. Due to the discrete nature of the channel selec-
tion problem, the repository keeps a maximum of Nc solu-
tions, which provides a range of combinations to choose
from, depending on the number of channels that the user
would want to use.

4 Results

The proposed method has been compared with a traditional
binary MOPSO, described in [11]. Both of them have run a
fixed number of 500 generations in order to facilitate the
comparison between them. Optimal training phase Pareto
Fronts of both methods, as well as testing final accuracies of
the optimal channel sets, are depicted in Fig. 2. Moreover,
the highest reached accuracies using MOPSO/FS, MOPSO,
the classical 8-set [4] and the 16-channel full set are shown
in Fig. 3a. Finally, the Fig. 3b displays the averaged number
of times that each channel has been selected as a Pareto
Optimal solution across subjects.

5 Discussion and Conclusion

Although multi-objective metaheuristics have been proved
to be suitable for the channel selection procedure in BCI
systems, there is still room for improvement. Their lack of
deterministic approaches cause the algorithms to suffer from
stochastic effects, making necessary the computation of
several runs in order to reach the optimal solutions [7, 10].
As can be observed in Fig. 2, not only dMOPSO/FS reaches
more optimal Pareto Fronts than MOPSO, but also its con-
vergence is faster (mean of 96.36 generations for
dMOPSO/FS, and 417.70 for dMOPSO). In addition, the

(a) (c)

(b)

Fig. 1 a Detailed signal
processing pipeline. b Leader
selection based on distances.
Each particle should select its
corresponding leader with
probability p, whereas the rest
have decreasing probabilities as
distance increases. c Pseudo-code
of the proposed MOPSO/FS
algorithm
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results indicate that the final dMOPSO/FS accuracies are
higher than that obtained with MOPSO and, furthermore, the
solutions use less number of channels. These accuracies are
also higher than that obtained using the common 8-set [4] or
the entire full set of channels, which reinforces the idea that
channel selection is beneficial for the system’s performance.
It is also noteworthy to mention that the standard deviation
of the final accuracies across trials for dMOPSO/FS is null,
which means that every single trial has converged to the
same set of solutions. This fact, in conjunction with the rapid

convergence of the algorithm, demonstrates that
dMOPSO/FS has successfully avoided the stochastic effects
and thus, it can assure the identification of global optima in a
single run, saving a high amount of computation time.
Moreover, the Fig. 3b shows that there are certain channels
that have been repeatedly selected along the Pareto Fronts of
the subject pool. These channels are mainly distributed over
the parietal and occipital regions, which reinforces the study
of Krusienski et al. [4], who stated that the P300 potentials
are mainly generated in those positions. It can also be

Fig. 2 Optimal Pareto solutions for dMOPSO/FS (solid line) and
MOPSO (dashed line) for each user. The curves, composed by the
optimal solutions returned by both methods, depict the trade-off

between both objectives in training data. Final testing accuracies are
also show next to each solution

MOPSO/FS MOPSO 8-set 16-set
Acc. Ch. Acc. Ch. Acc. Acc.

U1 100.0 ± 0.0 7 99.1 ± 0.3 11 99.0 99.0
U2 98.0 ± 0.0 7 97.3 ± 0.5 14 94.0 97.0
U3 91.0 ± 0.0 14 91.0 ± 0.0 15 90.0 89.0
U4 99.0 ± 0.0 8 99.0 ± 0.0 12 98.0 99.0

(a) (b)

Fig. 3 a Highest reached accuracies and their required number of
channels using different approaches. b Averaged normalized channel
ranks for the obtained Pareto optimal solutions (e.g., a value of 1

indicates that the channel is selected in all the solutions that belongs to
the Pareto Front of every single user)

44 V. Martínez-Cagigal et al.



noticed that the dispersion of the selected channels by
MOPSO is smoother than by dMOPSO/FS, which indicates
again that dMOPSO/FS successfully finds the same global
optima in each run.

Even though this new technique has been proved to be
suitable for use in P300-based BCI systems channel selection,
we can point out several limitations. Firstly, the algorithm
requires several hyperparameters to be fixed, whose optimiza-
tion lies on the user experience. Moreover, both MOPSO and
dMOPSO/FS use a transfer function for adapting them into
binary-based approaches. In order to overcome this limitations,
we contemplate the following future research lines: (i) to
implement a dynamic fixation of the hyperparameters, and
(ii) to apply these novel concepts to binary objected algorithms,
such as the ones that are based on genetic algorithms.

In conclusion, a novel swarm-based algorithm has been
proposed for selecting the optimal channel set in BCI
applications. The proposed algorithm, dMOPSO/FS, has
been tested with 4 healthy subjects and compared with the
traditional binary MOPSO. Results show that dMOPSO/FS
is not only able to converge more faster than MOPSO, but
also to reach higher accuracies (mean of 97.00%) than that
obtained by using MOPSO (mean of 96.60%), the common
8-channel set (mean of 95.25%) and the full set of 16
channels (mean of 96.00%). Moreover, these accuracies are
obtained using less number of channels than MOPSO,
approximately the half of the full set. For these reasons, we
conclude that dMOPSO/FS is suitable for use in P300-based
BCI systems channel selection procedures.
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The Probablistic Random Forest
Clinico-Statistical Regression Analysis
of MER Signals with STN-DBS
and Enhancement of UPDRS

Venkateshwarla Rama Raju

Abstract
In this study, we present classification and regression
analysis to predict the UPDRS score and its enhancement
after the microelectrode STN signal recording
(MER) with DBS surgery (implantation of the micro-
electrode). We hypothesized that a data informed group-
ing of features extrapolated from MER signals of STN
can envisage restore (by decreasing the tremor) and
functioning the motor improvement in Parkinson’s
disease (PD) patients. A random—forest is used to
account for unbalanced datasets and multiple observa-
tions per PD subject, and showed that only five features of
STN-MER signals are sufficient and account for prog-
nosting UPDRS advancement. This finding suggests that
STN signal characteristics are maximum correlated to the
extent of improvement motor restoration and motor
behavior observed in STN DBS.

Keywords
Microelectrode-recording (MER)
Parkinson’s disease (PD) � STN-DBS � Classification
and prediction � Random forest

1 Introduction

1.1 Parkinson’s Disease

Parkinson’s disease (PD) is a chronic complex progressive
neurodegenerative brain disorder that belongs to a larger
class of disorders called movement disorders. PD is one of
the most common neurologic disorders that elders’ experi-
ence with “severe health hazard” is a devastating diagnosis
affecting circa *2 of every 1000 (2/1000) older adults [1–
8]. The causes are unknown and so far no cure [1, 2] and the
search for optimal cure is on for the past 2 centuries since the
time it was first described by James Parkinson [18]. In PD,
one particular population of brain cells those that produce a
chemical messenger termed dopamine become impaired and
lost over time. The loss of these brain cells causes circuits
(basal ganglia circuits) in the brain to function bizarrely and
those uncharacteristic circuits effect in movement problems
[1]. Basal ganglion is an important organ of the brain mainly
mean for our movement and control. Present healings for PD
are meant for alleviating the symptoms rather than the dis-
ease’s progression (For instance, Levedopa—a chemical
building block that converts human body into dopamine. It
replaces the dopamine that is lost in Parkinson’s. However,
there are more side effects with this drug), hence fresh hope
lies in new research and findings, such a latest classification
and prediction of clinical enhancements with microelectrode
STN recording with DBS (MER with STN-DBS) [1]. The
early signs of the disease may help us understand the pro-
gress of the disease because it is more than just these
dopamine cells in the brain; it affect other cells as well that
we are learning more and more about every day [2].
Therefore, prediction is one of the most significant factors in
the detection of PD features at very early stage (say two
decades in advance). In this paper, we present the classifi-
cation and prediction of clinical and/or diagnostic setup in
deep brain stimulation (DBS) by using with the help of
electro-neuro-physiological MER recordings of STN signals.
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The PD is characterized by its four classes of cardinal motor
features (or symptoms), namely, tremor, postural instability,
bradykinesia and rigidity [1–4]. PD is caused by damage to
the central nervous system (CNS) [5]. Symptoms similar to
PD have been mentioned as “Kampavata” in ancient Indian
Hindi documents [6]. The search for optimal cure is on for
the last two hundred years ever since it was first discovered
by James Parkinson a way back in 1817 [7]. Since then, the
disease has become the pathfinder for other neurodegener-
ative disorders, starting with the discovery of dopamine (in
PD, one particular population of the brain cells that produce
a chemical messenger to communicate with other cells)
deficiency within the basal ganglia, which led to the devel-
opment of first effective treatment for a progressive neu-
rodegenerative condition [8]. However, it is possible that PD
was present long before this landmark description. A disease
known as Kampa Vata consisting of shaking (kampa) and
lack of muscular movement (vata), existed in ancient India
as long as 4500 years ago [9]. Deep brain stimulation
(DBS) of subthalamic-nuclei (STN) is a surgical technique
proving better results not only for the detection of PD fea-
tures—symptoms but also significantly reducing tremors and
restoring the motor function highly which was invented by
the two neuroscientists, namely Benabid and Delong [10,
11]. Its mechanisms are not fully elucidated quantitatively—
objectively, though the technique was clinically established.
However, the clinical outcome is determined by many
factors. Microelectrode-recordings (MER) of subthalamic-
nucleus (STN) intraoperatively for targeting during DBS
procedures are most useful for deducing inferences. This is
because anatomical structural organization provide some
clues as to what might be the function of basal ganglia cir-
cuits, the inference of function from anatomical structure is
exploratory [12, 13]. So far quantitative work was done
MER with STN-DBS but subject specific enhancement was
not performed. In this study we attempted to quantify also
predict the UPDRS subject specific enhancement. Objec-
tive PD scale can provide a more complete picture of the
neurophysiological basis for PD.

2 Methods

The process for DBS was a one-stage bilateral stereotactic
approach using a combined electrode for both MER and
macrostimulation. Up to five micro/macro-electrodes were
used in an array with a central, lateral, medial, anterior, and
posterior position. Final target location was based on test
stimulation (intraoperatively). Bilateral STN-DBS per-
formed in our tertiary-care center NIMS hospital Hyderabad
(South India).

2.1 MR Image-Targeting

One of the major problem with the targeting subthalamic
nucleus is that it is a small biconvex lens diamond structure
almond shaped and not clearly detected on MRI due to lack
of contrast between the STN and the surrounding structures
[1–18]. The STN can be visualized on MRI but other
methods such as Lozano’s technique where a position 3 mm
lateral to the superolateral border of the red nucleus is tar-
geted have been studied and found to be effective areas for
stimulation. As the MRI techniques are not absolutely per-
fect, use of electrophysiological techniques such as micro-
electrode recording from the subthalamic nucleus as well as
intraoperative stimulation have assisted in clearly demar-
cating the STN. Microelectrode recording can identify sub-
thalamic neurons by their characteristic bursting pattern and
their signals clearly identify the nucleus form the sur-
rounding structures. On table stimulation is studied to ensure
that the there is optimal benefit with the least side effects and
this is the final test to ensure the correct targeting of the
STN. All these techniques are normally used in combination
during targeting, albeit, the individual role of each modality
is still not known.

2.2 MER Signal Acquisition—Recording

Five electrodes (Medtronic maker) were placed in an array
with a central, lateral, medial, posterior, and an anterior
position placed 2 mm apart, to delineate the borders of the
nucleus. The targeting was performed according to Lozano’s
technique—2 mm sections are taken parallel to the plane of
anterior comissure-posterior commissure line and at the level
with maximum volume of red nucleus, STN is targeted at
3 mm lateral to the anterolateral border of red nucleus. The
co-ordinates are entered into stereocalc software which gives
the co-ordinates of the STN. Another neuro navigation
frame-link-software is also used to plot the course of the
electrodes and to avoid vessels. The surgery is performed
with two burr holes on the two sides based on the
co-ordinates. Five channels that are introduced with the
central channel representing the MRI target while medial
and lateral are placed in the X-axis while anterior and pos-
terior are placed in the Y-axis to cover an area of 5 mm
diameter. Intra-operative recording was performed in all 5
channels. For performing microelectrode-signal-recording of
STN with DBS, five microelectrodes are slowly passed
through the STN and recording is performed from ±10 mm
(10 mm above to 10 mm below) the STN calculated on the
MRI. STN is identified. Extracellular MER was performed
with Medtronic-micro-electrodes having an input-impedance
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of 1.1 ± 0.4 mega-Ohms (MX’s) which was calculated at
220 Hz. Signals were recorded with biological-amplifiers
signal average`s (10,000 times-amplification) of the Med-
tronic Lead-point system, by employing bootstrapping
method. Signals were filtered using analog band pass filters
with lower and upper cut-off frequencies between 0.5 and
5 kHz (amplifier bandwidth). The signal was sampled at
10 kHz, by using 12-bit-resolution analogue-to-digital con-
verter (A/DC) card (2N, N = 12 dynamic-range giving 4096
sample values) and then later up-sampled to 20-kHz at off-
line. The channel with maximum recording and the earliest
recording were recorded on both sides. Intraoperative test
stimulation was performed in all channels from the level at
the onset of MER recording. Stimulation was done at 1mv,
3mv to assess the improvement in bradykinesia, rigidity and
tremor. Appearance of dyskinesias was considered to be
associated with accurate targeting. Side effects were assessed
at 5mv and 7mv to ensure that the final channel chosen had
maximum improvement with least side effects. Correlation
was assessed between the aspects of MER and the final
channel chosen in 20 PD-subjects (40 sides).

2.3 Microelectrode Signal Processing
and Feature—Selection

In MER signal processing, local field potentials(LFP) and
multi-unit-activity(MUA) signals were gathered by low pass
and high pass filtering techniques at cut-off frequency 200
and 500 Hz. Spike-detection was performed by MUA
voltage-thresholding. Spike-related-features were assessed
by common spike-train-metrics [14, 15]. To examine the
behavior of local neuronal populations, the BUA was
extracted from the MUA following the procedure [18]. In the
same studies, it was suggested that the rationality between
the MUA-BUA signal-envelopes and LFP may reveal
coherent-activity of small or large neuronal-populations.
From every signal, we extracted 89 features. A list of
investigative-features and their corresponding-metaphors is
given in Table 1.

2.4 Random—Forests

A professional way to alleviate above-fitting is by imparting
—training several uncorrelated trees in an ensemble-learner
referred to as random-forest (RF), which can be applied for
classification and regression. RF’s can handle highly non-
linear interactions and they can cope with small observations
and large-number of predictors. During training phase, each
tree in RF is trained using a different subset of data
“bootstrap-aggregation” and features “random-subspace

method” randomly-sampled with replacement. The data
that are left out during construction of each tree are used for
validation purposes (Fig. 1).

As building the forest advances, the system generates an
internal unbiased-estimate of the generalization error (OOB
error) which is then used to identify most important vari-
ables. The final OOB prediction for a given observation is
the average score attained over-all-trees(regression) or
choosing majority within forest(classification), without trees
that included this observation during their training-phase. In
this study, we used RFs both for classification and regres-
sion. In the former case, we extracted features that heuris-
tically classified “good” and “poor” STN-DBS responders,
defined as patients that exhibited an “off”-state
UPDRS-enhancement above or below 38% [17].

2.5 Model Training and Corroboration

RFs were trained using subject-wise bootstrapping, intrigu-
ing separately into account the left-hemisphere(LH) and
right-hemisphere(RH) STN-feature vectors of each subject
Fig. 1a. Each RF consisted of 300-trees. For classification,
each tree was created by choosing randomly with replace-
ment 7/9 “good” responders and 7/11 “poor” responders.
Therefore, the training pool envisaged 14 feature-vectors (7
PD-subjects � 2 hemi-spheres) labeled as one (1 meant for
“good”), and 14 feature-vectors labeled as zero (0, meant for
“poor”). The left-over feature-vectors (2 are “good”
responders and 4 are “poor” responders) were used as the
OOB set (Fig. 1). A PD-subject was classified as a “good”
responder if and only if the average predicted as with “good”
response and the probability attained for the LH-STN and
RH-STN feature-vectors was � 0.5. The predicted UPDRS
improvement (%) was computed as the average prediction
obtained from the L and R-STN.

2.6 The Performance of Model

In the case of classification, we used the Matthews
Cor-relation Coefficient (MCC) for the OOB data as a per-
formance metric, which is a class skew insensitive measure
given by

MCC ¼ TP:TN � FP:FN

TPþFPð Þ TPþFNð ÞðTN þFP TNþFNð Þ
where, TN (TP) and FN (FP) are the numbers of correctly
and incorrectly predicted “poor” (“good”) response obser-
vations, respectively. An MCC value of 1 corresponds to a
perfect prediction, while a value of −1 indicates a total
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Table 1 Name of features and their corresponding metaphors

Name Metaphor Name Metaphor

PowerXW Power-band ratio of signal-X in frequency
Band-W

RR Bursting-rate

PKXW Peak-to-average power-ratio of signal-X in
frequency band-W

PB Percentage-of-bursts

FmaxPKXW Frequency corresponding to maximum peak to
average power ratio of signal X in frequency
band W

FR Firing-rate

CVXW Coefficient of variation of signal X in
frequency band W

stimE coordinates of the stimulation contact on axis E, where E
corresponds to x (lateral–medial),y (posteri or–anterior), or z
(ventral–dorsal)

PAFCWZ LFP phase–amplitude cross frequency
coupling index betwese phase in band W and
voltage in band Z

stimd Euclidean-distance of stimulation contact from the STN
center

PPFCWZ LFP phase–phase cross frequency coupling
index between the phase in band W and
amplitude in band Z

dist Euclidean-distance of STNMER from the stimulation
contact

ZeroCrossX Percentage of electrical-baseline i.e., zero-line
crossings in signal X

distpeakB Distance between the maximum aggregate beta LFP peak
and the stimulation contact

SNRX 20log10 rX
rn ; rX ¼ SDðXÞ; rn ¼ medianðXÞ

0:7645
hemi Hemisphere (Left or Right)

maxCohXY Maximum coherence between signals X and Y prep Preponderance (L/R: most affected body side is the
right/left, controlled by the left/right hemisphere)

maxCohXYW Maximum coherence between signals X and Y
in frequency band W

HY Hoehn and Yahr PD scale

max_PLW Maximum phase locking index in band W for
the LFP signal

levpre Preoperative LED

MISI Mean interspike interval age Age

SISI Interspike interval standard deviation years Disease duration

CVISI Interspike-interval-coefficient-of-variation sex sez (female/male coded as 1/2)

PS Percentage of spikes in the spike signal

MER-Signals X and Y correspond to LFP, EMUA, or EBUA. The frequency bands W and Z are defined as follows: delta (D; 1–4 Hz), theta (T; 4–
10 Hz), beta (B; 10–45 Hz), gamma (G; 45–100 Hz), and high gamma (HG; 100–200 Hz). For example, maxCohXYW refers to the maximum
coherence between LFP and EMUA, LFP and EBUA, or EMUA and EBUA in one of the aforementioned frequency bands

Fig. 1 a 300-trees of random forest, in the group, every tree uses a different-training (TR) and testing-set (TS). b Sequence of algorithmic steps
pursued to foresee for each-subject
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disagreement between prediction and observation. Random
—classification gives values closure to zero (0). In case of a
tie in terms of the MCC value, we chose the classifier that
given the minimum cross entropy loss function (J) defined
mathematically can be expressed in different ways as
follows:

J ¼ � 1
N

XN

k¼1

yk ln pkð Þþ
XN

k¼1

1� ykð Þln 1� pkð Þ
" #

ð1Þ

¼ � 1
N

XN

k¼1

yk ln pkð Þþ ln 1� pkð Þ � ykln 1� pkð Þ½ � ð2Þ

¼ � 1
N

XN

k¼1

ln 1� pkð Þþ yk½ln pkð Þ � ln 1� pkð Þ�gf ð3Þ

¼ � 1
N

XN

k¼1

ln 1� pkð Þþ yk: ln
p

1� pkð Þ
� �� �

ð4Þ

Here, N is total number of patients, yk is prognostically
and/or diagnostically assessed response of subject k, Pk—
predicted-response (i.e. average predicted-probability of
good response from right and left of subthalamic-nuclei. In
connection with the regression—model, the performance is
assessed by using the correlation co-efficient (the Pearson’s
correlation-coefficient, q) and the NMSE between the pre-
dicted and the clinically assessed UPDRS enhancement (%)
output vector for the OOB data. For the classification,
Matthews Correlation Coefficient (MCC) is used for the out
of bag data as performance-metric as a system of standard
measurement [16].

Feature—selections
Feature-significance (FS) is expressed as reduce in the pre-
dicted classification or augments in the predicted-regression
if the values of this feature is randomly shuffled during the
regression phase. This measure was computed for every-tree,
averaged and then divided by the following standard devi-
ation (SD) over the whole forest.

s2 ¼
ffiffiffiffi
s2

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 x��xð Þ2
n� 1

s

ð5Þ

where, r ¼
ffiffiffiffiffi
r2

p
is the population (subjects N = 20) stan-

dard deviation (SD).
The SD of a sample is square-root-of-variance computed as

given in Eq. (5). The combined features given the maximum
classification or minimum normalized MSE-regression was
chosen.

3 Results

In this study, the STN DBS prediction was considered as a
classification—problem. A backward removal feature—se-
lection method and found that four-features attained a
maximal MCC-value is 0.9045. Important features found in
this study are PKLFPHG, power-BUAT, max-PLB, and
max-PLHG with FIs 0.1495, 0.9142, 0.3899, and 0.5982
correspondingly.

4 Conclusions

UPDR scale is not a rationale but to some extent hypothet-
ical means rationally or scientifically not accepted scale. It is
based on clinician's choice scale. Hence for objective—sci-
entific evidence computer simulation and statistical model-
ing for disease symptoms—or features prediction at early
stage be conducted. Then it can be compared with the UPDR
scale in terms of the performance improvement after the
DBS. Significancy of the work and its importance to the
medical physics and biomedical eng: The approach can
employ a small number of the signal features inside the STN
to predict, separately for each subject, the behavioral out-
come of STN DBS, justifying further investigation and,
clinical applications possibly. This work has broad impli-
cation and innovation of newer statistical and electrophysi-
ological techniques and improving currently available
MRI DBS machines for evaluating all types of neurological
disorders in particular Parkinson`s disease and other move-
ment disorders. It will be of great interest to the
Scientists/engineers involved in medical physics and
biomedical research in the fields of biomedical instrumen-
tation and signal processing applications to
neuroelectrophysiology.
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A Computer Simulation Test of Feedback
Error Learning-Based FES Controller
for Controlling Random and Cyclic
Movements

Takashi Watanabe and Naoya Akaike

Abstract
Feedback control of movements by functional electrical
stimulation (FES) can be useful for restoring motor
function of paralyzed subjects. However, it has not been
used practically. Some of possible reasons were consid-
ered to be in designing a feedback FES controller and its
parameter determination, and nonlinear characteristics
with large time delay in muscle response to electrical
stimulation, which are different between subjects. This
study focused on the hybrid controller that consists of
artificial neural network (ANN) and fuzzy feedback
controller. ANN was trained by feedback error learning
(FEL) to realize a feedforward controller. Although FEL
can realize feedforward FES controller, target movement
patterns are limited to those similar to patterns used in the
training. In this paper, FEL-FES controller was tested in
learning both random and cyclic movements through
computer simulation of knee joint angle control with 4
different training data sets: (1) sinusoidal patterns,
(2) patterns generated by low pass filtered random values,
(3) using both the sinusoidal and the LPF random patterns
alternatively and (4) patterns that consisted of 3 random
sinusoidal components. Trained ANNs were evaluated in
feedforward control of sinusoidal and random angle
patterns. Training with data set (1) caused delay in
controlling random patterns, and training with data set
(2) caused delay in controlling sinusoidal patterns.
Training with data set (3) showed intermediate perfor-
mance between those with data set (1) and (2). Training
with data set (4) could control adequately both random
and sinusoidal patterns. These results suggested that
generating movement patterns using sinusoidal compo-
nents would be effective for various movement control by
FEL-FES controller.

Keywords
FES � Feedback error learning � Ankle
Tracking control

1 Introduction

Functional electrical stimulation (FES) can be useful for
restoring or assisting paralyzed motor function due to a
spinal cord injury or a cerebrovascular disease [1, 2].
However, feedback FES control has not been used practi-
cally, although it can be effective for restoring paralyzed
movements, while a method of using pre-determined stim-
ulation data were practical [3]. Some of possible reasons are
considered to be in difficulties of designing a feedback FES
controller and its parameter determination because the
musculoskeletal system has nonlinear, time-variant charac-
teristics with large time delay in muscle response to elec-
trical stimulation, which are different between subjects, and
redundancy in stimulation intensity determination.

In our previous work, a multichannel proportional- inte-
gral- derivative (PID) controller was developed to control
the redundant musculoskeletal system that involves an
ill-posed problem in stimulus intensity determination [4, 5]
and the PID controller was applied to Feedback Error
Learning (FEL) controller [6–10]. In the FEL controller for
FES (FEL-FES controller), an artificial neural network
(ANN) was trained by the FEL to develop the inverse
dynamics model (IDM) of electrically stimulated muscu-
loskeletal system, which can be used as a feedforward
controller. Although FEL can realize feedforward FES
controller for each subject, target movement patterns are
limited to those similar to patterns used in the training such
as sinusoidal angle patterns or randomly generated angle
patterns of two-point reaching movement. In addition, there
are few studies on FES control of movements of nonlinear
musculoskeletal system [11–13]. Therefore, an FES control
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of various movements for paralyzed subjects has been
desired.

In this study, FEL-FES controller was developed using
fuzzy feedback controller. Fuzzy controller is considered to
be useful to realize a practical feedback FES controller. The
FEL-FES controller was tested in learning both random and
cyclic movements through computer simulation of knee joint
angle control with 4 different training data sets.

2 Methods

2.1 Outline of FEL-FES Controller

The block diagram of the FEL-FES controller used in this
study is shown in Fig. 1, which is composed of a fuzzy
feedback controller and ANN. The ANN was trained to
realize the inverse dynamics model (IDM) of electrically
stimulated musculoskeletal system, which can be used as a
feedforward controller. The fuzzy controller consisted of 2
sub-fuzzy controllers. One calculates change of stimulation
intensity from error and the other calculates stimulation
intensity proportional to the error. Stimulation intensity ufb is
the sum of the previous stimulation intensity and the cal-
culated intensities. The sum of stimulation outputs from the
ANN and the fuzzy controller is applied to a muscle.

2.2 Computer Simulation Method

The FEL-FES controller was tested in computer simulation
of knee joint angle control by stimulating the rectus femoris.
A three-layered ANN was used as a feedforward controller.
The inputs of the ANN were time series of angles, angular
velocities and angular accelerations of target movements at
continuous 6 times, from n to n + 5 (sampling frequency of
30 Hz). The numbers of neurons were 18, 18 and 1 for the
input, hidden and output layers, respectively.

The ANN was trained by the FEL under 4 different
training data sets. Learning of the ANN was performed after
a single control trial. In each control trial, movement was
controlled for 24 s, and the first 4 s was not used for the
learning. The 4 training data sets were as follows:

(1) sinusoidal patterns
(2) patterns generated by low pass filtered random values
(3) using both the sinusoidal and the LPF random patterns

alternatively
(4) patterns consisted of 3 random sinusoidal components.

For the data set (1), sinusoidal pattern was determined for
each control trial, in which cycle period and amplitude was
selected randomly from 2, 3, 4, 5, and 6 s of cycle period
and 2, 4, 6, 8, and 10° of amplitude with an offset of 5°. For
the data set (2), random value between 0 and 1 was gener-
ated for 24 s data and the data was low pass filtered with cut
off frequency of 0.2 Hz. Angle of the LPF random pattern
was adjusted to be between 5 and 25°. Pattern of data set
(4) was generated by the following for each control trial:

f ðnDtÞ ¼ sin
2p
T1

nDtþ sin
2p
T2

nDtþ sin
2p
T3

nDt ð1Þ

Here, Dt shows sampling interval and n is the sample
number. Cycle period T1, T2 and T3 were determined ran-
domly in order to satisfy the following relation:

1:8\T1\3:2\T2\4:6\T3\6:0 ð2Þ

Amplitude was adjusted to be between 5 and 25°.
ANN learning was performed more than 10000 control

trials, and stopped as mean error ME converged.

ME ¼ 1
N

XN

n¼1

eðnDtÞj j ð3Þ

where N is the total number of sampled data used for
learning in a single control trial. The 4 ANNs trained with all
data sets were tested in feedforward control of 3 sinusoidal
angle patterns (cycle period of 2 s with amplitude of 10°,
cycle period of 4 s with amplitude of 8° and cycle period of
6 s with amplitude of 6°). The 3 ANNs trained with data set
(1), (2) and (3) were tested in feedforward control of
LPF-random patterns and the ANN trained with data set
(4) was tested in controlling random sinusoidal component
patterns.

The model of electrically stimulated muscle was repre-
sented by a second order system with time delay. Gain of the
model was determined by a cubic polynomial approximation
of measured input-output characteristics of the rectus
femoris of a healthy subject.

3 Results and Discussions

Examples of feedforward control by trained ANNs are shown
in Figs. 2 and 3. ANN trained with sinusoidal patterns (data
set (1)) could control properly all 3 sinusoidal patterns.

Fig. 1 Block diagram of the FEL controller for FES. hd and ha
represent the desired and the measured joint angles. The ANN learns
with the outputs of the fuzzy controller while controlling limbs
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However, time delay was caused in controlling LPF-random
patterns. On the other hand, ANN trained with LPF-random
patterns (data set (2)) could control LPF-random patterns well,
while it caused larger time delay in controlling sinusoidal
patterns than ANNs trained with other data sets. ANN trained

with data set (3) showed intermediate results between those by
the ANN trained with data set (1) and those with data set (2).
The ANN trained with random sinusoidal component patterns
(data set (4)) could control adequately both sinusoidal and
random sinusoidal component patterns.

desired controlled
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Fig. 2 Examples of feedforward control of sinusoidal angle trajecto-
ries by trained ANNs (cycle period of 2 s with amplitude of 10°). From
the top, results of ANN trained with data set (a), (b), (c) and (d) are
shown
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Fig. 3 Examples of feedforward control of unlearned random angle
trajectories by trained ANNs. From the top, results of ANN trained with
data set (a), (b), (c) and (d) are shown
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Table 1 shows average mean error (ME) for 3 sinusoidal
patterns and 3 random patterns. Values of ME were calcu-
lated for 20 s of each control trial from 4 s after the begin-
ning of control. The error for tracking of sinusoidal angle
patterns was smallest by the ANN trained with data set (1),
although the ANN trained with data set (4) also showed
small error. Training with data set (3) sometimes caused
increase of error after decrease as the learning progresses.
The ANN trained with the data set (4) showed small error for
both patterns. Especially, 2 sinusoidal patterns with larger
cycling periods and smaller amplitudes were controlled with
better performance than the ANN trained with sinusoidal
patterns (data set (1)).

The computer simulation tests suggested that generating
movement patterns using sinusoidal components would be
effective for various movement control by FEL-FES con-
troller. As shown in our previous study [10], it is considered
that using various target positions and movement velocities
rather than repeated training with same target would be
effective, even if training data is used only one time.

The model of electrically stimulated musculoskeletal
system used in this study was a simple second order system
although it included time delay and nonlinear gain. There-
fore, data sets (1) and (2), which were basically effective for
angle patterns similar to those used in ANN training, are
considered not to be suitable for FES application. Using both
patterns alternatively could not improve significantly the
ANN learning. Although the computer simulation tests
suggested that random sinusoidal component patterns (data
set (4)) could be effective for learning various movement
patterns for FES, target angle trajectories used in this paper
did not include constant angle as used in moving between 2
points [10]. Random patterns for evaluation of data set
(4) were different from others. It is necessary to test the
trained ANN with various angle patterns including keeping
constant angles.

The ANN used in this study was a 3-layered network with
the fixed numbers of neurons. Learning coefficients were
determined by a trial and error manner. Therefore, further
examinations to determine parameters of ANN would be
required.

4 Conclusion

In this paper, FEL-FES controller was tested in learning both
random and cyclic movements through computer simulation of
knee joint angle control with 4 different training data sets.
Trained ANNs were evaluated in feedforward control of sinu-
soidal and random angle patterns. The ANN trained with ran-
dom sinusoidal component patterns could control both
sinusoidal and random patterns appropriately, while training
with sinusoidal patterns and using both patters alternatively
caused delay in controlling random angle patterns, and training
with the LPF-random patterns caused delay in controlling
sinusoidal patterns. These suggested that generatingmovement
patterns using sinusoidal components would be effective for
various movement control by FEL-FES controller.
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A Hybrid BCI-Based Environmental Control
System Using SSVEP and EMG Signals

Xiaoke Chai, Zhimin Zhang, Yangting Lu, Guitong Liu, Tengyu Zhang,
and Haijun Niu

Abstract
The paper developed a hybrid Brain–computer interface
(hBCI) home environmental control system for paralytics’
active and assisted living, by integrating single channel
Electromyography (EMG) of occlusal movement and
steady state visual evoked potentials (SSVEP). The
system was designed as three-level interface, besides the
idle state interface, for work state there are one main
interface and five sub-interfaces. The main interface
included five visual stimulus corresponding to different
devices such as nursing bed, wheelchair, telephone,
television and lamps, the sub-interfaces present control
function of those devices. Gazing at stimuli at different
frequencies corresponding to a certain function can select
a device or device action. Several particular occlusal
patterns respectively are used to confirm the selected
function, return from sub-interface to main interface and
switch on/off the system. Ten healthy subjects without
any training completed the virtual system verification
experiment, the averaged target selection accuracy based
on SSVEP achieved 96.3%. Moreover with a simple
clench action for target confirmation, the false positive
rate was minimized to zero, which improved the control
accuracy. This indicated that Combining SSVEP and
EMG can effectively enhance the security and interactiv-
ity of the environmental control system.

Keywords
Hybrid brain computer interface � Environmental control
Electromyography (EMG)
Steady state visual evoked potential (SSVEP)
Paralytics

1 Introduction

Brain–computer interfaces is an alternative channel of neuro-
muscular pathway,whichallowsusers todirectly control adevice
by brain activity [1]. The interest in BCI research is increasing as
the rapid development of brain cognition and neuroscience,
computer science and biomedical engineering. Particularly in
rehabilitation engineering, BCI technology is potentially useful
for people who are severe paralyzed after amputation, stroke or
spinal cord injuries (SCIs), by reconstructing their communica-
tion with daily living environment [2].

Multiple Electroencephalography (EEG) paradigms have
been used in BCIs, such as Motor Imagery (MI), P300 and
Steady State Visual Evoked Potentials (SSVEP) [3]. Among
those, BCI based on SSVEP received much attention as it
can achieve higher information transmission rate
(ITR) without training, and has been used for the control of
nursing bed and wheelchair using SSVEP-BCI [4–6]. Those
BCIs based on single EEG paradigm were used to control a
single device, however communication with a variety of
devices in home environment system is complicated.
Moreover, single modal BCIs are usually synchronous and
cannot distinguish idle state with work state automatically
which is likely to cause wrong operation.

Considering those problems, researchers have proposed
hBCI, combining two or more EEG paradigms to control
complex devices. Pfortscheller et al. added an event related
desynchronization (ERD) potential to SSVEP-BCI to realize
the switch of the system [7]; Allison et al. used mu rhythm
and SSVEP to achieve asynchronous control [8]; Li et al.
combined SSVEP and P300 to reduce the false positive rate
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during idle state [9]. Other researchers developed hBCIs
using different physiological signals from electrocardiogram
(ECG), electrooculogram (EOG) or electromyogram (EMG),
Lin K et al. detected the EMG of hand movement to choose
the location region of target in a SSVEP-BCI speller [10–
12]. Nevertheless, for severe paralysis or amputees, only
muscles above neck remain function, especially EMG of
their occlusal movement is obviously suitable as a control
signal [13].

In this paper, EMG signals from occlusal movement were
integrated into SSVEP-BCI to build the hBCI home envi-
ronmental control system. To validate the reliability of the
system function, a virtual environmental control experiment
was designed, the performance of target selection and con-
firmation, return and switch were evaluated.

2 Structure and Method

2.1 System Modules

As shown in Fig. 1, the hBCI home environmental control
system includes visual stimulation, signals processing and
results feedback modules. Visual stimulation was presented
at the LCD monitor. The stimulation and signal processing
program are written using MATLAB. The recognition
results were encoded sending to the environmental control
module.

2.2 Functional Interface

As shown in the Fig. 2, the system interface consists of three
levels, which can be switched between each level. After
switching from the idle state to work state, there were one main
interface and five sub-interfaces. For wheelchair interface, the
target corresponds to moving forward/backward, turning
left/right and switching the posture to stand up or lay down. For

nursing bed, the action includes rise/fall of the bed, flipping
left/right and adjusting the angle of back and leg. For television
interface, users can select the menu or turn back to the home-
page. For telephone interface, there are three emergency
numbers. For environment interface, there are two lamps and a
curtain.

2.3 Control Method

The system combined the recognition of three EMG patterns
and SSVEP to design the control mode. The control flow is
illustrated as Fig. 3, during idle state, EMG pattern 3, a
long-time clench was used as a switch to turn on the system.
Two stages were needed from main interface to
sub-interfaces, the of the target selection stage lasts three
seconds, target confirmation stage duration was two second.
In device-selection stage, devices on the main interface was
chosen by gazing at the flicker. And the flicker corre-
sponding to the certain function was labeled green when its
SSVEP feature was recognized. In device-confirmation
stage, EMG pattern 1, a one-time clenching was used to
get into the sub-interface. Each sub-interface include dif-
ferent number of targets, functions of devices on the
sub-interface also can be chosen through SSVEP recogni-
tion, then be confirmed by EMG pattern recognition. In all
the sub-interfaces, EMG pattern 2, a two-time clenching was
used to return to the main interface.

2.4 Signal Processing

The signal processing includes preprocessing and feature
recognition. The classification method of SSVEP is Classical
Correlation Analysis (CCA). EEG signals from occipital
region channel of the brain (PO4, PO3, O1, O2) were
selected to calculate the characteristics. The reference signals
in CCA were composed of sinusoids and cosinusoids pairs at

Fig. 1 System modules
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the same frequency of the stimulus and its second harmon-
ics. Different frequencies of SSVEPs correspond to flicker in
different position.

The pattern detection of EMG signals are based on the
feature threshold method. Integrated EMG (iEMG) calcu-
lated in a window of a certain length was selected as the
feature, and the appropriate threshold were used to detect the
number of exceed points upon the threshold. Combing the
threshold of amplitude and time to detect the clench action
pattern.

3 Experiment and Results

3.1 Subject and Experiment

Ten healthy volunteers (five males and five females, mean
age 22.8 ± 2.3 years) were recruited to participate in system
verification experiment, all subjects had normal or corrected
to normal vision. EEG and EMG signals were simultane-
ously collected using the Neuroscan signal acquisition

Fig. 2 Main interface and
sub-interfaces

Fig. 3 Control method
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system with a sampling rate of 1000 Hz. Each participant
was instructed to complete the control task following the
indicated icon in accordance with the prescribed procedures.
There were 37 times of target selection and confirmation
commands, five return and two switch commands in the
experiment.

3.2 Evaluation

The correct control output was recorded only once the target
selection and the target confirmation were both correct. The
Selection Accuracy is the ratio of the command number to
the total times of target selection operation. The Confirma-
tion Accuracy is the ratio of the confirmation times to the
total number of correct selection times. The Control Accu-
racy is the ratio of the correct command output number to
the number of target commands. The Return Accuracy is the
ratio of the correct return number to the total number of
return operation times. The Switch Accuracy is the ratio of
the correct switch number to the total number of switch
operation times.

3.3 Results

As shown in Table 1, the averaged selection accuracy for ten
subjects was 96.3%, and there were four subjects who
obtained correct target selection and confirmation com-
pletely. The averaged confirmation accuracy of all subjects
was 99.2%, and there were seven subjects whose
target-confirmation accuracy rate was 100%. There were five
subjects who had incorrect target-selection, but there was no
confirmation after all the wrong selection, so the control
accuracy of the system was 100%. Four subjects failed to

correctly control all the return commands, the accuracy of
two-time clenching twice for return command averaged as
92%. Three subjects failed to correctly control all the switch
commands, the accuracy of long-time clench for switch
command averaged as 90.0%.

4 Discussion

The interface of the system is simple, the graphic logo and
visual feedback improves interactivity of the system without
interfering the stimulus. From the experiment of healthy young
subjects who were first time use BCI system, the average
recognition of SSVEP reached a high accuracy. After selecting
the target, users can judge whether it is the current operation
intention through the presented recognition result. Therefore no
one made wrong confirmation, which effectively avoids the
wrong output and ensure safety of the device control.

In the system, one channel EMG signal and four channels
of EEG signals are used to build an hBCI which can
implement complex control in home environment with less
input signal. The EMG patterns recognition of temporal
muscle also achieved high accuracy, effectively using a
simple clench motion achieved the confirmation of selected
target. The introduction of EMG pattern enriched the func-
tion of the system, realized the switch between different
interfaces. And the system is Plug&Play which can be closed
at any time and woke up at idle state, thereby also reducing
the possibility of wrong operation.

The function of this home environment control system is
easy to expand, which can be used in different environment,
by adjusting function according to the actual need. The hBCI
system can achieve hand-free home environment control, its
high flexibility and security in control also provides the
reliability for the application to paralyzed patients.

Table 1 Accuracy of commands

Selection accuracy (%) Confirmation accuracy (%) Control accuracy (%) Return accuracy (%) Switch accuracy (%)

N1 100.0 100.0 100.0 100.0 100.0

N2 92.5 100.0 100.0 83.3 100.0

N3 97.4 100.0 100.0 100.0 100.0

N4 100.0 100.0 100.0 100.0 66.7

N5 97.4 97.4 100.0 83.3 100.0

N6 100.0 100.0 100.0 100.0 100.0

N7 100.0 100.0 100.0 100.0 66.7

N8 88.1 97.4 100.0 100.0 100.0

N9 94.9 97.4 100.0 71.4 66.7

N10 92.5 100.0 100.0 83.3 100.0

Average 96.3 99.2 100.0 92.0 90.0
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Principal Component Latent Variate
Factorial Analysis of MER Signals of STN-DBS
in Parkinson’s Disease (Electrode
Implantation)

Venkateshwarla Rama Raju

Abstract
Although clinical benefits of deep brain stimulation
(DBS) in subthalamic-nuclei (STN) neurons have been
established, albeit, how its mechanisms improve the motor
features of PD have not been fully established. DBS is
effective in decreasing tremor and increasingmotor-function
of Parkinson’s disease (PD). However, objective methods
for quantifying its efficacy are lacking. Therefore, we
present a principal component analysis (PCA) method to
extract-features from microelectrode-recording(MER) sig-
nals of STN-DBS and to predict improvement of unified
Parkinson’s disease rating scale(UPDRS) following DBS
(applied on 12 PD patients). Hypothesis of this study is that
the developed-method is capable of quantifying the
effects-of-DBS “on state” in PD-patients. We hypothesize
that a data informed combination of features extracted from
MER can predict the motor improvement of PD-patients
undergoing-DBS-surgery. This shows the
high-frequency-stimulation in diseased-brain did not dam-
age subthalamic-nuclei (STN) neurons but protect. Further,
it is safe to stimulate STN much earlier than it was accepted
so far. At the experimental level, high-frequency-
stimulation of the STN could protect neurons in the
subsstantia-nigra (SN, an important element of the brain).
Therefore, to test this hypothesis in humans, we need to

perform STN stimulation at the very beginning of the
disease so that we can predict the disease at an early-stage.
The latent-variate-factorial is a statistical-mathematical
technique PCA based tracking method for computing the
effects of DBS in PD. Ten parameters capturing PD
characteristic signal-features were extracted from
MER-signals of STN. Using PCA, the original parameters
were transformed into a smaller number of PCs. Finally, the
effects-of-DBS were quantified by examining the PCs in a
lower-dimensional-feature-space. This study showed that
motor-symptoms of PDwere effectively reduced with DBS.

Keywords
Microelectrode-recording (MER) � Parkinson’s disease
(PD) � STN-DBS � Principal component analysis (PCA)
Latent variate factorial analysis

1 Introduction

Parkinson’s disease (PD) is a chronic disorder characterized
by four primary cardinal symptoms, namely, resting tremor,
bradykinesia, postural instability and rigidity. Currently, the
diagnosis is based on the presence of clinical-features (i.e.,
symptoms and signs) and the response to antiparkinsonian
medications [1–3].

The most established scale for assessing disability and
impairment in PD-disease is the “Unified Parkinson’s dis-
ease Rating Scale” (designated as UPDRS) [4] is based on
subjective clinical evaluation of features. Hence, it is
required to quantify PD characteristics objectively in order
to enhance the prognosis, and prognostic diagnosis to
identify disease sub forms, observe disease progression and
explain healing treatment-curing efficacy [5, 6]. Deep brain
stimulation (DBS) is a well established surgical technique
for PD treatment that uses high frequency electrical pulses to
stimulate the subthalamic nuclei(STN) and associated
brain-regions. However, large outcome disparity exists
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among recipients due to varied standards for postoperative
management, particularly concerning DBS programming
optimization [6, 7]. Though, mechanisms of DBS act are not
clear properly and correct electrode placement, the effec-
tiveness of lead-point position and stimulation might
advance motor features and restore increase motor function
and allows for a reduction in antiparkinsonian medication
doses [1–8]. Further, DBS stimulation parameters are set by
subjective evaluation of PD symptoms, and no
physiological-based quantitative measures are used to opti-
mize the efficacy of DBS in reducing motor disorders [8, 9].
Hence, a tracking method (PCA based) is worth or objective
reasoning. The objective of this study is to quantify the
efficacy of DBS.

2 Methods

12subjects with PD diagnosis having more than 6 years as
per united kingdom (UK) PD society brain bank criteria with
good response to a precursor to dopamine cells “Levodopa”
and Hoehn and Yahr score of less than 4 with normal cog-
nition were included in this study. The signal-acquisition—
microelectrode recording was performed in all patients. To
perform MER in STN-DBS, five MER/macrostimulation
electrodes were placed in an array with a central, lateral,
medial, posterior, and an anterior position placed 2 mm
apart, to define the borders of the nucleus. Depending on the
pre-operative magnetic resonance imaging (MRI), it was
decided in some cases to acquire with three or four micro-
electrodes rather than five. Usually, 3–4 channel-recordings
were performed in the central, medial, posterior, and lateral
channel. The anterior channel was included rarely. Extra-
cellular single and multi-unit MER was performed with
small (10 lm-micron meters width) polyamide-coated
tungsten microelectrodes (Medtronic maker; microelectrode
291; input impedance was 1.1 ± 0.4 Mega Ohm; measured

at 220 Hz, at the beginning of each trajectory) mounted on a
sliding burrow/or cannula. Signals were recorded with the
amplifiers (10,000 times amplification) of the Lead-Point
system (Medtronic), using a bootstrapping principle and
were filtered with analog Band-Pass filters between 0.5 and
5 kHz (−3 dB;12 dB/Oct). The signal was sampled at
12 kHz, by employing a 16 bit analog to digital (A⁄D)
converter (ADC). Later using Nyquist criteria sampled up to
24 kHz. Following a two seconds signal stabilization period
after electrode movement cessation, multi-unit segments
were recorded for five to twenty seconds. For STN, 8 and
12 mm above the MRI-based target, the microelectrodes
were advanced in steps of 500 lm towards the target by a
manual microdrive. When the needles were inside the STN,
at each depth, the spiking activity of the neurons lying close
to the needle (pick-up area up to 200 lm) could be recorded.
Depending on the neuronal density not more than 3–5 units
were acquired—recorded concurrently. More distant units
could not be distinguished from the background level. The
following Fig. 1 obtained with MER. The
subthalamic-nuclei was detected by interfered noise with a
bigger electrical zero line and asymmetrical discharge pat-
terns of multiple-frequencies.

The STN was clearly distinguished from the dorsally
located zona incerta and lenticular fasciculus (H2-field) by an
abrupt amplify (signal amplitudes) in background-noise level
and augment in discharge-rate typically characterized by
rhythmic bursts of activity with a burst frequency. All five
microelectrodes were passed through STN and
signal-recording was performed from dimensions ±10 mm,
and STN calculated on MRI. The STN was detected by a high
noise with a large electrical baseline and an irregular dis-
charge patterns with multiple frequencies. Figure 2 shows the
microelectrode recording which was obtained from the STN.

The STN MER signals features (Table 1). PCA is used to
transform originally correlated variables into uncorrelated
and to reduce number of variables.

Fig. 1 The signal patterns of
single and multi-unit
subthalamic-nuclei neurons at
range of depths
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The ten calculated signal parameters were sequentially
placed and normalized (to zero mean and unit SD of sub-
jects) to form feature vectors for all subjects. The dimension
of the feature vectors was then reduced by applying the PC
approach. In that approach, the feature vectors were
decomposed into weighted sums of orthogonal basis vectors
where the scalar weights were called the principal compo-
nents. These PCs were the new uncorrelated features.

3 Results

In our results, the UPDRS motor score was lower with DBS
“ON” comparing with DBS “OFF” in 12 subjects but the
decrease rate was patient character. The clinical scores
describing disabilities in hand movements decreased for all
subjects in either side of the body. The principal components
were computed (in Mat Lab tool) for 12 subjects using
computed Eigen-vectors. We observed that the first three PC
scores are sufficient to account the variance approximately
80% (in our scatter plot). These PCs are good enough to
discriminate between the DBS “ON” and “OFF” states, and
between the PD patients. The first Eigen vector is the best
mean-square fit for the feature-vectors. Consequently, first
highest magnitude value is the PC1, second highest magni-
tude is PC2, and third highest magnitude is PC3 in the order
of decreasing. These magnitudes are amplitudes of 12 sub-
jects MER signals of STN. By visually inspecting the
morphology of the third Eigen-vector, we could recognize,
that PC3 emphasizes differences between right and left side
variables. Indeed, the unilateral onset continual and unre-
lenting asymmetries of symptoms support the diagnosis of
PD in relation to other similar diseases. The distances
between the DBS “ON” and “OFF” states in the feature

Fig. 2 MER-signal recording. At the posterior level, STN was encountered lower than expected at that location

Table 1 Feature-values: Mean ± SD) for Parkinson’s disease sub-
jects with DBS “ON” and “OFF”

Signal
feature

PD patients with DBS
on

PD patients with DBS
off

D 2, r 6.1 ± 1.0 5.4 ± 1.6

D 2, 1 5.7 ± 1.4 5.4 ± 2.1

% RECr 9.2 ± 5.1 14.9 ± 13.6

% REC1 12.7 ± 7.6 15.3 ± 14.9

R M Sr 10
3 0.8 ± 0.4 2.5 ± 4.6

R M S1 10
3 1.0 ± 0.9 6.0 ± 12.4

Samp Enr 0.9 ± 0.3 0.7 ± 0.3

Samp En1 1.0 ± 0.4 0.8 ± 0.4

Coherencer 1.3 ± 0.7 1.5 ± 1.4

Coherence1 1.4 ± 0.8 2.2 ± 1.5
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space were highly individual. Similarly, the improvements in
clinical scores were individual. However, strong changes in
the total UPDRS motor score did not result in strong changes
in the analyzed principal components. This could be the fact
that the total UPDRS motor score [4] is a complicated score
that consists of a large number of sub-scores. These
sub-scores are defined for different areas of the body in
different movement conditions (Table 2).

We presented a principal component analysis
(PCA) based tracking method for quantifying the effects of
DBS in. It was observed that the PC-based tracking method
was more sensitive to PD with associated tremor.

4 Conclusions

In this study, we applied PCA-based latent variate-factorial
tracking method. The hypothesis of the study was that the
developed method is capable of quantifying the effects of
DBS “ON” patients with PD objectively. Our findings sug-
gest that electrophysiological STN signal characteristics are
strongly correlated to the ex tent of motor behavior
improvement observed in STN-DBS. In the future studies,
multivariate PCA approach can be tested in serving the
adjustment of DBS settings. In addition, the sensitivity of the
presented method to different types of PD should be esti-
mated more carefully in further experimental studies. The
exciting systems approach and computational framework
can be prepared performed in our future studies. The pro-
posed approach can employ few signal features within the
STN to compute prognostics, separately for each PD subject,

the performance and behavioral outcome of STN-DBS,
justifying further investigation and, possibly, clinical-
experimental applications. Lastly, only few neurophysio-
logically interpretable MER signal features are sufficient to
account for predicting UPDRS improvement. Future study
also involve applying nonlinear time domain analysis of
average amount of mutual information (AAMI) technique
with controls for better prediction and understanding of
Parkinson’s disease through MER with STN-DBS.
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Functional State Assessment of an Athlete
by Means of the Brain-Computer Interface
Multimodal Metrics

Vasilii Borisov , Alexey Syskov , and Vladimir Kublanov

Abstract
The estimation in real time of the functional and mental
state level for the athlete during the loads is essential for
management of the training process. New multimodal
metric, obtained by means of the brain-computer interface
(BCI), is proposed. The paper discusses the results of the
joint usage of data from Emotiv EPOC+ mobile wireless
headset. It includes motion sensors (accelerometer) and
EEG channels. The features of the Emotiv EPOC+
interface allow to record the deviation of the head from
the body axis, which provides an additional channel of
information about the physical and mental
(psycho-emotional) state of the athlete. Based on this
data a new multimodal metric is calculated. Approbation
of the metric was performed for functional stress studies
on group of 10 volunteer subjects, including evaluations
of the TOVA-test and the hyperventilation load. The joint
application of different signals modalities allows to obtain
estimates level of attention for these functional studies.

Keywords
Brain-computer interface � Functional study
Multimodal interaction

1 Introduction

Traditionally, the assessment of the functional state of an
athlete using EEG devices is carried out in the laboratory
conditions. The progress of mobile data transmission tech-
nologies, the emergence of mobile and energy saving com-
puting technologies allows to create a mobile functional
status monitoring systems for personal use (including
applications in sport tasks) [1]. The development of user
EEG systems brain-computer in the last decade has shown a
fundamental difference in approaches for laboratory studies
and functional state assessment in everyday life [2]. In this
work we use the 14-channel wireless EEG headset Emotiv
EPOC+ [3]. Studies have shown that this headset is a
worthy replacement for EEG laboratory instruments in
everyday life [4, 5].

Multimodal signals paradigm allows to increase the
accuracy of classification the functional state of a person in
real world conditions. So, the accelerometer signal indicates
the daily activity type and allows to increase accuracy of
classification in HRV feature space [6]. On the other hand,
human motion data depends of vestibular system in almost
all aspects of life [7]. In this way, the information on the
movements of the head can be used to assess the cognitive
status: self-perception of movement, spatial perception,
including moving objects.

In [8], EEG and accelerometer signals from Emotiv Epoc
+ are used for assessing the functional state in integrated
multimodal feature space. Integrated feature space was
constructed and verified for telemedicine and workout
applications with multimodal intelligence user interface [9,
10]. The averaged data for a stage (3–5 min duration) was
used for feature extraction and classification. It is more
useful to have a metric for continuous athlete functional state
assessment during each stage.
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The purpose of this work is the development of metrics,
the detection of physiological patterns with changes in the
functional state of the athlete in the training process. An
example of a metric is the calculated values of the level of
focus, stress, etc. at certain points in time.

2 Materials and Methods

2.1 Stages of the Experiment

To receive signals during the experiments, Emotiv Epoc+
headsets with Community SDK for data processing were
used. The Emotiv EPOC+ headset contains 14 EEG chan-
nels and a three-axis accelerometer. The location of the
electrodes of the EEG corresponds to the standard
scheme 10–20: AF3, F7, F3, FC5, T7, P7, Pz, O2, P8, T8,
FC6, F4, F8, AF4. The sample rate is 128 Hz. The number
of digits of the ADC are 14. As additional software, Pebl
was used to monitor the training program, Matlab was used
for analysis and data processing.

The program of the experiment was sharpened as follows
in order to simulate changes in the functional state during the
training:

• Rest state (RS) during 300 s;
• TOVA test (T1) during 180 s;
• Hyperventilation load (HL) during 180 s;
• TOVA test (T2) during 180 s;
• Aftereffect (AE) during 300 s.

At the stage of functional rest, the subject sits opposite the
monitor of the personal computer and looks at the black
screen. Stage of TOVA test is an intellectual test for the
variability of attention. It is a mental test to evaluate the
function of active attention and control reactions. During the
test, squares and circles appear alternately in the upper and
lower parts of the computer screen. The task of the subject is
to press a space on the keyboard when the square appears at
the top of the screen [11]. At the stage of hyperventilation,
the subject often breathes during the whole time, imitating
breathing during heavy loads.

For functional state control purpose, ECG signal during
all stages was registered. The spectral characteristics of HRV
are investigated in the frequency bands indexes. The changes
in VLF index were significant during the stages [3]. It is
known [12], that fluctuations of VLF index of HRV signal
with periods in range (0.04–0.003) Hz is complex and is due
to the influence on the heart rhythm of the suprasegmental
regulation level, since the amplitude of these waves is clo-
sely related to the mental stress and the functional state of
the cerebral cortex.

2.2 Formation of Feature Space

2.2.1 Primary Signal Processing
Signals of motion modalities. During the experiments, the
data was saved from the built-in three-axis accelerometer of
the Emotiv EPOC+ headset; it provides data: time; acceler-
ation values along the 3-axis.

The signal measured by the accelerometer is a linear sum
of three components:

• Body Acceleration Component is acceleration resulting
from body movement;

• Gravitation Acceleration Component is acceleration
resulting from gravity;

• Noise inherent to the measuring system.

Changes in acceleration along the axes caused by human
movements correspond to frequencies from 0 to 20 Hz in the
signal spectrum. The gravitational component can be iso-
lated in the range from 0 to 0.3 Hz. A component containing
instrument noise is usually in the range above 20 Hz. To
isolate the BA component, a second-order Butterworth
window filter with frequencies from 0.3 to 20 Hz is used
[13]. The study used the characteristics of the accelerometer
signal from [6].

Signals of bioelectrical activity modalities. In the first
step, all EEG data were transformed to the frequency
domain. To separate EEG—rhythms from the signal, a
second-order Butterworth bandpass filter were applied.
Rhythms borders were: Theta (4–7) Hz, Alpha (7–15) Hz,
Beta-Low (15–25) Hz, Beta-High (25–31) Hz. Discrete
Fourier transform method was used for frequencies mag-
nitudes extraction. As result, four coefficients are calculated
for each of 14-th channel. Each coefficient is sum of
magnitudes for one of the rhythms. Thus, EEG data in
frequency domain are described as 56-dimension feature
space [8].

2.2.2 The Model of the Integrated Feature Vector
Further, in order to build feature space and exclude artifacts
components, the methods of the principal components
(PCA) [14, 15], and linear discriminant analysis (LDA) [16]
are used. Pairs of main components with the maximum
explained variance and better classification accuracy are
used to identify the most informative characteristics, for this
purpose, the information on loads for EEG channels is used
[8]. Data sets for pairs of states (RS and HL; RS and T1; T1
and HL) are used for building cross all stages feature space.
The Fig. 1 contains data sets units, data processing unit
descriptions and example of classification as described
above.
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The result of feature selection is EEG feature vector,
which contains AF3, T7, O1, T8, AF4 channels with Theta
and Alpha rhythms components, correspondingly. There-
fore, the new EEG vector size is 10 versus 56 in initial EEG
data.

After that, new EEG feature space was expanded by
adding the 22 components of accelerometer features as it
depicted in Fig. 2.

2.3 Calculating a New Metric

The LDA method was used for creation the metric. Data sets
for analysis contained EEG and MD recordings in integrated
feature space for all subjects and the following pairs of
stages: RS and HL, RS and T1. Test data were obtained from

the experiment data using a cross-validation test
(leave-one-out-cross-validation).

In our case, the accuracy obtained was 100% for all test
samples. To determine the level of the athlete functional
state, the formula derived in [17] is used to estimate the
distance of each subject from the hyperplane PD separating
the two load tests:

PD ¼
P32

i¼1 kixi þC
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP32

i¼1 k
2
i

q ; ð1Þ

where

• ki are the coefficients of the hyperplane separating the
two functional states;

• C is constant;
• xi are the coordinates of the state of the subject in the

characteristic space.

3 Results

The metric values were calculated on the basis of the aver-
aged data for each stage and each subject. Boxplots were
obtained for the states of the RS-T1 metric (as shown in
Fig. 2)

This metric describes statistically significant state chan-
ges for the RS and T1 stages. For the stages HL, T2 and AE,
the changes are not significant. In Fig. 3 shows scatter
graphs for the RS-HL metric. From these graphs it is clear
that:

Fig. 1 The diagram of data
processing for feature selection
purpose

Fig. 2 The process of integrated feature vector creation
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• There are statistically significant differences in the metric
values for the following stages: RS, T1, HL, and AE
levels;

• There are no statistically significant changes for stages
T1 and T2;

• There is a dynamic reflecting changes in the metric in the
state AE towards recovering RS values after cognitive
and physical exertion (Fig. 4).

4 Conclusions

One of the problems in developing an intelligent, multi-
modal interface is to obtain a model for combining modal-
ities to calculate various metrics for assessing a person
functional state. In this work, metrics to determine the
physiological patterns of changes in the functional state of
athletes in the process of training were obtained.

To calculate each metric, the coefficients of the LDA
model were used. The coefficients of LDA models were

obtained on training samples in the integrated feature space
of EEG modalities and an accelerometer for pairs of func-
tional states:

• Rest state (RS) and TOVA test (T1) is the metric of
RS-T1;

• Rest state (RS) and Hyperventilation load (HL) is the
metric of RS-HL.

The value of the metrics was calculated for the following
functional states: Rest state (RS); TOVA test (T1); Hyper-
ventilation load (HL); TOVA test (T2); Aftereffect (AE).
The calculation was made for the averaged characteristics of
the modalities of each athlete. As a result, boxplots of metric
values were obtained for each stage of the experiment.

Based on the results of the boxplot diagram analysis, the
following conclusions can be drawn:

1. for the RS-HL metric, it is possible to obtain statistically
significant changes in the assessment of the athlete
functional state for the stages: Rest state (RS); TOVA
test, Hyperventilation load (HL); Aftereffect (AE);

2. for the RS-HL metric, there is a dynamic that reflects the
changes in the metric in the state AE towards the
recovery of RS values after cognitive and physical
exertion.

The revealed dynamics of the RS-HL metric in our
opinion is associated with a change in the controlling effect
of the cerebral cortex. What causes changes in the activity of
alpha rhythm and changes in patterns of head movements.
Changes in the patterns of movement of the head are asso-
ciated with the search for the most stable position of the head
relative to the gravitational vector.
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Experimental Setup for the Systematic
Investigation of Infrared Neural Stimulation
(INS)

Paul Schlett, Celine Wegner, Thilo Krueger, Thomas Buckert,
Thomas Klotzbuecher, and Ulrich G. Hofmann

Abstract
Infrared neural stimulation (INS) gains growing interest
both in electrophysiological research and for potential
clinical applications, promising advantages like contact-
less operation, superior focality and hence spatial selec-
tivity, and lack of electrical stimulation artifacts for nerve
stimulation. We established an experimental setup for
systematic investigation of relevant INS parameters, since
little quantitative research for deeper understanding has
been performed yet. Our customized setup facilitates the
use of multiple fiber-based infrared laser systems of
different wavelengths for remote stimulation, multi-site
low-noise EMG recording and automated laser beam
characterization. Hence, this setup simplifies upcoming
systematic studies on both technical and physiological
conditions for laser-induced neural activation. Determi-
nation of safe margins for reliable stimulation will help to
understand the underlying physiological mechanisms and
establish INS as alternative method for neural activation.
Here, we present our experimental setup and preliminary
results of our ongoing work.

Keywords
Infrared neural stimulation � Peripheral nerve
Laser stimulation � Rat sciatic nerve � CMAP
EMG

1 Introduction

Infrared neural stimulation (INS) was introduced in 2005 by
Wells in order to investigate alternative methods for neural
activation [1, 2]. It found with work by Izzo [3] and Teudt
[4] its path into auditory respectively facial nerve stimula-
tion, yet little was published for stimulation of the central
nervous system. Three different theories compete to eluci-
date the modus operandi of INS as there are: transient
photothermal gradients [1], change of cell membrane
capacitance due to heating [5] or nanoporation meaning
short-time opening of the cell membrane [6] leading to
depolarization of neurons. However, to the best of our
knowledge no final conclusion was presented and the
existing publications are hard to independently reproduce
due to a lack of technical details reported. The underlying
bio-physiological mechanisms remain unclear. We therefore
reached out to re-evaluate infrared nerve stimulation with
our experimental approach, which is not only to qualitatively
reproduce INS, but also to enable novel explanation based
on quantitative observations in the animal model. In contrast
to literature, we try to maximize the working distance
between laser fiber and illuminated tissue to maintain the
touch-free properties of laser stimulation with regard to
potential clinical application. Here, we depict our experi-
mental approach to explore the promising field of INS.

2 Methods

2.1 Infrared Laser Stimulation

Laser devices for INS stimulation are commonly being
operated in pulsed rather than continuous mode [1, 2, 7–9].
Illuminating a target with a pulsed laser, the radiant expo-
sure Hp caused by one pulse is defined as
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Hp ¼ Ep

A
¼ 4

p
Ep

d2
and ½H� ¼ J

m2
; ð1Þ

where Ep is the radiant energy of the pulse and A is the
effective illuminated surface area assuming a circular laser
spot of diameter d, commonly referred to as spot size. The
pulse energy Ep depends on both average laser power and
the pulsewidth sp. Although reported laser pulses for INS
stimulation in the current literature are mainly described by
means of the radiant exposure H, however, this does not
account for the exposure time at all [1, 2, 7–9]. Considering
the radiant energy Ep of a single pulse being delivered to a
target within a spot of area A and a discrete exposure time
s ¼ sp, we describe the radiant load using the irradiance I,
which is given by

I ¼ E

sA
¼ 4

p
Ep

spd2
and ½I� ¼ J

s � m2
¼ W

m2
: ð2Þ

For a pulse train of duration str containing a fast burst of
n identical pulses, the radiant exposure and irradiance have
to be modified to be Htr and Itr respectively:

Htr ¼ n � Ep

A
resp: Itr ¼ n � Ep

str A
: ð3Þ

For the application of laser radiation into the rat sciatic
nerve, we use an infrared diode laser system (1470 nm,
12 W, DILAS Diodenlaser GmbH, Mainz, Germany), cou-
pled into a multi-mode fiber of 200 lm core diameter and a
numerical aperture NA = 0.22. The laser fiber is connected
to a customized focusing optics, composed of a matched set
of five spherical lenses mounted on a vertical C-mount rail
(Fig. 1a). Shifting of the last lens allows the variation of the
laser spot size diameter down to d ¼ 0:9 mm while main-
taining minimum 15 mm depth of field and a fixed focus
position of about 50 mm below the rail mount. The optical
assembly supports the use of any other fiber-coupled laser
system for future studies with different (infrared)
wavelengths.

2.2 Laser Characterization

To determine the radiant energy Ep of single laser pulses and
fast pulse trains of short (<2 ms) duration, we use a pyro-
electric energy meter (ES145C, Thorlabs, Newton, New
Jersey, US). For beam profiling, we employ the commonly
known knife-edge method [10]: a razor blade is moved
orthogonally into the continuous beam by a motorized
micromanipulator (Luigs und Neumann, Ratingen, Ger-
many), while measuring the downstream radiant power
(S310C, Thorlabs) with regard to the blade position (Fig. 1a).
Beam diameter dðzÞ as a function of the position z along the

optical axis can be extracted, the beam profile characterized.
We use a laser beam profiler (LBP-1-usb, Newport Corpo-
ration, Irvine, California, US) to rapidly determine the beam
diameter or spot size during experiments.

2.3 Parametric Laser Control

The ability of our setup to cover a wide range of defined
stimulation conditions like pulse energy Ep, exposure time s
and the irradiated area A (spot size), holds great potential for
detailed research of INS. To this end, we use a set of
parameters for pulse train definition, which are depicted in
Fig. 2. Assuming a fixed average laser power �P, the pulse
energy Ep scales linearly with the pulsewidth sp. Consider-
ing n identical pulses as shown in Fig. 2, the period between
two pulses is set by the Interval time si. Hence, the pulse
train is defined and can be iterated specified by the Repeat
time and number of Runs to execute.

z

(a) (b)

Fig. 1 Experimental setup. a Vertically mounted focusing optics for
INS studies. Automated beam characterization (knife-edge) with
micromanipulator and power meter. b Rat sciatic nerve under
stimulation with laser pulses (white arrow). EMG is recorded by
means of intramuscular needle electrodes (Color figure online)
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Laser parameters:

Laser power P̄ 100 %
Pulsewidth τp 220 μs
Interval τi 300 μs
Repeat 2000 ms
Runs 10
Pulses 1...20

Fig. 2 Laser parameters for INS stimulation: Definition and experi-
mental settings
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The free choice of those parameters allows arbitrary laser
stimulation sequences and ensures maximum versatility for
upcoming studies. With regard to Eq. (3), differently com-
posed pulse trains that result in identical irradiance Itr, how-
ever, may still feature different internal patterns, which might
be physiologically relevant when optically activating nerves.

The inherent constraints of the laser’s proprietary control
software require a more sophisticated approach for external
laser control to facilitate advanced flexibility. Hence, a cus-
tomized LabVIEW user interface operates the entire experi-
ment. All parameters and commands are passed to an Arduino
Nano microcontroller and electronic circuit (Fig. 3). On the
Arduino, a local program interprets the parameters to render
pulse trains and—after a firing command—accordingly gen-
erates pin output voltages, which are then fed into the circuitry
and drive the laser gate.On the left side inFig. 3, a PWMoutput
voltage is stabilized using a combination of two integrating
capacitors and an operational amplifier to provide a steady
analog voltage (0. . .10 V) for setting the power value �P as a
fraction of full laser power (12 W). Analog inputs constantly
monitor the laser status for safety and prevent unintended
firing. On the right side, the laser’s internal gate voltage is
controlled by means of a digital output controlling a set of two
serial fast switching transistors (Darlington) to supply a gate
voltage above 18 V. Further, a trigger signal envelopes each
pulse train according to Fig. 2 for data synchronization.

2.4 Data Acquisition

Laser-induced nerve activation by means of INS can result in
visible muscle activity like twitching [11]. The elicited
neural signal travels along the nerve leading to muscle

contraction, termed compound muscle action potential
(CMAP). Depending on the strength of the neural signal,
limb or muscle movement can be weak and therefore remain
unobserved. For the reliable detection of any emerging
muscle activity, we record the electromyogram (EMG) by
means of intramuscular needle electrodes attached to a
commercial EMG recording system (ISIS, inomed Mediz-
intechnik GmbH, Emmendingen, Germany). For each
experiment, all laser parameters are saved into a text file.

2.5 Animal Preparation and Electrode
Placement

For preliminary studies of INS on the rat sciatic nerve in vivo,
we used female Sprague-Dawley rats (n = 11, 240–350 g).
All animal experiments conducted in this study were per-
formed with approval from the locally responsible Animal
Welfare Committee with the Regierungspraesidium Freiburg
in accordance with the guidelines of the European Union
Directive 2010/63/UE (permit G17/80). Rats were initially
anesthetized with Isofluran prior to intraperitoneal injection of
a mixture of ketamine (100 mg/kg) with xylazine (8 mg/kg)
and accordingly readministered depending on the depth of
anesthesia. The skin was shaved and removed over both
thighs. The sciatic nerves were then exposed by incision of the
muscular fascia and mostly blunt dissection of m. gluteus
superficialis and m. biceps femoris. For INS, the rat was
placed under the laser setup and the wound was held open
using a surgical retractor andmoistened frequently with saline
solution. A reference electrode was placed close to the tail and
a pair of EMG electrodes was inserted into m. biceps femoris
for preliminary studies. Proper nerve function was verified

Fig. 3 Schematics of the customized circuit for laser operation with Arduino Nano controlling laser power and gate voltages according to laser
parameters
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using an electrical nerve stimulation device (Neurostimulator,
inomed Medizintechnik GmbH, Emmendingen, Germany).
After experiment termination, both sciatic nerves were
extracted for histological analysis.

2.6 Experimental Procedure

For proof of concept, the laser was focused at various
locations on the main trunk of the sciatic nerve, up to about
15 mm proximal to the first branching point (Fig. 1b). Data
recording was started and the laser was fired according to the
pulse parameters (see Fig. 2). Overall radiant exposure per
pulse train Htr was then successively increased with the
number of pulses n.

3 Results

In all of n ¼ 11 preliminary experiments, we were able to
evoke muscle activity from the rat sciatic nerve. However,
successful stimulation occurred primarily at specific

locations susceptible for INS and is therefore considered to
be highly location-dependent. At locations that did not
reveal a clear response to INS at low to medium radiation
levels, the increase of radiant exposure for stimulation par-
tially led to visible thermal damage. Tissue damage by INS
will therefore be addressed in upcoming dosimetry
histo-pathological studies.

In Fig. 4, an exemplary data set is shown. The top graph
depicts a recorded EMG under INS. The laser trigger signals
are shown in yellow. The bottom left graph shows one
selected pulse train with laser-evoked CMAP signals, in the
right graph an overlay plot is depicted. In general, the
majority of the elicited CMAP responses rated “successful”
occurred in a synchronous, rhythmical manner according to
the laser stimulus, within 3–20 ms after stimulus onset
(t ¼ 0). Also, muscle twitching was observed at higher
CMAP amplitudes. Apart from few outliers, the shape of the
evoked responses was highly consistent. No stimulation
artifact was observed through all experiments.

When considering the approximation for the train time
str � n � si, we note that the irradiance Itr remains constant
with fixed single pulse energy which was determined to be

Fig. 4 Preliminary results. Top: long-term EMG recording under INS
with increasing number of stimulation pulses. Left: Detailed extract
(top green arrow, 8 pulses) of distinct response to laser stimulation with
parameters according to Fig. 2. Right: Overlay of the 10 laser-evoked

CMAPs with regard to the stimulation onset (trigger). CMAPs were
highly consistent and do not show stimulation artifacts (Color figure
online)
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Ep ¼ 1:9� 2 mJ. In upcoming studies, different stimulation
patterns, and therefore alteration of the irradiance, will be
performed by variation of laser power �Pi, exposure times s
(sp; si) and different spot sizes.

4 Conclusion

In this paper, we presented our novel experimental setup,
that allowed us to consistently reproduce infrared nerve
stimulation in all preliminary experiments on the rat sciatic
nerve. In the future we will continue our research on dif-
ferent optical stimulation parameters and wavelengths,
exposure thresholds and limits for reliable and safe stimu-
lation, and bio-physiological aspects of INS.
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Chronically Monitoring of Optogenetic
Stimulation-Induced Neural
and Hemodynamic Response

Chun-Wei Wu and Jia-Jin Chen

Abstract
Understanding the link between neuronal activity and
cerebral hemodynamics, known as neurovascular cou-
pling (NVC), is critical for studying cerebral vascular
dysfunctions. Optogenetics, which involves using light to
control electrical activity of opsin-expressing neurons, is
an approach to monitor and modulate functions of specific
neurons in neuronal networks. Recent studies suggested
that optogenetic stimulation induced hemodynamic
response could be a good model for studying the
mechanism of NVC. The aim of the study is to develop
an optogenetic platform for long-term monitoring of the
cerebral hemodynamics. An implantable optrode for
optical stimulation and neural recording in addition to
near-infrared spectroscopy (NIRS) recording have been
developed. Through fiber optics, the optogenetic stimu-
lation was introduced into ChR2-positive glutamatergic
neuron of primary motor cortex (M1). Neural and
hemodynamic responses were evaluated using local field
potentials (LFPs) and NIRS recordings. An in-line optical
filter was applied to filter off the blue light collected from
M1 and to avoid interfering the NIRS measurement. The
results showed the classic waveform of evoked hemody-
namic response was obtained alongside of LFPs during
optogenetic stimulation. Overall, our innovative
optogenetic-NIRS interface could provide long-term
observation on cerebral hemodynamics during optoge-
netic modulation.

Keywords
Neurovascular coupling � Hemodynamic response
Optogenetic stimulation � Channelrhodopsin
Near infrared spectroscopy

1 Introduction

Neurovascular Coupling (NVC) is the process that regulates
local cerebral blood flow (CBF) to meet the oxygen and
nutrient demands from activated brain area [1]. Many
functional brain imaging techniques work depending on
principle of NVC, such as fMRI measuring
blood-oxygenation level dependent (BOLD) signals, posi-
tron emission tomography (PET) measuring CBF changes,
and functional near infrared spectroscopy (fNIRS) measures
changes in hemoglobin concentrations [1]. Impaired NVC
has been reported in neurodegenerative diseases such as
stroke, Alzheimer’s disease and Parkinson’s disease [2, 3].
However, the mechanisms that modulate NVC are not fully
understood.

Optogenetics, which involves using light to control cel-
lular function in genetic modified cell, has become a pow-
erful tool in neuroscience animal study [4]. When a light
sensitive ion channel was introduced into neuron and acti-
vated by certain wavelength of light, it regulates the ion
conductance of the membrane and alters the electrophysio-
logical activity of neuron. Optogenetics can achieve fast,
spatially localized and tissue-type specifically neural mod-
ulation [5]. Unlike conventional electrical and magnetic
stimulation, optogenetic stimulation does not generate sig-
nificant electromagnetic artifact, which allows investigators
to collect electrophysiological signals tightly coupled with
stimuli [6].

NVC dynamics evoked by optogenetic stimulation has
been studied using laser Doppler flowmetry, intrinsic optical
imaging and fMRI [7–11]. In the current study we developed
a method that adopting fNIRS to chronically measure
optogenetic stimulation-induced hemodynamic response in
ChR2-expressed rat. By integrating fNIRS and neural
recording, we aimed to monitor long-term NVC dynamics at
high temporal resolutions.
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2 Materials and Methods

2.1 Animal Preparation

All experiments were approved by the National Cheng Kung
University Medical College Animal Use Committee. Adult
male SD rats with body weight 300–350 gw were obtained
from the Animal Center of National Cheng Kung University
Medical College. They were housed in standard cages at a
temperature of 25 ± 1 °C with a 12/12-h light/dark cycle
and free food and water access.

2.2 Lentivirus Preparation

A second-generation lentivirus system was used for trans-
duction of ChR2. The packaging plasmid psPAX2 and
envelope plasmid pMD2.G were transfected into
HEK293FT cell with ChR2 expressing plasmid:
pLenti-CaMKIIa-ChR2(H134R)-EYFP-WPRE, which was a
gift from Karl Deisseroth in Optogenetics Resource Centre,
Stanford University, Stanford, CA, USA (Addgene plasmid
# 20944). The medium was collected and concentrated to
harvest virus particle in 1,000 folds concentrated solution.

2.3 Stereotaxic Surgery

Rats were first anesthetized with 5% isoflurane in oxygen
and then maintained on 2% isoflurane in oxygen. Rats were
anchored in a stereotaxic frame. An incision was made on
scalp, and the skull was exposed to locate bregma. A hole
was drilled over M1 corresponding to right forelimb (AP:
+1.5 mm, ML: −3.0 mm). Lentivirus containing
pLenti-CaMKIIa-ChR2(H134R)-EYFP-WPRE was injected
in M1 at two different depths: 2.0 and 2.5 mm. Optrode
composed of a 200 lm-optical fiber and Pt wire electrode

was implanted into M1. Two of the 18 gauge stainless steel
cannulas (10 mm in length) were placed near optrode to
guide optical fibers when applying NIRS measurement.
After implantation, the optrode and cannulas were covered
with dental cement (Fig. 1b). Wounds were closed with
tissue glue; rats were given lidocaine (2%) and 5 ml of
normal saline (i.p.). Optical stimulation and hemodynamic
monitoring were performed after 4 weeks of recovering.

2.4 Optogenetic Stimulation, Neural Recording
and NIRS Measurement

Figure 1a shows a simplified block diagram of the
optogenetic-NIRS system. Optical stimuli were generated by
stimulator (Model 2100, A-M Systems) and sent out as TTL
controlling signal to a blue laser device (10 mW/mm2;
MBL-III-473-50, Ultralasers Inc.). The optical stimuli were
guided into ChR2-expressed tissue through implantable
optrode. Neural signals are picked up by Pt wire electrode, and
then amplified (20,000X), filtered with 60 Hz notch and 10–
600 Hz bandpass filter, finally sampled at 10 kHz (MP36,
BIOPAC Systems Inc.). NIRS measurements were performed
with a frequency domain photon migration (Imagent, ISS).
NIR lasers of twowavelengths (690 and 830 nm) were guided
into ChR2 adjacent tissue through optical fibers. Optical sig-
nals were collected by optical fibers connected to an optical
filter to remove blue light. After filtration, NIR signals were
detected by PMT sensors, and analyzed to obtain the con-
centration changes of oxygenated ([HbO]) and deoxygenated
([Hb]) hemoglobins based on modified Beer-Lambert’s Law.

3 Results

The function of ChR2 was first evaluated under blue laser
stimulation after four weeks of expression. The local field
potentials (LFPs) were evoked by optical pulses, which were

Fig. 1 System set-up of
optogenetic-induced
hemodynamic recording. a Block
diagram of the NIRS system
integrated with blue laser
stimulation. b Chronic
implantation of the optrode and
NIRS cannula on rat’s head
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delivered through optical fiber tethered from laser device to
the implanted optrode. The corresponding evoked potentials
are visible at each epoch (Fig. 2a). The classic waveforms
were calculated by averaging 60 epochs. Traces in Fig. 2b
indicated the classic waveforms of optogenetic-evoked
potentials induced by various durations of pulse (0.1, 0.2,
0.5, 1.0, 2.0 and 4.0 ms). By applying high-frequency
optogenetic stimulation, the changes in [HbO] and [HbR] in
ChR2-expressed brain are quantified using NIRS. Figure 3
shows the hemodynamic waveforms averaged by 11 times.

A significant elevation was observed in [HbO] while a drop
was seen in [HbR] after 5 s of optical pulses at 40 Hz.

4 Discussion and Conclusions

In the current study we developed a novel NIRS platform to
monitor hemodynamics and neural activity during optoge-
netic modulation. Using optical filter to remove 470 nm
wavelength components before NIRS recording allowed the
quantification of hemoglobin under the blue laser stimulation
without stimulating artifacts. This set-up is feasible for
long-term hemodynamic measuring when using optogenetic
approach to investigate NVC mechanism in small rodent
model.
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System for Motor Evoked Potentials
Acquisition and Analysis

V. Čejka , A. Fečíková , O. Klempíř, R. Krupička, and R. Jech

Abstract
Biological signal acquisition is a fundamental part of the
following signal processing methods. This study is
focused on hardware and software solution for an
electrophysiological measurement in neurological
patients and healthy controls. This paper deals with a
design and an implementation of the system for transcra-
nial magnetic stimulation (TMS) applied over the human
motor cortex, which has the diagnostic and potential
therapeutic effect, respectively. The system was success-
fully used for examinations of 22 neurological patients
(mean age 51 ± (SD) 17 years) suffering from dystonia
of various distribution and etiology treated by chronic
deep brain stimulation of globus pallidus interna (GPi
DBS). Established values of the motor-evoked potential’s
(MEP) parameters are in line with the current literature.
Designed system for TMS examination is an effective tool
for studying the pathophysiology of neurological
diseases.

Keywords
Transcranial magnetic stimulation
Motor evoked potential � Data acquisition

1 Introduction

Over the past decades, TMS has become a tool of significant
importance in both basic and clinical neurosciences [1].
Gradually coupled with stimulation by single TMS pulses,
techniques of paired-pulse stimulation, repetitive stimulation,
and various hybrid protocols appeared [2, 3]. The cost of
measurement is rising quickly, so it is essential to use efficient
HW and SW resources to shorten the time of the electrophys-
iological examination. The measuring chain is a pivotal ele-
ment that, in a convenient configuration, facilitates the work
and allows part of operations to be partially or fully automated.

Instrumentation technique routinely used to record
motor-evoked potentials (MEPs) in EMG laboratories usu-
ally allows only to display the potential waveform after the
arrival of the stimulation TMS pulse. This approach is
insufficient for our purposes as it does not allow to ran-
domize the order of pulses varying in stimulation parame-
ters. Moreover, it is unable to subsequently sort and process
data according to these criteria. Most of these amplifiers are
not equipped for communication with the connected stimu-
lator as they only synchronize the moment of recording with
the stimulation discharge. Therefore, we selected and
implemented a system with its own programming language
to enable us to divide our experimental measurements on a
dystonic patient group into blocks, to automatically ran-
domize the pulse rate differing by intensity and time span,
and to display the resulting data on-line.

As Albanese defines: ‘Dystonia is a movement disorder
characterized by sustained or intermittent muscle contractions
causing abnormal, often repetitive, movements, postures, or
both’ [4]. Much of the current literature on pathophysiology
of dystonia pays particular attention to three general abnor-
malities: loss of inhibition, sensory dysfunction and a
derangement of plasticity [5]. A well-established approaches
to test intracortical inhibition and plasticity in humans in a
noninvasive way are short interval intracortical inhibition
(SICI) and paired associative stimulation (PAS) [5].
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2 MEP Acquisition

MEPs are obtained using TMS. TMS is an indirect and
non-invasive method used to induce excitability changes in a
motor cortex via wire coil generating a magnetic field that
passes through the scalp [6]. In general, single-pulse and
paired-pulse TMS are used to explore brain functioning,
whereas repetitive TMS (rTMS) is used to induce changes in
brain activity that can last beyond the stimulation period.

TMS applied over the motor cortex leads to an activation
of pyramidal cells evoking descending volleys in the pyra-
midal axons projecting on spinal motoneurons. Motoneuron
activation in response to corticospinal volleys induced by
TMS leads to contraction in the target muscle evoking MEP
on electromyography (EMG). This potential is recorded by
the constructed TMS system [6]. Its latency [7],
peak-to-peak amplitude [8, 9], duration [10], number of
phases [11] or area under curve [12] can be used to describe
and estimate parameters of motor cortex and whole corti-
cospinal tract [6].

2.1 System Requirements

The proposed system is designed to address three major
challenges. The first part is for the motor threshold (resting
MT and action MT). The other two parts are for SICI and
PAS. During the determination of AMT and RMT, the
acquisition of potentials is controlled by the moment of the
stimulator discharge. The length of the recorded epoch is
100 ms. A request is made to display the last 10 MEPs on
the screen and to calculate their amplitude on-line. There is
also a requirement to determine the number of pulses greater
than the stated limit (50 uV for RMT, 200 uV for AMT).

During SICI measurement we require that MEPs are sor-
ted separately after paired pulse and especially after simple
TMS stimulation. By that, it is possible to visually assess the
effect of paired stimulation immediately. It is important to
automatically adjust stimulus intensities and interstimulation
intervals and randomize single/paired TMS pulses.

For PAS, we want to measure sets of curves showing the
size of MEP depending on the pacing pulse power. Using
these curves the PAS effect is measured before the inter-
vention and then at 0, 15 and 30 min after stimulation.

2.2 Data Flow

SICI (Fig. 1) is obtained with paired-pulse stimulation and
reflects interneuron influence in the cortex. The measure-
ment is divided by the intensity of the conditioning pulse
into blocks. In each block, 15 simple and 15 paired pulses

are randomly mixed. These pulses are filtered by bandpass
and averaged. From each average curve, the latency (ms) and
its amplitude (mV) are determined. From the amplitude
ratio, the magnitude of the intracortical inhibition is finally
calculated.

PAS is a combination of repetitive transcranial magnetic
stimulation (rTMS) and repetitive electrical peripheral nerve
stimulation (rENS) [13]. This protocol produces a
long-lasting and somatotopically specific increase in corti-
cospinal excitability. PAS effect (Fig. 2) can be accessed in a
variety of ways. One of possible options is to measure the
so-called ‘Stimulus response curve’ (SRc) before and after
PAS and evaluate its change.

2.3 System Testing

The system has been tested on 22 patients (13F, 9 M, mean
age 51 ± (SD)17 years) with dystonia of various distribu-
tion (15 generalized, 7 cervical) and etiology treated by
chronic pallidal deep brain stimulation (DBS). For compar-
ison, we included 22 age- and gender-matched healthy
controls (13F, 9 M, aged 51 ± (SD)17 years) with no his-
tory of neurological or psychiatric disorder. All subjects
gave their informed consent to participate and the study was
approved by the local ethics committee of the General
Faculty Hospital in Prague in compliance with the Decla-
ration of Helsinki.

After the examination, latencies and amplitudes measured
by MEP were evaluated off-line. A magnitude of inhibition
was calculated from the MEP amplitude ratio, whereas the
PAS effect was evaluated by SRc.

3 TMS System Description

3.1 Hardware Solution

The created system (see Fig. 3) measures the MEPs elicited
by TMS applied over motor cortex. The signal is recorded
using surface electrode (Alpine Biomed Denmark, REF:
90,13L0453, connector 1.5 mm TPC, cable 50 cm) in
belly-tendon montage from the targeted hand muscle (ab-
ductor pollicis brevis—APB, abductor digiti minimi—
ADM), amplified (Quad System 1902, Cambridge Elec-
tronics Design), converted to the digital representation
(ADC, Power 1401 mk II, CED) and then saved on the
computer (Notebook Lenovo, Think Pad T530, Intel Core i7,
OS Windows 7 Professional, 8 GB RAM) for later offline
analysis.

Individual parts of the system communicate together
using USB and RS-232 interface. Synchronized pulses are
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propagated through coaxial cable (RG 58 C/U, 50 O, Ø 0,
9/19 � 0,18 mm, PE) in TTL (transistor-transistor-logic)
values.

Measuring chain is for better functionality and data
reproducibility completed by an optical tracking system
(OTs, BrainSight Frameless, Rogue Research Inc) and
stereotactic frame. OTs is a means of determining in
real-time the position of an object (stimulating coil) by
tracking the positions of either active or passive infrared
markers attached to the object [14]. The position of the point
of reflection is determined using special camera system
(Polaris). This system is necessary for better monitoring of

Fig. 1 Short interval
intracortical inhibition (SICI)
diagram

Fig. 2 Paired associative stimulation (PAS) diagram

Fig. 3 Block diagram of the
TMS system
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the magnetic field position and non-invasive stereotactic
frame minimizes patients’ head movements.

3.2 Software Solution

Whole process is driven by scripts written in Signal pro-
gramming language (version 5.09, CED). Signal is a
sweep-based data acquisition and analysis package. Its use
ranges from a simple storage oscilloscope to complex
applications requiring stimulus generation, data capture,
control of external equipment and analysis. These scripts
ensure an adjustment of parameters of the ADC (sampling
frequency: 5 kHz, resolution: 16 bit), signal conditioner
(frequency band: 5–2000 Hz, filter type: B’Worth 3rd order)
and TMS stimulator (number of pulses, stimulation intensity,
interstimulus interval).

Script algorithm description:

1. Termination of all previous measurements and deletion
of the current configuration file.

2. Display of information about the upcoming measured
protocol.

3. Loading of new configuration file that consists of: sam-
pling frequency of the AD converter, recorded frame
length, the number of used channels and their parameters:
a. Gain value (1000x), voltage offset (0 mV), filter type

(high pass filter: 3-pole B’Worth, low pass filter:
B’Worth), cut-off frequency (5 Hz for the high pass
filter, 2 kHz for the low pass filter) and notch filter
switch on/off.

b. Activation of an output port, through which a control
TTL pulses for the magnetic and electric stimulator
are generated.

c. Selection of the number of extra states and the
number of repetitions of each of them. Specification
of the exact type of connected device (Magstim
BiStim) and the COM port used for mutual
communication.

d. Creating of a file name template for a data storage.
Setting a path for data saving, and sampling limits on
how much data should be stored in one file.

4. Creating the dialog for entering patient identification
(surname, year of the birth), threshold values (AMT,
RMT) and other data according to the current protocol.

5. Establishing a folder for storing measured data. The
folder name contains the patient’s name and year of birth.
Folders are further sorted into a structure according to
specific examinations.

6. At the end of acquisition storing data and close windows
(Fig. 4).

4 System Validation

The system was used for examination of dystonic patients
group and healthy control subjects. Found values (see
Table 1) are comparable to studies handling with MEP
analysis. The average RMT value was 53% while Kojovic
[15] in his study reported 51.3% of the magnetic stimulator
output. The action threshold is then lower in both cases by
about 10% of the stimulator output. Latencies of MEP
evoked by single TMS pulse measured from the APB muscle
are 21.5 ± 1.1 ms and ADM muscle 21.7 ± 1.1 ms. In his
work, Livingston [16] reported 20.7 ± 1.4 ms for n.medi-
anus (APB) and 20.1 ± 2.1 ms for n.ulnaris (ADM).

5 Discussion

The purpose of this study was to describe the technical
solution and software for the motor-evoked potential
acquisition system. According to defined requirements, we
have developed a system that enables us to examine a group
of dystonic patients and of control subjects in the electro-
physiological examination protocol. It allows the determi-
nation of AMT and RMT values, to investigate the influence
of intracortical inhibition and to evaluate the effect of PAS.
The system was implemented both technically and pro-
grammatically. In the Signal programming environment, we
wrote scripts to control the function of individual cells in the
measuring chain (stimulators, amplifier, AD converter) and
data acquisition. The collected data were analyzed in the
Signal environment as well.

Fig. 4 Script algorithm
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The values ofMEPs parameters are in line with the literature
(Table 1). Since each TMS study has a group of control sub-
jects that serves as a source of reference values, the deviations
in our findings from other authors’ ones are not significant.

The main advantages of the system are the ability to
automatically control pacing parameters via the control
computer. It allows the examination to be divided into
blocks within which pulses are randomized with no need to
manually interfere with the process. Therefore, the attending
staff can pay full attention to the position of the stimulation
coil which is most important during TMS examination.

We plan to expand the system for measuring the tran-
scallosal inhibition in the group of patients after stroke.

6 Conclusion

We designed, developed and described TMS system, which
was successfully used for examination of 22 patients (mean
age 51 ± (SD) 17 years) suffering from dystonia and 22
age- and gender-matched healthy controls. Using the system,
we found significant differences between the patients and
healthy controls in MEP parameters (MEP onset latency,
amplitude). Designed system for TMS examination is an
effective tool for studying the pathophysiology of neuro-
logical diseases.
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Table 1 MEP parameters

Parameter Found value (hc) Similar systems (hc)

Resting threshold 53.3% (IQR 42–
65%)

51.3% [15]

Action threshold 37.0% (APB) 40.0% [15]

MEP amplitude
(mV)

1.2 ± 1.2 mV
(APB)a

1.5 ± 1.3 mV
(ADM)a

MEP latency (ms) 21.5 ± 1.1 ms
(APB)
21.7 ± 1.1 ms
(ADM)

20.7 ± 1.4 ms
(APB) [16]
20.1 ± 2.1 ms
(ADM) [16]

hc = healthy control, APB = abductor pollicis brevis, ADM = abductor
digiti minimi, a= stimulation intensity 1,3 � RMT
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Comparison Between Support Vector
Machine with Polynomial and RBF Kernels
Performance in Recognizing EEG Signals
of Dyslexic Children

A. Z. Ahmad Zainuddin , W. Mansor , Khuan Y. Lee,
and Z. Mahmoodin

Abstract
Dyslexia is seen as learning disorder that causes learners
having difficulties to recognize the word, be fluent in
reading and to write accurately. This is characterized by a
deficit in the region associated with learning pathways in
the brain. Activities in this region can be investigated
using electroencephalogram (EEG). In this work, Discrete
Wavelet Transform (DWT) with Daubechies order of 2
(db2) based features extraction was applied to the EEG
signal and the power is calculated. The differences
between beta and theta band with responding to learning
activities were explored. Multiclass Support Vector
Machine (SVM) was used to classify the EEG signal.
Performance comparison of Polynomial and Radial Basis
Function (RBF) kernel recognizing EEG signal during
writing word and non-word is presented in this paper. It
was found that SVM with RBF kernel performance was
generally higher than that of the polynomial kernel in
recognizing normal, poor and capable dyslexic children.
The SVM with RBF kernel produced 91% accuracy
compared to the polynomial kernel.

Keywords
Dyslexia � Electroencephalogram � Support vector
machine � RBF kernel � Polynomial kernel

1 Introduction

Dyslexia is a neurological disorder that causes learners
having difficulties to decode a word, read and write despite
receiving the adequate level of academic education [1].
Generally, the dyslexic children intelligent quotient (IQ) is
normal or above average even though they have the problem
to acquire smooth skill in reading and writing [2]. Schools in
Malaysia screen children with dyslexia through an assess-
ment that consists of measuring capability in spelling,
reading, writing and as well as children strength and weak-
ness in learning [3]. According to the report from Malaysia
Ministry of Education, approximately 53,613 children
enrolled the special program for learning disability in 2016
in which 8.35% expected to have dyslexia [4]. Another
report shows that dyslexic children that enrol the interven-
tion program have increased from 1,679 in 2014 to 10,329 in
2017 in which 5,806 is at primary level (age 7–12 years old)
[5]. This number is increasing every year.

Looking into brain function, the cerebral cortex is the part
of the brain that consists of four lobes which associated with
a different function known as a frontal, temporal, parietal
and occipital lobe. When an activity is carried out, the bio-
electrical signal is generated in the area that related to its
function which can be recorded using EEG. Compared to
other imaging technique to identify dyslexia such as fMRI,
PET and MEG [6], EEG has advantages as it can record
higher temporal resolution of the signal where time and
frequency domains of the signal are kept, is portable, easy to
use, low cost, noninvasive and practical to be applied during
learning activities [7].

A few studies have been conducted using EEG to deter-
mine area associates with brain functions such as sleep
studies [8], epileptic [9], mental task, mental imaginary,
motor imaginary, brain-computer interface [10] and learning
disabilities [11]. This EEG signal is extracted to find good
features for classification. Some of the features that can be
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extracted from EEG signal are power, skewness, variance,
energy, entropy and standard deviation [12].

Dyslexia information in EEG signal can be obtained by
extracting the features of the signal and then classified the
signal using a suitable classifier. SVM is one of the
well-known classifiers that can produce accurate results [13].
It is based on statistical learning theory and can work in
small sample size, nonlinear and multiple classifications
[14]. Choosing different kernel function of SVM may pro-
duce different performance [15]. Polynomial and RBF were
widely used nonlinear kernel that projected data into infinite
dimensional feature space [16]. The SVM performance
using both kernels in classifying EEG of dyslexic children
has not been reported.

This paper describes the classification of EEG signals of
normal, poor and capable dyslexic children using SVM with
Polynomial and RBF kernels. In this work, the performance
of Polynomial and RBF kernel through writing known word
and non-word is examined for suitability in identifying
dyslexia.

2 Research Methodology

In this work, the classification of EEG signal of dyslexic
children was carried out in several stages which include
signal acquisition, subject identification and processing,
features extraction and SVM classification using Polynomial
and RBF Kernels.

2.1 Signal Acquisition, Subject Identification,
and Processing

EEG signals were acquired using wireless bio-signal
acquisition system called g.Nautilus with 8 active elec-
trodes placed on the subject scalp in accordance with the
International 10/20 System. These electrodes act as a sensor
to pick up brain waves. Eight (8) electrode locations were
chosen with reference to the areas associated with reading
and writing pathways. At the left hemisphere of the brain,
the electrodes are positioned at C3, P3, T7, and FC5 while at
the right hemisphere of the brain, the electrodes are located
at C4, P4, T8, and FC6.

There were four tasks carried out by each subject while
EEG signal was recorded. The subject was asked to sit
comfortably on a chair with a piece of paper and a pencil.
A screen monitor was placed on a table in front of the
subject. In the first task, the subject has to write 3 simple
words and in the second task the subjects are required to
write 3 complex words, these words are the words that have
a specific meaning and can be understood. While in the third
task, the subject has to write 3 simple non-words and in the

fourth task, the subject must write 3 complex non-words.
These non-words are the words that have no specific
meaning. Each word and non-word was shown on the
monitor screen one by one.

These sets of words were prepared according to
age-appropriate academic level. Set A is for the subjects
aged 7–8 which comprises 3 alphabets, set B is for the
subjects aged 9–10 which contains 4–5 alphabets and set C
is for the subjects aged 11–12 and have 5–8 alphabets. The
choice of words and non-words were based on the assess-
ment used by Dyslexia Association of Malaysia.

In this study, EEG data were recorded from 8 normal
control subjects, 17 poor dyslexic children, and 8 capable
dyslexic children. Normal control subjects are children from
public school that can read and write smoothly. Poor dys-
lexic is referred to children that could not read and write
correctly compared with normal control subject with the
same age group level while capable dyslexic children refer to
children that are able to read and write after they went
through a dyslexia intervention program. The subject age
was in the range of 7–12 years old since at this stage they
start to receive formal learning activity at school where the
symptom of dyslexia can be clearly seen from reading and
writing. These subjects were first screened to identify the
level of learning disorder which is poor or capable dyslexic
with the assistance from Dyslexia Association of Malaysia
and Rakan Dyslexia Malaysia group. During the assessment,
physiological background, medical history, right and left
hand dominant and IQ were recorded to ensure conformity
of data.

EEG signals were recorded using g.Nautilus wireless
biosignal acquisition system that has a built-in amplification
and provides 24bit resolution with 500 Hz sampling rate.
Noise embedded in the signal was removed using 2 types of
filter. A notch filter was used to eliminate artifacts from
power lines frequency at 50 Hz and a high pass filter with
cut off frequency at 0.5 Hz was employed to remove noise
from dc source. Once the artifacts were removed, features
extraction was carried out.

2.2 Features Extraction

EEG signals are divided into five frequency bands known as
delta d (up to 4 Hz), theta h (4–8 Hz), a alpha (8–13 Hz),
beta b (13–30 Hz) and gamma c (above 31 Hz). The delta is
associated with deep sleep, theta is related to drowsiness,
alpha indicates relaxed awareness, beta refers to the con-
centration or active attention and finally, gamma is simul-
taneous processing of information from different brain areas.
Learning activities such as reading and writing, are mental
activities which associated with the beta band frequency.
While in theta band, the brain focusing is withdrawn.
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Since EEG signal has non-stationary properties,
time-frequency domain approaches using DWT was used for
extracting the signal features. Daubechies of order 2 (db2)
was employed to provide time-frequency scale representa-
tion due to its ability to localize features and provide smooth
EEG signals [12]. Hence, db2 decomposes EEG signal into
5, however, in this work, only beta (13–30 Hz) and theta
(4–8 Hz) bands were considered.

The power features were computed from reconstructed
signal detail coefficient and the power was calculated from
the sum of squared reconstructed signal values (x) divided
by the signal length (L) as shown in using Eq. (1).

Power ¼
X

x2=LðxÞ ð1Þ

The beta band power and the ratio of theta/beta band
power are the two statistical feature vectors used as input to
the classifier.

2.3 Classification

As mentioned previously, SVM with polynomial and RBF
kernels were used to classify the three categories of EEG
signals; normal, poor and capable dyslexic. SVM performs
classification by finding maximum separation boundary by
optimizing the spaces between two classes. In the linear
case, a straightforward separation can be done using linear
kernel but in nonlinear condition, the data need to be placed
in features space where the separation is carried out in
hyperspace. Nonlinear separation is accomplished by
employing Radial Basis Function (RBF) and Polynomial
kernel. Multiclass SVM with one versus one was employed
in this work to classify normal, poor and capable dyslexic
children. One versus one mechanism was carried out by
separating each pair of classes against each other and using
majority voting scheme to determine the output.

The SVM classifier equation used in the work is shown in
(2).

f ðxÞ ¼
XN

i
aiyik xi; xð Þþ b ð2Þ

where b is the bias, k(xi, x) is the kernel used in SVM, ai is
the weight vector, yi is the target vector and N is the size of
training data. While maximizing the margin of the data
separation, the SVM minimizes the misclassification to zero.
The trade-off between the misclassification and the margin is
controlled by a parameter called box constraint. For the
polynomial kernel, the order of polynomial kernel is deter-
mined by d as shown in Eq. (3). Here, the parameter d was
set to 3. The RBF kernel projects vectors into an infinite
dimensional space to compute the inner product between
two projected vectors. The RBF equation used in the work is

shown in Eq. (4) where the tuned parameter, r that specifies
the kernel width was set to 1. Both parameters were selected
since it gives the lowest error from ten-fold cross-validation.

k xi; xð Þ ¼ xi:xþ 1ð Þd ð3Þ

k xi; xð Þ ¼ exp � xi � xj jj j2
2r2

 !
ð4Þ

To select the optimum kernel, the box constraint was
varied from 0.001 to 1000. The performance of each kernel
was then evaluated and the accuracy, sensitivity, and
specificity were determined using Eqs. (5), (6) and (7)
respectively. Confusion matrix for multiclass was then
employed to verify the performance of the classification
models.

Accuracy;Ac ¼ TN þ TP
TP þ TN þFP þFN

ð5Þ

where TN is the true negative, TP is the true positive, FP is
the false positive and FN is the false negative.

Sensitivity; Se ¼ TPR ¼ TP
TP þFN

ð6Þ

Specificity; Sp ¼ TNR ¼ TN
TN þFP

ð7Þ

3 Results and Discussion

In this study, one dataset refers to total features obtained
from a recording of EEG signals from 8 channels (C3, C4,
P3, P4, FC5, FC6, T7 and T8) during performing a task.
Since two features which are beta band power and theta/beta
band ratio were computed for a task, one dataset gives 16
features. As each subject completes a total of 4 tasks, the
accumulative dataset is 132 for 33 subjects. Therefore, the
total data used is 2112. The datasets later were divided into
64% for training and 36% for testing. As mentioned
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Fig. 1 Accuracy for SVM with Polynomial and RBF kernels when
box constraint is varied
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previously, the optimum parameter for RBF and polynomial
kernel of SVM were selected using K-Fold cross-validation.

Figure 1 shows the accuracy of SVM in identifying
normal, poor and capable dyslexic when box constraint is
varied. The results show that RBF kernel provides high
accuracy (94%) when the box constraint is between 0.001
and 0.1 whereas the polynomial kernel maintains high
accuracy (51%) when the box constraint is in the range of
0.1–1000.

Table 1 shows the classification performance of SVM
with polynomial and RBF kernels. The SVM with polyno-
mial kernel provides the highest sensitivity when classifying
the normal subjects and have the highest specificity when
recognizing poor dyslexic children. It is also found that
using the polynomial kernel, the SVM provides an accuracy
of 51% in classifying the normal, poor and capable dyslexic
children.

It can be seen that the SVM with RBF kernel gives good
performance when classifying EEG signals of normal, poor
and capable dyslexic children. It provides 91% accuracy in
classifying all subjects. The highest sensitivity which is
100% is obtained when classifying the normal subjects and
the highest specificity (98%) is achieved when distinguish-
ing the capable dyslexic. Comparing the performance of
these two types of kernel at box constraint is 1, it is obvious
that the RBF kernel is the most accurate kernel since it
produces the highest classification accuracy which is 91%
whereas the polynomial kernel only gives 51%. The RBF
kernel performs better than the polynomial kernel since it
uses Gaussian curve with infinite dimensionality in sepa-
rating data points which offers more predictive efficiency.

4 Conclusion

The performance of SVM with polynomial and RBF kernels
in recognizing EEG signals of dyslexic children has been
described in this paper. The sensitivity, specificity, and
accuracy of each kernel were determined to select the opti-
mum kernel. It was found that the SVM with RBF kernel
performance is much better than that of polynomial kernel
since it produces an accuracy of 91% in classifying all

subjects. The SVM with polynomial kernel was unable to
identify poor dyslexic correctly compared to normal and
capable dyslexic. Therefore, the SVM with RBF Kernel is
proposed to be used in recognizing EEG signals of normal,
poor and capable dyslexic.
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Photothermal Inhibition of Cortex Neurons
Activity by Infrared Laser

Qingling Xia and Tobias Nyberg

Abstract
Some brain diseases are caused by neurons being
abnormally excited, such as Parkinson’s disease
(PD) and epilepsy. The aim of this study was to
investigate the feasibility and the efficacy of infrared
laser irradiation for inhibiting neuronal network activity.
We cultured rat cortex neurons, forming neural networks
with spontaneous neural activity, on multi-electrode
arrays (MEAs). To inhibit the activity of the networks
we irradiated the neurons using different intensity of
1550 nm infrared laser light. A temperature model was
created using COMSOL Multiphysics software to predict
the temperature change at different laser intensity irradi-
ation. Our initial result shows that the wavelength of
1550 nm infrared laser can be used to inhibit the network
activity of cultivated rat cortex neurons directly and
reversibly. The degrees of network inhibition can be
manipulated by changing the laser intensity. The optical
thermal effect is considered the primary mechanism
during infrared neural inhibition (INI). These results
demonstrate that INI could potentially be useful in the
treatment of neurological disorders and that temperature
may play an important role in INI.

Keywords
Brain diseases � Cortex neurons � Temperature model
Infrared neural inhibition (INI)

1 Introduction

Neural modulation techniques that can inhibit neural activity
safely and reversibly are valuable for treating nervous sys-
tem diseases, such as Parkinson’s disease and epilepsy.
Electrical stimulation (ES) is a standard stimulation method
that has been widely used to modulate neural activities in the
nervous system [1]. However, it is hard using ES to achieve
inhibition of neural activity without contact, electrochemical
junction and excitation, which restrict further control of the
nervous systems [2, 3]. Recent advances in optogenetics [4]
and nanoparticle-enhanced near-infrared laser (NIR) tech-
niques [5–7] have revealed the potential of precise inhibition
of neural activity. However, both techniques require the
introduction of exogenous additives to neuronal targets,
which hinder their clinical application.

In the last decade, Infrared neural stimulation (INS) has
been widely applied for evoking neurons response in the
peripheral nervous system (PNS) [8–10] and central nervous
system (CNS) [11, 12]. Recently, it is shown that IR light
can also inhibit neural the activity of neurons in vitro [13,
14]. The advantages of using IR compared with ES are that
the technique is contact-free and has high spatial selectivity
[8]. In contrast to optogenetics and nanoparticle-enhanced
NIR optical methods, INI is a direct stimulation without
genetically modifying the neuronal tissue and cells or adding
exogenous transducer materials. However before INI could
potentially be used as a clinical method for treating nervous
system diseases we need to investigate the efficacy and
safety of the method.

In this study, we investigate how infrared laser light,
k = 1550 nm, can inhibit the activity of in vitro cortex
neural network. The spikes rate and spike rate change
(SRC) were calculated to test the degree of INI. A tempera-
ture model was used to simulate the temperature elevation,
during INI, which was subsequently used for safety evalu-
ation of the laser irradiation.
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2 Method

2.1 Experimental Setup of Primary Cortex
Neurons Stimulation and Recording

Figure 1c illustrates the schematic of IR irradiation and
recording system based on micro-electrode arrays (MEAs).
Neurons were cultivated on MEAs having 60 electrodes with
an electrode diameter of 30 µm and an inter-electrode dis-
tance of 200 µm using silicon nitride to insulate the leads
(Multichannel Systems, Reutlingen, Germany).

To irradiate neurons a 1550 nm continuous wave
(CW) infrared laser (Modulight, Tampere, Finland) with a
200 µm multimode fiber with an attached collimator
(F220SMA-1550, Thorlabs, Newton, NJ) was used Fig. 1c.
Laser power was varied from 90, 180, 270 to 340 mW.
Before the stimulation experiments, MEAs were taken out
from incubator to check for activity in the form of sponta-
neous bursts and single action potentials. Laser irradiation
experiments were only conducted on MEAs having spon-
taneous activity.

Neural activity was recorded by the MEA at the age of
19–27 DIV. The MEA was placed in an MEA-1060 Head-
stage (Multichannel Systems, Reutlingen, Germany) and
heated to 32 °C. The electrodes signal was amplified by a 16
channel amplifier (Micro Electrode Amplifier, model 3600,
AM Systems) and digitized using DataWave software (Sci-
Works, Loveland, CO v. 6.0).

2.2 Cell Culturing

Primary cortex neurons were prepared from an embryonic
day 18 (E18) Sprague Dawley (SD) rat cortex (Brainbits
UK). The dissociation procedure followed was the BrainBits
Primary Neuron Culture Protocol. MEAs were coated with
100 ll of 1% polyethyleneimine (Sigma-Aldrich, USA)
overnight. Before use, the MEAs were rinsed with sterilized
water and allowed to dry. Dishes were covered by 20 ll
mouse laminin (L2020, Sigma-Aldrich) solution, at a con-
centration of 20 lg per ml medium, for 1 to 2 h in the
incubator (37 °C, 5% CO2) before adding the cell suspen-
sion. MEA membrane lids (ALA Scientific Instruments,
USA) was used to limit medium evaporation during
cultivation.

Cells were cultivated following the Brainbits culturing
protocol with an addition of pencillin resulting in a con-
centration of 100 U/ml penicillin and 100 lg/ml strepto-
mycin (Sigma-Aldrich, USA.), to the medium. Half of the
medium was changed every 3 days.

2.3 The Heating Model

To model the temperature during the laser irradiation, a finite
element model (FEM, Fig. 1b) was adapted from the model
of Liljemalm et al. [14] using COMSOL Multi-physics
(COMSOL Multi-physics, 2017, version 5.3, Stockholm,

Fig. 1 The schematic of IR irradiation and recording and the 3D
geometry of temperature model. a The side view of the MEA chamber
during IR irradiation of neurons (From the dark dash box of c), not to
scale), the small red area represents the laser spot. b The 3D geometry
used in the model represents the red dash rectangular box of a and

consists of glass, an insulating layer (SiN, 2 µm) and water. Unit: µm.
A finer mesh was used for the central water region to achieve a more
detailed spatial solution in the volume of interest. c The illustration of
the experimental setup (Color figure online)
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Sweden) to present the region of interest (ROI, the red dash
box in Fig. 1a). We discretized the model as 20 lm � 20
m � 20 lm cubic elements and considered the interface
non-isothermal flow, a multiphysics coupling of fluid flow
and heat transfer. The two main components of heat trans-
port in the model are conduction and convection. The nor-
malized laser intensity distribution was assumed as an ideal
Gaussian function with a beam diameter of 6 mm.

2.4 Data Analysis

To analyze and extract the spikes, digitized signals were
filtered with Butterworth band-pass filter (20–2000 Hz) and
the detection threshold was set to two times the noise level.
For the analysis of neural activity, average spike rates were
calculated before, after, and during laser stimulation (bin =
1 s). To evaluate the degree of the neural activity inhibition,
we chose the channels which had average spike rate more
than 1 spikes/sec before the laser stimulation. The spike rate
change (SRC) with or without the IR irradiation was esti-
mated by the following Eq. 1.

SRC %ð Þ ¼ spike count during stim� spike count before stim
spike count before stim

� �
� 100%

ð1Þ

2.5 Safety Analysis

We evaluated the safety of our laser experiments by calcu-
lating the damage signal ratio (DSR) using the method and
presented in [15]. The highest spatial temperature, in the
center of the MEA, was used for the calculations.

3 Results

3.1 Temperature Changes at the Cell Layer

The temperature model predicted the temperature changes
over the time in the center of the laser beam at output powers
of 90–340 mW (Fig. 2a). The temperatures rose immediately
following the IR exposure and reached the equilibrium
temperature after about 2 s (Fig. 2a). To save simulation
time we simulated the first 3 s of the 60 s long laser pulse
and used the temperature plateau value at 2 s as our maxi-
mum temperature. Figure 2b shows how the temperature
space distribution at 2 s under the different laser power.

3.2 Infrared Neural Stimulation Inhibited
the Neural Network Activities

To better illustrate the strong correlation between laser
stimulus and cellular response and allow the firing of the
neurons to recover, we repeatedly stimulated the neurons 3
times by turning the laser on 60 s and off 180 s (Fig. 3a).
The results show this stimulation is repeatable and reversible
(Fig. 3b). Spike rate plots show the mean spikes per second
prior to, during 60 s and post 120 s of the infrared light
exposure (Fig. 4). The spike rate decreased with increasing
laser power (90–340 mW) (Fig. 4).

Neural inhibition occurred instantly after the IR irradia-
tion, inset Fig. 4c, d. The first 5 s the spikes were suppressed
most severely and then the degree of inhibition was slightly
decreased. Both Figs. 3 and 4 demonstrate spiking firing was
fully recovered about 90 s post-IR exposure.

To quantify the degree of inhibition, spike rate change
(SRC) was calculated using Eq. 1. When the laser power
increased from 0 to 340 mW, for MEA 1 and MEA2, the
degree of suppression rose monotonically from 0 to 88.18%
and from 0 to 62.96% respectively (Fig. 5a). The tempera-
ture increase, for the equilibrium plateau in Fig. 2, was
slightly non-linear with the power increase (Fig. 5b).

3.3 Damage Signal Ratio (DSR) at the Different
Laser Power

The DSR for the maximum power was 0.00028. For an
extended laser irradiation of 10 min at the power 340 mW,
the DSR was 0.0028.

4 Discussion

In our present work, we show that the rapid, repeatable and
reversible block of cortex neurons was obtained with
1550 nm infrared laser. In addition, the different degree of
inhibition could be achieved by tuning the laser power.

The inhibition is presumed to be a heat block phenomena
[16] or a heat sensitive membrane channel [5]. As can be seen
from, Fig. 2b, the temperature is not uniform over the MEA
surface. The inhibition may thus be lesser at the edges of the
illuminated area. Thus it is difficult to make a quantitative
evaluation of the inhibition for one specific temperature.
However as we have used the peak temperature in the center of
the MEA we are constantly underestimating the degree of
inhibition, if the lowest temperatures on the MEA had been
used we would be overestimating the efficacy of the method.
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Comparing the maximum temperature change with laser
power (Fig. 5b) and the degree of inhibition with laser
power (Fig. 5a) indicated that higher temperature increased
the suppression of neuron activity. The inhibition is not
linear with the temperature increase but is increasing more
per degree for a low laser power and then levels out (Fig. 5).
The degree of inhibition is different for the two MEAs
(Fig. 5a). We attribute this to differences in the network
layout where parameters such as synaptic connections, local
cell density, and the neuron type, may all contribute to dif-
ferences in activity of the network both before and during
inhibition.

The maximum inhibition 88%, spike data from all elec-
trodes, was obtained for MEA1 using 340 mW resulting in an
irradiance of 14 mW/mm2. These inhibition results are in
accordance with reports of the photothermal suppression effect
induced by different nanoparticle-enhanced NIR resulting in a
degree of inhibition of 80–96% for 15 mW/mm2 at 785 nm [5,
7]. Thus we manage to reach a similar degree of inhibition
without exogenous additives. This is an advantage of INI as
there is no need to consider any cytotoxicity of nanomaterials if
considering the technique for a clinical purpose.

The rapid and stable neuron response is important to
consider when translating the modulation technique of INI to

Fig. 2 Temperature distribution on the cell layer (0.1 µm above the
MEAs substrate) at the different laser power (Laser power: 90, 180, 270
and 340 mW; Laser wavelength: 1550 nm; Initial temperature 32 °C).

a Temperature distribution in the center of the laser beam at the
different laser power over the time. b Temperature distribution at the
distance from the center along the x-axis at 2 s

Fig. 3 Laser irradiation scheme
and single channel suppression
illustration. a The schematic of 3
times repeated laser irradiation.
b The raw data of repeating
suppression of spontaneous
neural firing from a single
electrode (laser power 270 mW,
MEA 1)

102 Q. Xia and T. Nyberg



clinical application. In our experiments, inhibition was
accrued within one second after the laser was turned on
(Fig. 4). This is roughly the time it takes for the temperature
to reach equilibrium, Fig. 2a. Inhibition was obvious from
the start of the laser pulse, especially the first 5 s, and
continued after the end of the pulse for roughly 60 s (Fig. 4).
Spike rate slowly increased even during the IR irradiation
(the insert of Fig. 4c, d) and spikes slowly recovered after
almost 90 s laser exposure. To allow the activities of the
neurons have enough time to recovery, we thus waited for
180 s before the next irradiation. Inhibition is present for the
90 mW and increases most fast up to 270 mW. These spikes
were fully reversible and highly reproducible across the
repeated experiments (Fig. 3). These repeated experiments

show the reliability of INI and the potential to be used as the
clinical tool.

In the current experiment, we used a baseline temperature
of 32 °C. As the maximum temperature increase is only about
5 °C we reach a modest maximum temperature of 37 °C. We
do not expect this temperature to inflict any damage on the
neurons when they are exposed for a limited time. Calculating
the DSR for our maximum irradiance at 340 mW gave a value
of 0.00028 which is far below the damage threshold for
cerebral cortex cells of 0.051 [15]. If the temperature baseline
would have been increased we cannot rule out potential
damage. This problem could possibly be used by pulsing the
laser during the stimulation as pulses may also inhibit the
activity without inflicting damage [14, 15].

Fig. 4 Spike rate plots for neurons exposed to 60 s continuous wave
infrared laser at a 90, b 180, c 270 and d 340 mW (recording
electrodes: n = 9, repeat stimulation: 3 times, red words 0 and 60: laser

start and laser end, bin size: 1 s.). The inset in c and d magnifies the
time period 0–60 s during the IR (Color figure online)
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5 Conclusion

In this study, we showed the high efficiency of INI and a
different degree of INI could be achieved by tuning the laser
power, which shows the promising to be used to treat some
neurological diseases. However, for evaluating potential
clinical use of INI further research is needed to find more
specific parameters for laser pulses to be used at physio-
logical temperatures.
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Automated Atlas Fitting for Deep Brain
Stimulation Surgery Based
on Microelectrode Neuronal Recordings

Eduard Bakštein, Tomáš Sieger, Daniel Novák, Filip Růžička,
and Robert Jech

Abstract
Introduction: The deep brain stimulation (DBS) is a
treatment technique for late-stage Parkinson’s disease
(PD), based on chronic electrical stimulation of neural
tissue through implanted electrodes. To achieve high level
of symptom suppression with low side effects, precise
electrode placement is necessary, although difficult due to
small size of the target nucleus and various sources of
inaccuracy, especially brain shift and electrode bending.
To increase accuracy of electrode placement, electrophys-
iological recording using several parallel microelectrodes
(MER) is used intraoperatively in most centers. Location of
the target nucleus is identified from manual expert
evaluation of characteristic neuronal activity. Existing
studies have presented several models to classify individ-
ual recordings or trajectories automatically. In this study,
we extend this approach by fitting a 3D anatomical atlas to
the recorded electrophysiological activity, thus adding
topological information. Methods: We developed a prob-
abilistic model of neuronal activity in the vicinity the
subthalamic nucleus (STN), based on normalized signal
energy. The model is used to find a maximum-likelihood
transformation of an anatomical surface-based atlas to the
recorded activity. The resulting atlas fit is compared to atlas
position estimated from pre-operative MRI scans. Accu-
racy of STN classification is then evaluated in a
leave-one-subject-out scenario using expert MER annota-
tion. Results: In an evaluation on a set of 27multi-electrode

trajectories from 15 PD patients, the proposed method
showed higher accuracy in STN-nonSTN classification
(88.1%) compared to the reference methods (78.7%) with
an even more pronounced advantage in sensitivity (69.0%
vs 44.6%). Conclusion: The proposed method allows
electrophysiology-based refinement of atlas position of the
STN and represents a promising direction in refining
accuracy of MER localization in clinical DBS setting, as
well as in research of DBS mechanisms.

Keywords
Deep brain stimulation � Anatomical atlas fitting
Microelectrode recordings

1 Introduction

The deep brain stimulation (DBS), targeting the basal gan-
glia is a symptomatic treatment technique, applied routinely
to late-stage Parkinson’s disease (PD) and other movement
disorders, such as dystonia or essential tremor. In case of the
PD, chronic electrical stimulation is most commonly applied
to the subthalamic nucleus (STN), which is small (ca 10 mm
along its longest axis) and located in subcortical structures,
which makes it a challenging target to implant an electrode
into. Moreover, brain shift, electrode bending and other
influences during the surgery introduce additional inaccu-
racies into the process.

As highly accurate electrode placement within the nucleus
is crucial for achieving a good clinical outcome, most centers
use manually evaluated microelectrode recordings (MER) for
additional electrophysiological verification of optimal target
position. Over more than a decade, successful efforts have
been made to provide automatic MER classification to ease
the process using various signal-derived features and
machine-learning models(e.g. [1, 2]).

In this paper, we extend on the work of Lujan et al. [3],
who suggested fitting of a 3D atlas to manually-labeled
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MER locations. Using a probabilistic framework, which we
described previously in [4], we develop a model that allows
fully automatic fitting of a surface STN atlas directly to raw
MER data, without the need for manual annotation.

2 Methods

The proposed model is based on finding a maximum like-
lihood fit of a surface STN model to neuronal background
activity, assuming different probability distribution of neu-
ronal activity level inside and outside the STN. The aim is
then to find transformation of the STN atlas, which maxi-
mizes the likelihood of STN position with respect to the
measured MER data. We use the surface atlas by Krauth
et al. [5] but any STN atlas can be used in general. The
model is described in more detail below, further technical
details can be found in the thesis [6].

To extract an estimate of the neuronal background
activity level from raw MER signal, we used the normalized
root-mean-square (NRMS) measure proposed in [1], which
sets the mean RMS value of the first five recording positions
of each trajectory equal to one. This approach compensates
for variability in electrode impedance.

2.1 The 3D Atlas Transformation Procedure

We define the 3D transformation used in this study as a
matrix operation with 9 degrees of freedom (DOF), allowing
translations tx; ty and tz, scaling sx; sy and sz along the x; y
and z axis respectively and also rotation around the three
axes, given by the angles cx; cy and cz.

The transformation is given by the vector r and can be
completely characterized as:

r ¼ ½tx; ty; tz; sx; sy; sz; cx; cy; cz�: ð1Þ

2.2 Model Structure

The model assumes two states with different NRMS
levels: (i) Inside the STN (IN) and (ii) outside the STN
(OUT). The probability distribution of the NRMS values
in each state is modeled by the log-normal distribution in
what we call the emission probabilities. Additionally, we
incorporate smooth transition between states around the
boundary, modeled by logistic (sigmoid) function, which
we call the sigmoid membership function. This provides
smooth gradient for more convenient optimization, as well
as a more realistic representation of the

electrophysiological boundary of the STN, which is fuzzy
especially at the lateral end (see Fig. 2). The emission
probabilities, as well as parameters of the sigmoid mem-
bership functions are estimated during model training
phase on data from the training set and form the parameter
vector H.

The atlas fitting is then done during the evaluation phase,
typically on unseen test data. The aim is to find a transfor-
mation vector r� which maximizes the likelihood of pro-
ducing a set of observations (i.e. NRMS values)
x ¼ fx1; . . .; xNg recorded at locations L ¼ fl1; . . .; lNg,
where li are the 3D recording site coordinates corresponding
to observation xi. The transformation using the parameters r
is then applied to the STN atlas vertices v at the initial
position. All parameters from the vector H are held fixed
during the whole evaluation phase.

Emission probabilities The emission probabilities rep-
resent how likely a background activity (NRMS) level xi is
to be observed in the respective state. The emission proba-
bilities are modeled using the log-normal distribution, whose
parameters fl̂OUT ; r̂OUT ; l̂IN ; r̂INg are estimated during the
training phase using standard maximum-likelihood estima-
tion. Example of trained emission probabilities can be found
in Fig. 1.

In the evaluation phase, the emission probability
pðxi sj ;HÞ of observing NRMS value xi in a state s given
model parameters H is calculated using formula for proba-
bility density function of the log-normal distribution.

Membership probabilities The transition between states
is modeled by the membership sigmoid function S, which
also represents the fuzzy electrophysiological boundary of
the STN, as observed on real data (see Fig. 2). As the slope
of the transition is steeper at the proximal boundary (where
the electrode enters the STN) the training NRMS data
aligned with respect to the STN entry, combined with mir-
rored data aligned with respect to the STN exit are used to fit
a single sigmoid function S, defined by two parameters: shift
b0 and slope b1.

In the evaluation phase, the sigmoid transition function
depends only on the distance from the model surface, rotated
using vector r and is computed according to:

Sðdi Hj Þ ¼ 1þ exp�ðb0 þ b1ðdiÞÞ
� ��1

; ð2Þ

where di is the euclidean distance between the MER mea-
surement location li and the nearest point on the surface of
the STN model. Additionally, the distance di is multiplied by
−1 if the location li lies outside of the model and by +1 when
inside.

The membership probabilities for trained model param-
eters H and anatomical model transformed by the vector r
are then computed according to:
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pðli 2 IN r;Hj Þ ¼ Sðli r;Hj Þ ð3Þ
for the state IN and:

pðli 2 OUT r;Hj Þ ¼ 1� pðli 2 IN r;Hj Þ ð4Þ
for the state OUT.

The trained model is fully characterized by the parameter
vector.

H ¼ fl̂OUT ; r̂OUT ; l̂IN ; r̂IN ; b0; b1g, comprising parame-
ters of the emission probability densities and those of the
sigmoid function.

Likelihood function and MLE estimation The aim of
optimization in the evaluation phase is to find transformation
vector r�, which maximizes the likelihood given the
observed data:

r� ¼ argmax
r

Lðr fx;Lgj ;HÞ ¼ argmax
r

pðfx;Lg r;Hj Þ ð5Þ

Where p is the joint probability of observation sequence x
at locations L, given trained model parameters H and
transformation vector r. When decomposed, the probability
of being in state s (i.e. IN or OUTÞ and observing a NRMS
value xi at position li is computed as a product of the

Fig. 1 Fitted emission
probabilities: histograms of
observed NRMS values inside
(red area) and outside (blue area)
the STN, with fitted log-normal
probability density functions
(dashed curves) and their
parameters (vertical lines) (Color
figure online)

Fig. 2 The membership logistic
sigmoid function S (red) fitted to
measured NRMS data around
the STN entry (blue circles)
and exit (green circles,
depth-flipped/negative) data. The
fitted sigmoid S can be compared
to separate entry and exit sigmoid
Sen and Sex, fitted on STN entry or
exit data separately (Color figure
online)
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emission and membership probability functions according to
the Bayes’ theorem:

pðfxi; li 2 sg r;Hj Þ ¼ pðxi lij 2 s; r;HÞ � pðli 2 s r;Hj Þ ð6Þ
The joint probability for a single observation is then

computed as a marginalization over both states:

pðfxi; lig r;Hj Þ ¼ pðfxi; lig r;Hj Þ ¼
¼ pðfxi; li 2 INg r;Hj Þ
þ pðfxi; li 2 OUTg r;Hj Þ

ð7Þ

To compute the joint probability of the whole observation
sequence x ¼ fx1; . . .; xNg;L ¼ fl1; . . .; lNg, we naïvely
assume conditional independence given model parameters
and compute the joint probability as:

pðfx;Lg r;Hj Þ ¼
YN

i¼1

pðfxi; lig r;Hj Þ ð8Þ

For numerical stability, we use the equivalent task and
minimize the negative log-likelihood instead:

r� ¼ argmin
r

XN

i¼1

� lnðpðfxi; lig r;Hj ÞÞ; ð9Þ

where r� is the MLE estimate of optimal transformation
parameters, given the model parameters and the observation
sequence. The minimization is performed using general
purpose constrained optimization (the active set algorithm as
implemented in MathWorks Matlab fmincon function). To
prevent the model from diverging from clinically reasonable
scaling and rotation, we set the maximum shift to �5mm in
any direction, maximum scaling �25% in each direction and
rotation maximum �15� around each axis, hence the model
abbreviation nrmsCon, used below.

2.3 Reference Methods

In order to evaluate performance of the proposed method, we
implemented three reference methods, based solely on
anatomical landmarks, identified manually by neurologists
in the pre-operative MRI images:

1. target—the method consists in finding a translation
½tx; ty; tz�, which shifts central point of the atlas model to
the planned target point without any scaling or rotation.
This method is also used as the initalization for
NRMS-based fitting, as it requires no additional infor-
mation apart from planned target coordinates, which is
the result of standard pre-surgical planning procedure.

2. acpc—this method represents a simple atlas fitting
approach, based on two significant brain landmarks: the
anterior commisure (AC) and the posterior commisure
(PC). The method analytically finds a full 9-DOF trans-
formation which maps the vector given by AC and PC
points in the atlas to the vector given by AC-PC points,
identified in patient’s MRI scans.

3. allpoints—additionally to the AC-PC points, this method
uses 12 landmarks on the STN boundaries, defined pre-
viously in the supplement of [7]. The method than finds a
full 9-DOF transformation to minimize the least-square
distance between the characteristic points on the atlas and
in manually annotated patient MRI data.

2.4 Data Collection and Preprocessing

The MER signals were recorded intra-operatively from five
parallel electrode trajectories, spaced 2 mm apart in a
“ben-gun” configuration around the central electrode. The
sampling frequency was 24 kHz, signals were filtered by a
bandpass filter in the range 500–5000 Hz upon recording
and stored for offline processing. At each of the recording
positions, spaced apart by 0.5 mm, a typically ten seconds of
MER signal were recorded using each electrode. In order to
eliminate artifact-bearing segments of the signals, we used
our automatic artifact classifier, presented previously in [8].
Manual intra-operative expert annotation of the MER signals
has been stored, labeling each signal as coming either from
inside or outside the STN.

2.5 Performance Evaluation

In order to estimate the out of sample performance of the
proposed method and due to the relatively small sample size
(in terms of whole patient sets), we employed the leave one
subject out (LOSO) procedure. In each iteration we kept one
subject’s data (maximum two 5-electrode trajectories for
bi-laterally implanted patients) for model fitting and evalu-
ation, while all other data were used to obtain the
parameters H.

To evaluate quality of the model fit, we used the
machine-learning based approach used also in [3]: the MER
recording sites, expert-labeled as STN, were expected to be
encapsulated inside the fitted atlas (true positives), while
other recordings were expected to lie outside. The accuracy,
sensitivity, specificity and Youden J-index
J ¼ sensitivityþ specificity� 1ð Þ were computed.
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3 Results and Discussion

3.1 Collected Data

The dataset contained data from 27 explorations in 15 PD
patients with complete 3D information and additional 8
explorations from 4 patients with measured and annotated
MER signals but without information on spatial recording
locations. The latter small set was included for estimation of
model parameters Hð Þ but was excluded from validation.
Each exploration consisted of 5 electrode trajectories with
25.9 recording positions on average. In total, the data
included 35 explorations from 19 patients, leading to 175
electrode trajectories and 4538 recorded MER signals.

3.2 Performance Evaluation

Classification performance (i.e. the proportion of correctly
included/excluded recording sites) was evaluated for each of
the fitting methods on the 27 exploration trajectories, the

results are shown in the Fig. 3 and Table 1. As seen from the
results, it is apparent that the presented nrmsCon method
provided substantially better fit to the measured MER sites
than any of the other methods. The results further show, that
the main difference is driven especially by the higher sen-
sitivity, i.e. the proportion of correctly included STN points
inside the model. This is even more clearly seen from the
tabulated values of the Youden J statistic, where the pro-
posed method surpasses the reference methods by a factor of
two. It has to be considered that the dataset is highly
imbalanced dataset with only 27% of signals coming from
the STN.

To provide additional insight into the results, we evalu-
ated the fitted values of the transformation parameters indi-
vidually. Results of the proposed nrmsCon method showed
similar distribution to the landmark-based allPoints method,
except for a relatively large ca 2mm shift in the y direction.
According to previous studies [9], this is the main direction
of the brain shift occuring during surgery and this prelimi-
nary evaluation thus provides promising results for
intra-operative brain-shift compensation. An example visu-
alization of atlas fit can be found in Fig. 4.

Fig. 3 Comparison of
classification performance
across methods (correctly
included/excluded recorded
NRMS points): the proposed
electrophysiology-based method
nrmsCon (yellow) showed higher
STN identification accuracy than
the reference MRI-based methods
(Color figure online)

Table 1 Overall 3D STN model fitting crossvalidation results on the 27 validation trajectories for all methods

Method Accuracy Sensitivity Specificity Youden J

Mean (%) Std (%) Mean (%) Std Mean (%) Std Mean (%) Std (%)

Target 74,3 7,6 40,7 12,3 87,3 5,7 28,0 17,0

acpc 75,7 8,9 44,7 17,2 87,6 8,2 32,3 21,1

All Points 78,7 8,7 44,6 19,8 92,3 4,9 36,8 21,3

nrmsCon 88,1 5,2 69,0 14,2 95,5 5,4 64,5 13,6
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4 Conclusion

We proposed a probabilistic model for automatic direct fit-
ting of a STN atlas to multi-electrode explorative DBS MER
data. The presented results indicate that the proposed
MER-based system may potentially bring increased accu-
racy in intra-operative MER localization and thus contribute
to higher efficacy in DBS research and potentially also in
therapy.
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the resulting model are denoted by black points, planned target by red o
(Color figure online)
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Applying Weightless Neural Networks
to a P300-Based Brain-Computer Interface

Marco Simões, Carlos Amaral, Felipe França, Paulo Carvalho,
and Miguel Castelo-Branco

Abstract
P300-based Brain Computer Interfaces (BCI) are one of
the most used types of BCIs in the literature that make use
of the electroencephalogram (EEG) signal to convey
commands to the computer. The efficiency of such
systems depends drastically on the ability of correctly
identifying the P300 wave in the EEG signal. Due to high
inter-subject and inter-session variability, single-subject
classifiers must be trained every session. In order to
achieve fast setup times of the system, only a few trials
are available each session for training the classifier. In this
scenario, the capacity to learn from few examples is
crucial for the performance of the BCI and, therefore, the
use of weightless neural networks (WNN) is promising.
Despite its possible added value, there are no studies, to
our knowledge, applying WNNs to P300 classification.
Here we compare the performance of a WNN against the
state-of-the-art algorithms when applied to a P300-based
BCI for joint-attention training in autism. Our results
show that the WNN performs as good as its competitors,
outperforming them several times. We also perform an
analysis of the WNN hyperparameters, showing that
smaller memories achieve better results most of the times.

This study demonstrates that the adoption of this type of
classifiers might help increase the prediction accuracy of
P300-based BCI systems, and should be a valid option for
future studies to consider.

Keywords
P300 � Brain-Computer interfaces (BCI)
Weightless neural networks (WNN)

1 Introduction

P300-based Brain Computer Interfaces (BCI) represent a
widely used type of electroencephalographic (EEG) BCI in
the literature. Those BCIs work based on the identification of
the P300 wave in the EEG signal, elicited by paying atten-
tion an infrequent stimulus. Although the most common
application in the P300-speller [1], an interface for selecting
letters from a matrix based on flashes, more complex inter-
faces have been proposed [2]. Although they base their
functioning in the same neurological process related to
attention, different waveforms are elicited by different
interfaces [3]. In this sense, it is important to have strong
classification algorithms to correctly identify the target
stimulus.

Due to high inter-subject and inter-session variability,
single-subject classifiers must be trained every session. In
order to achieve fast setup times to the system, only a few
trials are available each session for training the classifier.

In this scenario, being able to learn from few cases is
crucial and, therefore, the use of weightless neural networks
(WNN) is promising. The WNN are a family of classifiers
that do not require weight optimization, being trained only
with a forward step [4]. This way, the WNN are usually
faster to train than its usual competitors [5]. Despite their
foreseeable merits, the applications of WNN remain under-
explored [6], being this the first work applying WNN to
BCI, to our knowledge.
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In this paper, we compare the performance of a WNN
against the state-of-the-art algorithms when applied to a
P300-based BCI clinical trial for joint-attention training in
autism. We further study how the WNN hyperparameters
influence the classifier in this task.

2 Methods

In this section we describe the methods used in the paper,
starting with the dataset used, the feature extraction proce-
dure and then the classifiers used for performance
comparison.

2.1 Dataset

We used the EEG data from 13 subjects using the gTec g.
Nautilus system while performing an innovative
P300-based BCI task for joint-attention training in autism,
published in [2]. This innovative system uses the BCI in a
virtual reality setting, where the participants train to follow
the gaze of a virtual avatar. 13 subjects performed one
session of BCI with 3 systems. The paper concluded that
the best performing EEG system was the g.Nautilus, in
terms of use for a clinical trial in autism. Here, we also use
the g.Nautilus data for the comparison of classifiers. For a
detailed explanation of the task, please refer to the paper
in [2].

2.2 Signal Processing and Classification Pipeline

The signal processing procedure follows the traditional
feature extraction and selection using two independent
datasets (one for training, one for testing). This process is
repeated for each session of each participant.

2.2.1 Feature Extraction and Selection
The feature extraction procedure follows the algorithm of
[7], where a two-step spatial filter is applied to the signal,
one using the Fisher Criteria to maximize the differences
between target/non-target signals and another one to maxi-
mize the Signal-to-Noise Ratio (SNR) (see Fig. 1). The fil-
ters are applied in cascade. To a deeper explanation of the
procedure, please refer to the original paper [7].

From the final signal generated, we select the features that
maximize the difference between the target and non-target
signals (measured by Pearson R correlation). Only the fea-
tures whose p-value are below 0.01 are selected. A minimum
of 50 features is enforced, meaning that if not enough fea-
tures have a p-value below threshold, the 50 features with
lowest p-value are selected.

2.2.2 Classification Procedure
In order to select the best parameters for each classifier, the
train dataset is split in train (70% of the samples) and vali-
dation (30% of the samples) sets. Then, we iteratively select
hyperparameter combinations to test. For each hyperpa-
rameter combination we train a classifier with the train set
and evaluate its performance with the test set. The classifier
with the best accuracy in the validation set is selected for
evaluation with the test set.

The metric selected for evaluation of the classifier per-
formance was the object detection accuracy. In the virtual
scenario, the avatar directs the attention of the participant for
one out of eight objects. For each blink of the eight objects,
the classifier must perform a binary classification (target vs
non-target), generating a target score for each object. For the
eight objects, the one with the highest target score is selected
as target, while the other are labeled as non-target.
Chance-level is, therefore, fixed as 12.5% (1 out of 8).

2.3 Classifiers

In this paper, we compared the most used classifiers for this
purpose [8] (Fisher Linear Discriminant Analysis (fisher),
Support-Vector Machine (svm) and Naïve Bayes Classifier
(nbc)) with a Weightless Neural Network (Wilkes, Stonham
and Aleksander Recognition Device—WiSARD variant).
The WiSARD is a network of discriminants, each composed
by n-tuples of RAM memories. The input feature vector is
transformed in a binary representation. That binary repre-
sentation is randomly mapped to the memories. For training,
each sample goes to the discriminant of its class, increasing
the counter of each memory location. For evaluation, the
feature vector is evaluated in both discriminants (see Fig. 2),
selecting the discriminant with higher sum of counts, after a
bleaching procedure (for a more in-depth description, see
[9]). We adapted the WiSARD algorithm to consider prior
class frequencies in its prediction, to deal with the unbal-
anced characteristics of this problem. So, after the training,
the counts of each memory of each discriminant is divided
by the total samples of its class, used in training.

The hyperparameters optimized for theWiSARD classifier
were the number of bits per memory (memory size) and the
number of bits to represent each feature (input size). For the
SVM, we optimized the BoxContraint C value. The NBC and
Fisher classifier do not need hyperparameter optimization.

We also registered the training time needed for each
classifier and compare them in addition to the accuracy
metric. It should be noted that while the SVM, Fisher and
Naïve Bayes classifiers make use of precompiled C routines,
the WNN uses an in-house developed software fully scripted
in Matlab, which makes the training times comparison
biased against the WNN.
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Fig. 1 Left—Event-related potentials (ERPs) from the 8 original
electrodes, showing the grand averages of all target stimuli (orange) and
all non-target stimuli (blue), for a randomly selected subject.
Right—Signal processed for feature extraction, after application of

Fisher Criterion filter (top) and max-SNR filter (bottom). Most
discriminant features are selected and highlighted in the figures (Color
figure online)

Fig. 2 WiSARD schematic,
explaining the process from the
signal to the discriminants.
During training, each sample is
mapped to the correspondent
discriminant. For the prediction
part, the sample is submitted to
both discriminants and the
resulting scores compared
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3 Results

Due to the intrinsic noise characteristic of event-related
potential signals, the SNR increases when we average sev-
eral responses together. In this sense, we present in Fig. 3
the results of the performance of the classifiers across the
number of averaged trials.

As expected, we see a monotonic increase in accuracy
across trials for almost every classifier. We see that, for
the validation set, the WiSARD present the best results for
every SNR level. At the test set, we see that its

performance is, at least, as good as the best classifier of
the common used solutions, outperforming it several
times. We see that in several cases it outperforms the
SVM, possibly the most used classifier in the literature for
this type of problem.

Regarding the hyperparameters (Fig. 4), we see that for
most of the times, smaller memories are selected (2 bits).
When looking to the histogram of the number of bits used to
represent each feature, 30 bits is the most common, but
without a clear superiority, showing that the memory size
has a greater influence in the performance of the classifier
than the number of bits per feature.

Fig. 3 Object detection accuracy for the four classifiers tested across number of averaged trials. At the left, the results for the validation accuracy
and at the right, the results for the test set

Fig. 4 Histogram of hyperparameter selection in the validation set by SNR. At the left, the memory size and, at the right, the number of bits used
to represent a feature
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Regarding the training duration for each classifier, Fig. 5
shows the time needed to train each classifier. Due to some
training times not to be normally distributed, we compared
the training times with a non-parametric Friedman test,
showing statistically significant differences between the
classifiers v2(3) = 39, p < 0.001. Post hoc tests (pair-wise
Wilcoxon signed-rank tests, corrected for multiple compar-
isons with the Bonferroni method) showed strong statistical
differences between all methods.

4 Discussion

In this paper we compared the most used classifiers in the
P300 detection field with a weightless neural network,
which, to our knowledge, was never tested with this purpose.
We used an innovative BCI application that aims to train
joint-attention skills to people with autism spectrum
disorder.

The results achieved show that the presented WNN is
able to, at least, perform at the level of the best classifier,
outperforming it several times. Additionally, the WNN
shows the fastest training time of the classifiers sampled,
even without the use of pre-compiled routines. The WNN
faster training times and ability to generalize responses using
small memory sizes worked specially well for the charac-
teristics of the problem, where inter-trial variability presents
a big challenge for any learning algorithm. Further explo-
ration is needed to assess if other configurations of WNN

can improve even more the accuracy results achieved by the
WiSARD algorithm here tested.

This paper demonstrates that the adoption of WNN
classifiers might help to increase the prediction accuracy of
P300-based BCI systems. Therefore, future studies should
consider its adoption when choosing the classifier to include
in the P300 detection systems.
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How Does Cell Deform Through Micro Slit
Made by Photolithography Technique?

Shigehiro Hashimoto, Yusuke Takahashi, and Haruka Hino

Abstract
Several slits sort cell according to the deformability
in vivo. A micro slit (0.87 mm of width, 0.010 mm
height) was newly designed between a micro ridge on a
transparent polydimethylsiloxane plate and micro ridges
on a borosilicate glass plate. These ridges made by
photolithography technique make contact each other in
the perpendicular position to make the slit between the
ridges. A one-way flow system was designed to observe
each cell passing through the slit in vitro. Four kinds of
cells were used in the test: C2C12 (mouse myoblast cell),
HUVEC (human umbilical vein endothelial cell),
Hepa1-6 (mouse hepatoma cell), and Neuro-2a (mouse
neural crest-derived cell). The suspension of each kind of
cells was injected to the slits. The deformation of each
cell passing through the slit was observed with an
inverted phase-contrast microscope. At the microscopic
images, the outline of each cell was traced, and the area
(S) was calculated. The deformation ratio was calculated
as the ratio (S2/S1) of the projected area of each cell before
the slit (S1) and that in the slit (S2). The velocity of the cell
passing through the slit was calculated by the trace at the
microscopic movie. The experimental results show that
each cell deforms to the flat circular disk and passes
through the micro slit. Hepa1-6 is flattened with the
increase of the passing velocity, and HUVEC is elongated
along the flow. The designed slit between micro ridges is
effective to evaluate the deformability of cells.

Keywords
Cell deformation � Micro machining � Micro slit

1 Introduction

The deformability is important for the biological cell in vivo
[1, 2]. An erythrocyte, for example, deforms and passes
through capillary. Some cells deforms and passes through a
slit in vivo. Several systems sorts cells according to the
deformability in vivo.

In the previous studies, several kinds of micro-channels
were made to simulate deformation of erythrocytes
through the micro capillary. The photolithography tech-
nique is useful to make a micro-channel [3–5]. The pre-
vious studies show that the slit of width between
0.010 and 0.025 mm has capability to sort several kinds
of floating cells as the filter. In the present study, the
micro slit of 0.010 mm has been manufactured by pho-
tolithography technique to simulate deformation of cells
through the micro-slit.

2 Methods

2.1 Micro Slit

Micro ridges are made by photolithography technique.
A micro slit (0.87 mm of width, 0.010 mm of height,
0.10 mm of length) was newly designed between a micro
ridge on a transparent polydimethylsiloxane plate and micro
ridges on a borosilicate glass plate. These ridges make
contact each other in the perpendicular position to make the
slit between the ridges (Fig. 1a). The dimension of the sur-
face micro morphology on each plate was confirmed with a
laser microscopic measurement (Fig. 3b). The slit was
placed in the center part of a flow channel (height of
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0.05 mm, width of 5 mm, and length of 30 mm). A one-way
flow system (Fig. 1b) was designed to observe each cell
passing through the slit in vitro.

2.2 Flow Test

Four kinds of cells (3 < passage < 10) were used in the test:
C2C12 (mouse myoblast cell line originated with
cross-striated muscle of C3H mouse), HUVEC (human
umbilical vein endothelial cell), Hepa1-6 (mouse hepatoma
cell line of C57L mouse), and Neuro-2a (a mouse neural
crest-derived cell line). Each kind of cells suspended in each
culture medium (3 � 10−4 cell/cm3) was introduced into the
slits by suction at the outlet by the syringe pump. The
constant flow rate (<6 � 10−10 m3/s) was adjusted by the
pump. The deformation of each cell passing through the slit
was observed with an inverted phase-contrast microscope.

At the microscopic images, the contour of each cell was
traced, and the area (S) was calculated. The deformation
ratio (Rs) was calculated as the ratio of the projected area of
each cell before the slit (S1) and that in the slit (S2).

Rs ¼ S2=S1 ð1Þ
The velocity (v) of the cell was measured by the trace of

the centroid of the cell at the microscopic movie. The
velocity (Rv) ratio was calculated from the velocity passing
through the slit (v2), and the velocity before the slit (v1).

Rv ¼ v2=v1 ð2Þ
The contour of the two dimensional projection image of

each cell in the slit was approximated to the ellipsoid, and
the angle (u) between the major axis and the flow direction
was measured. The angle is zero, when the cell elongates
along the stream line.

3 Results

Figure 2 shows the scanning electron microscopic images of
the upper (left) and lower (right) ridges. Each top surface
(almost flat) contacts together to make the slit between them.
Figure 3 exemplifies the tracing across the ridge (dotted line
in Fig. 2 left) on the upper plate measured by the laser
microscope.

Figure 4 shows the microscopic image during the flow
test. Table 1 shows the range of the deformation ratio and the
velocity of cell passing through the slit. Each cell deforms to
the flat circular disk and is passing through the micro slit.

Figure 5 shows the relationship between the deformation
ratio and the velocity ratio of Hepa1-6. The deformation
ratio of several cells exceeds 1.5 at the velocity ratio higher
than 2.

Figure 6 shows distribution of HUVEC according to the
direction of the major axis of each cell. Before the slit, every
ratio of cells is around 0.17, which shows that the direction
of cell is random. In the slit, most of cells are included in the
range between 0° and 15°, which shows that HUVEC is
elongated along the flow.

Cell

Upper plate

Lower plate

Slit

Flow chamber

Syringe pump

Micro slit

Cell suspension

Microscope

Tube
Tube

0.05 mm 0.1 mm

0.01 mm

0.87 mm

(a)

(b)

Fig. 1 a A micro slit between ridges. b A one-way flow (from left to
right) system

Fig. 2 Scanning electron
microscopic images of the upper
(left) and lower (right) ridges.
Each top surface contacts together
to make the slit between them
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4 Discussion

Four kinds of cells has been selected in the present study.
HUVEC is the typical cell, which is exposed to the flow at
the inner surface of the vessel wall in vivo. The previous

study shows that C2C12 tilts perpendicular to the flow
in vitro [6]. HUVEC, on the other hand, makes orientation
along the streamline in vitro [7]. Neuro-2a elongates the
neurite along the direction of the excess gravitational force
field [8]. Cancer cells might tend to penetrate through slits.
The viability of cells has been confirmed by the culture of
the residual cells after the present flow test. C2C12, for
example, was able to differentiate to myotube, which showed
repetitive contraction by stimulation of electric pulses. In the
present experimental system, the mean velocity of flow
through the slit increases 5.7 times as that in the flow
channel, which is inversely proportional to the cross sec-
tional area of the flow path. The higher velocity ratio cor-
responds to the cell, which flows near wall before the slit.
The slit technique can be applied to cell sorting, which may
contribute to make tissue in vitro [9] in regenerative
medicine.

5 Conclusion

The micro slit was able to be manufactured by the pho-
tolithography technique. Each cell flattened to be a circular
disk during passing through the micro slit. Hepa1-6 becomes
thinner at the higher passing velocity, and HUVEC is
elongated to the direction of the flow. The designed slit is
useful for evaluation of the deformability of cells.
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0.05 mm
height 

0.1 mm width

Fig. 3 Tracing across the ridge on the upper plate measured by laser
microscope

0.1 mm

Fig. 4 A deformed cell passing through the slit (in the red circle); cell
flows from left to right

Table 1 Deformation ratio and velocity of cell passing through slit.
Data range of twenty cells at each kind of cell

Cell Deformation ratio (Rs) Velocity (v2) [mm/s]

C2C12 1.0–1.5 0.1–1.1

HUVEC 1.0–1.4 0.3–0.6

Hepa1-6 1.0–1.7 0.05–0.9

Neuro-2a 1.0–1.5 0.05–0.4

0.00

0.50

1.00

1.50

2.00

0 5 10 15
Velocity ratio (Rv)

Deformation ratio (Rs)

Fig. 5 Relationship between deformation ratio and velocity ratio of
Hepa1-6
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Fig. 6 Distribution of HUVEC according to direction (angle (u)
between major axis of each cell and flow): gray bar, before slit: black
bar, in slit: n = 16
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Creation of Bio-Roots with Usage
of Bioengineered Periodontal
Tissue—a General Overview

Ahmed Osmanović, Sabina Halilović, and Naida Hadžiabdić

Abstract
Teeth are crucial for health and appearance. Loss of teeth
leads to functional, psychological and esthetic issues. For
many years, osseointegrated dental implants have been
successfully used as a popular prosthetic restoration
method for missing teeth. These implants have a direct
connection with the alveolar bone, which can cause
damage and affect the implant itself and the temporo-
mandibular joint. Thus, those implants should be inspired
by natural teeth, which possess periodontal ligament
fibers—a connective tissue structure that has supportive,
remodeling, sensitive and nutritive function. With
advancement in the fields of tissue engineering and
dental implantology, a great number of experiments is
performed to reconstruct the periodontium around the
titanium implants. The aim of this study was to examine
studies published between 2000 and 2017, and the
clinical benefits of such bioengineered implants. Research
is based on full-length papers retrieved from
PubMed/Medline electronic database using the key words
‘dental implants’, ‘regenerative dentistry, ‘tissue engi-
neering’, ‘bioengineered periodontal tissue’, ‘tooth
replantation’. After application of inclusion and exclusion
criteria, 14 papers were selected and critically reviewed.
In the following articles it was found that bioengineered
dental tissue could be used as a successful therapy method
with a focus on significant improvement in the quality of
a patient’s life. Further studies are needed for the
development of these novel approaches as they cannot
be easily applied clinically for various reasons due to the
complexity of wrapping periodontal ligament fibers
around the dental titanium implants. In addition to this,

aggravating factors for usage of such tissue engineering
implants on the daily basis are most suitable in terms of
costs and time required for practical applications.

Keywords
Dental implants � Regenerative dentistry
Tissue engineering � Bioengineered periodontal tissue

1 Introduction

In the population, approximately 2–10% of the people are
affected by tooth loss and the ratio increases with age [1].
Dental implants are used more than 50 years with an aim to
restore normal function, comfort, aesthetics, speech, and
health to individuals who are missing teeth. Those implants
include osseointegrated dental implants that are used as a
substitute for the root of the tooth. Osseointegration is a term
first used by Branemark in the 1960s [2] representing a
direct connection between the implant and bone tissue
without periodontium anchorage. Because of this connec-
tion, teeth do not have the same mobility as natural teeth,
and cause damage to the alveolar bone, the implant itself,
and even the temporomandibular joint [2]. For many years,
osseointegrated implants represent a clinical challenge
because of localized bone loss. The success of the implant
depends on the osseointegration between the implant and the
alveolar bone, unlike the periodontal ligament (PDL) around
the roots of the teeth [3].

With development of the field of tissue engineering and
dental implantology, a great number of experiments are
performed to develop periodontal ligament around an
implant [4]. The aims of these experiments are to create a
bio-root, which would provide ideal conditions for
periodontio-integrated implant treatment in the future [4].

According to Arunachalam et al. [5], the periodontal
ligament has the following roles: (a) It permits forces elicited
during masticatory function and other contact movements to
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be distributed towards the alveolar via the alveolar bone,
(b) It acts as a shock absorber giving the tooth a degree of
movement in the socket. It also provides proprioception,
(c) The periodontal ligament also has an important interac-
tion with the adjacent bone, playing the role of the perios-
teum, at the bone side facing the root, (d) It homes vital cells
such as osteoclasts, osteoblasts, fibroblasts, cementoblasts,
cementoclasts, and most importantly, the undifferentiated
mesenchymal stem cells. These cells are important in the
dynamic relationship between the tooth and the bone. Due to
this, there is a large interest in implants associated with
periodontal tissues.

The process of periodontal tissue formation around the
dental implant is shown in Fig. 1. In this figure, the following
steps are visible: (a) An implant is placed into the empty space
of the missing tooth, (b) Three months later, osseointegration is
formed and an upper artificial tooth is fabricated, and then

(c) The dental implant with a 2-mm thickness of surrounding
bone tissue is harvested, (d) PDL cells derived from the peri-
odontiumof autogenous extracted teeth and cultured in vitro are
(e) transferred to this alveolar socketwhich is properly prepared
for reimplantation. Then, (f) The bone-implant complex
attached by Enamel matrix derivative (Emdogain) is
(g) Re-implanted into the socket. (h) The peri-implant peri-
odontal tissues will be observed several months later.

2 Methods

To locate sufficient resources for writing of this review
paper, a literature search was conducted using online
resource Medline/PubMed. The aim of this search was to
examine studies published between 2000 and 2017, and to
study clinical benefits of bioengineered implants.

Fig. 1 Diagrams of approaches
for peri-implant periodontium
reconstruction [2]
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Research is based on full-length papers retrieved from
electronic databases using the key words ‘dental implants’,
‘regenerative dentistry, ‘tissue engineering’, ‘bioengineered
periodontal tissue’. A literature search was performed
according to three main inclusive criteria: articles published
only in English, human and animal experiments and articles
published in last 17 years. Book reviews, technical notes,
letters to editors, perspectives, opinions and commentaries
were excluded.

After application of inclusion and exclusion criteria, 14
papers were selected, critically reviewed and considered
appropriate to be included in this review. At the end of our
study selection process, 14 relevant publications were
included, as depicted in Fig. 2.

3 Results and Discussion

In the last 17 years, many experiments and studies were
conducted (Fig. 3a) to investigate the usage of bioengi-
neered periodontal tissue in dentistry. These studies included
both human and animal cases (Fig. 3b).

In 2000, Urabe et al. [6] performed an animal study to
assess whether the nature of implant material affects the
migration, proliferation and differentiation of the progenitor
cells for periodontium formation. From their study, it was
revealed that bioactivity of the implant material strongly
affects cell differentiation but does not influence the migra-
tion of periodontium-derived cells.

In the same year, a group of scientists headed by Guar-
nieri et al. [7], published a case report in which they eval-
uated histological characteristics of the tissue present
between a titanium implant and a retained root in a 40-year
old man. It was found that there is neoformation of
cementum and collagen fibers on an implant in the presence
of root residues. As this was the first case for this event, they
concluded that additional studies are required to come to a
strong conclusion.

Another animal study by Choi [8], also conducted in
2000, aimed to investigate new PDL attachment on titanium
implants. This study included teeth from 3 dogs. Examina-
tion after three months concluded that cultured PDL cells
can form tissues that appear similar to PDL fibers wrapped
around implants.

Fig. 2 Process of application of
inclusion and exclusion criteria
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In 2005, researchers continued to work on developing
periodontal tissues around titanium implants. In this year,
three animal studies are conducted by Miyashita et al. [9],
Parlar et al. [10] and Jahangiri et al. [11]. Their studies
showed potential of the formation of a new cementum from
PDL which helps in the development of adequate mechan-
ical strength. Also, it was revealed that periodontal tissue has
adequate capacity for new formation at sites where this tis-
sue was previously lacking [9–11].

Usage of bone marrow-derived mesenchymal stem cells
for the formation of periodontal structure around titanium
implants was completed by Marei et al. [12] in 2009. This
animal study showed that undifferentiated mesenchymal
stem cells are capable of forming three critical tissues
required for periodontal tissue regeneration: Cementum,
bone and periodontal ligament around the titanium implants.

One of the key experiments in this area was explored by
Gault et al. [13]. The aim of their study was to describe the
technical development and the clinical application of the
so-called ‘‘ligaplants’’, the combination of PDL cells with
implant biomaterial. This study was also unique as cells
isolated from PDL and cultured in a bioreactor on titanium

pins are implanted in the dental alveoli of humans. As a
result, the scientists included revealed that ligaplants have
potential advantages over standard osseo-integrated implants
due to their capability of true, functional loading. Out of the
eight implants inserted, one implant was still in place and
functioned even after 5 years, and even exhibited substantial
bone regeneration in the adjacent bone defect 2 years after
implantation. This implies that future clinical use of liga-
plants might also be able to avoid bone grafting, its expen-
ses, inconvenience and discomfort to the patient [13].

Rinaldi and Arana Chavez [14] proved that a thin
cementum-like layer is formed after implantation in the areas
in which the implant was in contact with PDL. They con-
firmed that the titanium surface with its well-known bio-
compatibility exerts an effect on PDL to lay down a
cementum-like layer on the implant surface.

In 2011, Lin et al. [15], performed an animal study to
validate the possibility of formation of bioengineered peri-
odontal tissue on titanium dental implants. This study per-
formed on rats reveal the potential to replace missing teeth in
humans with dental implants consisting of bioengineered
periodontal tissues. The remaining PDL tissue around the
extracted sockets can regenerate bone and PDL-like tissues on
hydroxyapatite (HA) coated tooth-shaped implants. Occlusal
loads to the HA-coated implants may induce regeneration of
PDL-like tissue in the peri-implant tissue [16].

In contrast to the above-mentioned authors, Oshima et al.
[17] presents a new concept in bioengineering of dental
tissues. This study was followed by studies conducted by the
same author [18] and Nakajima et al. [19]. It revealed a
novel bioengineering method including a functional biohy-
brid implant that is combined with an adult-derived peri-
odontal tissue and attached with bone tissue as a substitute
for the cementum. This principle restored physiological
function, such as orthodontic movement through bone
remodeling and appropriate responsiveness to noxious
stimuli. This approach represents the potential for a
next-generation bio-hybrid implant for tooth loss as a future
bio-hybrid artificial organ replacement therapy [17–19].

4 Conclusion

Today tissue engineering is widely used in many branches of
medicine with interesting potential applications in dentistry for
the treatment of missing natural teeth. Data obtained from the
present review of 14 clinical studies demonstrate that bio-
engineered dental tissue could be used as a successful therapy
method with a focus on the significant improvement in the
quality of a patient’s life. Further studies are needed for the
development of these novel approaches as they cannot be easily
applied clinically for various reasons such as the complexity of
procedure for wrapping of periodontal ligaments around dental

Fig. 3 a Distribution of published articles related to bioengineered
dental implants from 2000 to 2017 and b Comparison of a number of
published articles related to bioengineered dental implants of human
and animal studies
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titanium implants. In addition to this, aggravating factors for
usage of such tissue engineering implants on the daily basis are
the costs and time required for practical applications. This
should not be observed as demotivation as based on previous
experiences, such as the human genome project, which took
13 years and cost more than 2.7 billion of dollars, had prices
which decreased significantly after 14 years. This fact can be a
driving force as new developed methods will bring reduced
costs and improved speed of application.

Declaration of Interest The authors have no conflict of interest to
declare.
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In Vitro and in Vivo Hemolysis Tests
of a Maglev Implantable Ventricular Assist
Device

Keqiang Cai, Lianqiang Pan, Yuqian Liu, Guanghui Wu,
and Changyan Lin

Abstract
Objective: Implantation of a ventricular assist device
(VAD) is a seminal therapeutic option for patients with
terminal cardiac failure. A growing number of VAD
patients are successfully bridged to transplantation, or can
even live permanently with the device. However, the
success is restricted by frequent severe complications.
Haemolysis is a relevant adverse effect of several VAD
types, which is the result of destruction of red blood cells,
reduced by wall shear stress, flow acceleration and
interaction with artificial surfaces. The CH-VAD, a small
implantable continuous-flow blood pump, featuring a
magnetically levitated impeller and enough hydrody-
namic performance, was under development and com-
pleted for a 60-days animal implantation experiment in 6
sheep. The goal of this study is to validate the hemolysis
of the pump through in vitro and in vivo studies.
Methods: A series of in vitro tests was quantified
experimentally by using in vitro circulation loop system
according to ASTM F1841, the standard practice for the
assessment of hemolysis in continuous-flow blood
pumps. The hemolysis test in vivo was performed during
a 60-days ovine model implantation, which was being
conducted under the Institutional Animal Care and Use
Committee (IACUC) protocol 05-0600 1. Results in vitro
tests showed that the average normalized index of
hemolysis (NIH) value of the VAD was 0.007 mg/l.
The hemolysis in vivo was evaluated based on the amount
of free hemoglobin in the plasma, and which showed that
the free hemoglobin level in plasma peaked at 0.95 mg/l
on the fifth postoperative day and then returned to an
acceptable range of 6.0 mg/dL. Conclusion The magnetic

levitation left ventricular assist device has good hemolytic
performance. These acceptable performance results sup-
ported proceeding initial clinical trail conditions.

Keywords
CH-VAD � Maglev blood pump
Hemolysis performance � In vivo test

1 Introduction

Heart failure (HF), a serious threat to human life and health,
has become a global social and public health problem [1].
Every year, about 20% patients with heart disease in the
world develop into end-stage heart failure. Clinically, the
effect of internal medicine on HF is not ideal to provide the
quality life of patients, the rate of disability and mortality is
still high. Heart transplantation is also faced with donor
shortage, adaptation difficulties, high cost, many complica-
tions and other deficiencies [2]. With the development of
science and technology, implantation of a ventricular assist
device (VAD) is a seminal therapeutic option for patients
with terminal cardiac failure. A growing number of VAD
patients are successfully bridged to transplantation, which
can be weaned or can even live permanently with the device.
However the success is restricted by frequent severe com-
plications, hemolysis is a relevant adverse effect of several
VAD types. Destruction of red blood cells (RBCs) is the
result of wall shear stress, flow acceleration and interaction
with artificial surfaces [3]. It contributes, together with the
specific bleeding problems [4] to debilitating anaemia in
VAD patients. Hemolysis is usually measured by plasma
free hemoglobin (FHB), and when FHB content is more than
40 mg/l, it is considered hemolysis occurred [5].

In China, some medical scientific research institutions
have begun to devote themselves to the development and
initial testing of VADs, however there is no mature com-
mercial product of VAD made so far, because the hemolytic

K. Cai (&) � L. Pan � Y. Liu � G. Wu � C. Lin
Beijing Anzhen Hospital, Capital Medical University, Beijing,
100029, China
e-mail: llbl@sina.com

G. Wu � C. Lin
Beijing Institute of Heard Lung and Blood Vessel Diseases,
Beijing, 100029, China

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/3, https://doi.org/10.1007/978-981-10-9023-3_23

131

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_23&amp;domain=pdf


ability of VAD is one key to limit its development. There-
fore the hemolyis test in vitro and in vivo is very important
to develop a high quality VAD and to reduce the incidence
of clinical complications.

CH-VAD, the third generation ventricular assistive
device was developed by Suzhou Tongxin Medical Devices
Co., Ltd. The core of the blood pump is designed by mag-
netic suspension centrifugal scheme without wear of
mechanical bearings. The structure of the pump body is
profiled by computational fluid dynamics (CFD) and made
of titanium alloy material with good blood compatibility,
which has excellent hemolysis performance in theory. In this
study, we will test the hemolysis performance of CH-VAD
in vitro and in vivo experiments, which provides a founda-
tion for further long-term animal survival experiment and
clinical trial.

2 Materials and Methods

2.1 Animals

Eight male sheep, weight 54–60 kg, were inoculated. All of
them were in good health condition without cardiovascular
system and blood related diseases. The sheep were pur-
chased from Beijing Pinggu Simulation Hospital (license
No. SYXK(Beijing)2010-0019). This study was commis-
sioned by the Ethics Committee of Beijing Anzhen Hospital,
Capital Medical University.

2.2 CH-VAD

The CH-VAD system consists of the implantable compo-
nents, external power sources and an external controller. The
implantable components include a blood pump, an outflow
graft with reinforced tubing and the cable of the percuta-
neous driveline. The cable of the percutaneous driveline is
6 mm in diameter and extends from the pump through the
skin to an external controller with a cable connector cap,
which controls the operation of the device, sending power
and operating signals to the pump. The external controller is
connected to the power source, an AC or DC adapter and a
rechargeable battery.

The implantable blood pump (Fig. 1) was designed as a
centrifugal pump with a fully electromagnetic suspended
impeller, which avoids the problems of mechanical bearing
wear and thrombi seen with second-generation blood pumps.
The pump’s cannula, with 28 mm long and 16-mm outer
diameter, is designed to be implanted into the apex without
cardiopulmonary bypass (CPB).

As an LVAD from the left ventricle to the aorta, the
pump’s hemodynamic output is designed to have a flow rate

of 5.0 L/min against 100 mmHg pressure when the impeller
rotates at 3000 rpm. The 350-g blood pump is 56 mm in
diameter and 31 mm long (without the inflow cannula), has
a titanium alloy surface and has a displaced volume of
45 ml.

2.3 Experimental Instruments

Specially made sheep cages (self-made), anesthesia appara-
tus (Aeon 7200), ACT measuring instrument (ACT II,
Medtronic Company, USA), Flowmeter (SM6000, Yi
Fomen Electronics Co., Ltd), Pressure gauge
(MMBPTSA20, Beijing Tiandi Hehe Technology Co., Ltd).
Heparinized Cardiopulmonary Bypass conduit (Beijing
Weijinfan Medical instrument Technology Limited), Pres-
sure measuring Catheter (Shenzhen Yixinda Medical New
Technology Co., Ltd.), High speed centrifuge (Eppendorf,
Germany), ECG monitor (RSM-4101 K, NIHON Kohdene,
Japan), and Ultraviolet Spectrophotometer (752 z. Beijing
Optical instrument Factory).

2.4 Methods

Hemolysis Test in Vitro. Two adult male sheep, weighing
56.0 and 58.0 kg, were used in this test. Fresh blood was
collected from sheep jugular vein aseptically and treated
with heparin for 1.5 mg/kg. The whole blood Activated
Clotting Time (ACT) was kept above 450 s. Put the fresh
blood into a special blood storage bag of 500 ml and connect
blood pumps, pressure gauges, flowmeters and damping
valves in cyclic closed circuit according to ASTM F1841,
the protocol for the assessment of the hemolytic properties of
continuous flow blood pumps used in extracorporeal or
implantable circulatory assist. The assessment was made

Fig. 1 Pump of CH-VAD is shown
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based on the pump’s effects on the erythrocytes over a
certain period of time. For this assessment, a recirculation
test is performed with a pump for 4 h.

Adjusting the pump rotation speed and damping valve
made the output of pump was 5.0 L/min flow rate and
100 mm Hg pressure. Samples of 2 ml blood were collected
at 0, 60, 120, 180 and 240 min after pump operated. The
plasma free hemoglobin (FHB) and hematocrit values in
every sample were measured.

Ten days later, the same test was repeated and for a total
of 6 times.

Finally, the normalized index of hemolysis (NIH) [6] was
calculated during the operation of the blood pump, which
represents the amount of FHB produced by the blood pump
delivers 100 L hematocrit-normalized blood per unit time.

Hemolysis Test in Vivo. Six adult male sheep, weighing
from 54.0 to 60.0 kg, were used in this study. The surgical
technique of the VAD implantation and postoperative care of
animals were performed in accordance with the Institutional
Animal Care and Use Committee (IACUC) protocol
05-0600 1 and the literature [7].

The experiment endpoint was reached when the sheep
survived to 60 days after device implantation. The plasma free
hemoglobin (FHB) was measured preoperatively to measure
baseline levels. These tests were repeated at the first day and
then every 5 days postoperatively until study termination.

3 Results

3.1 Hemolysis in Vitro

In the six hemolysis tests in vitro, the blood pump rotated stably
with basically normal temperature. The levels of FHB mea-
sured at 0, 60, 120, 180 and 240 min are shown in Table 1.

According to the hematocrit values of the samples, the NIH
of the blood pump in vitro was calculated as 0.007 mg/l.

3.2 Hemolysis in Vivo

The levels of FHB measured before CH-VAD implantation
and at postoperative time points are shown in Table 2.

The level of FHB began to rise rapidly after the CH-VAD
implanted, reached a peak of 0.95 mg/l on the fifth day
postoperatively, and then decreased gradually. At the 20th
days postoperatively, the FHB value was close to the normal
level before operation, and tended to be stable at the 30th
days after operation.

4 Discussion and Conclusion

Hemolysis is an important index to evaluate the effect of VAD
on blood composition and physical and chemical properties. It
is of great significance to evaluate the blood pumpbyhemolysis
tests, because it is a necessary step before the later clinical trials.
In this study, the hemolytic performance of CH-VAD tested
both in vitro and in vivo showed satisfactory results.

In hemolysis test in vitro, the NIH value of CH-VAD was
0.007 mg/l, which was superior to other blood pumps made
in China, and it is also superior to some foreign third gen-
eration blood pumps such as European DuraHeart centrifu-
gal pump [8]. However, there is still a certain gap compared
with the successful blood pump used in clinic [9].

The hemolysis tests in vitro and in vivo showed that
CH-VAD had good hemolytic ability and could be used for
long term chronic survival test and further clinic trails.
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Therapeutic Embolization by Cyanoacrylate
Liquid Glues Mixed with Oil Contrast Agent:
Time Evolution of the Liquid Emboli

Yongjiang Li, Dominique Barthes-Biesel, and Anne-Virginie Salsac

Abstract
Glue embolization is a minimally invasive treatment used
to block the blood flow to specific targeted sites.
Cyanoacrylate liquid glues, mixed with radiopaque
iodized oil, have been widely used for vascular emboliza-
tion owing to their low viscosity, rapid polymerization
rate, good penetration ability and low tissue toxicity. In
this study, we have conducted an in vitro study to
quantitatively investigate the polymerization kinetics of
two n-butyl cyanoacrylate (nBCA) glues (Glubran 2 and
Histoacryl) mixed with an iodized oil (Lipiodol) at
various concentrations. The polymerization process of
the glue-oil mixture is systematically characterized upon
contact with a protein ionic solution mimicking plasma
and compared to the case without protein. The results
provide essential information for interventional radiolo-
gists to help them understand the glue behavior upon
injection, and thus control embolization.

Keywords
Glue embolization � Cyanoacrylate glue � Polymeriza-
tion kinetics

1 Introduction

Glue embolization is a therapeutic treatment technique used
to block the blood flow to specific targeted sites. It is carried
out under X-ray by introducing an embolic glue, mixed with
a radiopaque iodized oil, into the circulation through a
microcatheter. The technique can be performed as a defini-
tive treatment or an adjunct to the management of
arterio-venous malformations, tumors, trauma or

hemorrhage [1, 2]. Cyanoacrylate liquid glues are widely
used as embolic agents owing to their low viscosity, rapid
polymerization rate and low tissue toxicity. Histoacryl (B.
Braun, Melsungen, Germany), a pure n-butyl cyanoacrylate
(nBCA) glue, has been the only glue available for external
use in Europe for many years, but it is still not approved for
intravascular use by the European Community (EC). It has,
nevertheless, been tested for more than 10 years on patients
[3]. One commonly used liquid adhesive that has the EC
approval for endovascular use is Glubran 2 (GEM, Viareg-
gio, Italy), which consists of nBCA mixed with metacry-
loxysulpholane (MS) as comonomer. The addition of MS
allows to lower the polymerization temperature to about 45 °
C and to thus reduce cytotoxicity [4]. Upon injection in the
blood flow, a glue-oil mixture simultaneously polymerizes
and flows with blood, leading to vessel occlusion. However,
the procedure is difficult to control, because very little
information exists on the polymerization kinetics of the
glue-oil mixture. One empirical technique consists of drop-
ping a small quantity of glue-oil mixture onto a plasma
substrate and visualising its change in opacity [5]. This
procedure provides empirical information on the initial stage
of polymerization inside a thin sheet of glue mixture, only.
We have designed a novel experimental setup to characterize
precisely the polymerization kinetics inside a glue-oil mix-
ture upon contact with an ionic solution containing (or not)
protein concentrations similar to blood. The objective of the
study is to use this technique to analyze and compare the
polymerization process of Glubran 2 and Histoacryl, mixed
with a radiopaque oil (Lipiodol, Guerbet, Aulnay-sous-Bois,
France) at various concentrations, and identify the influence
of proteins on it.

2 Materials and Methods

Glubran 2-Lipiodol (G-L) and Histoacryl-Lipiodol (H-L)
mixtures are prepared at glue concentrations CG ¼ 100%,
50% and 25% by means of a female luer connector attached
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to two 1-ml syringes, one loaded with glue and the other
with Lipiodol. The mixing process consists of passing the
content back and forth, from one syringe to the other at high
speed. Two model solutions are used as substitutes of human
blood plasma: an ionic solution (IS) consisting of PBS with
0.08% glucose and a protein solution consisting of PBS
mixed with bovine serum albumin (BSA) at concentrations
80 g/L (8%) or 40 g/L (4%). The two latter solutions are
referred to as IS-BSA8 and IS-BSA4, respectively.

The polymerization reaction is studied under static con-
ditions in a vertical glass capillary tube (internal diameter
Dt ¼ 1:06� 0:01 mm) by following the procedure described
by Li et al. [6, 7]. The lower end of the tube, filled with the
glue-oil mixture to be tested, is put in contact with the
reacting solution (IS or IS-BSA): this creates a sharp,
well-defined interface between the two liquids. As the
polymerization proceeds, the glue mixture density increases,
which leads to an increase of opacity. This change in opacity
of the fluids is monitored with an imaging system consisting
of a high-speed camera (SA3, Photron, USA) coupled to a
back illumination source (Schott-Fostec, LLC, USA)
(Fig. 1a). An upwards vertical z-axis is defined along the
tube with origin z ¼ 0 at the bottom of the capillary tube: the
progression of the polymerization reaction is then evaluated
from the change in image grey level Gpðt; zÞ of the glue
mixture at measuring points equally distributed along the z-
axis with an interval 0:5De, where De is the diameter of the
liquid region measured on the image. Grey levels are aver-
aged within boxes of width 0:7De and height 0:4De centered
on each test point. The progression of the polymerization
reaction is monitored with two recording phases: a contin-
uous recording to capture the beginning of the polymeriza-
tion process at a frame rate of 50 fps over 217.8 s or 435.7 s,
followed by a time-lapse mode to monitor the long-term
polymerization process at a frame rate of 0.5 fps. The

duration of the time-lapse mode ranges from 60 to 240 min
depending on the glue concentration.

3 Results and Discussions

3.1 Polymerization Phases

A typical polymerization process of a G-L mixture CGð =
50%) on contact with a protein solution (8%) is shown in
Fig. 2a. As soon as the two liquids are in contact, a dark-
ening appears at the tube bottom indicating the polymer-
ization of the mixture. The darkening front propagates
upwards and stops at a distance zf at time tf , thus creating a
polymerized glue plug. In the case shown in Fig. 2a, zf ¼
2:1� 0:3 mm for tf ¼ 90� 60 s: the polymerization process
is thus fast. Scanning electron microscope (SEM) observa-
tions of the bottom surface of the polymerized glue plug
show a complex network of connected polymerized struc-
tures with interstices filled with oil. Qualitatively, the
resulting structure is hard and resists compression. Some
thirty five minutes after the first polymerization has stopped,
a second polymerization phase takes place. The polymer-
ization front propagates upwards from the upper boundary of
the glue plug and reaches the top of the mixture column after
*1 h from the moment of contact (Fig. 2a). The final grey
level is much lighter than the one in the plug, indicating that
the new polymerized bulk is less opaque and thus less dense
than the plug. SEM images of a section of the polymerized
column show micro oil droplets encapsulated by polymer-
ized glue. Qualitatively, the column is still a hard solid that
resists compression, like the plug. Similar phenomena are
observed for a 50% H-L mixture, as shown in Fig. 2b. Note
that in this case the top of the Histoacryl plug is not as sharp
as that of Glubran 2: the corresponding plug height is zf ¼
2:9� 0:3 mm for a time tf ¼ 245� 60 s. In conclusion, the
polymerization reaction proceeds in two different phases
which are referred to as slow and fast volumetric polymer-
ization, respectively, and which are discussed in the
following.

3.2 Polymerization Reactions and Kinetics

A careful analysis of the evolution of the grey level Gpðz; tÞ,
as described in detail in [7], allows us to evaluate zf and tf .
Fast polymerization results are shown for a variety of con-
ditions in Fig. 3a. Since the polymerization process is ran-
dom, there is some scatter of the results. As expected, tf
increases with zf . For the 50% G-L mixture, the fast poly-
merization altogether propagates over an average distance
zf ¼ 2:1� 0:4 mm over an average time tf ¼ 132� 73 s,

(a) (b)

Glue mixture 

Plasma substitute

Air

0

2

z

1.06 mm

4

6

(mm)

Fig. 1 a Experimental setup to study the polymerization of glue-oil
mixtures on contact with a reacting solution: a camera monitors the
changes in grey level of a glue sample contained in the tube and lighted
from behind. b Detail of the capillary tube and of the coordinate system
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leading to an average propagation velocity zf =tf � 0:95
mm/min. We note that there are no significant differences
between 4 and 8% BSA concentrations, which means that
there is a saturation of BSA molecules. However, when CG

is reduced to 25%, tf increases significantly to about 20 min,
and the average propagation velocity reduces to zf =tf �
0.11 mm/min, which is an order of magnitude slower than
for 50% mixtures. Histoacryl tends to create slightly larger
plugs zf ¼ 2:7� 0:5 mm, but the difference with Glubran 2
is not significant (Fig. 3a).

The second phase of polymerization is slow enough to
allow us to measure the propagation velocity Vp of the

reaction front [7]. As shown in Fig. 3b, Vp increases with z,
because the reaction is exothermic. For all cases of glue-oil
mixtures on contact with protein solutions, Vp varies
between 0.02 and 0.08 mm/min, which is much smaller than
zf =tf . The values and tendencies of Vp are comparable with
those obtained for glue-oil mixtures on contact with pure IS
(Fig. 3b). It should be pointed out that no slow polymer-
ization phase is observed for a 25% G-L mixture on contact
with either IS-BSA8 or IS. For pure Glubran 2 or Histoacryl
polymerizing with IS-BSA8, both fast and slow polymer-
ization reactions are observed. However, the fast phase is
very quick and extends over a short distance zf � 1

�
mm,
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Fig. 2 At time t ¼ 0, a glue-oil
mixture CGð = 50%) is put in
contact with IS-BSA8. The
darkening of the glue solution
indicates that polymerization is
occurring. A fast polymerization
reaction over the two first minutes
is followed by a slow
polymerization some 30 min
later. a G-L mixture; b H-L
mixture
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Fig. 3 a Time tf necessary to
polymerize a distance zf during
the fast polymerization.
b Average front propagation
velocity Vp during the slow
polymerization for various
mixtures upon contact with
different protein solutions
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tf � 5 s), which makes it difficult to measure it with a good
precision. In addition, the slow phase velocity is very diffi-
cult to assess from the image grey levels. Nevertheless, a
glue column of 5 mm in height, completely polymerizes
within 10 min.

The fast polymerization is triggered by the BSAmolecules
which have about 583 side chains of amino acids, and thus
many possible sites for a zwitterionic polymerization [8, 9]. It
is fast because the concentration of BSAmolecules is high and
thus provides a large number of potential initiation sites. This
results in the formation of star polymeric structures, branching
out from one BSA molecule [10], which would explain the
compact structure of the fast reaction plug at the bottom of the
tube. When the fast polymerization stops, the glue mixture
above the plug still contains non-polymerizedmonomers. The
slow polymerization is probably triggered by charges on the
surface of the polymer in the plug. These charges lead to an
anionic polymerization, similar to what is observed when the
glue is put in contact with a pure ionic solution. The polymer
structure is then composed of linear chains of monomers and
is then less dense than the structure resulting from the zwit-
terionic polymerization. Increasing the oil concentration leads
to an increase of the mean distance between the monomer
molecules and thus of the chain formation time, as observed
empirically [5]. The two tested nBCA glues differ only by the
addition of the co-monomer metacryloxysulpholane (MS) to
Glubran 2. The addition of MS does not modify significantly
the polymerization phases and kinetics. It leads however, to a
dispersion of results which is quite larger for Glubran 2 than
for Histoacryl, as can be surmised from the relative size of the
error bars in Fig. 3b.

4 Conclusions

The experimental setup we designed allows us to make a
detailed analysis of the polymerization process when an
nBCA glue, mixed with a radiopaque oil, is put in contact
with a protein solution analogous to blood plasma. It thus
allows to monitor what happens inside the bulk of a glue
volume, when it is injected into blood. The main findings are
that (i) the polymerization proceeds on two steps: a fast

zwitterionic reaction leading to the formation of compact
structures over a couple of minutes, is followed by a slow
anionic reaction leading to less compact structures over tens
of minutes; (ii) the addition of a radiopaque oil, which is
necessary for intravascular applications, has a major effect
on the reaction kinetics: the higher the oil concentration, the
slower the polymerization; (iii) there is no significant dif-
ference between Histoacryl and Glubran 2, as regards to the
polymerization kinetics. The typical time that it takes for
Histoacryl and Glubran 2 to polymerize over a 1-mm
thickness varies from 5 s for pure glue to about 1 min for a
50% glue concentration, and 10 min for a 25% glue mixture.
Such information can help interventional radiologists
understand the glue behavior upon injection, and thus con-
trol embolization.
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The Biomaterial Surface Nanoscaled
Electrical Potential Promotes Osteogenesis
of the Stromal Cell

Yuri Dekhtyar, Igor Khlusov, Yurii Sharkeev, Nataliya Polyaka,
Vladimir Pichugin, Marina Khlusova, Fjodor Tjulkin, Viktorija Vendinya,
Elena Legostaeva, and Larisa Litvinova

Abstract
The calcium phosphate coating was provided onto the
titanium substrate because of the nanoarc coatings
technology. Both surface morphology and electrical
charge of the coating were measured at the
nano/micro-scaled lateral resolution. The negative elec-
trical potential was typical for sockets, however the
positive one to the peaks of the roughness. The cells were
mainly attached at the negatively charged sockets. The
cells expressed both osteocalcin and alkaline phosphatase
that are the osteoblastic molecular markers.

Keywords
Surface morphology � Surface electrical potential
Human mesenchymal cells � Oeteogsteogenesis

1 Introduction

Stem cells are the fundamental units to produce/regenerate
tissue. Therefore, a surfaces of the biomaterials, that are in
use for implants, are mimicked to control the stem cells. To
reach this a morphology of the surface and its
physical/chemical properties are engineered. However, the
surface is able to control the cell, if the latter is attached to
the biomaterial, the surface properties influencing

attachment of the cells are being studied intensively. A sig-
nificant growth of the related publications started from 90th
of the previous century and succeeded totality 1722 in Jan-
uary 2018 (SCOPUS, keywords: surface-influence-cell-
attachment [1]).

The cell adheres to the implant surface via a specific
proteins layer that coats an implant shortly after the implant
is inserted into a living organism [2]. Fundamentally,
adhesion of the protein molecule obeys the theory [3] that
considers dispersion and electrostatic interactions between
the molecule and the substrate. The dispersive interaction
potentials decrease very fast in dependence on a distance
(*distance−6) [4] against the electrostatic potential (*dis-
tance−1). Therefore, the latter is expected to deliver a
stronger impact to trap an electrically charged or polarized
“tail” of the adhering molecule. The research focusing the
electrostatic factor significantly started from 2005 and cur-
rently is at the very beginning contributing just around 4% of
the above number of the publications (SCOPUS, keywords:
surface-electrical charge/potential-cell attachment [1]).

The present article identifies an influence of the widely
exploited calcium phosphate surface having electrically
charged structures on the mesenchymal stem cells (MSCs).

2 Materials and Methods

2.1 Preparation of the Specimens

Commercially pure titanium (99.58 Ti, 0.12 O, 0.18 Fe, 0.07
C, 0.04 N, 0.01 H wt%) plates (10 � 10 � 1 mm3) were
used as substrates for deposition of calcium phosphate
coatings. The samples were cleaned ultrasonically by
Elmasonic S10 (Elma Schmidbauer GmbH, Sigen, Ger-
many) for 10 min in distilled water immediately before
deposition. The coating was prepared in the anodal regime as
described in [5]. An aqueous solution consisted of 20 mass%
phosphoric acid, 6 mass% dissolved synthetic hydroxyap-
atite, and 9 mass% dissolved calcium carbonate was used to

Y. Dekhtyar (&) � N. Polyaka � F. Tjulkin � V. Vendinya
Riga Technical University, Riga, Latvia
e-mail: jurijs.dehtjars@rtu.lv

I. Khlusov � M. Khlusova
Siberian State Medical University, Tomsk, Russia

Y. Sharkeev � E. Legostaeva
Institute of Strength Physics and Materials Science of SB RAS,
Tomsk, Russia

V. Pichugin
National Research Tomsk Polytechnic University, Tomsk, Russia

L. Litvinova
Immanuel Kant Baltic Federal University, Kaliningrad, Russia

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/3, https://doi.org/10.1007/978-981-10-9023-3_25

139

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_25&amp;domain=pdf


fabricate calcium phosphate. Micro-arc oxidation process
was performed with initial current densities in the range of
0.2–0.25 A/cm2. Micro-arc parameters were: pulse fre-
quency of 100 Hz, pulse duration of 100 ls, process dura-
tion in the range of 5–10 min; voltage 150–400 V. The
fabricated specimens were dried in the dry-heat manner with
Binder FD53 (Binder GmbH, Tuttlingen, Germany) at
453 K for 1 h.

2.2 Surface Characterization

Surface topography was analyzed with a scanning electron
microscope (SEM) (AG-EVO® 50 Series (Carl-Zeiss,
Oberkochen, Germany). The phase composition was deter-
mined by the X-ray diffraction technique (XRD, Bruker D8
Advance) as described elsewhere [6].

Atomic force microscopy (AFM) was applied in the
contact mode to characterize the roughness of the samples on
the nanoscale. The Solver–PRO47 microscope (NT-MDT
Co., Zelenograd, Russia) was applied. The measured
roughness was characterized with an average nanoroughness
index Ran calculated by the by AFM software. Kelvin probe
atomic force spectroscopy measurements were employed for
the same area as the AFM ones to identify the surface
electrical potential (Vk). The latter was calculated by the
AFM software as the average one per each scannes area.

To characterize the electrical potential at the macro scale
an electron work function (u) of the specimen surface was
measured because of the photoelectron emission detection in
the vacuum conditions 10−4 Pa. The value of u is a minimal
energy provided to an electron to escape it from the solid.
The value of u increases, when the surface charge becomes
more negative. To excite a photoemission current (I) the
specimens were irradiated by a soft ultraviolet light beam
(diameter 5 mm) increasing an energy of the photons from 3
to 6 eV. The value of u was identified as the energy of the
photons, when I = 0. The spectrometer was described in
details in [7].

Before the biological testing, the samples were dry-heat
sterilized as described above. The prenatal stromal cells
from the human lung (HLPSCs) with CD34-CD44 + OCN
(osteocalcin)- phenotype (Stem Cell Bank Ltd., Tomsk,
Russia) were used to study the MSCs osteogenic differen-
tiation and maturation induced by the calcium phosphate
coatings. The details were described in [8]. The HLPSCs
suspension was freshly prepared with a concentration of
3 � 104 viable karyocytes/mL of the following culture
medium: 80% DMEM/F12 (1:1) (Gibco Life Technologies;
Grand Island, NY, USA), 20% fetal bovine serum
(Sigma-Aldrich, St. Louis, MO, USA), 50 mg/l gentamicin
(Invitrogen, UK) and freshly added L-glutamine sterile
solution in a final concentration of 280 mg/L

(Sigma-Aldrich). After the cells were thawed the viability
of 92% of cells was identified with the ISO 10993-5 test;
0.4% trypan blue was used. Each specimen was placed in a
separated plastic well of a 24-well plate (Orange Scientific,
Belgium).

To identify the osteogenic potency of the surface, the
culture medium was not saturated by osteogenic supple-
ments such as b-glycerophosphate, dexamethasone, and
ascorbic acid. The cell suspension was added in a volume of
1 mL per well. The cell culture was incubated for four days
in a humidified atmosphere of 95% air and 5% CO2 at
37 °C.

The specimens with adherent stromal cells were contin-
uously air-dried, fixed for 30 s in formalin vapor and stained
with alkaline phosphatase (ALP). Naphtol AS-BI phosphate
(C18H15NO6P, molecular weight (m.w.) 452.21) and fast
garnet GBC salt (C14H14N4O4S, m.w. 334.35) (both from
Lachema, Brno Czech Republic) were used. The brown sites
of enzymatic activity served as cellular ALP staining criteria
[8].

Some calcium phosphate coated specimens were fixed in
formalin vapor as described above. Primary antibodies
(rabbit polyclonal anti-human IgG (1:100), Epitomics Inc.,
Burlingame, CA, USA) to OCN, and universal
immunoperoxidase antirabbit and antimouse polymer (His-
tofine Simple Stain MAX PO MULTY, Nichirei Biosciences
Inc., Tokyo, Japan) were used as described previously [8].
The brown sites of colored cells served as the OCN staining
criteria.

The morphometry method was used to recognize quan-
titative parameters of the cells [9]. The ImageJ 1.43 software
(http://www.rsb.info.nih.gov/ij) was employed to process
digital images of OCN or ALP stained cells. Ten randomly
selected images were computed for each sample. The
squares of stained cells as well squares of both cell-free and
seeded by stained cells valleys and sockets were estimated in
lm2.

3 Results and Discussion

The prepared coatings were amorphous; the X-ray diffrac-
tion maxima corresponded to calcium phosphate and cal-
cium oxide compounds, i.e. CaTi4(PO4)6, b-Ca2P2O7,
TiP2O7, TiO2 (anatase) were observed after annealing of the
specimens at 1073 K for 1 h (Fig. 1).

The calcium phosphate coating had spherulite peaks sized
at the baseline to 20–30 µm in a diameter and single and
interconnected pores sized to 1–10 lm in a diameter
revealed in both spherulites and valleys (Fig. 2a). The latter
had sockets (Fig. 2b).

The AFM measurements (Fig. 2c) identified that the
coating was superimposed with submicron particles of 500–
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1000 nm. The particles were assembled in globules, 1–2 lm
in diameter with 30 nm height. The pores (of 1–2 lm
diameter) were located in between the globules. The Ran was
in a range 400–1300 nm for different specimens and corre-
lated (Fig. 3) with u (r = 0.74; significance 95%). This
means that the nanoscaled roughness Ran had an influence on

the electrical potential u measured at the macro scale. On the
other hand the potential Vk measured at the nanoscale was
also connected with u (r = 0.97; significance 95%; Fig. 3).
This means that the roughness contributed also to the
nanoscaled surface electrical potential. The potential Vk at
the valleys was equal to −0.024 V that was the negative
value (significance 95%) against the potential +0.021 V at
the peaks.

The cells were not absorbed in the pores having the
dimensions *1–10 lm that were less that MSCs sizes.
MSCs adhered preferentially to the spherulites and valleys of
the coating. However the HLPSCs located in the sockets
belonged to the negatively charges valleys expressed ALP
and OCN proteins as the markers of synthesizing osteoblasts
and as the humoral component of the bone matrix.
Approximately 84% of ALP- or OCN-positive cells were
revealed in the surface sockets, but only 16% ones were
placed on the spherulites.

The squares covered with the ALP- and OCN-stained
cells correlated with the surrounding sockets area seeded by
HLPSCs (r = 0.99 and 0.91; significance >99% for ALP and
OCN, correspondingly). At the same time the total square of
the sockets correlated with the electrical potential of the
surface (r = −0.77; significance 98%). This meant that the
electrical potential at the sockets had an influence on the
connected with them cells.

0 20 40 60 80 100
2

Fig. 1 X-ray diffraction spectrum of the calcium phosphate coat-
ing. Maximus corresponding to the compounds: *—CaTi4(PO4)6,
□—TiP2O7, ∇—b-Ca2P2O7, ●—TiO2(anatase)

Fig. 2 Images of the coating
surface. SEM—a (� 1100
magnification), b (� 8400
magnification); AFM—(c)

The Biomaterial Surface Nanoscaled Electrical … 141



4 Conclusions

1. The calcium phosphate surface roughness has an influ-
ence on the surface electrical potential. The valleys
having the sockets of the coating deliver the negative
electrical potential.

2. The sockets of the calcium phosphate coating capture
HLPSCs and promotes expression of ALP and OCN
proteins as the markers of synthesizing osteoblasts and as
the humoral component of the bone matrix.
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Removal of Vascular Calcification Inducer
Phosphate in Different Dialysis Treatment
Modalities

Jana Holmar, Ivo Fridolin, Merike Luman, Joachim Jankowski,
Heidi Noels, Vera Jankowski, and Setareh Alampour-Rajabi

Abstract
Approximately 8–10% of the adult population in Europe
suffers from kidney diseases. Cardiovascular complica-
tions are the leading cause of death in chronic kidney
disease (CKD) patients, and vascular calcification is
prevalent. High serum phosphate (P) level is a trigger of
higher prevalence of vascular calcification in CKD
patients. Phosphate is removed from the blood of
end-stage renal disease (ESRD) patients regularly by
extracorporeal renal replacement therapy, called dialy-
sis. This paper aims to evaluate the calcification capabil-
ity of CKD phosphate levels and compare the removal of
phosphate during the different dialysis modalities. Human
vascular smooth muscle cells and rat aortic rings were
incubated in a medium containing CKD levels of
phosphate. Both, calcium content measurements and
histochemical staining proofed significantly increased
calcification. Ten uremic patients, five males, and five
females mean age 59 ± 16 years, were followed during
40 chronic midweek hemodialysis sessions. Four dialysis
modalities with different settings were used once for each
patient: hemodialysis (HD), high-flux hemodialysis (HF1,
HF2) and postdilutional online hemodiafiltration (HDF).
Total removed phosphate (TRP) was calculated by using
phosphate concentration and the weight of the total spent

dialysate collection. Phosphate reduction ratio (RR) was
calculated by using patients’ pre- and post-dialysis
phosphate concentrations in serum. Patients’ mean
pre-dialysis serum phosphate levels were
1.72 ± 0.57 mmol/L, which is higher than in healthy
subjects (0.81–1.45 mmol/L). Phosphate serum reduction
ratios achieved during HD procedures were significantly
lower from the ratios achieved during HDF and HF2
procedures. The mean total removed phosphate (TRP) val-
ues for HD were significantly lower than TRP values of
other modalities (HF1, HF2, and HDF). Differences in
removal values between HF1, HF2, and HDF were not
significant. The results are indicating that phosphate
levels presented in CKD increase vascular calcification
and it is possible to remove phosphate more effectively by
adjusting the dialysis treatment parameters.

Keywords
Vascular calcification � Phosphate � Dialysis adequacy

1 Introduction

Around 8–10% of the adult population suffers from kidney
damage, and cardiovascular complications are the leading
cause of death in chronic kidney disease (CKD) patients [1].
One of the serious and prevalent co-morbidities in CKD
patients is vascular calcification (VC). The key trigger of
higher prevalence of vascular calcification in CKD is high
serum phosphate (P) level [2, 3]. It makes proper and suf-
ficient removal of phosphate crucial for end-stage renal
disease (ESRD) patients to prevent cardiovascular disease in
this population. During the renal replacement therapy, called
dialysis, phosphate is removed from the blood regularly.
However, phosphate removal is more complicated than the
removal of other small molecular weight uremic toxins, e.g.
urea. One of the reasons is that phosphate is removed mainly
from the plasma space during the dialysis while urea is also
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removed from red blood cell water [4]. Secondly, phosphate
is negatively charged, and the fact that some dialysis
membranes have a negative charge or they become nega-
tively charged during dialysis (due to an accumulation of
negatively charged proteins) makes phosphate diffusion
across the membrane difficult [5]. It has demonstrated that
increasing the dialysis time has a strong effect on phosphate
removal, but also dialysis settings, i.e., filter type, blood- and
dialysate flow rates are essential for the removal of phos-
phate [5]. Estimating the removed phosphate could be done
by using serum samples before and after the dialysis, for
elementary reasons it is not done in every session. Current
guidelines are suggesting to perform the monitoring every
1–3 months [6]. Still, an easy to perform, an indirect optical
method for estimating the phosphate concentration and
removal during each dialysis has been proposed earlier
[7–9]. These approaches are using UV- absorbance, and
fluorescence of the spent dialysate and could simplify the
estimation of treatments quality regarding phosphate
removal.

The aim of the study was to evaluate the calcification
capability of elevated phosphate levels presented in CKD
and compare the removal of phosphate during the different
dialysis modalities.

2 Materials and Methods

2.1 In Vitro Studies

Study protocols were approved by the local ethics
committees.

Human aortic smooth muscle cells HAoSMCs (Promo-
Cell; Germany) were cultivated in “Smooth Muscle Cell
Growth Medium 2” (PromoCell; Germany) at 37 °C in a
humidified atmosphere of 5% CO2.

Cells in passage 5–8 were used in 3 independent exper-
iments. Per experiment four wells (25,000 cells in each) of
cells were used (N = 12).

Normal medium (NM) consisted of high glucose Dul-
becco’s Modified Eagle’s Medium (DMEM) (Sigma–
Aldrich, Germany) containing 0.9 mM phosphate, 1.8 mM
calcium, 2.5% fetal bovine serum (Biochrom, Germany) and
1% penicillin-streptomycin 10,000 U/mL (ThermoFisher,
Germany). In the calcifying medium (CM) phosphate was
included to reach 1.6 mM concentration. The cells were
cultured in NM and CM for 7 days; medium was changed
every 2 days.

Calcium content was quantified using the
o-cresolphthalein complexone method with the Randox
Calcium Kit (Randox, UK) and was normalized to protein
concentration measured using the Micro BCA Protein Assay
Kit (ThermoFisher, Germany).

In addition, the thoracic aortas of 8–13 weeks old male
Wistar-rats were isolated and cut in 1–2 mm rings, and the
endothelial layer of the rings was damaged. Aortic rings
were incubated in normal- and calcifying medium. Two
independent experiments, in both four rings per condition,
were used (N = 8). Incubation conditions and used mediums
were the same as described in the previous section except for
the phosphate concentration of CM which was fixed to
2.0 mmol/L. After 7 days, cultured rings were fixed with
4% paraformaldehyde, embedded in paraffin and 3 lm sli-
ces were stained using von Kossa method. The results were
compared using paired two-tailed Student T-test. GraphPad
Prism 5 (GraphPad Software, USA) was used for analysis.
*p < 0.05 was considered statistically significant.

2.2 Dialysis Studies

Ten uremic patients (five males, five females) (mean age
59 ± 16 years) were followed during 40 chronic midweek
hemodialysis sessions in North Estonian Medical Centre,
Estonia. The study was performed after the approval of the
protocol by the national ethics committee. The goal of the
analysis was to compare the removal of phosphate during the
different dialysis modalities. Four dialysis modalities with
different settings were used once for each patient in a
cross-over design (Table 1).

Patients’ pre- and post-dialysis phosphate (Pstart and Pend)
and calcium level in the serum were measured to quantify
the initial pre-dialysis serum concentrations and for calcu-
lating phosphate reduction ratios.

The outcome of the analysis was measured by comparing
the phosphate removal values achieved by different dialysis
treatments. During the dialysis sessions, spent dialysate was
collected in the dialysate collection tank. At the end of the
procedure the tank was weighed (Wtank) and one sample
(Ptank) was taken from it after careful stirring. Concentra-
tions of serum and dialysate samples were measured in a
clinical chemistry laboratory (Synlab Eesti OÜ, Estonia).
The total removed phosphate (TRP) was calculated by
multiplying the weight of the tank (Wtank) and its phosphate
concentration (Ptank).

TRP ¼ Ptank �Wtank ð1Þ
The reduction ratio (RR) of phosphate was calculated

based on the phosphate concentration in the patients’ serum
at the start (Pstart) and the end (Pend) of the procedure.

RR ¼ Pstart � Pend

Pstart
� 100% ð2Þ

For two procedures out of 40, RR was not possible to
calculate due to missing Pend sample value.
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The linear correlation values (R) between pre-dialysis
serum phosphate concentrations and TRP and RR values
were calculated.

The TRP and RR values for different dialysis modalities
were compared using 1-way ANOVA with Newman-Keuls
multiple comparison test and paired two-tailed Student
T-test. GraphPad Prism 5 (GraphPad Software, USA) was
used for analysis. *p < 0.05 was considered statistically
significant.

3 Results

Patients’ mean pre-dialysis serum phosphate levels were
1.70 ± 0.58 mmol/L, the values were in the range of 0.61–
2.72 mmol/L. In case of 7 patients out of ten, the pre-dialysis
serum phosphate levels were higher than in healthy subjects
(0.81–1.45 mmol/L) [10]. Patients’ serum calcium levels
were 2.34 ± 0.14 mmol/L, which is in the range of the
values of the healthy subjects (2.1–2.6 mmol/L) [10].

Calcium content measurements in cultured HAoSMCs
demonstrated significantly increased calcification in cells
incubated in calcification medium (Fig. 1).

Further, von Kossa staining demonstrated increased cal-
cification in aortic rings incubated in calcification medium
(Fig. 2).

The mean ± standard deviation (SD) of total removed
phosphate (TRP) values for different dialysis modalities are
presented in Fig. 3. Four dialysis modalities were compared:
hemodialysis (HD), high-flux hemodialysis with different
blood- and dialysate flow rates (HF1, HF2), and postdilu-
tional online hemodiafiltration (HDF). The mean TRP for
HD was 33.6 ± 9.9 mmol, which was significantly lower
than TRP values achieved during HF1 (45.7 ± 15.3 mmol),
HF2 (45.8 ± 11.4 mmol) and HDF (43.9 ± 8.1 mmol).
TRP values of HF1, HF2, and HDF were not significantly
different.

The linear correlation value between pre-dialysis serum
phosphate concentration and TRP was 0.77.

The mean ± SD phosphate reduction ratios
(RR) achieved by different dialysis modalities are presented
in Fig. 4. The mean phosphate reduction ratio during HD
procedures was 46.7 ± 10%, which was significantly lower
than the values achieved during HF2 (62.0 ± 16.9%) and
HDF (59.4 ± 14.5%) but not from HF1 (60.4 ± 20.5%),
reduction ratios of HF1, HF2, and HDF were not

Table 1 Dialysis treatment parameters

Treatment Blood flow
(ml/min)

Dialysate flow (ml/min) Dialyser (Fresenius Medical Care, Germany)

Hemodialysis (HD)
High-flux hemodialysis (HF1)
High-flux hemodialysis (HF2)
Postdilutional online hemodiafiltration (HDF)

300
300
350
350

500
800
500
800

FX8
FX1000
FX1000
FX1000

All treatments lasted 240 min

Fig. 1 Calcium content in human aortic smooth muscle cells incu-
bated for 7 days in the normal and calcifying medium. ***(p < 0.001);
N = 12

Fig. 2 Von Kossa staining and calcified area of rat aortic rings
incubated for 7 days in the normal and calcifying medium. **
(p < 0.01); N = 8
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significantly different. The linear correlation value between
pre-dialysis serum phosphate concentration and RR was
0.47.

4 Discussion and Conclusion

It has been demonstrated that CKD patients are more
endangered for vascular calcification compared to the gen-
eral population [11, 12]. Also, the vascular calcification
inducing effect of phosphate has been shown previously [2,
3]. The latter was confirmed in the current paper: CKD
levels of phosphate increased vascular calcification in human
aortic smooth muscle cells and rat aorta (Figs. 1 and 2).
Interestingly, phosphate is currently not listed as an uremic
toxin in the European Work Group on Uremic Toxins
(EUTox) database [13]. For 70% of patients included in this
study, serum phosphate levels were elevated compared to
healthy controls; these patients were also prescribed for
phosphate-binders. Patients’ serum calcium levels were in

the normal range for all patients. It shows that calcium levels
are well maintained, but the effective removal of phosphate
during dialysis is crucial for these patients.

It has been demonstrated that due to kinetic limitations,
phosphate removal during dialysis differs from the removal
of other small marker molecules, e.g. urea. There are two
main reasons that do not allow very effective phosphate
removal during dialysis. Firstly, the intradialytic phosphate
concentration is low. Secondly, phosphate is negatively
charged, and many dialyzer membranes have a negative
charge originally or accumulate the coating of negatively
charged proteins during dialysis. Prolonged dialysis or
offering more frequent dialysis could help to remove larger
amounts of phosphate [5].

Due to the above mentioned complex kinetics of phos-
phate removal, the reduction ratio is probably not the best
way to estimate the efficiency of procedures regarding
phosphate removal. Still, the results for both, reduction
ratios and total removed amounts follow the same trend
(Figs. 3 and 4). The both, RR and TRP values are presented
in the paper since the RR is giving direct information of the
phosphate removal from the blood side, and the TRP is
giving the values for total removed phosphate from the spent
dialysate side. Estimating total removed phosphate values
should be preferred and optical methods could make the
estimations easily feasible [7–9].

The results of the current paper show that total removed
phosphate and phosphate reduction ratios are dependent on
dialysis modalities. Total removed phosphate values for
hemodialysis (HD) procedures were significantly lower than
in case of other modalities (Fig. 3). Phosphate reduction
ratios were also lowest for HD procedures (Fig. 4). Removal
values between other modalities were not significantly dif-
ferent. It demonstrates the possibility to remove more
phosphate during dialysis by using high flux filters and
adjusting the dialysis treatment parameters.

The limitation of the study is a low number of monitored
procedures, and follow-up studies are planned.

In summary, phosphate is an inducer of vascular calcifi-
cation, and most of the studied CKD patients had elevated
phosphate levels. This makes the effective removal of
phosphate crucial. This study demonstrated the possibility to
increase phosphate removal by dialysis settings.
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DNA Intracellular Delivery into 3T3 Cell Line
Using Fluorescence Magnetic Ferumoxide
Nanoparticles

Ondrej Svoboda , Josef Skopalik, Larisa Baiazitova, Vratislav Cmiel,
Tomas Potocnak, Ivo Provaznik, Zdenka Fohlerova,
and Jaromir Hubalek

Abstract
Gene delivery is a widespread strategy in current
experimental medicine. In this work, we report a method
for low-toxic intracellular DNA vector delivery and post
transfection localisation of this vector in mouse embry-
onic fibroblast cell lines. The surface of modified
ferumoxide nanoparticles conjugated with Rhoda-mine
B isothiocyanate (FeNV-Rh) was modified with linear
polyethyleneimine and medium molecular weight chi-
tosan to increase Accelerated Sensor of Action Poten-
tials DNA vector adhesion. The size of the
FeNV-Rh/DNA transfection complex was studied using
dynamic light scattering (DLS) and scanning electron
microscopy (SEM) techniques. The transfection complex
internalisation of plasmid expression and FeNV-Rh, and
stability of rhodamine fluorescence in intracellular space
were observed at time periods 6, 12, 24 and 48 h post
transfection. Results showed high transfection complex
intracellular biocompatibility—cell viability after
Rh-MNP labelling was higher than 97% 24 h after
transfection, and higher than 95% after the next 24 h.
Selective FeNV-Rh localisation in the lysosomes was
quantified. More than 82% of nanoparticles were

localised in the lysosomes 12 h post transfection and
94% of lysosomes had a significant and long-term deposit
of nanoparticles. DNA vector expression was visible
in >65% of the cells and precise protein localisation on
the cell membrane was confirmed using confocal
microscopy.

Keywords
DNA � Delivery � 3T3 cells � Fluorescence
Ferumoxide magnetic nanoparticles � FeNV-Rh

1 Introduction

Genetically modified cells can express functional ion chan-
nels and produce growth factors, for example, as a new
direction of cardiac therapy or express bioactive molecules
such as gene therapy or tumour and inflammatory disease. In
genetic modifications, transfection, which introduces foreign
nucleic acid, is widely used. The very promising transfection
approach for intracellular delivery of biomolecules is mag-
netofection. This method, based on the particle internaliza-
tion principles formed in the 1970s was first described in
2000 [1] and is still not fully understood [2]. Magnetofection
increases transfection efficiency and biocompatibility in
comparison to the traditional transfection methods, such as
lipofection or electroporation. It applies a magnetic field,
which enhances the contact of the transfection complex with
the cell membrane in combination with the low toxicity of
the magnetic nanoparticle, given that iron oxide is
biodegradable. Nanoparticles (NPs) can play the role of a
“Trojan horse”. They take on the role of components and the
size tuneable delivery system of the molecule, and the par-
allel role of cell labelling.

Transfection efficiency enhancement has been the objec-
tive for the past few years [3]. However, the transfer of the
transfection complex across the cell mem-brane, the NPs and
plasmid distribution in intracellular organelles and the
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release of plasmids from the NPs during the hours and days
post-application needs to be studied carefully, because these
have an impact on fine cell homeostasis [4] or proliferation
[5].

In this work, we present the transfection method, which
uses agent-coated ferumoxide magnetic nanoparticles con-
jugated with rhodamine B isothiocyanate for intracellular
delivery of DNA plasmids. The results show spontaneous
cell uptake of the transfection nanocomplex, with high
transfection efficiency (82%), long-term biocompatibility
(97% viable cells at 24 h post-transfection) and nanoparticle
colocalization with lysosomes (91% of lysosomes had
deposits of nanoparticles).

2 Materials and Methods

2.1 Cell Culture

Mouse embryonic fibroblast cell line (3T3) cells were cultured
in high glucose Dulbec-co’s Modified Eagle’s Medium
(DMEM; Sigma-Aldrich) containing 10% FBS (Sigma-
Aldrich), 1% Penicillin/Streptomycin (Sigma-Aldrich), and
1% L-glutamine (Sigma-Aldrich) and at 37 °C, 5% CO2. Only
cells with a low passage number (<20) were used for the
experiments. Forty-eight hours before the transfection, the cells
were seeded in an 8-well confocal plate (C8-1.5H-N, Cellvis)
with a density of 5∙103 cells/well and cultured to achieve
optimal confluency of 50–60%.

2.2 Synthesis of Magnetic Nanoparticles

Ferumoxide nanoparticles (FeNV) were synthesised by
borohydride reduction of ferric chloride FeCl3�6H2O
(37 mmol; Sigma-Aldrich, USA) at room temperature. After
the reduction reaction, the temperature of the mixture was
increased to 100 °C and held constant for 2 h. Thereafter the
surfaces of the bare FeNV nanoparticles were functionalised
by Rhodamine B isothiocyanate (details in [8]) to obtain the
final FeNV-Rh.

2.3 Transfection

The 3T3 cells were transfected using FeNV-Rh coated with
linear polyethyleneimine (PEI; MAX 40 K, Polysciences) or
medium weight chitosan (Sigma-Aldrich) and with conju-
gated Accelerated Sensor of Action Potentials 1 (ASAP1)
DNA plasmids (pcDNA3.1/Puro-CAG-ASAP1, Addgene,
7.5 kpb). The three transfection complex combinations, with
varying components, were established (Table 1). The

transfection reagent concentrations were selected from rou-
tine protocol at the point of enhanced transfection efficiency.

The FeNV-Rh coating was made in 30 ll of serum-free
DMEM by PEI or chitosan, with 20 min incubation at RT
followed by the addition of the DNA plasmids and a further
20 min incubation at RT. The positive control consisted of a
Matra-A reagent (IBA GmbH)/DNA complex incubated for
20 min at RT. The negative controls contained
FeNV-Rh/PEI or FeNV-Rh/chitosan with 20 min incuba-
tion, or bare FeNV-Rh, PEI, chitosan and DNA. The final
concentrations of FeNV-Rh, coating agents and DNA are
listed in Table 1.

After the incubation, each sample was purified of free
transfection components by magnetic field (10 s, 103mT)
and an exchange of the solving agent. Thereafter, the com-
plex was filled to 200 ll, with a complete culture media
added to the cells in the 8-well confocal plate (8WP). The
8WP was then transferred to the magnet and kept for 20 min
at 37 °C and 5% CO2. Then, the 8WP was removed from the
magnet (103mT) and incubated for 48 h.

2.4 Transfection Complex Characterization

Dynamic light scattering (DLS; Zetasizer Nano ZS, Malvern
Instruments) was used for the size analysis of the FeNV-Rh
transfections (I–III) and the negative control transfections (I–
VI).

Scanning electron microscopy (SEM; Lyra 3, Tescan
Orsay Holding) was used to analyse the FeNV-Rh size
distribution.

2.5 Quantification of Nanoparticle Intracellular
Infiltration, Plasmid Infiltration and Final
DNA Transcription

A confocal laser scanning microscope, Leica TCS SP8 X,
equipped with gateable hybrid and PMT detectors and a
white light laser was used to take fluorescent images. The
FeNV-Rh complex was detected using confocal setting
530/650-670 (exc./em.). GFP was detected at wavelengths
488/517 nm and DAPI at 405/461 nm (exc./em.).

Transfection efficiency. Transfection efficiency images
were taken at 6, 12, 24 and 48 h post transfection. Trans-
fection efficiency was analysed using the Matlab 2013b
(Mathworks) script. The analysis was based on the com-
parison of the quantity of ASAP1 expressing cells (GFP), to
the total quantity of cells (DAPI stained).

Additional analysis. After 12 h of FeNV-labelling,
lysosomes were stained with high fluorescence specific
marker LysoTracker® (exc./em = 490/530 nm) and the
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same cells were scanned in the red spectrum of FeNV-Rh
(exc./em = 530/650-670 nm). The colocalization of green
and red pixel channels was quantified.

2.6 Viability

Cell viability was determined using the LIVE/DEAD
Viability/Cytotoxicity Kit for detection of viable and dead
cells (Molecular Probes) and a flow cytometry assay based
on propidium iodide (PI) staining (BD FACSCanto).

3 Results and Discussion

Herein we present the results of using PEI or FeNV-Rh for
intracellular delivery of the ASAP1 DNA vector. ASAP1 is
a fluorescent membrane voltage sensor, with circularly per-
muted GFP. It was originally developed for encoding neural
communication [6], though the ASAP1’s application is
much more extensive. It had already been expressed in
Xenopus laevis oocytes [7] or HEK293 [6].

Results from the DLS technique showed a significant
difference in complex size (p < 0.05) between all transfec-
tion protocol types (I–III) and the negative controls (I–III) in
the cells. No fractions were detected in the negative trans-
fections (IV–VI), as these fractions were under the DLS
detection limit. The zeta potential measurements show sig-
nificant changes from −32 ± 1.0 mV for bare FeNV-Rh

(Negative control I) to −40 ± 3.2 mV (Protocol I),
−22 ± 2.5 mV (Protocol II), −25 ± 2.9 mV (Protocol III),
−17 ± 1.7 mV (Negative control II) and −19 ± 2.3 mV
(Negative control III). These results con-firm that the
transfection nanocomplex contains the DNA vector. SEM
analysis (Fig. 1b) of bare FeNV-Rh nanoparticles illustrated
the size distribution of the nanoparticle clusters 30 min from
sonication (30 mW, 3 s inter-pulse interval, 15 min) and
confirmed the magnetic properties of the FeNV-Rh
nanoparticles. The apparent polydispersity of FeNV-Rh on
Fig. 1b is the effect of self-aggregation of nanoparticles; the
polydispersity of bare FeNV-Rh was not observed (Fig. 1a)
immediately after sonication.

The confocal analysis showed that 82 ± 9% of rho-
damine positive pixels were localised in the lysosomes 12 h
after the start of cell incubation with FeNV-Rh-DNA, and
94 ± 4% of lysosomes inside the cells have significant and
long-term deposits of nanoparticles. The statistical results
were computed from 500 randomly selected cells (Fig. 2).

Additional colocalization analysis showed that 91 ± 7%
of “orange-red” pixels (FeNV-Rh-DNA) had incidence with
the “green” pixels area (lysosomes) 12 h after the end of
labelling. This confirms selective distribution of almost all
the FeNV-Rh-DNA nanocomplex in lysosomes or early
endosomes.

These results show that DNA plasmids and NPs are
connected in first 12 h after transfer into the cells, and that
the nanocomplex is mostly redistributed into the lysosomes.
The exact mechanism of dissociation of FeNV-Rh and
plasmids will be the focus of future studies. However, the
GFP protein propagation in the cell membrane supports the
argument that a minimal part of the complex can be disso-
ciated in a specific lysosome microenvironment and
expressed plasmid is functional and well transcripted
(Fig. 3a). The best transfection efficiency occurred in pro-
tocol (II), in which the transfection complex containing PEI
(free PEI was removed) was higher than 65%, with very
precise ASAP1 transcription on the membrane (Fig. 3a).
Study of cell viability using the LIVE/DEAD kit (up to 96 h)
demonstrated a difference in cell viability (T-test, p < 0.05)
between the control and the FeNV-Rh exposed cells
(Fig. 3b). The cell viability determined by flow cytometry
showed comparable results in the same period of time.

The presented method was focused on the preparation of
FeNV-Rh-agent-DNA nanocomplex. The evaluation gives
positive results about the colloidal stability of the
nanocomplex in a water medium, confirms spontaneous cell
uptake, and confirms excellent long-term biocompatibility of
nanoparticles. The effectiveness of transfection (% of GFP
positive cells from all rhodamine positive cells or all cells in
culture) is now comparable with common techniques [3].

Table 1 The working concentrations of transfection reagents

Type Nanoparticles
[lg∙ml−1]

Coating agent
[lg∙ml−1]

DNA
[ng∙ml−1]

Protocol (I) 6.00 – 2.20

Protocol (II) 6.00 3.00 PEI 2.20

Protocol (III) 6.00 6.00 Chitosan 2.20

Positive
control

2.20 (Matra-A) – 2.20

Negative
control (I)

6.00 – –

Negative
control (II)

6.00 3.00 PEI –

Negative
control (III)

6.00 6.00 Chitosan –

Negative
control (IV)

– 3.00 PEI –

Negative
control (V)

– 6.00 Chitosan –

Negative
control (V)

– – 2.20
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Fig. 1 FeNV-Rh and transfection complex size characteristic from DLS a (n = 3) and SEM technique (b). Scale bars as percentage fractional
representation ± SD

Fig. 2 a Intracellular distribution of FeNV-Rh; b lysosomes stained with LysoTracker® Green; c colocalization of lysosomes and intracellular
distribution of FeNV-Rh in 3T3 cells (Color figure online)

Fig. 3 a Confirmation ASAP1
plasmid expression, localization
in the 3T3 cells (GFP) and
correlation with FeNV-Rh
distribution; b cell viability
determined using LIVE/DEAD.
Black bars represent control
samples, grey bars represent cells
incubated with FeNV-Rh
nanoparticles at the desired
time (b)
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Future analysis will focus on improving nanocomplex
incorporation and plasmid transcription in other types of
cells (especially cardiomyocytes of animals, or patients with
ion channel abnormalities, which should be the main target
of future genetic medicine). The next analysis will be
focused on enhancing transfection effectiveness (the
nanocomplex metal core gives the opportunity of magneto-
fection by static or oscillating magnetic fields). This “met-
alofluorescence nanovector” gives potential to the
wide-scale application for future clinical studies, including
precise optical selection of cells before implantation, precise
analysis of cell distribution in tissue, specific force manip-
ulation and cell de-livery during cell therapy or gene
therapy.
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Modern Semi-automatic Set-up for Testing
Cell Migration with Impact for Therapy
of Myocardial Infarction

Larisa Baiazitova , Josef Skopalik, Vratislav Cmiel, Jiri Chmelik,
Ondrej Svoboda, and Ivo Provaznik

Abstract
Ischemic heart disease and resulting acute myocardial
infarction (AMI) is one of the main causes of morbidity
and mortality in industrial countries. The idea for the
modern therapeutic strategy, which should activate the
migration of stem/progenitor cells or reduce the migration
of inflammatory cells in AMI regions, has emerged in the
last 15 years, mainly as a result of physiological obser-
vation and post-mortem histology. Published data from
direct measurements of cell migration are very limited.
We prepared a universal set-up that can be used for the
testing of cell migration in AMI micro-environment.
Mesenchymal stromal cells (MSCs), the most commonly
used stem/progenitor cells in experimental cellular ther-
apy for AMI, were used in the recent set-up tests. The
cells, which should be tested for their migration potential,
were injected into the starting point in a special
micro-chamber on the substrate, and optics of the
microscope allowed a time-lapse recording of cells in
micrometre resolution every 2 min. Our software tools
provided precise 2D and 3D tracking of moving cells and
data export for statistical analysis. Set-up should be
upgraded to a fully-automatic preclinical screening tool in
the future.

Keywords
Patient screening � Stem cell analysis � Cell motility
Time-lapse image analysis

1 Introduction

Cell migration plays a major role in several physiological
processes. Cell migration is affected by factors of the
micro-environment, and by the actual state of the cell
(affected by the age of the donor, genetic disorder, etc.).
Historically, the first analysis and simulation of cell migra-
tion focused on tumour and epithelial cells [1], ‘Transwell
migration assay’ and ‘wound healing assay’ are standard
methods for quantification of these cell migrations. These
assays need only a low-cost microscope and manual camera.
However, there also exists another family of migratory cells:
‘stem cells and progenitor cells’. The stem cells migrate
commonly towards apoptotic or inflammatory regions [2].
Stem cell migration displays lower velocity and more
complicated trajectories. Monitoring of these cells requires
more precise time-lapse hardware and more sophisticated
software for individual motility visualisation and
quantification.

Currently, there are many algorithms for 2D and 3D cell
segmentation, which can be implemented to analyse stem
cell migration [3, 4]. Usually, the cells are considered either
as a cluster or as separate objects. In the first case, direction
of displacement of the cluster’s centre of mass is detected
[5]. In the second case, the migration of each cell is studied
individually. An overview of some currently available soft-
ware tools for the visualisation and validation of microscopic
image data of migrating cells is presented in [6]. In our case,
we programmed a custom algorithm in the MATLAB pro-
gram environment for automatic cell segmentation and
migration tracking using fluorescent images (more advan-
tageous than phase contrast images).
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2 Materials and Methods

2.1 Preparation of the Cells

MSCs were isolated, harvested, and cultured, as previously
described [7]. Three donors aged 50–52 were selected. All
collections of cells were performed after approval by the
ethics committee and after gaining informed consent. Cells
were cultivated at 37 °C and 5% CO2 in medium IMDM
with 1% Penicillin-Streptomycin (all Sigma-Aldrich) and
with FBS (Invitrogen).

The migration experiment itself was started by removal of
adherent MSCs by trypsin and by transfer of the cells into
one inlet of a cultivating micro-chamber (Ibidi µ-Slide I
Luer), which was intended to simulate a micro-area of tissue
(details in Sect. 2.2). Sixty microliters of a 20,000 cell/ml
solution were pipetted into the left inlet of the
micro-chamber, and after 30 min, the micro-chamber was
completely filled with the cultivation medium. The next day,
the medium was exchanged (pure IMDM without FBS) and
MSCs were labelled with CellTracker™ Green CMFDA
fluorescent dye (Invitrogen). In the case of the advance
chemotaxis experiment, the chemoattractant [5] was pipetted
into the opposite inlet (Fig. 1).

2.2 Preparation of the Gas Control Chamber

It is necessary to observe the incubation conditions for
long-term experiments. Our setup consisted of a cell
micro-cultivation chamber (Ibidi µ-Slide I Luer) and a
custom-made frame made of PLA thermoplastic using a 3D
printer (FELIX 3.1) equipped with a transparent glass lid
(Fig. 1). This chamber includes CO2 and N2 inlets connected
to a control system (Arduino, Italy) and gas sensors (Tele-
dyne, U.S.A.) that allow the possibility for precise settings of

different normoxic or hypoxic conditions, including the
setting of the gas concentration oscillation in time. The
levels of CO2 and O2 were set at 5 and 10% in our
experiment.

2.3 Confocal Microscopy

The data were acquired using a Leica TCS SP8 X confocal
microscope equipped with White Light Laser (WLL). The
samples in the micro-chamber were observed using a lens
with 10X magnification. MSCs were labelled with Cell-
Tracker™ Green CMFDA fluorescent dye, which can be
retained in living cells through several generations (72 h).
Due to this property, we were able to observe the migration
of cells continuously for several hours. Excitation wave-
length was set to 490 nm and emission range to 500–
540 nm, corresponding to the dye spectral properties.

To follow the MSC migration, we acquired 2D and 3D
time-lapse data, which were obtained every 2 min over a
period of 6 to 9 h. The size of the image stack object is
1.16 � 1.16 mm with a spatial resolution of 1024 � 1024
pixels and 3 lm depth. When scanning the micro-chamber
temperature, CO2 and N2 levels were controlled during this
period.

2.4 Data Analysis

Initially, our algorithm determined x- and y-coordinates of
the centre of mass for each cell. If there were several slices
on the z-axis, the image stacks at every hour interval were
merged together as a sum of pixels. To reduce the noise in
the background and preserve cell edges, a median filter was
applied. Then, simple thresholding of a pre-processed image
was applied, resulting in a binary image, where the

Fig. 1 a Schematic overview of the micro-chamber. MSCs are
injected into the area at the right end of the chamber. In the basic
variant of the experiment, cell motility can be monitored under absence
of any chemoattractant (zero gradient). In the advanced variant, the

source of chemoattractant is added to the left end of chamber (blue
spindle-shaped cells); after that, the cells move towards higher
concentrations of chemoattractant. b Micro-chamber on microscope
holder

156 L. Baiazitova et al.



segmented cells were marked with a white colour on a black
background. The image post-processing was done using the
‘fill holes’ morphological operation, followed by a mor-
phological ‘open’ that separates potentially touching cells.
Objects that were connected to the image border were
excluded. Finally, small false positive objects were removed
based on their area size, and the mass centres of the rest of
cells were determined (Fig. 2).

This algorithm was used for image stacks in each time
interval. Migration tracks were calculated from coordinates
and then visualised as an additional layer in the original
microscope image (Fig. 3). The tracks of cell division and
the left side of the scan field were considered redundant and
manually removed.

Our algorithm is suitable for low cell density. For high
cell density, an alternative method of cell marker is desirable

because the cells can merge, causing complications in cell
segmentation.

3 Results and Discussion

Our basic results after developing the final version of the
micro-chamber were: (i) excellent stability of a focused
micro-chamber region in the field of view of the microscope;
(ii) stability of humidity and gas concentration in the
micro-chamber is sufficient (short-time oscillation was less
than 2% of set values, data not shown) for safe survival of
the cells; (iii) viability of the cells reached 90–97% after 6 h
of the migration experiment and their motility under constant
external factors seemed constant during the whole time
interval; (iv) fluorescence markers (CellTracker™ Green
CMFDA) displayed minimal photo bleaching.

Fig. 2 Segmentation of cells. a Median filter applied to the merge image stack on the z-axis. b Simple thresholding. c Centre of mass (red) on the
binary image with fill holes and removal of small objects

Fig. 3 The first and last image of the confocal image sequence were
acquired by a Leica TCS SP8 X over 6 h. MSCs were labelled with
CellTracker™ Green CMFDA fluorescent dye. a The first image with

the starting point marked red. b and c The image after three and 6 h
with migration track marked red (accumulated distance) and Euclidean
distance marked blue
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Further results gave quantification of velocity for MSCs
in micro-environments without chemoattractant. At first, for
quantification of cell motility, it was important to determine
the parameters for our software, such as forward migration
indices, displacement of centre of mass, and directness. For
this, it was necessary to calculate Euclidean and accumulated
distance [6].

The cells from all three donors (50–52 years old) showed
very similar speeds of migration. The illustrative value of
cell motility for one donor is shown in Table 1. Measured
values for results from nine used tracks from one patient, for
the duration of 6 h.

The quantification of different migration properties of
MSCs from patients of different ages was not the aim of the
present study. However, this research question will be
important in our subsequent studies. The speed of migration,
represented by Euclidean distance in Table 1, was approxi-
mately 12 lm/h. This speed demonstrated a good correlation
with the speed 11 lm/h, which was quantified from a his-
tological study of MSC migration in an animal heart [8].

In the advanced variant of migration experiment, the
chemoattractant gradient was set within the micro-chamber
(Fig. 1; details in Methods and [5]). The movement of the
cells displayed no change in the mean velocity of cell
migration, but there was change in the preferential direction
of cell movement. Quantitative angular diagram of cell
movements is displayed by software output in Fig. 4.

Recent all presented data was obtained from experiments
on a polymer coverslip culture surface (bottom of
micro-chamber). For a more precise simulation of cell
migration in a real micro-environment, we would need to

upgrade the bottom of the surface, for example, to a collagen
coating or a real heart collagen insert.

Modern therapeutic strategies using the stem/progenitor
cell application and/or different stimulants for the migration
of stem/progenitor cells is very limited because of the
absence of objective and user-friendly methods for quan-
tification of the migration potential of stem cells. This work
has provided a presentation and evaluation of a newly
developed complex setup that is suitable for measurement of
the migration potential of cells, quantification of their tra-
jectories with our software tools, and export of quantitative
results in a user-friendly form. Our future aim is also to
upgrade the method for testing the migration of several types
of cells at the same time (MSCs, neutrophil, etc.).
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Recent Research Progress on Scaffolds
for Bone Repair and Regeneration

Stefano Nobile and Lucio Nobile

Abstract
Currently, the major areas of research in nanotechnology
with potential implications in ostearticular regeneration
are: nano-based scaffold construction and modification to
enhance biocompatibility, mechanical stability, and cel-
lular attachment/survival. Nanotechnologies can be used
to form scaffolds and to deliver drugs and growth factors
in the lesion site in order to enhance bone formation. The
aim of this paper is to give an overview of some recent
advances of osteoarticular tissue engineering allowed by
the application of nanotechnologies.

Keywords
Nanothecnology � Bone tissue engineering
Cartilage � Scaffolds

1 Introduction

Recent advances in the research community on nanotech-
nology, nanomaterials and nanomechanics have stimulated
research activities in medicine and bone tissue engineering
devoted to their development and their applications. Appli-
cations of nanomaterials in medicine involve diagnostic and
therapeutic processes for several diseases affecting different
organs [1, 2].

Research on nanomaterials for medical applications has
been carried out in the last 30 years; most studies focused on
their safety and toxicity on human cell and tissue function.
Several critical issues involve the ability to translate

inorganic nanoparticle from academic studies to industrial
scaling processes that comply with commercial quality
systems, governmental standards, and regulatory contexts
for human use. In particular, inorganic nanoparticle size and
shape, their physicochemical properties and, most impor-
tantly, surface and interfacial properties in biological sys-
tems that result in formation of protein corona on particle
surfaces are critical parameters to consider. In vitro tests may
therefore provide only a partial indication of possible toxi-
city potential, compared to in vivo exposures. Animal
models have been used for preclinical studies, and so far few
nanodrugs have been approved for human use.

Tissue engineering is another field in which nanotechnolo-
gies appear to have a promising role. In particular, osteoarti-
cular reconstruction following bone fracture is of interest due to
the increasing number of elderly people and bone fractures
requiring reconstruction with tissue transplants. Other potential
applications are trauma, congenital bone malformations,
osteoarticular diseases and tumor resections. Osteoarticular
reconstruction requires three components: a biocompatible
scaffold, cells replacing tissue and biochemical mediators (such
as growth factors) to guide cell function. Nanotechnologies can
be used to form scaffolds and to deliver drugs and growth
factors in the lesion site in order to enhance bone/cartilage
formation thanks to their high surface-to-volume ratio.

In this paper the recent research progress on scaffolds for
bone repair and regeneration is reviewed, with particular
reference to their mechanical properties.

2 Progress of Bone Tissue Engineering
Scaffolds

The extracellular matrix of musculoskeletal tissue is mainly
composed of collagens, elastin, proteoglycans, and glyco-
proteins; however, the structural organization of the extra-
cellular matrix is highly specific in order to meet the
tissue-specific function. Each component of the
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musculoskeletal system (such as bone, cartilage, meniscus,
ligament, tendon, and muscles) has its specific architecture,
composition, and functions.

Bone is a composite of collagen fibers reinforced with
nanocrystals of calcium phosphate arranged in a semiregular
pattern. Most of the organic matrix of bone is formed by
collagen fibers of 50 nm size. Highly ordered carbonated
apatite crystals are present at the nucleation sites on the
collagen fibers. These mineralized collagen fibers are aligned
and organized in different patterns to form different kinds of
bone.

Cartilage is composed of specialized cells (chondrocytes)
that produce collagenous extracellular matrix, rich in pro-
teoglycan and elastin fibers, and does not contain blood
vessels nor nerves. Cartilage is classified in three types,
elastic cartilage, hyaline cartilage and fibrocartilage, which
differ in relative amounts of collagen and proteoglycan.

Cartilage bears frictional, compressive, shear and tensile
loading, and has limited repair capabilities mainly due to the
lack of blood supply [3]. Since nanoparticles have significant
limitations in bearing compressive loading, they have been
mainly studied in cartilage pathology as signal delivery
substrate to enhance chondrogenic differentiation of
pluripotent cells [4].

A three-dimensional scaffold is an extracellular
biodegradable matrix that guides tissue regeneration. An
ideal scaffold should be both biocompatible and biodegrad-
able, allowing for complete replacement with functional
tissue. The structure, chemical composition, and biologic
signals delivered by the scaffolds are key factors to guide the
cellular behavior and to promote regeneration of tissues.
Simple biodegradable polymeric materials or ceramics have
been investigated as bone tissue engineering scaffolds;
however, these materials have some limitations, including
insufficient mechanical resistance. In contrast, nanoscale
organic and inorganic materials incorporated into polymeric
scaffolds may provide more favorable properties necessary
for mechanical support, as well as release of bioactive ele-
ments and cellular adhesion, differentiation, and integration
into the surrounding environment [5].

Some studies have demonstrated that tissue regeneration
is faster in nanofibers than other scaffold types, such as solid
wall (i.e. collagen) scaffolds [6]. Nanofiber scaffolds should
have sufficient porosity to allow cell infiltration, nutrient
transfer, blood supply, and the mechanical stability to sustain
the neo-tissue formation.

Many approaches such as sacrificial fibers (selective
leaching of co-electrospun fibers), low-density nanofibers,
and use of salt or other particles that can be selectively
dissolved, laser irradiation, or ultrasonication have been
studied to enhance porosity, but the best approach needs to
be tailored to the damaged tissue [7, 8]. Nanofibers miner-
alization by immersion in solutions containing calcium and

phosphate or by loading with hydroxyapatite or
polypeptide-polyester blends can be performed to mimic the
chemical composition of biological tissues [9–11].

Among the scaffolds for cartilage and bone tissue engi-
neering applications, injectable hydrogels have demonstrated
great potential for use, owing to their high water content,
similarity to the natural extracellular matrix, porous structure
for cell transplantation and proliferation, and ability to repair
irregular defects [12]. Natural biomaterial-based injectable
hydrogels (i.e. chitosan, collagen/gelatin, alginate, fibrin,
elastin, heparin, chondroitin sulfate, and hyaluronic acid) as
well as synthetic biomaterials (mainly composed of poly-
ethylene glycol) have been developed and recently reviewed
in [12].

The process of scaffold construction is a complex issue.
The main techniques available for the synthesis of nanofibers
are electrospinning, self-assembly, and phase separation;
other processes include meltblowing, flash spinning, bicom-
ponent spinning, forcespinning, and drawing. In most of these
processes, the fibers are collected as nonwoven random fiber
mats known as nanowebs, consisting of fibers having diam-
eters from several nanometers to hundreds of nanometers [13].

Of these, electrospinning is the most widely studied tech-
nique and also seems to exhibit the most promising results for
tissue engineering applications thanks to the possibility to
fabricate nanofibrous assemblies of various materials (i.e.
polymers, ceramics and metals) with possible control of the
fiber fineness, surface morphology, orientation and
cross-sectional configuration.Moreover, limited reports about
self-assembly and phase separation synthesis of nanofibers
have been published [14]. Electrospinning involves convert-
ing a polymer into a viscous solution with the addition of a
solvent, charging the polymer with a high voltage source to
create a Taylor cone, extending the polymer into a thin jet
stream across an electrostatic field, and then collecting the
produced nanofibers on a grounded collector [15]. Electrically
conductive nanofibers may provide topographical signals that
facilitate scaffold degradation while simultaneously guiding
skeletal tissue repair. These scaffolds can stimulate osteoge-
nesis and trigger little immunogenic response. The process of
fabricating scaffolds with electrospinning has seen many
innovations. There have been new techniques to overcome the
hydrophobic nature of polymeric materials using surfactants,
new structural formations like that of cotton wool, new
composite combinations like chitosan and silk fibroin, and
new confirmatory studies of the bone stimulating effects of
known pro-osteogenic proteins [16, 17]. Amiri et al. [18]
showed that the combination of willemite (Zn2SiO4)
nanoparticles and electrospun fibers is able to provide a suit-
able and efficient matrix to support stem cells differentiation
for bone tissue engineering applications.

Traditional tissue engineering methods use a “top-down”
approach, in which cells are seeded onto a scaffold with
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biocompatible and biodegradable properties, and are
expected to populate in the scaffold and create their own
extracellular matrix. However, the fabrication of complex
larger functional tissues (i.e. liver, kidney) with high cell
densities and complex metabolic activity is still difficult to
achieve, mainly because of the limited diffusion properties of
biomimetic scaffolds. An emerging, alternative “bottom-up”
method to face this problem focuses on the fabrication of
microscale tissue building blocks with a specific microar-
chitecture and assembling these units to engineer larger tis-
sue constructs from the bottom up. Fabrication of tissue
building blocks can be achieved via multiple approaches,
including cell-encapsulating microscale hydrogels (micro-
gels), self-assembled cell aggregation, generation of cell
sheets, and direct printing of cells [19].

Some authors reported the possibility of integrating three
different techniques (sponge replica method, freeze-drying
and electrospinning) for a successful scaffold fabrication
with potential application in osteochondral tissue engineer-
ing [20].

Silva et al. [21] developed honeycomb-like scaffolds by
combining poly (D, L-lactic acid) with a high amount of
graphene/multi-walled carbon nanotube oxides, and per-
formed in vitro and in vivo tests in rats showing high
mechanical performance and promotion of osteogenesis
without toxicity. Radha et al. [22] reported on the prepara-
tion of nano-hydroxyapatite incorporated poly(methyl-
methacrylate) scaffolds by conjugated thermal induced phase
separation and wet-chemical approach, with resulting
enhancement of mechanical and biological properties of the
scaffolds. Dong and colleagues [23] developed microporous
graphene oxide (GO) modified titanate nanowire scaffolds
with tunable mechanical properties prepared through a
simple hydrothermal process followed by electrochemical
deposition of GO nanosheets. In vitro tests showed that these
scaffolds, in particular the one terminated with -OH groups,
had improved cell viability, and proliferation, differentiation
and osteogenic activities.

A critical factor influencing cell differentiation and pro-
liferation in the context of artificial scaffolds is oxygen and
metabolites supply for the differentiating cells. Vessel
sprouting and growth can be promoted with the aid of
recombinant vascular inductive growth factors such as vas-
cular endothelial growth factor or angiopoietins. Angiogenic
factors in combinations with biocompatible materials or to
make biofunctionalized scaffolds are widely tested in pre-
clinical model systems. Schimke et al. [24] tested
nano-diamond particles bound to angiogenic factors and
found significantly increased rates of angiogenesis one
month after implantation in an in vitro model.

In another study, Sagar et al. [25] developed a hybrid
lyophilized polymer composite blend of anionic charged
sodium salt of carboxymethyl chitin and gelatin reinforced

with nano-rod agglomerated hydroxyapatite with enhanced
biocompatibility and tunable elasticity. In a rabbit model,
this nanosystem displayed improved activity of bone
regeneration in comparison to self-healing of control groups.

Another useful technique to enhance scaffold biocom-
patibility and osteoinductivity is osteoblast conditioning of
nano-hydroxyapatite/gelatin scaffolds, as shown by
Samadikuchaksaraei et al. [26] in a rat model.

Other preclinical studies showed further techniques to
enhance scaffold osteogenicity: Çakmak et al. [27] described
a co-culture model based on a trilayered silk fibroin-peptide
amphiphile scaffold cultured with human articular chondro-
cytes and human bone marrow mesenchymal stem cells in an
osteochondral cocktail medium and found in vitro evidence
of osteogenic differentiation. Dodel and colleagues [28] used
the electrospinning technique and vapor phase polymeriza-
tion combination method with freeze-drying to produce a
ligament construct of silk fibroin/PEDOT/Chitosan
nanocomposite scaffold, which was coated with chitosan.
Somatic human stem cells were cultured on the scaffold and
underwent electrical stimulation with resulting facilitation of
cell seeding and promotion of cell proliferation and
differentiation.

Tracheal cartilage injuries, either congenital or acquired,
are other potential targets for tissue engineering. Wang et al.
[29] fabricated a core-shell nanofibrous scaffold to encap-
sulate bovine serum albumin plus a growth factor (recom-
binant human transforming growth factor-b3) into the core
of the nanofibers for tracheal cartilage regeneration. This
scaffold promoted the chondrogenic differentiation ability of
mesenchymal stems cells derived from Wharton’s jelly of
human umbilical cord and could be useful for tracheal repair.
In a pilot preclinical study, Maughan et al. [30] compared
tracheal graft scaffolds to synthetic nanoscaffolds and dis-
cussed pros and cons of each material for tracheal replace-
ment in children and adults.

In conclusion, the application of nanotechnologies for the
repair of osteoarticular system diseases is showing promis-
ing results. The simultaneous demonstration of low toxicity
and good efficacy will enhance the clinical use of nanopar-
ticles in the next future.
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µCT Based Characterization of Biomaterial
Scaffold Microstructure Under Compression

Markus Hannula , Nathaniel Narra , Kaarlo Paakinaho,
Anne-Marie Haaparanta , Minna Kellomäki , and Jari Hyttinen

Abstract
Scaffolds are often designed with progressive degradation
to make way for cell proliferation of seeded cells for
native tissue. The viability of the scaffold has been shown
to depend on, among other things, the microstructure.
Common parameters, that are used to describe
microstructure, are porosity, material thickness, pore size
and surface area. These properties quantify the suitability
of the scaffold as a substrate for cell adhesion, fluid
exchange and nutrient transfer. Bone and cartilage
scaffolds are often placed or operated under loads
(predominantly compression). This can alter the structural
parameters depending on the stiffness of the scaffold and
applied deformation. It is important to know, how
scaffolds’ parameters change under deformation. In this
study, two scaffolds (PLCL-TCP and collagen-PLA)
intended for use in bone and cartilage applications, were
studied through micro computed tomography based
imaging and in situ mechanical testing. The scaffolds
were subjected to uniaxial compressive deformation up to
50% of the original size. The corresponding changes in
the individual scaffold bulk characteristics were analyzed.
Our results show an expected decrease in porosity with
increasing deformation (with PLCL-TCP scaffold 52%
deformation resulted in 56% decrease in porosity).
Especially in the sandwich constructs of collagen-PLA,
but also in PLCL-TCP composites, it was evident that
different materials are affected differently which may be

of significance in applications with mechanical loading.
Our results are a step towards understanding the changes
in the structure of these scaffolds under loading.

Keywords
X-ray microtomography � Biomaterials � Compression
In situ imaging � Porosity

1 Introduction

Scaffolds are usually created for inducing cell proliferation
with progressive degradation to make way for native tissue.
In bone applications, this hold particularly true.

Porosity, pore size and material distribution are conve-
nient features to gauge the suitability of a particular scaffold
structure for its intended purpose. Other features include
material and pore size thickness. In case of elastic materials,
changes in porosity or surface areas, localized strains which
can have a bearing on cell proliferation. In case of plastic
deformation or fracture, changes in the mechanical rigidity
of the overall structure can occur.

Micro computed tomography (µCT) based study are
prevalent, in particular for in vitro experimental and small
animal studies. In situ loading devices provide the response
of static mechanical testing—compression, deformation,
tensile test etc. With µCT it is possible to monitor the
internal microstructure of these constructs and validate their
behavior with respect to the required ideal under loading.

This study presents a preliminary application of the
concept in observing the changes within two foamed PLCL
based and one collagen-PLA scaffolds under deformation.
Foamed PLCL-TCP scaffolds are interesting under com-
pression due to the TCP component. Pure PLCL scaffold
will recover from the compression and permanent changes
are minor. On the other hand, TCP particles in the composite
can break the PLCL structure that can modify the pore size
distribution.
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2 Materials and Methods

2.1 Sample Details

2.1.1 PLCL-TCP Scaffold
The composites were manufactured by melt-mixing
PLCL-polymer (70L/30CL; Purasorb PLC7015, Corbion
Purac Biomaterials, Gorinchem, The Netherlands) with 60
wt% of b-tricalcium phosphate (b-TCP) having the particle
size range between 100 and 300 µm (Plasma Biotal Ltd.,
Buxton, United Kingdom). The formed composites were
foamed using supercritical carbon dioxide (ScCO2) in a
mold assembly. Thereafter, the foamed composite blocks
were cut into cylindrical shape (Ø = 10 mm, h = 4.7 mm),
and used as such in the deformation.

2.1.2 Collagen-PLA Composite
The collagen-PLA composite samples were manufactured as
described in [1]. Briefly, type I bovine dermal collagen
(PureCol®, Nutacon B.V., Leimuiden, the Netherlands) was
gelled into collagen gel with concentration of 0.5 wt%.
Medical grade polymer poly(L/D)lactide 96/4 (Purac Bio-
chem, Gorinchem, The Netherlands) was used for fiber
manufacture. The polymer was melt-spun into fibers
(Ø * 20 µm), using a Gimac microextruder (Gimac, Gas-
tronno, Italy). The fibers were cut to staple fibers (length
of *10 cm), and carded and needle punched into felt. The
felt was then cut with a puncher (Ø = 8 mm). The collagen
solution was loaded into Teflon molds (Ø = 8 mm,
h = 4 mm) together with the felts (felts at the bottom and at
the top of the molds). The samples were frozen for 24 h at
−30 °C prior to freeze-drying for 24 h. The samples were
cross-linked with 95% ethanol solution with 14 mM EDC
(N-(3-Dimethylaminopropyl)-N′-ethylcarbodiimide
hydrochloride, Sigma-Aldrich, Helsinki, Finland) and 6 mM
NHS (N-Hydroxysuccinimide, Sigma-Aldrich, Helsinki,
Finland) for 4 h RT. The samples were washed with
deioniced water and re-freeze-dried as described earlier.

2.2 Compression and Imaging

Due to differences in the rigidity of the samples, different
approaches were used for the sample compression. The
PLCL-TCP scaffold was significantly more rigid than the
collagen-PLA scaffold. Thus relatively greater force had to
be applied to achieve and hold the deformation. The
collagen-PLA scaffold, on the other hand, was pliable and
very low force was required to induce and hold deformation.
The deformation magnitudes for both the samples were
chosen arbitrarily. The samples were first deformed and then

the magnitude calculated from observing the difference in
sample in the corresponding projection images.

The PLCL-TCP sample was compressed with a
mechanical compression device designed to be operated
in situ in the µCT device [2]. The sample was placed within
a polycarbonate tube, between opposing pistons. The com-
pression of a sample was performed by mechanically mov-
ing the top piston with the stationary bottom piston acting as
a sample stage. The top piston assembly (80 gms) was
screwed-in until it was resting on the sample and the position
was fixed, thus providing an initial static loading force in the
range of 0.8 ± 0.1 N. The applied forces were not moni-
tored during the deformation process. The sample was
compressed at three levels—13% (deformation: 1.3 mm),
35% (deformation: 3.5 mm) and 52% (deformation:
5.2 mm).

The collagen-PLA sample was compressed in a syringe
(diameter: 4.6 mm) between two pistons. In order to get a
better image quality the sample was cut to 3.6 mm diameter
to fit in a smaller syringe. The sample height was 3 mm and
it was compressed by 33% (deformation: 1 mm).

Compression of the both samples is shown in Fig. 1.
The imaging procedure for both the samples was such

that pre and post compression tomographic image volumes
were obtained with a Zeiss high-resolution µCT device
(Xradia MicroXCT-400, Zeiss, Pleasanton, CA, USA). Thus
the samples were first placed in their respective sample
holders between the opposing pistons and image data col-
lected with zero deformation. Subsequently, they were
deformed in situ and image data collected again. The
imaging parameters for both samples are presented in
Table 1. The reconstruction was performed by the Xradia
XMReconstructor software native to the device.

2.3 Deformation Analysis

The reconstructed image volumes obtained from the µCT
device were imported into Avizo 9.4 image processing
software (Thermo Fisher Scientific, Waltham, MA, USA).
Analysed volumes, 3.8 � 3.8 � 4.2 mm for PLCL-TCP
scaffold and 2.5 � 2.5 � 2 mm for collagen-PLA compos-
ite, were selected from the center of samples and non-local
means filtering was used to reduce the noise levels. The
scaffolds were segmented in the image volumes using simple
thresholding procedures. As the samples had high contrast
with respect to the background, this simple image processing
task was sufficient for extracting the region of interest.
Segmented binary image stacks were imported into Fiji
software [3] where porosity analysis was done by using the
BoneJ plugin [4]. Calculated parameters for both samples
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were mean material and pore thickness of analysed volumes.
All image processing and analysis tasks were performed on a
Windows© 7 based desktop with an Intel® Xeon® 3.4
Ghz CPU, NVIDIA® Quadro® K6000 graphics card and
128 GB of installed RAM.

3 Results

A summary of the changes observed in the bulk parameters
of the scaffolds under uniaxial compression are listed in
Table 2 (PLCL-TCP) and Table 3 (collagen-PLA). Prelim-
inary study was done with PLCL scaffold without
TCP. Those results are also presented in Table 2.

PLCL-TCP scaffold analysis results are shown in Fig. 2.

4 Discussion and Conclusions

Here we used in situ compression to assess the porosity of
materials using µCT- imaging. The results show that in both
the scaffold constructs the material parameters (thickness)
remain unaffected. This indicates that the compression load
applied to induce deformation in the structure does not
compress the material itself to any significant degree. On the
other hand, the changes in the void parameters indicate that
porosities and pore sizes decrease under compression but

recover nearly to the initial level after compression with the
collagen-PLA sample. In ambient environment (21 °C) the
PLCL-TCP sample is not recovering fully to its original
shape, but remaining 25% smaller. This is most likely due to
the polymers glass transition temperature that is 22–23 °C
and the high concentration of elastic recovery hindering
ceramic particles embedded in the polymer phase. PLCL
sample had only 5% difference after compression compared
to the original size. It seems that TCP particles are breaking
PLCL structure and detaching from the polymer matrix
during the compression and the sample cannot recover fully
anymore at ambient temperature the same rate as the pure
polymer scaffold, i.e. the PLCL scaffold. However, as the
temperature rises to the body temperature, e.g. during
implantation, the elastic recovery rate of the polymer chains
is likely to increase significantly. TCP particles will break
out from PLCL walls and particles will be available for cells
to interact. On the other hand, TCP particles might affect
pore sizes. Although in this case the deformation was more
than 50%, there were no major fractures in the PLCL-TCP
sample.

The results of this study are a step towards understanding
the changes in the structure of these scaffolds under expected
operation. Thus when using these scaffolds in a clinical
setting, they may be subjected to compression to achieve a
snug fit. Aside from bulk properties, it may also be beneficial
to understand the 3D distribution of the scaffold properties

Fig. 1 Above PLCL-TCP
scaffold, below Collagen-PLA
composite. Scale bars above
5 mm, below 0.5 mm

Table 1 Imaging parameters

Sample Source voltage (kV) Source current (µA) Exposure time (s) Projections Pixel size (µm)

PLCL-TCP 80 125 2 1600 5.63

Collagen-PLA 40 250 3 1600 2.29
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under compression that mimic the use environment. This
would enhance our understanding of the realistic distribution
of porosity during in situ functional environment.
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Table 2 PLCL-TCP and PLCL samples, calculated parameters with different compressions

Porosity
(%)

Material
thickness mean
(µm)

Material
thickness std.
(µm)

Pore thickness
mean (µm)

Pore
thickness std.
(µm)

Deformation
(%)

PLCL-TCP Before
compression

52.8 132.2 45.5 528.4 257.0 0

With 13%
compression

49.7 131.2 45.8 468.7 258.8 13

With 35%
compression

38.8 138.9 48.8 267.0 171.0 35

With 52%
compression

23.0 158.6 56.7 163.9 128.8 52

After
compression

49.0 143.8 53.0 344.8 200.0 25

PLCL Before
compression

71.7 236.1 84.8 975.8 443.8 0

With 23%
compression

69.1 232.2 84.1 823.3 408.9 23

With 54%
compression

56.2 236.0 85.6 480.9 297.8 54

After
compression

71.0 234.6 85.6 912.3 425.8 5

Table 3 Collagen-PLA composite sample, calculated parameters of different parts before, during and after compression

Porosity
(%)

Material thickness mean
(µm)

Material thickness
std. (µm)

Pore thickness mean
(µm)

Pore thickness std.
(µm)

Whole
sample

Before
compression

86.4 18.9 5.6 48.7 17.2

With 33%
compression

82.4 18.9 5.4 39.6 13.9

After compression 86.3 19.0 5.3 57.3 23.9

PLA upper
layer

Before
compression

84.3 20.3 4.0 74.9 34.4

With 33%
compression

81.2 20.0 3.7 65.3 30.7

After compression 82.8 19.1 3.5 66.0 30.6

Collagen Before
compression

94.7 6.0 1.2 46.0 16.7

With 33%
compression

91.8 6.1 1.3 33.1 13.4

After compression 94.6 6.0 1.2 45.1 16.5

PLA lower
layer

Before
compression

83.3 20.3 3.9 69.8 34.2

With 33%
compression

79.2 20.2 3.9 57.3 25.2

After compression 82.8 19.3 3.7 66.1 34.7
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Multi-gaussian Decomposition
of the Microvascular Pulse Detects
Alterations in Type 1 Diabetes

Michele Sorelli, Antonia Perrella, Piergiorgio Francia,
Alessandra De Bellis, Roberto Anichini, and Leonardo Bocchi

Abstract
Among diabetic patients, microangiopathy represents a
relevant cause of morbidity and mortality. Diabetes
induces detrimental changes in the biomechanical char-
acteristics of blood microvessels, and fuels the develop-
ment of a dysfunctional vascularization. Since the
structural properties of the circulatory system affect the
microvascular pulse, the aim of this study was to detect
these vascular alterations through a model-based quanti-
tative analysis of its waveform. Baseline microvascular
perfusion was recorded on the hallux with a laser Doppler
flowmeter. 54 healthy subjects (age: 34 ± 26 years) and
22 type 1 diabetic (T1D) patients without known
cardiovascular complications and smoking history (age:
34 ± 17 years) were compared. A novel multi-Gaussian
decomposition algorithm was applied to reconstruct the
heartbeat-related oscillations, which were evaluated
according to normalized and physiologically-motivated
shape descriptors. Eight out of the nine properties
assessed significantly differed between the groups
(p < 0.001), indicating that the proposed pulse modeling
method is sensitive to the effects of T1D on the peripheral
perfusion.

Keywords
Pulse decomposition � Laser Doppler flowmetry
Diabetes � Microangiopathy

1 Introduction

Microangiopathy is deemed an important cause of morbidity
and mortality among patients affected by diabetes mellitus. In
these subjects, the long-term exposure to high glucose con-
centrations, and the consequent tissue oxidative stress,
determine a range of biochemical, structural and functional
alterations involving the microvascular endothelium, smooth
muscle cells, and capillary pericytes. In particular, this
complication is fuelled by the excessive formation of
advanced glycation end-products, and the build-up of
inelastic matrix materials, which lead to a disordered and
inefficient vascularization, and to an abnormal permeability
and stiffness of blood vessels [1]. Despite being established
that vascular stiffness directly affects the pulse wave velocity
(PWV) within the arterial tree, according to the
Moens-Korteweg model [2], several studies have highlighted
also an indirect effect on the profile of the peripheral pulse [3,
4], and identified specific features which hold a close corre-
lation with the arterial PWV and the tone of peripheral ves-
sels [5]. Therefore, the aim of this study was to assess the
possibility to detect these diabetes-related biomechanical
changes of the circulation through a model-based, detailed,
quantitative analysis of the microvascular pulse, evaluated
non-invasively by laser Doppler flowmetry (LDF).

2 Materials and Methods

Research activities were carried out in accordance with the
guidelines of the Declaration of Helsinki of the World
Medical Association. The enrolled volunteers received a
detailed explanation of the adopted study protocol and its
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purpose, and signed an informed consent form prior to the
start of the measurement sessions. Acquisitions were made
in resting conditions on the pulp of the right hallux with a
Periflux 5000 LDF system (Perimed, Sweden), with the
subjects lying supine in a comfortable position, in a
temperature-controlled environment (T � 23 °C).
Microvascular perfusion was recorded from 54 healthy
controls (age: 34 ± 26 years) and 22 type 1 diabetic (T1D)
patients without known cardiovascular complications (age:
34 ± 17 years). All the included participants were
non-smokers. Perfusion signals were sampled at 32 Hz, and
the minimum time constant available for the instrument
output low-pass filter, i.e. 0.03 s, was set in order to properly
retain the heartbeat-related frequency content.

The methodology adopted in the present work for ana-
lysing the LDF signals was translated from recent research
on the assessment of the digital volume pulse (DVP) of
photoplethysmographic signals [6–8]. More specifically, a
pulse decomposition algorithm (PDA) evolved from a pre-
vious method recently presented in [9], was implemented so
as to reconstruct each heartbeat oscillation extracted from the
LDF recordings. Gaussian functions represent the basic
modeling components of the developed PDA, as reported in
literature by others [6, 8, 10, 11]. In detail, following the
segmentation of the separate cardiac cycles and the identi-
fication of the incisura reference, as schematized in Fig. 1a,
the PDA decomposes each pulse wave into four separate
Gaussians: one for the forward travelling systolic beat and
three devoted to the reconstruction of the diastolic profile on
the right side of the incisura, associated with the reflection

and re-reflections of the main pulse. The identification of the
multi-Gaussian model was carried out with a non-linear
optimization algorithm, tuning the initialization and the
boundaries of the model parameters according to temporal
and amplitude properties specific of each detected pulse
wave. After fitting each signal, the rate of false detections
and mismodeled waves is decreased by imposing 3-r limits
on the estimated cardiac cycle duration, and the a1 and r1
parameters of the systolic component. Two sets of 20939
and 7233 cardiac pulse models were thus obtained for the
control and T1D groups, respectively.

In order to characterize the pulse contour, the percentage
amplitude ratios a2=a1, a3=a1, a4=a1 and the delays Dt1�2,
Dt1�3, Dt1�4 of the diastolic components to the systolic one
were derived for each identified waveform model (Fig. 1b).
Moreover, these normalized morphological features were
combined with the Crest Time (CT), i.e. the duration of the
ascent of the primary wave, and two other
physiologically-motivated parameters: the Stiffness Index
(SI), and the Reflection Index (RI). The former was origi-
nally defined in [12] as the ratio of subject height to the time
interval between the systolic and the diastolic DVP maxi-
mum (or inflection point), DTDVP, and has been positively
correlated with arterial stiffness and PWV; the latter, instead,
has been linked to the tone of small peripheral arteries [13],
and is generally evaluated as the ratio between the diastolic
and systolic DVP amplitudes [6]. In the present work, the SI
was estimated as the time delay between the forward wave
and the centroid of the three diastolic Gaussian components,
while the RI was obtained from the percentage ratio of the

Fig. 1 Multi-Gaussian PDA. a detection of the incisura: p0ðtÞ
maximum point exceeding the mean signal slope in the interval
between the systolic peak and the first p0ðtÞ zero-crossing (if no such

maximum exists, the latter is adopted as reference); b normalized
morphological properties; c physiologically-motivated features
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areas beneath the diastolic Adð Þ and systolic Asð Þ pulse
profiles, as shown in Fig. 1c.

3 Results and Conclusion

The modeling accuracy of the multi-Gaussian PDA was
verified on the basis of goodness-of-fit parameters: on the
whole set of 28172 waveform models, the algorithm
exhibited a coefficient of determination R2

� �
of 0:97� 0:03

(mean �r); furthermore, the average normalized root mean
square error achieved over the analysed LDF signals was
0:89� 0:03, where a value of 1 would mean a perfect data
fit. These outcomes thus strongly suggest that the proposed
approach can adequately reconstruct the profile of the LDF
pulse waves.

The sample distributions of the extracted waveform fea-
tures were assessed for normality by means of the
Shapiro-Wilk test. Since all of them significantly deviated
from a normal distribution (p < 0.001), the non-parametric
Mann-Whitney test for independent samples was used to
compare the control and T1D groups. Table 1 summarizes
the results of the statistical analysis.

Except for the CT, all the analyzed pulse features sig-
nificantly differ among the compared groups. Specifically,
higher median Dt1�3 and Dt1�4 delay times are observed in
T1D subjects, whereas their median Dt1�2 is decreased to a
moderate extent. Overall, the median SI derived from the
T1D group results to be mildly higher. In [12], a significant
positive correlation (r = 0.70, p < 0.001) has been identified
between the systolic-diastolic peak delay, DTDVP, and the
aorto-femoral transit time, which is known to decrease with
increasing vascular stiffness and PWV. Accordingly, the
detected augmentation of the SI might be interpreted as a
reduction in the rigidity of large elastic arteries, which would
contrast with the assumption of an increased mechanical

stiffness, due to the T1D-related exacerbation of inter- and
intra-molecular cross-linking of collagen fibers. However, it
is relevant to consider that the model-based approach applied
in this study differs from the original method, which relies
entirely on the detection of local maxima. Also, the latter is
based on the analysis of photoplethysmography signals, that
relate to local blood volumetric changes, whereas LDF
provides a non-absolute measure of perfusion. These dis-
similarities might explain this inconsistent outcome.
Undoubtedly, novel studies devoted to address more thor-
oughly the definition and interpretation of this pulse-derived
feature of stiffness would be of great value. Furthermore, the
relative amplitude of all the three diastolic Gaussians is
increased in patients with T1D, which are also associated
with a consistent rise of the RI. Millasseau et al. have shown
that the relative height of the diastolic DVP peak is increased
in a dose-dependent manner by angiotensin II [14], which is
known to have a vasoconstrictive action on peripheral
arteries. Therefore, these data appear to be in accordance
with diabetes-associated vascular stiffening.

On the whole, the presented results indicate that the
proposed multi-Gaussian PDA might be sensitive to the
effects of T1D on the peripheral circulation. Further studies
are required in order to better characterize the relation
between the morphological features of the peripheral LDF
pulse and the biomechanical properties of the circulatory
system, and demonstrate the suitability of this technique for
the screening of diabetic-related vascular complications.
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GOAL (Games for Olders Active Life):
A Web-Application for Cognitive Impairment
Tele-Rehabilitation
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Abstract
Vascular Dementia (VaD) and Alzheimer’s Disease
(AD) are the major causes of advanced cognitive decline.
Serious Games (SGs) are computer games, recently
proposed in the healthcare sector, specifically for the
evaluation and rehabilitation of psychiatric and neurolog-
ical disorders. The main objective of the GOAL project is
to test a suite of SGs on a group of subjects with Mild
Cognitive Impairment (MCI) and Vascular Cognitive
Impairment (VCI), conditions at risk of frank dementia,
with the aim to characterize and quantify their functional,
cognitive and motor abilities. The games were imple-
mented using “ad hoc” ICT tools, for longitudinal
monitoring and rehabilitation management directly from
home. In this context, the Web-Application GOAL-App
was developed for allow patients to access to scheduled
physical and cognitive trainings. HTML5, JavaScript and
CSS have been used to create a clear, intuitive and
extremely easy to use UI. The back-end is JAVA-based.
The preliminary results showed good feedback from the
subjects, who regularly practiced the proposed scheduled
trainings.

Keywords
Dementia � Mild cognitive impairment
Web-application � Rehabilitation

1 Introduction

During the aging process, older people often encounter
difficulties in cognitive skills (memory, language, executive
functions), ranging from the isolated memory disorder to the
established dementia, which involves serious functional
repercussions in the skills of everyday life. Dementia is one
of the major causes of disability in the world and epidemi-
ological studies indicate that in 2020, only in the countries of
the European Union (EU), people with dementia will be over
15 million, with a prevalence rate that increases with age,
where values ranging from 1.4% for the age-class 65–
69 years and 28.5% for the 85–89 years group [1]. Vascular
dementia (VaD), in association with Alzheimer’s disease
(AD), are two of the main causes of cognitive impairment in
old age. In this scenario it’s easy to understand how the
prevention and treatment of these conditions in the initial
phases are fundamental. For this reason, many studies have
been initiated with the aim of identifying preventative
approaches to be applied in the Mild Cognitive Impairment
(MCI) and Vascular Mild Cognitive Impairment (VCI), two
conditions at high risk of conversion into frank dementia.
Indeed, several studies indicate that about 15% of patients
with MCI/VCI evolve into dementia within 2 years [2, 3].
Other studies reveal that the pharmacological treatments
currently available for this type of condition are not effective
and indicate that clinicians should recommend regular
exercise, cognitive training and monitor of cognitive status
of these subjects over time [3, 4].

Serious Games (SGs) are computer games used in many
contexts such as education, training, simulation, fitness.
More recently SGs have also been proposed in the health
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sector, in particular in the evaluation and rehabilitation of
psychiatric and neurological diseases [5]. A recent study,
published in Nature [6] shows that the deficit of cognitive
skills can be slowed down by using SGs as tools for cog-
nitive enhancement. Furthermore, physical activity has also
been demonstrated contributing to the maintenance of cog-
nitive functions (in particular of executive functions) and
reduces the risk of developing neurodegenerative diseases
such as AD [7]. Therefore, the proposal that seems to be
more promising to counteract the progression of these
degenerative conditions, is the implementation of combined
rehabilitative treatments, working on both the cognitive and
motor domains [8–10].

The GOAL (Games for Olders Active Life) project has
the aim to develop a platform useful for the clinicians to
assess and monitoring the clinical status of patients and for
the patient to take advantage from a combined rehabilitation
program, both cognitive and physical. The project is the
result of a collaboration between the Don Carlo Gnocchi
Foundation, the Bioengineering and Medical Informatics
Consortium (CBIM), the University of Florence and has
been financed by Regione Toscana (FAS Salute 2014). All
these activities are implemented and integrated with specific
ICT tools, for a longitudinal monitoring and rehabilitation
management of cognitive and motor skills in these subjects,
directly at home. Patients, provided with a computer with
touchscreen, can access the cognitive and physical activities
training using the web application.

2 Materials and Method

GOAL-App is a web-application specifically designed to
implement a weekly training program, consisting of com-
bined cognitive training sessions, physical training sessions
and leisure activities (to be performed with the caregiver,
spouse, sons, etc.), according to clinicians indications.
Scheduling and monitoring of activities are performed on an
external portal accessible by the web-application adminis-
trator. Each activity is implemented in independent modules.
The cognitive module integrates a collection of brain train-
ing exercises from BrainHQ, a third-party platform devel-
oped by Posit Science, that makes available serious games
for multidimensional stimulation (memory, speed, attention,
intelligence etc.). The proposed SGs are adaptive type, i.e.
the difficulty varies in relation to the user performance.
Difficulty is indeed maintained immediately over the user
comfort threshold, which, according to several studies, effi-
caciously stimulate the neural plasticity [11]. The caregiver
module includes suggestions of leisure activities to be car-
ried out with the caregiver during the weekend, such as visit
museums, gardening, watching film, etc. The newly devel-
oped physical activities module includes a training program

of APA (Adapted Physical Activity) exercises, delivered
through guided video, and specific questionnaires about the
performed exercises and the daily activities.

The process of GOAL web-application requirements
analysis, design and implementation is described below.

2.1 Requirement Analysis

The first step was the analysis of the architectural, functional
and safety requirements at global level of the web-app and
the various integrated modules, in particular regarding the
new physical activity module. The main application
requirements are:

• user-friendly interface with large and intuitive buttons,
considering the user-target and the poor or absent
familiarity with ICT;

• communication with administration portal for the
scheduling of all activities;

• integration of the physical activity, cognitive and care-
giver modules. A single home page where the patient can
access to the daily scheduled activity;

• security: authentication system and use of non-sensitive
data: GOAL-App doesn’t use any sensitive data present
on the portal;

• easy updating of contents and high maintainability.

The resulting architecture, as shown in Fig. 1, thanks to
its modularity, allows to integrate or replace one or more
activity modules.

Main requirements for the physical activity module are:

• pre and post physical training questionnaires.
• automatic playback of full-screen video with touch con-

trols, maximizing the view;
• all the answers to the questionnaires and the time spent

on each web page are automatically saved, providing a
real-time tracking of the patient’s activities.

2.2 Design and Implementation

GOAL-App has a three-tier architecture characterized by 3
communicating layers: a presentation layer realized through
HTML and CSS pages, a business logic layer, consisting of
the back-end present on the application server, which
receives, processes and satisfies the client’s requests and a
data layer consisting of the database management system,
where the data reside. The home page, shown in Fig. 1, is
designed to maintain the same layout, while only the large
central button changes according to the type of activity to be
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performed. In this way, access to the various modules is
extremely simple and intuitive.

Furthermore, HTML5 and JavaScript allows the playback
of videos directly on the browser without any plugins and
the creation of a full-screen video player with intuitive
controls, as shown in Fig. 3. User can easily play/pause
videos touching the screen in any point.

The back-end is completely Java-based, whose servlets
allow to manage the authentication of the users, the initial-
ization of the daily training session and the data
loading/saving on the database. The used DBMS is
PostgreSQL.

The strength of the application and in particular of the
physical activity module, is the ability to dynamically

Fig. 1 Functional architecture

Fig. 2 Home page: different central button for different type of activity

Fig. 3 Fullscreen video-player
with touch play/pause controls
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generate the elements present in the web page using fetched
data from database. Thus, the content of the web pages can
be completely managed, modified and updated from the
database, without editing the HTML code or the Java
backend, leading to high maintainability. The generation
process is shown in Fig. 4. For this purpose, we used Alpaca
Forms, an open source suite of javaScript tools able to
generate forms and HTML elements using a JSON schema;
JSON data is loaded directly from the database, using a
REST interface. Once the JSON Schema is specified and
filled with the retrieved JSON data, Alpaca renders them in
the corresponding HTML structures. CSS style sheets and
JavaScript functions were used for the page graphics and
interactivity.

The following is a sample UML Sequence Diagram of the
operations of web pages generation and the data saving on
the database. The browser, through a HTTP Request with
GET method, requests and obtains from the server the
HTML page to be displayed, within which the Alpaca code
is executed. Alpaca then retrieves the necessary datasets
from the database in JSON format and translates them into
the HTML elements of the page, which are rendered by the
browser and presented to the user (Fig. 5).

The user answers to the questionnaire or visualizes the
videos of the proposed physical exercises; collected data are
sent to the backend using the next HTTP POST Request; a
java servlet manages the data saving and redirects to the next
page.

The system security is guaranteed by a java filter, spe-
cially implemented to check and reject unauthenticated
connections. All the attempts to access any page without
verified credentials are immediately blocked by redirecting
the user to the login page.

3 Results and Discussion

The GOAL-App was tested on a first group of 12 patients with
MCI or VCI (Mean: 74.6 yo, SD: 3.6 yo) from a sample of 33,
appropriately evaluated and blocks randomized. In this pilot
test 8 weeks of rehabilitation have been programmed and
globally the utilization results by the patients showed a high
compliance of the proposed activities and feedback in terms of
usability, measured by means of collected data on database
and ad hoc questionnaires. The possibility of performing
cognitive and physical activity trainings comfortably at home
was particularly appreciated. As shown in Fig. 6, 75%
expressed perceived improvements in maintaining attention
and retaining memory, combined with perceived physical
well-being and renewed energies. Activities, on the whole,
were highly appreciated, so much that many patients
expressed displeasure in interrupting the rehabilitation pro-
gram. Also, 83% did not experience particular obstacles in
interacting with a computer, despite a referred lack of famil-
iarity with the technology. This could be the result of a deep
customization of the operating system and of the attention to
the usability issues in the design of the application.

These characteristics allow older people to quickly famil-
iarize with widely diffused and low-cost ICT technologies. In
addition, the direct connection of all clients to the adminis-
tration portal, allows the clinician not only to completely
customize the training program, but to follow in real time the
progresses of several patients. All the collected data generate a
data base that also can be of considerable importance for
research purposes. In future, the sample enlargement with
further patient groups, will allow to collect additional data
useful to validate the Web-App system architecture.

Fig. 4 Dynamic creation of
web-page content from JSON
Schema

180 L. Martini et al.



Fig. 5 Sequence diagram of web page loading and data saving on DB

Fig. 6 Compliance and user
feedback
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TangoTM Wellness Motivator for Supporting
Permanent Lifestyle Change

Antti Vehkaoja, Jarmo Verho, Mikko Peltokangas, Teppo Rantaniva,
Vala Jeyhani, and Jari Råglund

Abstract
We present a system designed for assisting people in
obtaining healthier lifestyle. The system includes a
monitoring device worn on the chest and a web portal
that visualizes the measured parameters and provides the
user motivating tips for healthier lifestyles. The moni-
tored parameters include heart rate, step count, calorie
consumption, activity level, heart rate variability and
sleep quality. A unique feature of the system is that the
communication from the wearable unit to the backend
server is arranged via direct mobile network connection,
thus avoiding the need for a separate gateway device. The
measured data can be viewed with a web browser user
interface. We evaluated the beat-to-beat heart rate
estimation performance with ten subjects in a controlled
exercise protocol and with three subjects in 24-h
free-living conditions. The average mean absolute error
of the R-R interval estimation was 8.0 ms and 6.4 ms in
the two test scenarios, respectively and the corresponding
coverages of the obtained R-R intervals 76% and 94%.

Keywords
Wearable monitoring � Lifestyle coaching

1 Introduction

Lifestyle has the single most important role in maintaining or
affecting general health condition of a person. Sedentary
lifestyle and poor dietary habits are the main causes of
increase in prevalence of cardiovascular diseases, obesity,

type-2 diabetes, and metabolic syndrome in Western coun-
tries and recently also in Middle East and Asia [1].

While general health awareness is increasing and there is
a growing trend of self-monitoring of wellness, these trends
only touch a small portion of the people, i.e. the ones who
are already active and interested in their wellbeing. Those
people who suffer from the aforementioned problems and
who would really benefit from a lifestyle change are easily
left out and do not get support for it. Wellness trackers and
activity monitors coming on the market are mainly designed
for people who are already active. The devices are not
designed from the perspective of a person who is just trying
to start a lifestyle change and who would need external
motivating and encouraging. Some motivating systems exist
for facilitating physical rehabilitation, such as the one
described in [2] but what has been lacking are tools that the
patients could use on their own and that would provide
coaching in several aspects of life habits.

Healthy lifestyle consists of three main pillars: activity,
sleep, and nutrition. All these together affect the overall
wellbeing of a person. There are technological solutions
developed for assisting in quantifying the behavior of the
user with respect to any of these three areas. Activity is the
one that has been gained the biggest attention from users and
technology developers and the range of functionality of
activity tracking devices has increased from the first ones
that just used to show the average heart rate or count steps.
For example, many of the newer wrist-worn devices also
include sleep monitoring and sleep quality assessment in
their service. In addition, there are devices dedicated
exclusively for sleep monitoring and a lot of research has
been done with different monitoring methods. One example
of a commercial solution that uses a flexible mattress sensor
has been developed by Beddit company [3].

Current solutions for nutrition monitoring are mostly
based on food diary applications, where the user manually
enters the meal content and the application breaks it up into
nutrients. Automatic image based solutions for the detection
of food content and computation of the energy and
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nutritional content have been studied and developed, too [4].
Another approach for assisting in changing one’s dietary
habits is not to try to quantify of what is eaten but rather try
to directly assist in making better dietary choices by pro-
viding educative tips towards healthier diet.

In this paper we present our solution named Tango™
wellness motivator, which is intended for people who have
not paid attention to their living habits earlier but are looking
for a lifestyle change. The Tango™ system is based on a
holistic approach considering all the three pillars that affect
on physical welfare and gives support on improving them.

2 Tango™ Wellness Motivator System

The proposed system consists of a chest-worn monitoring
device that is attached to a regular heart rate monitoring belt,
a back-end server system for storing the measurement data,
and a front-end user interface that is accessed through a web
browser. A special feature of the system is that the moni-
toring device communicates with the back-end directly using
the GSM cellular network, thus avoiding the need for a
separate gateway device.

As said earlier, the purpose of the system is not to work as
a basic activity monitor, but rather as a lifestyle coach that
motivates the user to pay attention on his/her daily habits;
i.e. generally encourages to move more, adjust the amount of
sleep, and optimize dietary choices. Therefore, a decision
was made not to provide the user real time information to
e.g. a wrist device but to encourage the user to use the
dedicated web portal to see the daily activity results and at
the same time be provided with tips on how to improve the
general wellbeing. The components of the system and their
most important features are presented next.

2.1 The Monitoring Device

The heart of the chest-worn monitoring device is nRF52832
SoC (System on a Chip) that includes an ARM Cortex M4F
processor core and several versatile peripheral devices, e.g.
Bluetooth Low Energy (BLE) radio. The monitoring device
uses an ADS1292R analog front-end from Texas Instru-
ments for measuring the ECG signal and an MPU-9255 9D
motion sensor from TDK Invensense for detecting steps and
monitoring sleep. Communication with the cellular network
is handled with SARA-G350 2G GSM modem from u-Blox.
The device is charged with a custom charging dock powered
by a normal micro USB charger. The BLE connection pro-
vided by the SoC could be used for transmitting the mea-
sured information to a local, e.g. a wrist-worn device but this
has not yet been implemented and is reserved for future use.

Operating modes
The monitoring device has two operating modes. In the day-
time mode it measures the ECG signal and calculates
beat-to-beat heart rate from it, detects step counts and mea-
sures activity and posture of the user. The other operating
mode is low-power sleep monitoring mode or nighttime
mode. In nighttime mode, the device is worn on the wrist with
in a dedicated wrist cradle. The ECG measurement and step
counting are disabled and an algorithm for detecting
sleep/wake states based on acceleration measurement is used.
The presence of the nighttime measurement cradle is detected
by the signal obtained from the ECG measurement channel.

Communication with the back-end server
The communication with the back-end is initialized and
executed in a following way: the device initializes the GSM
modem on start-up, sets up a GPRS data connection, obtains
the IP address of the back-end server via DNS, opens a TCP
socket connection to it and then requests the initial config-
uration using a simple custom protocol. The configuration
contains the initial time; the daytime mode data transmit
interval (one minute by default) and information about the
latest available firmware.

Assuming the device is in the daytime mode (measuring
ECG and counting steps), it keeps the socket connection to
the back-end server alive and sends new data periodically in
one minute intervals by default. The server, in turn,
acknowledges each received data block. The acknowledges
are not strictly necessary, but they make the detection of data
loss simpler and more reliable. The main drawback of this is
the increased current consumption, which is, however,
minimal in comparison to the power required simply to keep
the GPRS data connection open. The monitoring device has
on-board memory for storing up to two hours of data in case
of a loss of network connection.

When the device is in the nighttime mode (measuring
sleep quality), the GPRS data connection is normally shut
down. The device registers to the GSM network every
15 min, sends the collected sleep quality data and then
deregisters from the network. While the network registration
and deregistration are slow operations consuming lots of
power, the net effect is still a significant reduction in average
power consumption. The average current consumption of the
device was measured to be 16 mA in daytime operating
mode and 4.4 mA in nighttime mode.

2.2 Signal Processing

Some of the monitored parameters are computed on the
device in order to decrease the amount of transmitted data
and the rest, which are derived from the previous ones, are
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calculated in the back-end system. The heart rate and step
counting algorithms were developed specifically for this
system and for the other parameters, algorithms proposed in
the literature were used. Minute by minute energy expen-
diture is estimated through the average heart rate by using
method proposed by Keytel et al. in [5]. The model-based
estimation algorithm considers the age, weight, and the
gender of the person. The energy expenditure values are
calculated in the back-end side, which is a natural choice, as
the user information is stored there. Sleep/wake detection is
based on the algorithm proposed by Cole et al. in [6].

The developed step counting algorithm exploits a
two-phase approach by first classifying the type of activity,
and then, if walking or running activity is detected, the steps
are being counted. This approach enables using simple,
adaptive threshold approach in the step counting phase.
Proprietary heart rate estimation algorithm uses the slopes
and the amplitude of the R-peak as features and compares the
features of new R-peak candidates to the already detected
R-peaks. The algorithm does not report an R-peak if the
signal has too much noise. A relatively low 100 Hz sampling
frequency is used for the ECG to minimize the computational
load of the microprocessor. This sampling rate has still been
found adequate for beat-to-beat interval estimation [7].

2.3 Web Portal User Interface

User can observe the recorded data via a web browser user
interface partially shown in Fig. 1. When signing-in, the UI
first provides the user with an intuitive summary view of
user’s activity status. This summary view takes into account
the user behavior from the past seven days and presents the
status with changing background color. All the monitored
parameters are presented below the summary view. These
are divided in four categories: activity, heart, rest and
nutrition.

Heart rate tachogram is shown from a desired period
together with a heart rate variability (HRV) index (not
shown in Fig. 1). The HRV parameter displayed is the
RMSSD (root-mean-square of successive differences) and
features an automated function for obtaining comparable
values of this index i.e. recognizes when the user is still and
in relaxed orientation for long enough.

Daytime activity levels are categorized in four classes
based on the heart rate and the activity information obtained
with the movement sensor. The commonly used definitions
of 55 and 70% of the maximum heart rate are used as
thresholds between low and moderate, and moderate and
high intensities. Sedentary time is indicated when the heart
rate and activity level stay low for too long time. Activity
category also includes steps taken and calories burned dur-
ing the day.

Other features of the user interface, not shown in Fig. 1,
include sleep/wake hypnogram and other derived sleep
parameters: sleep latency, sleep efficiency and total sleep
time. In addition, the dietary and nutrition section is not
shown in Fig. 1. Due to the lack of convenient and
easy-to-use solutions for food intake, we have currently
taken the approach of providing the user with motivational
dietary tips and recommendations.

3 Validation of the Heart Rate Algorithm

We evaluated the performance of the beat-to-beat heartrate
estimation algorithm in two tests. The first HR test setup had
a controlled test protocol of approximately 30-minute
duration and the other one was a 24-hour recording in
free-living conditions. The following test protocol was
implemented in each controlled measurement: (1) normal
walking and going stairs up and down, (2) laying on a bed,
(3) riding an exercise bike (12–16 km/h), (4) running on a
treadmill (speeds of 3, 5, 8 and 11 km/h), and (5) standing
up. The duration of each phase was 3 min, and there was a
break of 30 s between each phase. The data were analyzed
for 10 subjects in controlled measurements and for 3 subjects
in 24-hour measurements. The heart rate belt was not
moisturized before the beginning of the tests to mimic the
intended usage condition, which is long-term use throughout
the day not just when going for a walk or to do some other
exercise.

The subjects were young healthy adults. The subjects
were informed about the study and they signed informed
consent forms. The principles outlined in the Helsinki
Declaration of 1975, as revised in 2008, were followed in the
study. Reference data was recorded with Ambu Blue Sensor
R-00-S disposable stress test electrodes placed under the
right clavicle and on the left hip to measure approximately
the Lead II ECG signal. The signal was recorded with Faros
360 ECG monitoring device from Bittium Biosignals Ltd.
Faros is certified as Class IIa medical device. The reference
ECG data was analyzed with professional Holter ECG
analysis software, Cardiac Navigator from Bittium Biosig-
nals. The detected R-peaks were visually verified and cor-
rected. Some periods of the measurement had so high noise
level in the reference ECG that the true R-peaks were not
visually observable. These segments were marked as noise.
In this algorithm evaluation test the reference results were
compared to our own heart rate algorithm by loading the
data to Matlab and running the algorithm.

R-R-intervals were found in both signals and the corre-
sponding intervals were assigned to each other. The
assignment was visually verified and corrected. If an extra
beat was detected in the belt ECG, this R-R-interval was
compared with the previous detected R-R-interval of the
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reference ECG. In case the belt ECG was missing an R-peak,
the erroneous (too long) R-R-interval was assigned to both
of the corresponding intervals in the reference ECG.

4 Results and Discussion

Table 1 shows the results of the algorithm evaluation. The
performance of the system was approximately equal during
both, the controlled test and the free-living conditions in
terms of RRI estimation error. The coverage was signifi-
cantly better during the 24-hour test due to generally smaller
amount of movement during the recording. In the controlled
measurement, two test subjects had the coverage of the belt
ECG less than 30% due to the high-amplitude artefacts in the
measurement signal. They both had the largest R-R

estimation error as well. With the other subjects, the belt
ECG coverage was higher than 72% with mean absolute
error less than 10.3 ms and rot mean square error less than
26 ms. In one test subject, the belt ECG provided higher
coverage (82.88%) than the reference ECG (68.64%). The
majority of the large beat detection errors occurred during
short periods of RRI-series interrupted by bad-quality ECG
or just before or after a break caused by bad-quality ECG.
The sweating during the treadmill exercise improved the
skin-electrode contact: all subjects had good-quality ECG at
the end of the measurement, even though some of them had
major artifacts in the ECG during the other phases of the
measurement. The choice of not moisturizing the heart rate
belt before starting of the recording was made on purpose for
trying to mimic the intended usage conditions of the system.
We assumed that the users would not be moisturizing the

Fig. 1 Tango™ web portal user
interface
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heart rate belt electrodes when putting the device on for a
day. However, it can be concluded based on the test results
that moisturizing the electrodes is needed to obtain signal
with adequate quality, at least if there will be excessive
amount of movement before the skin-electrode contact
improves naturally by sweating.

5 Conclusion

We have presented a system intended to be used as a
motivator tool for people trying to improve their living
habits. In wellbeing point of view, the system addresses the
three main components of health: activity, sleep, and

nutrition by supporting healthier lifestyle and providing tips
for improving it. The future work will include evaluation of
the system with subjects belonging to the actual target
group. Also, the subjective perceptions will be evaluated
with interviews. Technical development of the future will
include implementing the respiration monitoring to gain
better insight to users’ fitness.

Conflict of Interest JR and TR are employees of Health Care Success
Ltd, producer of Tango™ system.
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Table 1 R-R-interval estimation performance during the two test
protocols

Controlled
measurements
(average (range)),
(N = 10)

24-hour
measurements
(average (range)),
(N = 3)

Mean absolute error
(ms)

7.99 (4.69…26.34) 6.34 (5.79…7.30)

Root mean square
error (ms)

19.10 (6.00…
61.56)

20.67 (11.88…
23.84)

Mean error (bias)
(ms)

−0.53 (−10.34…
1.83)

1.33 (−1.49…
3.53)

Coverage (%) 76.24 (24.19…
99.67)

94.17 (90.61…
99.82)

Reference coverage
(%)

95.64 (68.64…100) 99.84 (99.53…
99.99)
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Measuring the Response of Patients
with Type I Diabetes to Stress Burden

Vit Janovsky, Patrik Kutilek, Anna Holubova, Tomas Vacha, Jan Muzik,
Karel Hana, and Pavel Smrcka

Abstract
The article presents measurement methodology and
systems for measuring and evaluating the response of
patients suffering from type I diabetes to stress burden.
The proposed methodology and systems have been
developed to recognize the effects of strain on patients’
reaction time and their work performance. Stress burden
was measured by a multi-sensory monitoring system
designed for this purpose. The methods used were based
on monitoring physiological stress symptoms by measur-
ing pulse rate, respiratory rate, temperature, galvanic skin
resistance, and electrical activity of muscles. It was
suggested to monitor the measured parameters in wave-
form, from initiation of stress stimuli, throughout the
period of growth, and up to the point of decline. The
research was conducted under the supervision of psy-
chologists, and the proposed methodology for measuring
stress burden and its impact on physiological functions of
type I diabetics involved a group of patients and a control
group of healthy subjects. The proposed measurement

methodology would be beneficial not only in the design
of systems for detecting mental stress, but also in the
treatment of patients suffering from diabetes and the
assessment of their physical/mental state while perform-
ing demanding work tasks.

Keywords
Type I diabetes � Stress burden � Physiological variables
Reaction time

1 Introduction

Relation between the stress burden of type I diabetes is
studied primarily from the perspective of long-term devel-
opment and the deterioration of health problems in patients
with type I diabetes. Although several studies refer to the
potential impact of long-term stress on the emergence of
type I diabetes, [1, 2], others report almost no conclusive
results and reject this relation. The same results were
achieved in the past when stress-related research was con-
ducted in patients with type II diabetes [3].

The research of glycemic changes control proves a cor-
relation between glycemic control and mental strain if
patients with type 1 diabetes suffer from long-term stress, [4,
5]. The relationship between short-term stress burden and
glycemic control was investigated in [6, 7]. Although in
most of the observed cases the correlation was confirmed, its
extent varies greatly and can be considered a rather indi-
vidual matter.

The quoted studies have not yet presented the research of
short term stress measurements and comparison between
diabetics and healthy subjects by means of physiological data
monitoring. For this reason, this study focuses onmethods and
systems developed for measuring and evaluating short-term
stress developed in diabetics and healthy subjects. A mul-
ti-sensory device for scanning physiological data and related
research of mental stress has been developed specifically for
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this purpose. The designed device seems to be applicable not
only as a technology in monitoring systems for mental stress
detection, but also in the treatment process of subjects with
diabetes for the assessment of their physical/mental condition
while performing labor-demanding tasks.

2 Methods

Based on the mentioned insufficient research in area of
mental strain influence on people suffering from type I type
diabetes, a pilot study focused on measuring the strain in I
type 1 diabetics and healthy subjects has been proposed. The
measurement methodology and an appropriate multi-sensory
biomedical data monitoring system have been designed for
the same purpose.

2.1 Participants

In order to analyze the subjects of the pilot study, five
healthy subjects (control group—C) (aged 26 (SD 3.5)) and
five type I diabetes patients (Pt) (aged 28 (SD 5.6)) were
subjected to measuring. The diagnostic evaluation of the
subjects included a detailed anamnesis, aneurological
examination and routine laboratory testing. The subjects
were selected randomly and on different days. The study was
performed in accordance with the Helsinki Declaration. The
study protocol was approved by the local Ethical Committee

and the Ethical Committee of the First Faculty of Medicine
of Charles University, and informed consent was obtained
from all subjects.

2.2 Measurement Equipment

To carry out measurements, the VLVlab Wireless Pocket
Poligraphy (FlexiCare s.r.o., Czech Republic) was used, see
Fig. 1. It is a device for the online monitoring of physio-
logical data.

The system, which allows for measuring synchronized
physiological data, was developed at a joint workplace of the
Faculty of Biomedical Engineering of the Czech Technical
University (CTU) and the First Faculty of Charles University
in Prague. The selected version of the system enables the
following measurements:

• temperature (TEMP)—measured in °C by an electronic
thermometer on the surface of the body,

• respiratory rate (EIMP) measured in X units by elec-
trodes, and determined on the basis of changes in
bioimpedance of the chest,

• heart rate (HR) measured in Hz by standard adhesive,
disposable ECG electrodes and chest strap heart rate
monitor, and determined on the basis of channel ECG
signal,

• galvanic skin resistance (GSR) measured in X units by an
external finger probe.

Fig. 1 VLVlab pocket
polygraph application
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2.3 Test Procedure

The proposed VLVlab system is used for simultaneous
TEMP, EIMP, HR and GSR measurements. The VLVlab
system sensors are placed on each subject prior to measur-
ing. The VLVlab system monitors changes in biomedical
data over time and particularly in response to experimentally
applied stimuli. Subsequently, monitored responses are
compared between the groups of participants. The mea-
surement methodology consists of a preparatory and testing
phase. The objective of individual steps is to induce mental
strain and to monitor physiological parameters affecting
mental state, and further development of these parameters.
The measurements are taken in the following phases:

(A) The preparatory phase (5 min.), consists of:

• initial explanation of the experiment and mounting
the sensors of measuring equipment onto the sub-
jects bodies

• measurement of biomedical data
• placing the participants at a table on the edge of the

room

(B) The testing phase consists of:
• 3 min of individual preparation for the presentation

within the simulated job interview: the participant is
allowed to take notes but cannot use them

• 5 min. presentation in front of the jury. The jury
shows no emotion. If a participant stops talking, the
jury asks him supportive questions

• After the presentation has been completed, the jury
will ask the proband to subtract the constant 17 from
the number 2023. If he fails, the jury corrects the
mistake, and let him start from the beginning.

The measured biomedical data is subsequently stored and
prepared for pre-processing before the next analysis.

2.4 Data Processing Method

Three blocks of data were subjected to measuring. One block
from the preparatory resting phase, and the other two blocks
from the testing phases: one taken during preparation for the
presentation and the other during the presentation itself. Data
measured during the preparatory resting phase are used to
determine the baseline of biomedical data, i.e. the data from
this phase provide the values for determining median TEMP,
EIMP, HR, and GSR. The advantage of using the median is
that it is not easily distorted by extreme values caused by

artifacts, as opposed to the mean value, which is extremely
sensitive to them. Subsequently, the median of the measured
data is determined for the testing phase of presentation for
preparation and the presentation itself. Since the researchers
were interested in the changes of biomedical data over time,
and particularly in those responding to experimental stimuli,
and subsequent comparisons between groups of participants,
the different median values are set for the resting phase and
for individual testing phases. The mentioned difference in
median values is set for all the measured subjects.

2.5 Statistical Analysis

First, the difference between the medians for the resting and
testing phases was calculated for each subject. This was
followed by the Jarque–Bera test testing the normal distri-
bution of calculated median values relating to biomedical
data in a group of patients and a group of healthy subjects,
[8]. The median (Mdn), minimum (Min), maximum (Max),
the first quartile (Q1) and the third quartile (Q3) of the
biomedical data were calculated in the next step. The first
quartile is defined as the middle number between the
smallest number and the median of the data set. The third
quartile is the middle value between the median and the
highest value of the data set. These indicators serve for the
statistical presentation of the results and possible future use.
Another, the Wilcoxon test, was used to assess the signifi-
cance of the differences between individual phases of mea-
surements (preparatory phase for the presentation and the
phase of presentation) and differences between the control
group (C) and patients (Pt). The level of significance was set
at a = 0.05. The statistical methods were used according to
[8] and the statistical analysis was performed by MatLab
software.

3 Results

The Jarque-Bera test displayed the not normal distribution of
data in some data sets. The statistical data served to illustrate
the differences between the measurement phases in groups of
patients and healthy subjects. The plot (Fig. 2) displays the
Min, Max, Mdn, Q1, and Q3 for the calculated values in
different phases and a deviation from the TEMP, EIMP, HR,
GSR baseline in the resting phase. Neither the comparison of
biomedical data values measured during the different phases
of the test—nor the comparison of biomedical data values
measured during the same testing phase showed significant
statistical differences between the group of patients (Pt) and
the control group (C). The value p calculated by the
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Wilcoxon test was always higher than the pre-set signifi-
cance level a = 0.05, i.e. the calculated values were higher
than 0.25 in all the cases where statistically significant dif-
ferences between groups of data were identified.

4 Discussion

In the preliminary research into the area of type I diabetics’
response to stress, the authors presented the modules of the
monitoring system, as well as the methodology for mea-
surement and data processing. Preliminary results did not
reveal statistically significant differences in physiological
data between Pts and C, which contradicted their expecta-
tions, and will need to be subjected to a more in-depth
medical analysis. The issues considered for follow up
research are primarily focused on the study of further
physiological data changes. Since the main objective of the
current study was to design a system/methodology for
monitoring physiological data of diabetics in stress situa-
tions, the goals of the research task have been met.
Methodology functionality was tested in a laboratory envi-
ronment. While performing measurements on 10 partici-
pants, the system worked without any loss of signal. The
system can provide information about the changes in phys-
iological data which may be essential for the optimisation of
future measurements. As diabetic patients suffer from auto-
nomic nervous disorders, it is difficult to compare autonomic
nerve responses in stress responses with healthy subjects.

Future research should supplement the measured data with:
ECG analysis, breathing curve parameters and motion
activity data. It is also recommended that the groups consist
of more subjects and that the observed subjects suffer from a
different type of diabetes.

5 Conclusion

The article presented the application of the system for moni-
toring biomedical data and evaluation of their changes after
the patients with type I diabetes are put under stress. The
results did not show any significant differences between the
biomedical data of healthy subjects and diabetics during the
tests. The findings described, however, prove the ability of the
proposed methods to identify differences in the physical and
mental conditions of the subjects under observation.

Preliminary results would be beneficial for further
research into the behaviour of type I diabetics and for the
adjustment and extension of the monitoring system by
involving more subjects in the experiment.

Acknowledgements This work has been supported by the Ministry of
Education, Youth and Sports within National Sustainability Pro-
gramme I, project No. LO1605. Also, this work has been supported by
project SGS17/108/OHK4/1T/17 sponsored by Czech Technical
Uni-versity in Prague.

Conflict of Interest The authors declare that they have no conflict of
interest.

Fig. 2 Comparison of the
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Wearable Sensors and Domotic Environment
for Elderly People

Sergio Ponce, David Piccinini, Sofía Avetta, Alexis Sparapani,
Martín Roberti, Nicolás Andino, Camilo Garcia, and Natalia Lopez

Abstract
Technology is an important instrument for a new concept
of home care and continuous monitoring. New and
smaller devices and communication advances have con-
structed a more humanitarian model of assisted alternative
to hospital. For this purpose an integral scheme must to
consider physiological, emotional, social and environ-
mental conditions that promote the multidisciplinary
support for the patients. In this work we present an
Integral Assistive Home Care System, specially designed
for elderly or chronic illness people. The approach
proposed comprises a user wearable device, a domotic
system’s core installed in a personal computer (PC) and
an ichnographic software (SICAA) that allows the
interaction of the patient with the environment and
peripheral devices. Wearable sensors system have a
master module that deals with data acquisition, synchro-
nization and wireless transmission, connected to sensors
or slaves which acquire biological signals and process
them to minimize the amount of data to be transmitted by
Bluetooth. The biologic variables (each with its own
specific acquisition and preprocessing module) acquired
are temperature, heart rate and pulse oximetry, and
kinetics measurements through an inertial sensor IMU.
The domotic SICAA soft and control hardware was
designed to achieve some automatic tasks through an
ichnographic software. The programmed functions com-
prises: house control (that comprises blinds, lights,
orthopedic bed, air conditioner, television, and intercom);
medication alarm; career communication (nurse call,
voice synthesizer), and computer access (internet, chat,

games, and text processors). The entire system is low
cost, modular and adaptable for different user’s capabil-
ities and pathologies.

Keywords
Wearable � Sensor � IoT � Domotic � Elderly

1 Introduction

Medical technology is a key element in global problems
concerning health, as it can improve the quality of life or
extend it through the appropriate use and prevention. Its
value is calculated not only for its economic cost but also for
its impact in practice and the success of medical treatments.
Due to medicine improvements, life expectancy has
increased. Along with this, the caring for the elderly and
people with chronic diseases have also improved, empha-
sizing the need of preventive medicine and monitoring of
these patients. Also, the concept of Home Care appears as a
promising alternative for these patients, preserving the social
and familiar support and relations. Domotic is a growing
area of commercial devices, due to the comfort search and
home automation, but not specific for patients home care.
Several attempts have been proposed, for monitoring daily
life activities [1] and vital signs [2], between others, focusing
the attention in alarms and emergency help. On the other
side, new trends in Internet of Things have introduced the
remote control of home appliances and electronic devices in
order to optimize energy consumption and comfort. The
control input is through cell phones, voice commands or
remote access, through Wi-Fi or Bluetooth communication
[3–5]. However, all these approaches are adapted to elderly
or chronic people and not fully designed for them. The main
objective of this work is the design and implementation of a
non-obtrusive system, that accomplish with technical
requirements of wearable systems, like low weight, small
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size, battery autonomy and versatility to different patients,
pathologies and geographic situation.

2 Materials and Methods

The system has the following main blocks: wearable sensors
network, home automation network, scenarios analyzer and
information management (Fig. 1).

2.1 Wearable Sensors Network

Health monitoring is accomplished through the wearable
sensors network, that is unobtrusive, lightweight and low
consumption. The physiological variables chosen for this
application were corporal temperature (T°), blood oxygen
saturation (SpO2), heart rate (HR), kinetic measurements
(KM) and voice. The sensor nodes are based in the micro-
controller CC2650, with Bluetooth 4.0 Low Energy (LE) of
Texas Instruments® [6]. The processor is a M3Cortex
32bits, at 48 MHz. The benefit of this configuration is the
low size and low energy consumption that allows the
autonomy for long time periods with a CR2450 battery (3 V
and 600 mAh).

The SpO2 node uses the AFE4403 embedded circuit,
(Texas Instruments®), which consist in an analogical
Front-End. For more information, see [7]. For temperature
acquisition the sensor used was the LMT70, Texas Instru-
ments ®, small size such as 1 � 1 mm and 0.05 °C of
accuracy in the range of 20–42 °C [8]. To voice register the

choice was a microcontroller with WiFi radio embedded.
The microphone signal is filtered and digital codified by a
TLV320 codec through Pulse Code Modulation
(PCM) sampled at 22 kHz and with a resolution of 16bits
[9]. This codec send the data under the I2S communication
protocol to the microcontroller, which is in turn connected to
the WiFi net for the Audio Over IP (AOIP) distribution
using the User Datagram Protocol (UDP). This slaves or
sensor nodes are schematized in Fig. 2.

The sensor node communication is achieved by a wireless
link Bluetooth LE and concentrated in a collector that allows
the relation between this net and another WiFi net, that
pickup the information from all the sensors, including the
other blocks sources. The battery level is also included in the
information and all the data packages are sent to the scenario
analyzer block in order to decide the interaction with the
control actions, such as familiar alarm, emergency alarm,
domotic control, and so on.

2.2 Domotic Network

Home-User interaction is done through a network of sensors
and automated devices communicated through the MQTT
message protocol [10]. This protocol proposes a
Publicant-Suscriptor model between computers via WiFi,
and can be established with topics that is represented by a
hierarchical chain. The topics are created by the publicant
and the nodes must be subscripted and communicated with
him (Fig. 3). The basis of the MQTT is the TCP/IP protocol,
but is a much better option due to the small size and the

Fig. 1 General diagram: The
user block comprises the
wearable sensors network and the
relation with the input HCI; the
home automation block and the
Central Control, for scenario
analysis and information
management
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secure message delivery. The Broker chosen was the EMQ,
because is open source, is scalable, allow coworking and
secure connections by SSL, and can be used with Big Data
applications (>1 M package per second).

Several nodes are distributed in home, in order to
acquiere variables such as room temperature, luminosity,
carbon monoxide, doors open and movement detection on
circulation zones. Also, devices nodes are necessary to
lights, air conditioner, blinds, and TV control. An important
node is the call to nurse. The user commands the home

appliances with different Human–Computer Interfaces
(HCI), i.e. a tablet [11] (Fig. 4).

2.3 Scenario Analyzer

The determination of patient’s situation is the ultimate
objective of the work. For this purpoe, the sensor information
is analyzed in order to interact with home appliances and
activate the notification and alarms mechanisms if it is nec-
essary. For this purpose a graphic web interface (Node-RED
[12]) was designed to interconnect easily the blocks that
represents the nodes distributed in the home. The information
is analyzed and the system decides the action to pursuive.

2.4 Information Management

Sensors information is stored in a database of time series,
that allows the analysis of the evolution of one variable or
the multivariable study, which is our concern. The impact of
habits changes in physiological and behavioral variables can
be reflected in these time series. A time series database
greatly facilitates the process of searching, collecting and
validating information. For all the above, it is the choice for
solutions where it is necessary to manage large volumes of

Fig. 2 a Block diagram for SpO2 and Heart Rate Sensor. The
operation is based in the classical principles of IR and Visible Light
absortion. Heart rate is obtained from signal processing. b Block

diagram for Body Temperature Sensor. The data are sampled one per
minute, for energy saving. EDA block is Electrodermic Activity, not
tested yet. c Block diagram for Voice Register Node

Fig. 3 Message exchange between nodes using MQTT protocol
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Fig. 4 Domotic UI -User Interface SICAA for TV, PC or mobile tablet

Fig. 5 Node-RED as easy way for interact with sensors

Fig. 6 Node Wearable modules. Master (left) and Slaves (right) modules for Hearth Rate/SpO2, IMU, Temperature, and microphone. Is important
to note the size related with a wristwatch
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information and analysis in real time. In our platform, we
chose to use InfluxDB, from InfluxData [13]. On the other
hand, the variables are monitored and analyzed using

Grafana [14]. This solution allows us to obtain real-time
graphs of all the variables collected by the system and
visualize them in an interactive web interface (Fig. 5).

Fig. 7 Up: Example for movement detection in bedroom at night. Down: Example for Carbon Monoxide detection and alarm trigger

Fig. 8 Up: Real-time graph showing wearable sensors’ values for a specific patient. Down: Real-time graph showing patient’s environment
variables
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2.5 Blocks Connection

The whole system is constructed above a virtual structure
based in XenServer [15]. This is a flexible and modular
scheme that allows the addition of new services, computing
power and hardware changes without problems or recon-
figurations (even in fail cases). Each virtualized system
behaves as if it was a standalone PC, and each one is called
Virtual Machine (VM) (Fig. 6).

3 Results

All sensors were designed and implemented in small size, for a
first validation and test. The oxymeter and heart rate data were
compared with a commercial device (Medix OXi-3), which was
taken as a standard to calculate the absolutemeasurement error in
the 10 volunteers. The values obtained (error average of 2%)
show an acceptable performance [16]. Related to the graphical
programming of the action plan for different situations with
Node-RED, Fig. 7 shows two posible situations and the solu-
tions proposed. Graphical interface and time series visualization
is presented in Fig. 8. The Grafana interface allows us to obtain
real-time graphs of all the variables collected by the system and
visualize them in an interactive web interface.

4 Conclusions

The system presented is a complete solution for home and
patient monitoring, constituting a suitable alternative for
elderly and chronic people. All electronic designs were
tested and validated with acceptable performance and the
communication protocols and graphical interfaces are
according with the main objective of the work. In the next
stage of the project, home automation of volunteers must be
done in order to conclude in the social impact of the system.
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Videogame Implementation
for Rehabilitation in Patients with Parkinson
Disease

F. Chacha, J. P. Bermeo, M. Huerta, and G. Sagbay

Abstract
The present paper is focused on the rehabilitation of
patients with Parkinson Disease (PD), using video games
that respond to the movements of the player. It is
important, to begin reviewing the state of the art, to
delimit the characteristics of the system. Subsequently,
the system was designed and implemented for use with
software Unity and Arduino. Finally, the validation tests
of the system were performed with patients of the PD and
healthy patients. First, a review of the theoretical
framework of Parkinson’s disease, rehabilitation, and
videogames present today is carried out, analyzing
advantages and disadvantages of the different systems
existing in the market. Then, the characteristics that the
game must fulfill are defined, such as the transmission
technologies, methodologies to be implemented, equip-
ment and software that will be used for the design. Next,
the videogame design is done using the Unity software,
the same one that allows to export it to the Android
platform. The system consists in acquiring patient data
using a Bluetooth module and an accelerometer, whose
data results from the game are sent wirelessly to the
mobile device, for the project were used a smartphone.
The “Rehabilitation” application contained PlaneGame
with three levels and BallGame with two levels of
participation. Finally, the validation of the system and
analysis of results were executed, where the tests are
carried out at the “Adulto Mayor” (elderly) University. In
conclusion, the results at the end of the rehabilitation

sessions showed that the developed system improves the
motor movements of the upper extremities, which favors
raising the life quality of patients.

Keywords
Android � Rehabilitation � Parkinson disease
Videogames

1 Introduction

Parkinson’s disease continues to be one of the most common
disorders in society that affects a greater number of women
than men of adult age, causing to progressively lose their
functional abilities and motor skills, since there is an absence
of dopamine in the mescenfalo of brain.

This disease is characterized by movement disorders,
such as muscle stiffness, tremors, slowness of movement
(bradykinesia) and, in extreme cases, a loss of physical
movement [1–3], since commonly patients with PD tend to
be inactive [4] and through inactivity, secondary disorders
may arise, which include decreased aerobic capacity,
decreased muscle function, decreased joint mobility and
decreased bone quality. Actions such as reaching, grasping,
manipulating, and replacing objects often cause problems
when performing activities such as dressing and eating
causing the reduction of joint speed. [5]

For the control of the symptoms medical treatments,
surgical and conventional techniques of rehabilitation are
established, this often this include expensive equipment in
specialized centers, where the patient must to go daily to
improve their life conditions, which causes to lose interest or
feel tired and do not go anymore. For this reason, there is
another type of rehabilitation called Exergaming, which
consist of strength, balance, and flexibility activities for
patients to exercise while playing video games integrating
physical effort or sedentary movements in response to the
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demands of the game in a fun, entertaining, and it can be
used with patients of any age. [6, 7]

Various studies have been developed to determine the
importance of Exergames for the prevention and rehabilita-
tion of patients with neurodegenerative diseases [8]. In the
treatment of PD, consoles of Nintendo Wii and Microsoft
Kinect have been used to improve certain patient conditions,
such as the WuppDi application, which consists of a
mini-game to improve three main aspects: movement,
movement coordination and improvement of the concentra-
tion in patients with PD. [9]

This paper presents the design of a low-cost system that
will improve the rehabilitation of the upper extremities in
mature adult people who have EP and people healthy. The
design is detailed in [10] and the tests are done with a mobile
phone, a tablet and finally the system is compared with
conventional therapy.

2 Methodology

2.1 System Design

Figure 1 shows the system design. Figure 1a shows the
block diagram of the system, which consists of four stages:
the stage of detection and acquisition of data using the
developed device, the transmission of data through the
Bluetooth module, the stage of video games that were
developed in Unity and finally the stage of analysis of
results.

2.2 Design Device

The developed device has low cost elements, among them:
Arduino, Bluetooth module, Accelerometer sensor and bat-
teries. It is easy to use since it has a wristband so that the
participant feels comfortable. In Fig. 1b can see the elements
of the device and its connection.

2.3 Detection and Acquisition

In the detection phase, the accelerometer allows to detect the
values of each movement made by the participant.

Then, in the acquisition of data, the device is placed in the
participant’s hand, and the rehabilitation exercises are car-
ried out: supination, pronation, flexion, and extension, as
shown in Fig. 2a.

2.4 Videogame

The video game was developed on the Unity3D platform,
and it contents two minigames FunnyPlaneGame y RedBall
Game which are described in [10], after to the first tests
carried out with the system in [10], improvements were
added with three menus: Start Session, (Ss), Therapist
Parameters (TP) and Results (R). The Fig. 2b shows the
menu. The Ss button allows each participant to register with
their name, so that the game data is saved as they play.
The TP button allows a health person to control the

Fig. 1 a Diagram of system, b Connection diagram of the device elements
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participant’s playing time, where they must enter the time
data they wish to reach. Finally, the R button allows you to
generate the participant’s data in a .txt file for its better
visualization and later it can be sent by email to the person in
charge.

3 Results

A study was conducted in 26 older adults between sixty-two
and eighty-five, where six have Parkinson’s disease and 20
were healthy adults. 16 women (Four with PD) and ten men
(two with PD).

3.1 Data Obtained with Mobile Phone

The consideration that was had was that each participant is
placed in a chair, the sensor device is placed, first in the right
hand and then in the left, at 30 cm from the Mobile device or
the tablet. The participants had 5 test sessions twice per day,
using an Android phone, they practiced during two minutes
with the device in each hand,

The results indicate the time and score obtained from the
first session until the last session, during the two
mini-games, both for patients with Parkinson’s and healthy
people. The Table 1 shows the results for time and score
during the FunnyPlaneGame with the PD patients, when the
test sessions end, an increase in score and a decrease in
playing time is observed.

The Table 2 shows the results during the RedBallGame,
the game time decreases by about 20% with respect to the
first session, while the score increases by 93.5%.

In the same way, the results are presented with healthy
patients, the Table 3 shows the data of time and score for the
FunnyPlaneGame where there is a time decrease by 12.3%
and the score increase about 136.4%.

For the RedBallGame, the data are different as seen in the
Table 4 where the average of time when finish the sessions
is about 23.7%, while the score increases considerably.

3.2 Comparison with Conventional Therapy

Tests were conducted to compare and validate the proposed
system in relation to conventional therapy, so that there are
five patients with PD and eight healthy patients. The Table 5
shows the characteristics of participants.

Fig. 2 a Rehabilitation exercises for patients with PD, b Main menu of video game

Table 1 Data obtained in FunnyPlaneGame by PD Patients

Hand 1st Session 5th Session Percentage change (%)

Time [sec.]

Right 61.88 49.33 −20.3

Left 65.66 50.33 −23.3

Average 63.77 49.83 −21.9

Score [points]

Right 37.5 75 100

Left 27.5 51.26 86.4

Average 32.5 63.13 94.2

Videogame Implementation for Rehabilitation in Patients … 203



The fifteen participants had two daily sessions for ten
days with the proposed rehabilitation system and conven-
tional therapy, at the end of which a motor test was per-
formed using tweezers for two minutes on each hand.

The motor test last for two minutes in each arm, where
each one had to catch the largest number of pompoms with
the indicated color and place them inside the container, and
the score is the amount of pompoms collected correctly. The
average results obtained from the test after conventional
therapy with the 15 participants and after videogame therapy
are shown in Fig. 3.

4 Conclusions

The proposed system is a good option for a new type of
therapy using video games in patients with PD, the tests
performed with the mobile phone show good results
improving the time and score of the game, the results show
improvements in the decrease of time and increase of score
since it has bigger screen size which allows each participant
to observe the video game more clearly.

The participants who used conventional therapy obtained
an average of 15.93, while the participants who used the
proposed system of videogame therapy obtained an average
of 19.67 using the right hand. For the left hand, an average
of 13.53 is obtained with conventional therapy and 14.73
with the proposed system, denoting better performance with
videogame than conventional therapy.
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Table 2 Data obtained in RedBallGame by PD Patients

Hand 1st Session 5th Session Percentage change (%)

Time [sec.]

Right 60.99 47.57 −22.0

Left 60.08 49.41 −17.8

Average 60.53 48.49 −19.9

Score [points]

Right 37.5 77.5 106.7

Left 40 72.5 81.3

Average 38.75 75 93.5

Table 3 Data obtained in FunnyPlaneGame by Healthy People

Hand 1st Session 5th Session Percentage change (%)

Time [sec.]

Right 50.12 46.13 −8.0

Left 55.04 46.05 −16.3

Average 52.58 46.09 −12.3

Score [points]

Right 42.5 100 135.3

Left 40 95 137.5

Average 41.25 97.5 136.4

Table 4 Data obtained in RedBallGame by Healthy People

Hand 1st Session 5th Session Percentage change (%)

Time [sec.]

Right 54,1 37,83 −30.1

Left 49,04 40,88 −16.6

Average 51,57 39,35 −23.7

Score [points]

Right 42,5 110 158.8

Left 40 95 137.5

Average 41,25 102,5 148.5

Table 5 Information of Participants for comparison with conventional
therapy

State Sex Age State Sex Age

Patient 1 PD F 82 Patient 9 Healthy F 71

Patient 2 PD M 71 Patient 10 Healthy M 72

Patient 3 PD F 73 Patient 11 Healthy F 66

Patient 4 PD F 83 Patient 12 Healthy F 58

Patient 5 PD M 74 Patient 13 Healthy F 70

Patient 6 Healthy M 67 Patient 14 Healthy M 65

Patient 7 Healthy M 71 Patient 15 Healthy F 80

Patient 8 Healthy F 73

0
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RIGHT HAND LEFT HAND

Conventional therapy Videogame therapy

Fig. 3 Motor test
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Design of a Multisensory Room for Elderly
People with Neurodegenerative Diseases

F. Duchi, E. Benalcázar, M. Huerta, J. P. Bermeo, F. Lozada,
and S. Condo

Abstract
Multisensory stimulation in older persons is an effective
practice that helps to train the mind and motor skills
through elements that stimulate the senses of the people.
The spaces where specialists work the sensory stimulation
are the so-called multisensory rooms “Snoezelen”. Ini-
tially, the use of these rooms was mainly intended for
children with learning difficulties, those that had difficul-
ties to explore their environment. Recently, last few years,
there have been realized investigations of the implemen-
tation of these rooms in persons who present cognitive
deteriorations from moderate to severely and neurode-
generative pathology as Parkinson’s, Dementia, Alzhei-
mer’s, Huntington’s, Bipolar disorder, among others. This
project developed and implemented a Multisensory Black
Room for older patients with neurodegenerative diseases
and cognitive impairment. Different sensory stimulus
were used to help the cognitive and functional sphere of
older people. The implemented room has some elements:
stairs of colors, star curtain, fiber optic shower, textures
path, virtual reality glasses and sound therapy. We test
our room with a group of older people, some of them
form a control group without room stimulation and the
others used the room during 3 months. The results
indicate that it has been possible to reduce the

aggressiveness pattern and to evolve in the functional
part (fine-gross motor) and focus the attention that was
dispersed in patients with neurodegenerative diseases and
cognitive impairment in the early and late stages. In
addition, patients improve the relationship with their
social and personal environment, since the initiative of the
room is to provide an atmosphere of wellness and
relaxation, for the patient and the specialist.

Keywords
Snoezelen room � Multi-sensory room � Dementia
Elderly � Therapy

1 Introduction

Multisensory stimulation in older persons is an effective
practice that helps to train the mind and motor skills through
elements that stimulate the senses of the people. The spaces
where specialists work the sensory stimulation are the
so-called multisensory rooms “Snoezelen” [1, 2]. The
functions that can be promoted in a Snoezelen room are:
(1) Relaxation; (2) Development of self-confidence;
(3) Achieve sense of self control; (4) Encourage explo-
ration and creative activities; (5) Establish rapport with care
takers; (6) Provide leisure and enjoyment; (7) Promote
choice; (8) Improve attention span, and (9) Reduce chal-
lenging behaviors [3–5].

Initially, the use of these rooms was mainly intended for
children with learning difficulties, those that had difficulties
to explore their environment [6–9]. In 1987, in Whittington
(United Kingdom), the first Snoezelen facility was created in
a center for mentally disabled adults, with six different
multisensory environments. Recently, last few years, there
have been growing the number of realized investigations of
the implementation of these rooms in persons who present
cognitive deteriorations from moderate to severely and
neurodegenerative pathology as Parkinson’s, Dementia,
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Alzheimer’s, Huntington’s, Bipolar disorder, among others
[10–13]. In therapy, participants have no obligation to learn
new things and are given the opportunity to feel, relax,
explore and experience [14].

The benefits of a multisensory room are not only reflected
in patients. Because the care of patients with dementia or
brain damage are accompanied by a high dependency on
attention and behavioral disorders, caregivers suffer a heavy
workload. Studies have shown that there are significant
effects in relation to workload, stress, job satisfaction and
exhaustion of caregivers [15]. Its usefulness has meant that
today the therapy is extended to more groups of people such
as the disabled centers that have widely adopted the use of
them, as well as the geriatric centers [2, 14]. Currently in
Ecuador 7% of its inhabitants are over 65 years old, this part
of society is associated with an increase in the probability of
presenting cognitive deterioration due to aging.

This project developed and implemented a Multisensory
Black Room for older patients with neurodegenerative dis-
eases and cognitive impairment. Different sensory stimulus
were used to help the cognitive and functional sphere of
older people. The stimulation elements included were:
visuals (fiber optic shower, stair od colors, star curtain,
virtual reality glasses), tactile (textures path), auditory
(sound therapy) and an interactive lighting system for the
environment.

We test our room with a group of older people, some of
them form a control group without room stimulation and the
others used the room during 12 weeks, 5 days a week,
30 min each day. The results comparing control group and
stimulated group indicate that it has been possible to reduce
the aggressiveness pattern and to evolve in the functional
part (fine-gross motor) and focus the attention that was
dispersed in patients with neurodegenerative diseases and
cognitive impairment in the early and late stages. In addition,
patients improve the relationship with their social and per-
sonal environment, since the initiative of the room is to
provide an atmosphere of wellness and relaxation, for the
patient and the specialist.

2 Dementia

Dementia is not a disease in itself but the symptomatic result
of various lesions in the central nervous system. Also, is
accompanied by the deterioration of the cognitive and
functional faculties of the patient. It produces language and
memory disorders, which leads to the inability to do activ-
ities of daily life. Such symptoms are combated by phar-
macological therapies or with other types of therapies such
as the realized ones in multisensory rooms [16].

We used a short test of mental status that can be per-
formed in about 5 min in an outpatient setting. It is quick

tool that allows the psychologist to quantitatively measure
mental functions: orientation, learning, attention, mathe-
matical calculations, abstraction, information, construction,
remembering. The scores are the following: normal (38 – 28
points), mild cognitive impairment (27 – 25 points) [17].

Other test used in this paper was Barcelona test. That is
an instrument for neuropsychological exploration to evaluate
the cognitive status of the persons. Different aspects were
evaluated such as: temporal orientation, spatial orientation
and personal orientation [18].

3 Methods

3.1 Multi-sensory Room

The dimensions of the room are dimensions of 5 � 5 m in
which the different sensory stimulation elements are dis-
tributed. In our case it is considered a black room, with white
walls to allow the reflection of LED light that was used for
the environment. It is composed of an array of multi-sensory
equipment that provide stimulation in different modes to
each participant (see Fig. 1).

• Star Curtain. The idea with the star curtain is to stim-
ulate the attention and focus of older adults who perform
activities such as touching, observing and manipulating
it, they achieve a visual and tactile stimulus.

• Stair of colors. Therapists encourage patients to perform
vocalizations and control the volume of their voice,
reflecting it with visual effects. It seeks to stimulate the
vision, the control of breathing, as well as to work the
relation cause and effect.

Fig. 1 Location of the elements in the multi-sensory room
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• Fiber optic shower. Elderly people perform follow-up
exercises, tactile stimulation, fine and gross motor skills
when placed and passed through the body. Their color
changes help with attention and memory exercises.

• Sound Therapy. Increases attention, concentration and
improves verbal and communication skills in the person.

• Textures Path. People experience different tactile sen-
sations when walking over different types of textures.

• Virtual reality glasses. Help in the stimulation of higher
cognitive areas (memory, orientation, perception).

3.2 Development of Therapies

A research study was conducted in which participants were
categorized according to their cognitive and functional sta-
tus, in activities and instrumentals of daily living.

Participants. The population was selected among the
residents of “Centro Gerontológico Hogar Miguel León” in
the city of Cuenca (Ecuador). The inclusion criterion was a
diagnosis of dementia (Alzheimer’s, Parkinson’s, Hunting-
ton’s), diagnoses backed by a doctor specializing in Geron-
tology and corroborated by the Department of Psychology
using the Assessment Cognitive Clinical Mayo which clas-
sifies dementia as mild, moderate and severe levels (25–38).

The treated universe was 60 patients, the clinical psy-
chologist verified the eligibility of the participants according
to the inclusion criterion, of which a number of 12 people
were selected for the multisensory room. Informed consent
was obtained from all legal representatives of patients
included in the study.

Table 1 shows the sociodemographic characteristics of
the participants of the Multisensory room.

Procedure. The group selected for the Multisensorial
room participated in different focal sessions of
senso-perceptive stimulation through: fiber optic shower,
stair of colors, star curtain, textures path, sounds, virtual
reality glasses and an interactive lighting system.

To develop focused therapies according to their reality, a
field study was carried out to know the reality of the older
adults, their activities, customs, traditions of which they
formed part. It was concluded that the great majority come
from the rural areas of the country.

The design of the multisensorial group sessions was
based on the protocol of neuropsychological examination
Test de Barcelona. All patients in this group participated in 5
weekly sessions of 30 min, for 12 weeks. All sessions were
performed by professionals (clinical psychologist, occupa-
tional therapist, graduate in therapy, therapist and social
worker) with training in the thematic.

4 Results

The following figures show the average of the evaluations
made before and after the sessions in the multisensory room
over the twelve weeks. Significant improvements in the
cognitive and functional field of patients are observed. The
data shown in the following charts are arranged as follows:
X-axis: treated patients; Y-axis: disease degree. Being: 5
(very serious), 4 (severe), 3 (moderate), 2 (discrete), 1
(Normal).

After the sessions certain patients show more sponta-
neous speech and a better relationship with the people in
their environment (see Fig. 2). Other encouraging results
presented by the patients were in their motor skills,
improving their muscular strength and visual-motor coordi-
nation (see Fig. 3). One of the factors that has impacted on
the expected results has been the type of personality, which
goes from the apassible to the euphoric. In order for the

Table 1 Sociodemographic characteristics of the patients

Age Gender Education level

Patient 1 101 Male No formal education

Patient 2 84 Female Primary

Patient 3 70 Female No formal education

Patient 4 91 Female Primary

Patient 5 66 Female Secondary

Patient 6 83 Male Primary

Patient 7 89 Female Primary

Patient 8 95 Female No formal education

Patient 9 82 Female No formal education

Patient 10 85 Female No formal education

Patient 11 91 Female No formal education

Patient 12 41 Female Primary
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results to become permanent, there has been a constancy in
the therapeutic process, talking about the mood and behav-
ioral state of the patients.

5 Conclusions

After the study conducted on the efficacy of a multisen-
sory room aimed at older adults, it is possible to see an
improvement in the cognitive functions of the people
which results in the reduction of the pattern of aggression
of the people. The therapies have managed to improve
their functional part, as well as a significant improvement
in the relationship of these people with their social and
personal environment. As for fields such as vision and
hearing there has not been breakthrough, this may be due
to the advanced degree of deterioration that they already
present. It is important to take special care about the use of
some implements in people with severe cognitive
impairment, as it may present as something threatening
and confusing.
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Feasibility Study of a Methodology Using
Additive Manufacture to Produce Silicone
Ear Prostheses

Barbara Olivetti Artioli, Maria Elizete Kunkel,
and Segundo Nilo Mestanza

Abstract
In the current years, many kinds of prostheses have been
developed to replace parts with deformity or absent from
the human body. Facial prosthesis production methods
have undergone little change in the last 40 years. Today,
manual techniques are used to produce prostheses, which
are usually cast in wax over a replica of the patient’s
anatomy. Silicone is the most appropriate structural
material used in the production of atrial prostheses due
to its mechanical and chemical characteristics. Recently,
new technologies, such as 3D scanning and additive
manufacturing techniques are being applied in the
production of auricular prostheses with better
cost/quality relation when compared to the manual
manufacturing process. In this research, four methods to
acquire the structure of a human ear were investigated
(photogrammetry, 3D scanning, 3D reconstruction of
computed tomography images and parameterized 3D
modeling) to produce auricular prosthesis molds by
additive manufacture using the fused deposition modeling
(FDM) technique. The best silicone ear prosthesis
produced shows an excellent esthetic result with 0.1–
3% of dimensional error. Mechanical analysis of the
silicone (tensile strength and hardness tests) shows that
the prostheses produced have excellent mechanical resis-
tance that is not altered by the pigmentation process.

The research demonstrates the feasibility of an accessible
methodology to produce ear prostheses using free soft-
ware, technologies and supplies available in the market.

Keywords
Auricular prosthesis � Additive manufacturing
Auricular pavilion � Ear � 3D scanning
3D reconstruction

1 Introduction

The ear is an organ of great importance in the aesthetics of
the facial contour, not being evident when its size, shape,
location and positioning are the usual. However, any chan-
ges in the auricle cause significant aesthetic differences [1].
Aesthetic modifications of the face provide patients with
noxious psychosocial alterations, leading to difficulties in
interpersonal and social relationships, and consequently
compromising their quality of life [2, 3]. Ear deformities can
be caused by various pathologies and situations, from con-
genital diseases such as microtia to automotive accidents and
burns [4, 5].

The absence or partial absence of the human auricle can
be restored by atrial reconstruction surgery or prosthetic
rehabilitation [6–8]. In recent years, handcrafted techniques
have been used as a method of producing maxillofacial
prostheses. This process, in addition to being long and
costly, restricts the quality of the prosthesis to the manual
skill of the prosthetist [9]. Aiming at the brevity and the
reduction of the manual processes, new methodologies of
auricular prosthesis production using additive manufacturing
technology (AM) emerged. The AM allows the production
of physical parts based on three-dimensional(3D) computer
models, without the need for accessories, cutting tools, or
other ancillary resources. The AM allows the optimization of
design and the production of custom parts on demand [10].

B. O. Artioli � S. N. Mestanza
Center for Engineering, Modeling and Applied Social Sciences,
Federal University of ABC, Sao Bernardo, Brazil
e-mail: barbara@figmentface.com

M. E. Kunkel (&)
Science and Technology Institute, Federal University of Sao
Paulo, São José dos Campos, Brazil
e-mail: elizete.kunkels@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/3, https://doi.org/10.1007/978-981-10-9023-3_38

211

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_38&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_38&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_38&amp;domain=pdf


1.1 Objective

To develop and validate an effective methodology to pro-
duce silicone auricular prosthesis by additive manufacture
considering the cost-benefit for the current emerging market.

2 Literature Review

The conventional method used to produce an atrial pros-
thesis is usually performed by a dental surgeon or a pro-
fessional called anaplastologist. This is the specialty that
unites the art and science of restoring parts with deformity or
absent from the human body through artificial means. The
technique involves five steps [11]: 1. Physical obtaining of
the patient’s contralateral ear structure (by molding the ear
with a fluid mixture of alginate or silicone); 2. Manufacture
of an ear model in wax to sculpt the anatomy of interest; 3.
Production of a final alginate ear mold; 4. Pigmentation and
silicone application and 5. Removal of the silicone auricular
prosthesis from the mold.

In the last decade, some researchers have developed new
methodologies to produce auricular prosthesis from ear
molds produced by AM. These studies represent attempts to
automate the prosthesis production process reducing the final
cost and improving the quality of the product.

In some studies, AM was introduced in the manufacturing
process of auricular prosthesis to obtain the contralateral ear
anatomy to generate the structure of the wax model, abbre-
viating the first step of the conventional method. The first
report was published in 1999, magnetic resonance imaging
(MRI) was used to acquire images of the ear and stere-
olithography (SLA) technology was used to produce a
photopolymer resin model of this structure [12]. In 2000,
other research compared four AM technologies (SLA,
selective laser sintering (SLS), fused deposition modeling
(FDM) and laminate object manufacturing (LOM)) being the
first to design and produce an ear prosthesis mold by AM
[13]. The image acquisition of the ear was performed
through 3D laser scanning, and the final prosthesis was
produced in polyurethane through a vacuum casting system
using as master model of the mold obtained with AM.

Some studies developed a direct method, where it is not
necessary to perform 1 to 3 steps of the original procedure,
since the final template of the auricular prosthesis is digitally
modeled and prototyped by AM. [14] reported the usage of
the AM ear prosthesis production methodology with SLS
technology in 10 cases of patients with unilateral absence of
the auricular pavilion. [15] reported a clinical case demon-
strating that the combination of AM technologies positively
influences the production of an ear prosthesis. The study
points out that through this new method it is possible to

reduce the preliminary procedures of the conventional
manufacturing methodology.

In 2011, [16] developed two case studies applying mul-
tiJet modeling and SLA technology for direct mold printing
(obtained through computed tomography (CT) and
Computer-aided design). The study confirmed that this
methodology can be used in the production of prostheses
with greater realism and facial harmony, besides requiring
less processing time. It also highlighted the need for studies
to evaluate more accessible methodologies, expanding the
fields of use.

Underdeveloped and emerging countries need a more
accessible methodology, based on free software, technology,
widespread materials and a methodology with less waste,
that hasn’t been highlighted and evaluated in previous
studies. The development and corroboration of the ear
prostheses production phases aimed at these markets are
essential for the correct implementation and applicability of
the prostheses in this population.

3 Materials and Methods

The methodology adopted in this research to produce an
atrial prosthesis was based on a previous study [17]. The use
of different methodologies to produce a silicone auricular
prosthesis by AM was investigated considering the current
market. The volunteer was a 24-year-old woman without any
maxillofacial deformities, with both normal ears morphol-
ogy. Four structures were detached: helix-antihelix complex,
conchal complex, the lobe and tragus (Fig. 1).

Fig. 1 Anatomical details of the volunteer’s ear used as base to
produce an ear prosthesis
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Five procedures were investigated to acquire the volun-
teer’s ear structure: Photogrammetry, two 3D scanning
techniques, 3D reconstruction of the ear from computed
tomography (CT) images and parameterized 3D modeling
with a software of human models. The auricle was seg-
mented and reconstructed with the free software Meshmixer
and Tinkercad (Autodesk, USA), excluding any artifacts and
expendable structures, to generate the 3D model of the
structure. Through this ear model, a mold was generated to
be produced through AM utilizing three different FDM
equipments. The preparation and pigmentation of the sili-
cone (Silpuran 2400 (Polisil, Brazil)) used to produce the
prothesis was carried out and it was spilled to the mold.
After the time defined by the silicone the complete prosthesis
is easily removed from the mold and can be fixed to the user
with the use of a suitable adhesive for this purpose.
Mechanical analysis was performed on pure and pigmented
silicone, with the purpose of comparing their behavior and
analyzing the mechanical interference generated using the
pigment in the manufacture of the auricular prostheses. The
Fig. 2 shows an assembly of the materials and processes
applied in this research.

4 Results

The investigation about the four procedures to acquire the
volunteer’s ear structure showed that the photogrammetry,
Intel 3D scanning and parameterized 3D modeling are
inefficient due to meager definition of ear structures and
reproductions with open and irregular meshes. Nevertheless,
the final structure obtained from Zeiss 3D scanning and the
segmentation of CT images presents the morphologies of the
helix-antral complex, conchal complex, the lobe and tragus
compatible with the anatomy of the volunteer ear, enable the
use of these reconstruction for 3D modeling of the auricular
prosthesis. Four mold types and five silicone ear prosthesis
were produced using the technique of FDM by AM (Fig. 3).

The anatomical structures of the helix-antral complex,
conchal complex, lobule and tragus were correctly repre-
sented in the auricular prosthesis produced from the Zeiss
3D Scanner. However, there is a minimal presence of stri-
ations on the entire surface. The prosthesis differs 2.86% of
the size of the volunteer’s ear. The auricular prosthesis
produced through CT using a 60 lm 3D print resolution and
ABS filament without the application of the planning

PHASE METHOD EQUIPMENT AND SOFTWARE# DESCRIPTION

3D structure 
Acquisition of 

the ear

Photogrammetry IPhone 6 Plus  
Trnio #

3D reconstruction from 34
photos 

3D scanning
Intel® RealSense™ R200 

ReconstructMe # 4 types of procedures

Zeiss® Comet L3D 5 types of procedures

3D reconstruction of CT
images

Siemens Emotion 6 /
Invesalius #

3D reconstruction from 634
CT images

Parameterized 3D mod-
eling Make Human # 11 types of modifications 

on ear pavilion

3D modeling of 
the ear

Ear segmentation Meshmixer #

-
Mold 3D modeling Tinkercad Beta #

Prothesis mold 
prototyping

Additive
Manufacturing
FDM technique

Stella 3D printer PLA filament, 1.75 mm
100 µm resolution

3D Machine ONE printer ABS filament, 1.75 mm
60 µm resolution

Manufactured 3D printer ABS filament, 3.00 mm
150 µm resolution

Production of 
the silicon ear 

prosthesis
Mold filling -

Silicone Silpuran 2400 
8 ml Silpuran A plus 
8 ml Silpuran B and

0.75ml of liquid pigment

Ear prosthesis -
mechanical 

analysis

Tensile strength Instron 3369 
8 test specimens

100 N
Speed 25 mm/min 

Hardness test HT-6510A dipole measuring ap-
paratus

20 test specimens 25x25
mm

Thickness: 6 - 9 mm

Fig. 2 Descriptive framework of
the methodology adopted to
produce ear prosthesis in this
research. # software, CT—
Computed tomography, PLA—
Polylactic Acid, ABS—
Acrylonitrile Butadiene, FDM—
Styrene fused deposition
modeling
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process of the external structures was effective, presenting
the morphologies of the helix-antihelix complex, conchal
complex, the lobe and tragus with precision, and similar
measures diverging in 0, 68% of the objective ear. However,
the striated appearance of the base structure of the part
impaired its final appearance, reducing the likelihood of
using it. After the superficial optimization, the prototype of
the auricular prosthesis was produced obtaining better
superficial appearance in the corresponding areas, which
were scorched with sandpaper, obtaining the difference of
0.68% of the ear of the volunteer. The ear prosthesis pro-
duced by CT images with 150 lm 3D print resolution and
ABS filament did not result in an applicable atrial prosthesis
because of the error occurring during the impression of the

part (high velocity), resulting in failures that makes it
impossible to remove the prosthesis from the mold without
rupturing the structure. The auricle prosthesis produced from
CT images and manufactured with 100 lm 3D print reso-
lution and PLA filament, reproduced the structures of the
helix-antral complex, conchal complex, the lobe, and tragus
efficiently, obtaining the smallest difference of measure-
ments with the objective ear, only 0.10%. However, its
surface had a more striated appearance when compared to
prosthesis produced through CT using a 60 lm 3D print
resolution and ABS as expected, because of the higher
printer resolution.

The mechanical analysis (tensile strength and hardness
tests) of the silicone used to produce the protheses showed

Fig. 3 Descriptive framework of
the best ear prothesis produced by
additive manufacturing
technology with fused deposition
modeling technique. PLA—
Polylactic Acid, ABS—
Acrylonitrile Butadiene
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that they have a mechanical resistance consisted with the
need that is not altered by the pigmentation process. In
addition, the average hardness of 7.70 Shore A scale also
consonant to the skin demanded.

5 Discussion and Conclusion

The study investigated the use of different methodologies to
produce an auricular prosthesis, proving the use of the 3D
reconstruction by the acquisitions of the Zeiss 3D scanner and
CT images to obtain the 3D structure of the ear. The 3D
modeling of the structures and the mold were elaborated only
with the aid of free software. The feasibility of performing an
atrial prosthesis produced by MA with the FDM technique
using the ABS and PLA inputs was confirmed. Through the
mechanical tests in conjunctionwith the adhesion analysis, the
applicability of Silpuran 2400 silicone was applied to produce
atrial prostheses, as well as the use of capillary adhesives as a
means of fixing the product to the user. The research finally
proved the use of technologies and materials available and
accessible in emerging locations, sustaining the goal of
achieving a methodology accessible to the current market.
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Plantar Pressure Measurement
Transformation Framework

Dusanka Boskovic, Iris Kico, and Abdulah Aksamovic

Abstract
Pedobarography measurements of pressure distribution
across the plantar surface can be a source of valuable
information for gait analysis in context of injury preven-
tion, improvement in balance control, diagnosing disease,
and gait analysis. Different applications demand different
measurement types: platforms in the gait labs or in-shoe
smart soles, and subsequent analysis methods vary with
the application domain. Although the pedobarography is
considered experimental, technology advancements in the
field of IoT, and popularity of collecting different data
linked to human activities and behavior, are contributing
to increase in pedobarography research. Comprehensive
analysis of research results is impeded since the data
collecting is not standardized, and differ in volume and
structure, thus not facilitating comparative analyses, as it
is a case with other biomedical signals as ECG or EEG. In
our research we have implemented software framework in
Python language with objective to extract relevant
pedobarography information using foot segmentation
and data aggregation algorithms. In order to validate
our solution we processed data from public plantar
pressure data set and transformed it in data sets compris-
ing pressure signals covering selected number of foot
segments, down to one sensor signal. The proposed data
transformation application can help in data sharing and
comparison of different approaches in pedobarography.

Keywords
Pedobarography � Gait analysis

1 Introduction

Since ancient times, people have been interested in move-
ment analysis and gait analysis. Bipedal gait is typical form
of movement in humans and one of the recognizable features
of our species. Walk refers to the style of movement of an
individual. Research has shown that people can recognize
each other by walking, even from poor representations,
indicating presence of identity data in “gait signature”.
Human gait is an attractive way for recognizing people who
are far way, but it is also possible to identify certain diffi-
culties. Numerous neurological diseases are associated to
changes in gait. Measuring foot loading and distribution of
plantar pressure can help identify these diseases. These
measurements are facilitated and improved thanks to the
advancement and development of technology.

The importance of plantar pressure measurement is that
provides an insight into force and/or weight distribution.
This is important for several different fields of applications,
first of all as indicator if there is a proper weight distribution.
Plantar pressure distribution data can be used for different
objectives as: identification of gait [1] and posture features
[2], monitoring deviations of the center of pressure [3],
monitoring weight overload [4], and for different purposes as
research, in health care [5], for athletes’ medical and per-
formance examinations [6]. Data can be obtained using
platforms in labs and also in real environment using shoe
insoles.

The paper is organized as follows: the next Section pro-
vides background information on plantar pressure measure-
ment and what knowledge relevant for gait analysis can be
obtained from monitoring plantar pressure distribution over
time. Section 3 describes the gait analysis framework and
results obtained when transformation algorithms were
applied to public plantar pressure data set to extract gait
parameters. Last section presents results discussion, con-
clusions and recommendations for the future work.
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2 Plantar Pressure

Analysis of pedobarography measurements provide data on
foot pressure distribution. Analysis of plantar pressure dis-
tribution requires proper foot segmentation. It is important to
notice there is no formal procedure for foot segmentation,
but frequently used sub-segment schematic is described
in [7].

Plantar pressure measurements provide several parame-
ters of interest: peak pressure, contact area, contact time,
maximum force, force-time integral, and can be recorded
when the subject is barefoot or using in-shoe system.

Systems for plantar pressure measurements available in
the market or in research laboratories have different sensor
configuration to meet different application requirements.
There are various systems for plantar pressure measure-
ments, but all of them can be divided into two groups:
platform systems and insoles. Key requirements for
designing devices for plantar pressure measurements are:
spatial resolution, sampling frequency, accuracy, sensitivity
and calibration.

It is easy to see there is a need for a system that will
meet all of these requirements, but there is also a need for
algorithms for processing and analysis of the collected data
and for extracting gait features from these data in a manner
that results can be compared across different research
studies.

Gait analysis is an important diagnostic process with
applications in rehabilitation, therapy and exercising.
Changes in gait reveal information about person’s life
quality. This is of particular interest when reliable informa-
tion about progress of disease is required, such as neuro-
logical diseases, multiple sclerosis or Parkinson’s disease,
system illnesses such as cardiopathies affecting the gait,
changes in dynamic motion due to the effects of stroke, age
related illnesses. Knowledge about gait characteristics at
particular moment in time, and more important, the
follow-up and evaluation over time, will provide early
diagnosis of disease and selection of the best possible
treatment.

Gait represents series of gate cycles. One gait cycle is also
known as a stride. It represents time period since one foot
touches the surface until the same foot touches the surface
again.

Every stride has two phases: stance phase—foot is in
contact with the surface and swing phase—foot has no
contact with the surface. Stance phase is approximately 60%
of gait cycle while swing phase is about 40%.

Some of the main events in gait cycle based on time of
contact of different left and right foot positions are: (a) initial
contact/heel strike, (b) opposite toe off, (c) opposite initial
contact, (d) toe off. By measuring time spans between two

events it is possible accurately calculate time parameters:
Gait cycle duration, Stance duration, Swing phase and Sin-
gle support [2].

3 Plantar Pressure Measurement
Transformation

In this paper we have used data from research database for
plantar pressure [8] containing measurements obtained fol-
lowing strict protocol. The experiment included 16 healthy
subjects and measurements at different walking speeds and
corresponding duration.

Recording was performed at different walking speeds,
while duration of walking at one speed was 5 min. Plantar
measurement system uses a treadmill with sensors, Zebris
FDM-THM. Values of the pressures was recorded every
10 ms and stored into matrix with dimensions 56 � 128
elements. One element of the matrix responds to pressure
value at one point and to the cell surface 8.46 mm �
8.46 mm. The measurements were successively stored in the
file, and one matrix will be referred as a “frame”. 5-minute
walking measurements were recorded as a series of 30.000
frames. Matrices contain a lot of zero elements,

Analysis of plantar pressure distribution is linked to
identification of main events in gait cycle which correspond
to the maximum pressure within specific foot segments. In
order to identify these events it is necessary to aggregate this
long sequence of pressure data: (1) in time—to obtain
specific precision of gait events, and (2) for contact surface
—to focus on foot segment or segments of interest.

Time interval (t1, t2) has to be chosen so it is possible to
identify foot segments with the highest values of pressure, so
the characteristics gait events can be identified as well (see
Fig. 1). There are three cases:

1. If time interval has only one value, t1 = t2, then only
measurements at the moment t1 would be analyzed, and
changes between measurements are too small to identify
significant events easily.

2. If time interval is too big then measurements include
several contact areas and it is not possible to identify
corresponding event.

3. If time interval is adequate contact area will be appro-
priate to identify significant gait events.

Choice of the time interval depends on number of frames
that are aggregated, as illustrated (see Fig. 2) with aggre-
gation results for 1, 10 and 100 frames.

The number of 10 frames is chosen for aggregating
frames into one matrix. Aggregation function used is max-
imum, so it is possible to get maximum pressure distribution.
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This process could be generalized so algorithm finds the
corresponding values of these parameters. It is important to
notice that the result matrix is divided into two parts so the
displayed results correspond to tracking of one foot and they
are more understandable for interpretation.

The next step is spatial segmentation, when maximum
pressure is determined for foot segment of interest. Again
aggregation function used is maximum, so we obtain max-
imum pressure for the selected segment. Algorithm for
extracting the segment in focus returns the maximum value
of the pressure. Selection of the segment is generalized by
defining set of indexes corresponding to specific foot
segment.

In this way a set of 10 frames dimension 56 � 128 ele-
ments is transformed into one measured value corresponding
to specific foot segment. When described steps are repeated
and all data frames processed, resulting output is plantar
pressure signal corresponding to foot segment of interest and
with selected time precision. In this paper the results for the
forefoot segment will be presented.

4 Gait Analysis

In the example used to illustrate the plantar measurement
transformation results, selected foot segment corresponds to
forefoot. By successive aggregation of measured pressure
values into one value, the maximum value vector for the foot
segment in focus is obtained. This vector represents plantar
pressure as time series and is pressure signal projected at one
point. This signal is further analyzed so the important gait
events can be identified.

The process of the transformation of plantar pressure data
can be applied to more segments, where the result would be
several pressure signals. This would require a different
number of frames for aggregation and shorter time intervals
(t1 and t2).

From the signal shown in Fig. 3 it is possible to deter-
mine number of steps in certain time interval. Change of
pressure from zero to non-zero value is recognized and
marked as step identifications. Based on these markers it is

Fig. 1 Gait events and time interval t1 to t2 selection (based on a diagram from [9])

Fig. 2 Plantar pressure distribution depend on time interval: a the real measurement—the original frame, b aggregated 10 frames and
c aggregated 100 frames
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possible to determine number of steps and also duration of a
step. In the above example in 6 s subject made 6 steps,
which corresponds to the pace of the subject in the original
experiment.

5 Conclusions

In this paper we described a framework for transformation of
plantar pressure data measurements with objective to facil-
itate gait analysis. We have used public data set from
research database for plantar pressure, and transformed huge
series of plantar pressure matrices into forefoot pressure
signal which we used for stride identification and measure-
ment. We transformed the set of 10 frames with dimension
56 � 128 elements into one measured value corresponding
to specific foot segment—in this case forefoot. The process
can be applied to more segments, resulting in a set of
pressure signals. Implemented algorithms are generic and
associated with specific parameters aimed to produce data
sets with desired time and space pressure resolutions. In the

process of transformation we have retained information
relevant for gait analysis and identification of gait cycle
events.

In our future work we will implement user interface
enabling users to change transformation parameters—as time
intervals and area used for aggregation and compare differ-
ent results. In this way we will provide our research teams
with flexible system facilitating future research in this
promising area.
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Body Tracking Method of Symptoms
of Parkinson’s Disease Using Projection
of Patterns with Kinect Technology

Raquel Torres, Mónica Huerta, Roger Clotet, and Giovanni Sagbay

Abstract
The analysis of the body movement is relevant in different
areas, such as therapy, rehabilitation, bioinformatics and
medicine. The Parkinson’s disease (PD) is a progressive
degenerative process of the central nervous system that
primarily affects the movement. To measure motor
disorders, body sensor networks and portable technolo-
gies are the trend for tracking and monitoring symptoms
in PD. Through the use of technological tools, such as
sensors, whether sensors for movement acquisition (ac-
celerometers, gyroscopes, inclinometers) or environment
sensors (sensors that record physiological properties), it is
possible to track the symptoms of Parkinsonism in a
person. A system has been designed using a Kinect
sensor, that uses the projection of patterns technology for
monitoring change in body posture, obtaining information
for a set of points or joints, and variation that could have
during the observed period. The designed Kinect sensor
system consists of four modules: the first acquisition of
the body movement of the patient with the Kinect sensor
V1.0, the second feature extraction module to process

captured scene by Kinect V1.0, the third recognition of
the skeleton module and finally the acquired data
processing module, developed with MatLab. The acqui-
sition of the center of mass with the presented method-
ology, through projection of patterns used by the Kinect
sensor technology, is non-invasive a method and conve-
nient to use in people.

Keywords
Body tracking � Kinect sensor � Motor disorders
Parkinson disease

1 Introduction

The Parkinson’s disease (PD) is a degenerative and pro-
gressive process of the central nervous system that primarily
affects the movement. In presences of symptoms of
Parkinsonism there is a need to use some sort of device to
capture signals or indicators of the body movement of the
patient in non-invasive approach, in order to assist diagnosis,
knowledge, and evolution of the disease with impartiality of
trial, which brings convenience and low cost, both to the
patient as to the physician. To measure motor disorders,
body sensor networks and portable technologies set the trend
for tracking and monitoring symptoms in PD.

In this research has been studied the movement of the
body of a group of healthy people, a through a system that
uses a sensor Kinect as a method of data acquisition, for the
purpose of establishing a descriptive platform position and
displacement of key joints of the human skeleton, so as a
basis to compare the position and movement of joints of
patients who have neurodegenerative diseases and recognize
some symptoms with motor impairment.
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2 The Extraction of Information of an Image
on a 3D Space

In systems that analyze and follow the body movement are
considered the parameters that determine the speed accord-
ing to the movement of the subject is generated by observing
body joints [1].

2.1 Body Tracking

There are different algorithms for body tracking; H.Weiming
et al. in [2] studied some of them. Figure 1 show a resume of
these algorithms. In a Kinect system the detection of the

position is based on dynamic models of the human body,
these models are taken as a basis for the movement of the
body to the skeleton mapping. In the tracking algorithm
based on the model of the skeletal figure, it is considered that
the essence of the movement is typically limited to the
movements of the head, torso and extremities.

The extraction of information of an image on a 3D space,
starting from one or more projections that represent it [3],
consists of two large processes, first to acquire an image of
the real event and is followed by another stage for the
analysis of acquired images to extract information.

The capture stage, considers everything related with the
formation process of the image and the mechanism whereby
the information of the physical world (scene) is transmitted.

Fig. 1 Methods for monitoring
according to [2]

Fig. 2 The process of analysis or
imaging components

222 R. Torres et al.



To extract information, once it is captured or acquires the
image of the scene in study, proceeds in four essential steps:
preprocessed, segmentation, description and recognition [4],
presented in Fig. 2.

2.2 Technology of Projection of Patterns
with Kinect Sensor

The Kinect system uses the technology of projection of
patterns, where a known pattern of points of infrared light
hits on the surface whose distances you want to calculate,
determining its geometry through the analysis of differences
in the image obtained with the original pattern is projected
[5–7]. Dot structure of Skeletal Tracking for the Kinect, it is
shown in Fig. 3. The red point (0) represents center hip.

3 Case Study

In this project, a system composed of a Kinect sensor, was
used to follow the change of body stance, finally obtaining
information about the location a set of point or systems of
joints on the Kinect sensor and variation that they might
have had during the observed period [12, 13].

For the body tracking method for different age groups, it
followed the process shown in Fig. 4. The designed system
using Kinect sensors consists of four modules: first one is an
acquisition of the body movement of the patient with the
Kinect sensor V1.0, the second one features the extraction
module to process the scene captured by Kinect V1.0, third

Fig. 3 Dot structure of Skeletal Tracking for the Kinect (Color figure
online)

Fig. 4 Process for the body tracking method for different age groups and modules of designed system
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one works on the recognition of the skeleton module, and
finally, the acquired data processing module, which is based
on a routine in MatLab.

4 Results

It was realized a series of measurements to a group of people
with the purpose of establishing a model with a group of
patients from different groups of ages [8], in order to
establish a comparative basis of motor signs for the evalu-
ation of the position with the use of sensors, as it has been
reported in [9]. In this case study, has been considered the
track to body mass center, located in the middle of the hip, it
is taken as premise computer vision algorithms presented in
[10] and the hierarchical model for visual objects catego-
rization presented in [11], see Fig. 5.

Center {

Part {

Subpart {

g

ii

h

i

h

Fig. 5 Hierarchy model [11]

Table 1 Data acquired of center of mass on the x axis (Volunteers, age)

Age
(years)

Gender X1 X2 X3 X4 X5 X6 X7 X8 X9 X10

22 M 0.0355 0.03555 0.0356 0.03565 0.03571 0.03577 0.03583 0.03588 0.03594 0.036

22 F 0.10656 0.10664 0.10671 0.10678 0.10684 0.10689 0.10694 0.10699 0.10704 0.10709

26 M 0.07521 0.07522 0.07522 0.07523 0.07523 0.07524 0.07524 0.07524 0.07524 0.07524

29 M 0.11948 0.11933 0.11919 0.11906 0.11892 0.11879 0.11868 0.11857 0.11846 0.11835

29 M −0.12748 −0.12744 −0.12741 −0.12739 −0.12737 −0.12735 −0.12734 −0.12733 −0.12733 −0.12732

31 F 0.0901 0.0901 0.09011 0.09012 0.09015 0.09017 0.0902 0.09021 0.09023 0.09024

46 M 0.06309 0.06337 0.06364 0.06388 0.0641 0.06431 0.0645 0.06468 0.06484 0.06499

49 M 0.09574 0.09617 0.09666 0.09715 0.0977 0.09823 0.09874 0.09923 0.09967 0.10009

50 F 0.18671 0.18342 0.17875 0.17316 0.16616 0.15662 0.14781 0.1406 0.13301 0.12542

57 F 0.01341 0.01351 0.0136 0.01368 0.01376 0.01382 0.01388 0.01393 0.01397 0.01401

64 F 0.15188 0.15588 0.15912 0.16182 0.16382 0.16458 0.1642 0.16303 0.16205 0.16039

70 F 0.22714 0.23424 0.23832 0.23855 0.23621 0.22942 0.22403 0.22056 0.21651 0.21357

79 M −0.04057 −0.04078 −0.04098 −0.04117 −0.04135 −0.04153 −0.0417 −0.04187 −0.04205 −0.04226

75 F 0.25321 0.08545 0.0602 −0.07075 −0.07991 −0.13775 −0.13499 −0.14351 −0.16498 −0.16256

Table 2 Data acquired of center of mass on the y axis (Volunteers, age)

Age
(years)

Gender y1 y2 y3 y4 y5 y6 y7 y8 y9 y10

22 M −0.2833 −0.283 −0.283 −0.283 −0.283 −0.283 −0.284 −0.284 −0.28356 −0.28358

22 F −0.22107 −0.22099 −0.22092 −0.22085 −0.22078 −0.22071 −0.22064 −0.22057 −0.22049 −0.22041

26 M −0.16732 −0.1672 −0.16709 −0.16699 −0.1669 −0.16682 −0.16674 −0.16667 −0.16661 −0.16655

29 M 0.23773 0.23767 0.23762 0.23758 0.23745 0.23734 0.23719 0.23693 0.23669 0.23639

29 M −0.02209 −0.02207 −0.02204 −0.02202 −0.02201 −0.02199 −0.02198 −0.02197 −0.02197 −0.02196

31 F −0.42804 −0.42776 −0.42751 −0.42716 −0.42673 −0.42633 −0.42598 −0.42559 −0.42514 −0.42473

46 M −0.13417 −0.1342 −0.13423 −0.13427 −0.13431 −0.13435 −0.13439 −0.13444 −0.13448 −0.13452

49 M −0.03881 −0.03858 −0.03832 −0.03803 −0.0377 −0.03738 −0.03705 −0.03674 −0.03644 −0.03615

50 F 0.15829 0.15575 0.15332 0.14966 0.14595 0.13978 0.13308 0.12988 0.12689 0.12474

57 F 0.07208 0.0721 0.07212 0.07213 0.07215 0.07217 0.07219 0.0722 0.07222 0.07224

64 F −0.16 −0.16172 −0.1625 −0.16205 −0.16061 −0.15847 −0.15473 −0.15022 −0.14399 −0.13665

70 F 0.22714 0.23424 0.23832 0.23855 0.23621 0.22942 0.22403 0.22056 0.21651 0.21357

79 M 0.13999 0.11304 0.10631 0.06886 0.05767 −0.04716 0.01002 −0.0112 −0.02394 −0.02526

75 F 0.13999 0.11304 0.10631 0.06886 0.05767 −0.04716 0.01002 −0.0112 −0.02394 −0.02526
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With a series of measurements to a group of people of
different ages, we can establishing a model of reference, to
classify them in different age groups as [8] suggest. Data
acquired center of mass on the X axis is show in Table 1 and
data acquired center of mass on the Y axis is show in
Table 2.

The displacement in axes X of center of mass is show in
Fig. 6 and displacement in axes Y of center of mass is show
in Fig. 7.

5 Discussion

The results obtained with the methodology used in this
proposal, for the monitoring of body center of mass of a
group of volunteers from different age groups, shown in
Fig. 6, exposed that the group of volunteers with greater
variation from body center of mass with regard to the origin,
is represented by people with different ages both for the axis

Fig. 6 Shaft displacement in
axes x of center of mass

Fig. 7 Shaft displacement in
axes y of center of mass
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X as in the shaft Y. To obtain information about the center of
mass of a body, will allow analyzing the positions of equi-
librium, as well as also could work in the appropriate
increase of stability with the support and caring by a spe-
cialist. The acquisition of the center of mass with the pre-
sented methodology, through projection of patterns used by
the Kinect sensor technology, a method is non-invasive and
convenient to use in people. Although, is important to
consider the constraints of the sensor (maximum distance
from the camera to the human body in observation).
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A Parametrization Approach for 3D
Modeling of an Innovative Abduction Brace
for Treatment of Developmental Hip
Dysplasia

Natalia Aurora Santos, Barbara Olivetti Artioli, Ellen Goiano,
Maraisa Gonçalves, and Maria Elizete Kunkel

Abstract
Developmental hip dysplasia (DHD) is frequently
encountered in the pediatric orthopedic practice. DHD
is characterized by dislocation of the femoral head in the
acetabulum. In Brazil are diagnosed three times more
cases than the world average (5–8 cases for 1,000 births).
The lack of treatment leads to long-term morbidity,
abnormal gait, chronic pain and arthritis. Early detection
and treatment with a Pavlik harness results in improved
outcomes. After 6 months of age, closed or open
reduction with spica casting is required for 4 months to
treat a persistent hip dislocation. Plaster is used for
orthopedic immobilization due the low cost, moldability
and good mechanical resistance. However, there are
several risks and complications due to the use of spica
cast in DHD treatment: Skin problems due to lack of
adequate hygiene (itching, ulceration, dermatitis and
infection), formation of pressure areas, plaster fracture
(11% of cases) and fever. Digitization techniques have
been explored for production of customized hip abduction
brace by additive manufacturing. However, it is not

possible to keep a child standing still to perform 3D
scanning of the hip and legs region. The goal of this
research was to develop an alternative approach for
acquisition of the external geometry of the infant to create
3D model of an abduction brace. The parameterization
technique created includes: The creation of a virtual 3D
model of a child’s body using the MakeHuman software;
Articulation of the hip region of the model to the position
required in the treatment of DHD with the Blender
software; Definition of the parameters required for the
modeling of a hip abduction brace. A DHD pediatric
orthopaedist approved the methodology created. Innova-
tions in the area of assistive technology can bring many
benefits to the user in the process of rehabilitation.

Keywords
3D modeling � Parametrization � Developmental hip
dysplasia � Hip abduction brace

1 Introduction

Several clinical situations in orthopedics require immobi-
lization as a form of treatment, such as developmental hip
dysplasia (DHD), Legg Calvé Perthes disease, fractures and
others [1]. DHD occurs in infants in the first months of life
and is characterized by dislocation of the femoral head of the
acetabule. In Brazil, about 5–8 cases are diagnosed for every
1,000 births. Lack of DHD treatment leads to long-term
morbidity, abnormal gait, chronic pain, and arthritis in adult
life. If DHD is diagnosed in the first month of life, treatment
is performed with the Pavlik harness. If the treatment does
not work or if the diagnosis of DHD is performed after the
sixth month of life, it is necessary to replace the femoral
head in the acetabular region surgically and maintain the
infant with legs and hip in abduction and flexion with the use
of spica casting during a period of 4 months.
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Plaster is the most commonly used material for orthopedic
immobilization due to its low cost, easy moldability and good
mechanical strength. However, there are several risks and
complications for to the use of plaster in DHD treatment: skin
problems due to lack of proper hygiene, itching, ulceration,
dermatitis, infection, formation of pressure areas, plaster
fracture in 11% of cases and increase in body temperature.

Some types of orthosis have been investigated to replace
the spica casting in the immobilization of the hip and legs in
the treatment of DHD [2, 3]. The technology used in this
orthotics is outdated, the material is thermoformed in the
region to be immobilized, or a pre-cast with plaster is done
directly on the patient’s body, production is laborious and
time consuming procedure. These orthoses are expensive,
the risks and complications due to the use are the same as
those found in the spica casting, and there are few studies on
their effectiveness [2–7].

In recent years, the application of new technologies such
as 3D modeling and additive manufacturing (MA) have been
explored in the health area in the production of customized
orthoses [8, 9], mainly of upper limbs [10–14]. The MA
allows the production of solid components from digital
models with a 3D printing machine. It allows the manufac-
ture of parts with good mechanical strength, low cost and in
a relatively short period of time [15].

An alternative to immobilization in the treatment of DHD
might be a custom orthosis constructed from high technol-
ogy with low cost that can replace the spica casting effi-
ciently. Some digitizing techniques have been explored for
3D modeling and production of a custom infant bracing for
hip abduction produced by additive manufacturing (MA). In
[16], the external surface of the hip region and legs of a
puppet was digitized by a photogrammetry technique and by
3D scanning [8, 9]. Photogrammetry allows the 3D recon-
struction of an object from photographs, being a lower cost
alternative to laser scanning. The scanning technique was
tested only on a static doll, however, 3D scanning of the hip
region and legs of a baby are not feasible; because this
procedure requires the child to remain in a static position for
a few minutes [17].

A virtual model of the infant can be created by means of a
parametrization technique, without the need of plaster cast or
3D scanning. This approach may allow the creation of an
orthosis for the treatment of DHD without the need to dig-
itize its structure. In this study, a methodology will be
described for the acquisition of the geometry of the infantile
hip and that can be substituted for the techniques of pho-
togrammetry and scanning. The objective of this research is
to develop an alternative approach for the acquisition of the
external geometry of a baby, through the creation of a virtual
model of an infant, for the 3D modeling of an abduction
orthosis for DHD, through of a parameterization technique.

2 Materials and Methods

The MakeHuman open source software is a database of 3D
humanoid models based on anthropometric measurements.
The software allows the creation of parameterized cus-
tomized models and some functions allows to export a
humanoid model to the free software Blender so that it can
be articulated. Thus it would be possible to position a virtual
model in the required position in the DHD treatment. In
cases of DHD, each child needs to be immobilized in a
different position with the angle of hip flexion from 40º to
45º, abduction angle of the legs between 100º and 110º and
angle of knee flexion varying from 80º to 90º.

In this study, a parametrization technique was developed
to transfer patient measurements to a virtual humanoid
model. The technique ensures that the patient’s measure-
ments are more accurate than those obtained by scanning
from the technique of photogrammetry or scanning that
require the baby not to move. A parametrization approach
was developed in three stages:

(1) Creation of an articulated 3D model of the infantile
body (avatar) with the software MakeHuman and a
skeletal mesh deformation: A humanoid infant model
was selected (Age: 1, Muscle: 50%, Weight: 100%,
Height: 50.22 cm (Fig. 4) and also the skeleton model
most appropriate to the project (“Cmu mb” model with
only 31 bones) was selected.

(2) Articulation of the hip and legs of the avatar to the
position required in the treatment of DHD using the free
software Blender: The positioning of the thigh and legs
required in the treatment of DHD was represented with
the help of the tool plugin BlenderTools. The template
file exported in MakeHuman was then imported with
the extension “.mhx”. In Blender the position of the
object was modified using the rotation cursor in the
“pose mode” option. The bone corresponding to the
member that was to be modified was selected. The
“bone” corresponding to the thigh was selected and the
green line of the rotation cursor moved to the desired
abduction angle, in this case approximately 110º. The
“bones” corresponding to the legs were selected, so the
green line of the rotation cursor was moved, thus
leading to knee flexion, positioned at 90º. Other
adjustments such as rotation on the Y-axis of the thigh
were required. Finally, an articulated doll model was
created and could be positioned as needed.

(3) 3D modeling of the child’s avatar and definition of a
minimum number of parameters for the 3D modeling
of a bracing: Once the doll is in the desired position, it
was possible to determine the measures of the hip
region and legs, which will be the measures taken of a
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patient. With the help of the Meshmixer software,
some functions analyze and correct where there is a
vector mesh error, closing the cloud of open points.
With only the part of interest of the hip, in Blender, the
hip object was solidified in the option “edit” with the
function “make solid”. After this step the object could
be modeled and parameterized. The dummy object is
placed in the desired position with the help of the
Blender tool, in case it was placed in the treatment
position for DHD to exemplify. In this way, a huma-

noid model was created articulated and positioned to
be produced in the future, a customized orthosis model
for a patient.

3 Results

The humanoid model created in the MakeHuman software
was dimensioned with age, weight and height close to an
infant, to represent its body geometry (Figs. 1, 2, 3). A set of

Fig. 1 Selected template in MakeHuman representing the geometry of a child

Fig. 2 Skeleton selected for posterior articulation of the humanoid model
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bones was added to the model (Fig. 1), to create a skeleton in
which it was possible to articulate the doll later. In the Blender
software, the articulating doll (Fig. 2) was imported. With the
aid of the skeleton previously inserted with a doll, the modi-
fications can be made (Fig. 3), starting with the bone repre-
senting the femur, following the bone that moves the leg.

The virtual doll in anatomical position and the virtual doll
already positioned for DHD treatment were parameterized
(Fig. 4). The 3D model of a created infant allows the high
fidelity representationof the kinematics of thewhole bodyusing
the definition of anatomical and reproducible bone segment.

4 Discussion

The plaster used in orthopedics is efficient in its immobi-
lization function, however, the burdens entailed by its use
are far greater than the benefits. The child who uses the
plaster can not sit down, take a bath, it goes through anes-
thetic precedence for the placement of the plaster and other
problems. There are studies and technologies capable of
creating customized orthoses to eliminate the problems
generated by the use of plaster. These technologies can be

Fig. 3 Articulated doll with hip in the DHD treatment position

Fig. 4 Circumference of: TC (thorax), WC (waist), PC (pelvis), PTC (proximal thigh), MTC (mean thigh), DTC (distal thigh), KC (Knee), CC
(calf), SC (supramaleolar). Length of: TPL (thoraco-perineal), TAL (thoraco-anal), ATL (anterior thigh), PTL (posterior thigh), ALL (anterior leg),
PLL (posterior leg), SPL (special pelvic), LTPL (lateral thoraco-pelvic), PRL (perineal region), ARL (anal region)
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used in an even more efficient and practical way with the use
of the parametrization technique developed in this research.

MakeHuman has proven to be a good tool for acquiring
ready-made models, without the need for digitization, either
from dolls or from the patient itself. MakeHuman is com-
monly used in computer animation for games and movies.
However, no study was found using the software in the
creation of a parameterized virtual model for the develop-
ment of personalized orthotics. Based on literature searches,
it was possible to observe that there is not much information
on anthropometric parameterization. The difficulty of making
a personalized orthosis in children who move unconsciously
motivated the creation of an innovative methodology. This
technique was created for the development of hip orthoses
but can be used for any structure of the body acting in the
creation of orthoses by additive manufacture.

The acquisition of human geometry, for the production of
orthoses, through preexisting models is possible. But the
positioning of the 3d puppet is a difficult task because each
clinical case requires a different and crucial pose for a
favorable prognosis of the treatment. Subsequently, it is
practicable to manipulate this geometry, to create a bracing.
This methodology can aid in new protocol research, so that
specific, precise and specialized methodologies for the pro-
duction of orthoses can arise, as well as the creation of
orthoses for various regions of the human body, as well as
for animals. This research is being developed and evaluated
with the participation of a medical team from the orthopedics
of a large public hospital. The approach requires little con-
tact time with the infant, and the time to produce a hip
abduction orthosis can be optimized and can bring many
benefits for the babies in the DHD rehabilitation process.

5 Conclusion

Personalized technological innovations in the area of
orthosis can bring many benefits for users and caregivers,
generally aiding in the process of rehabilitation. It is possible
to use pre-created humanoid models to efficiently represent
the geometry of the external anatomy of the human body.
The acquisition of anatomical hip geometry and modeling
may allow the production of orthoses for the treatment of
DHD without the need for 3D scanning. Using the
parametrization technique in humanoid models to create
scripts of the geometry of an infant can allow the creation of
personalized products as an abductor orthosis. These tech-
nologies allow you to produce low-cost orthoses, so that
they fit perfectly to the hip with a safety margin for comfort.

References

1. Campion JC, Benson MK. Developmental dysplasia of the
hip. Surgery (Oxford), 2007;25(4):176–180.

2. Wilkinson AG, et al. The efficacy of Pavlik harness, the craig
splint and the von Rosen splint in the management of neonatal
dysplasia of the hip. JBone & Joint Surgery. 2002;84(5):716–
719.

3. Hedequist D, et al. Use of an abduction brace for developmental
dysplasia of the hip after failure of Pavlik harness use. Journal of
Pediatric Orthopedics. 2003;23(2):175–177.

4. Ibrahim DA, et al. Abduction bracing after Pavlik harness failure.
JPediatric Orthop. 2013;33(5):536.

5. Uras I, et al. The efficacy of semirigid hip orthosis in the delayed
treatment of developmental dysplasia of the hip. Journal of
Pediatric Orthopaedics B. 2014, 23(4):339–342.

6. Dyskin E, Ferrick M. Semirigid abduction bracing is effective
treatment of reducible developmental dysplastic hips after failure
of Pavlik harness. Annals of Orthopedics & Rheumatology. 2015;3
(2):1045.

7. Wahlen R, Zambelli P. Treatment of the developmental dysplasia
of the hip with an abduction brace in children up to 6 months old.
Advances in orthopedics. 2015:1–6.

8. Toledo I, et al. Metodologia para produção de órteses por meio de
fotogrametria, modelagem 3D e manufatura aditiva. XVII Con-
gresso Brasileiro de Biomecânica CBB e I Encontro Latino
Americano de Biomecânica, 2017, Porto Alegre. p. 564–465.

9. Mavroidis C et al. Patient specific ankle-foot orthoses using rapid
prototyping. Journal of Neuroengineering and Rehabilitation.
2011;8(1):1–11.

10. Jumani MS, et al. Fused deposition modelling technique
(FDM) for fabrication of custom-made foot orthoses: a cost and
benefit analysis. Scientific International (Lahore). 2014;26
(5):2571–2576.

11. Paterson AMJ, Bibb RJ, Campbell RI. A review of existing
anatomical data capture methods to support the mass customisation
of wrist splints. Virtual and Physical Prototyping. 2010;5(4):201–
207.

12. Paterson A. Digitisation of the splinting process: exploration and
evaluation of computer aided design approach to support additive
manufacture [thesis]. Leicestershire: Loughborough University;
2013.

13. Paterson AM, Donnisson E. Computer-aided design to support
fabrication of wrist splints using 3D printing: A feasibility study.
Hand Therapy. 2014;19(4):102–103.

14. Paterson AM et al. Comparing additive manufacturing technolo-
gies for customised wrist splints. Rapid Prototyping Journal. 2015;
21(3):230–3.

15. Cano APD. Parametrização e produção de órtese termomoldável
para imobilização de punho produzida por manufatura aditiva.
102p. Trabalho de Conclusão de Curso de Engenharia Biomédica
(TCC) - Universidade Federal de São Paulo. 2017.

16. Meidanshahy T. Feasibility of using 3D printing in the manufac-
ture of orthotics componentry. Diss. Flinders University, Adelaide,
Australia 2014.

17. Munhoz R, Moraes CADC, Tanaka H, Kunkel ME. A digital
approach for design and fabrication by rapid prototyping of
orthosis developmental dysplasia of the hip. Research on Biom
Eng. 2016;32(1),63–73.

A Parametrization Approach for 3D Modeling … 231



Part V

Biological Effects of Electromagnetic Fields



ApOtEl: Development of a Software
for Electroporation Based Therapy Planning

Luisa Endres Ribeiro da Silva , Marcos Tello , Dario F. G. de
Azevedo , and Ana Maria Marques da Silva

Abstract
The objective of this paper is to describe the implemen-
tation of a software application, called ApOtEl, developed
for needle electrodes positioning optimization for elec-
trochemotherapy procedures in the treatment of cutaneous
and subcutaneous tumors. The software was developed
using MATLAB®, and it optimizes the needle-type
electrodes positioning configurations, through the study
of the analytical electric field, using Laplace equation in a
homogeneous bi-dimensional environment. The optimiza-
tion was based on requirements chosen to guarantee the
tumor total coverage and to minimize healthy neighboring
tissues damage. An optimization function was created to
orientate the electrochemotherapy application, and the
best option available in all configurations generated by
the distance variations between electrodes and positioning
orientations was determined. The software provides, by
the entry of tumor dimensions, the optimized distances for
positioning needle-type electrodes, as well as the repre-
sentation of the electric field distribution and intensity.
Representation of the electrodes positioning and instruc-
tions for the procedure to facilitate the procedure planning
are provided.

Keywords
Electrochemotherapy � Software development
Electric field

1 Introduction

Electrochemotherapy (ECT) is an effective and safe form of
local antitumor treatment in which short and intense elec-
trical pulses are applied to the target volume in conjunction
with chemotherapeutic agents [1, 2]. Due to exposure to
electrical pulses of sufficiently high intensity, the cell
membrane becomes temporarily permeable, a process known
as reversible electroporation, allowing large molecules, such
as chemotherapeutics, to cross the cytoplasmic membrane
barrier, potentializing its effects [3].

Studies on electroporation date back to the 1960s [1].
Over the years, several experiments, both in vitro and
in vivo, have been performed. In 2002, the European Stan-
dard Operating Procedures for Electrochemotherapy and
Electrogenetherapy (ESOPE) was created to define standard
operating procedures for the technique. The study reported
complete tumor regression in 73.7% of nodules treated with
only one ECT application [1, 4]. Many other clinical studies
have been performed, and the regression rate followed by a
single ECT application is 60% (85% of objective response),
although this percentage varies between tumor types [5].

Among the main ECT advantages, the technique has the
ability to preserve tissues, functions and sensitive structures,
as well as, to produce minimal and tolerable side effects.
Moreover, ECT has the ability to treat tumors of any his-
tology, it is a quick (taking only a few minutes) and a
cost-effective treatment, that greatly improves the quality of
life of the treated patients [4, 5].

The number of patients benefiting from ECT as a form of
treatment has been increasing rapidly, with more than 1,500
patients treated in 2011, in more than 100 hospitals around
the world [1]. By the end of 2015, approximately 13,000
cancer patients were treated with ECT and currently it is
used routinely in about 140 European centers [5]. In Brazil,
research with electroporation began in 2008 in a university
veterinarian hospital. Currently, the treatment is part of the
routine of this animal hospital [3].
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However, ECT success is highly dependent on the elec-
tric field distribution and parameters related with its distri-
bution and intensity, such as type, quantity and electrodes
positioning, whose incorrect choice may compromise the
treatment.

The objective of this paper is to describe the implemen-
tation of a software application, developed for needle elec-
trodes positioning optimization for ECT procedures in the
treatment of cutaneous and subcutaneous tumors.

2 Methods

2.1 Electric Field

The distribution of the electric field is one of the funda-
mental aspects for the effectiveness of electroporation
treatments. For a successful treatment, all tumor cells must
be destroyed and it is extremely important that the electric
field is as uniform as possible, covering the entire tumor with
intensity that exceeds the electroporation threshold (Erev),
around 600 V/cm for most neoplasms [3]. In order to obtain
the electric field intensity, some parameters such as type and
configuration of electrodes, their positioning should be
carefully chosen, since they have a great influence on the
electric field intensity and distribution. If these parameters
are not chosen appropriately, the electric field may be
insufficient or inadequate, leading to an ineffective treatment
and tumor resection due to the insufficient magnitude of the
local electric field or to non-coverage of parts of the tumor.

The analytical solution for the electric field distribution
has limitations, such as being only possible for regular
geometries, usually confined to 2D and it assumes that the
electrical properties of the tissues are uniform, which rarely
occurs in practice. However, it is a quick and convenient
way for analyzing the electric field distribution in the tumor,
providing an overview of the treatment area, as well as its
effectiveness.

For the development of this work, mathematical models
and analytical calculations, based on Čorovič (2010), were
incorporated in the software application to calculate the
electric field between needle electrodes, positioned in the
region of interest. According to this method, electric field
intensity and distribution are estimated by Laplace equation,
considering the electric potential as a sum of the multipoles
of all electrodes, in a homogenous environment.

2.2 Electrode Positioning Optimization

The distribution of the electric field can be controlled by the
applied voltage, number, electrodes distances and how they
are placed in the target tissue. We sought an optimization of

the main parameters that dictate the field distribution for
different tumor sizes.

The simplifications assumed include the analytical cal-
culations for 2D representations of superficial cutaneous
tumors measuring 1 cm � 1 cm to 15 cm � 15 cm,
including tumors with elliptical shapes. The area of interest
is represented as a 2D plane of the tumor in 3D space. This
assumption is that the electric field is homogeneous along
the electrode’s axis of insertion, perpendicular to 2 D plane
of the tumor.

The electric field is calculated by assuming 1 V between
electrodes, allowing the use of several Erev thresholds in the
optimization, with electroporation occurring at 1 V/cm.
However, in order to guarantee a greater safety, it is assumed
that the area where the electroporation occurs is equal or
greater than 1.20 V/cm, to provide a 20% safety margin.
This safety margin is justified by model simplifications and
tumors irregularity.

Electric field distribution is analyzed for 1, 2 and 3 pairs of
electrodes positioned parallel in line with the configuration
center, coincident with tumor center. Such linear arrangements
are commonly used in ECT for minimizing the inhomogeneity
of the electricfield distributions generated by needle electrodes.
The possibilities of distance between the electrodes (starting in
a distance of 1 cm and using steps of 0.1 cm) and two orien-
tations lead to a total of 1360 configurations available. It is
important to mention that a previous evaluation was carried out
to eliminate redundant configurations.

For the electrodes positioning optimization some
requirements are chosen, such as the electric field with an
intensity superior or equal to Erev must cover the entire
tumor; neighboring healthy tissue should not be exposed to
an excessively high field, being as small as possible; and as
few applications as possible should be carried out.

Considering these requirements, an “optimization” func-
tion was developed to evaluate the available electrode con-
figurations, appropriate for each tumor size, which takes into
account the tumor coverage by the electric field for elec-
troporation and the conformation of the electric field to the
tumor shape.

First the tumor coverage fraction by the electric field
configurations is evaluated through the calculating of the
coverage fraction (CF), given by Eq. (1):

CF ¼ AC

AT
ð1Þ

where AC refers to the total area covered by the setting
within the criterion of intensity greater than or equal to Erev,
and AT is the total area of the tumor. CF values below 1
indicate that the area of the tumor covered by the electric
field threshold that generates electroporation is less than
necessary; if CF is greater than 1, electroporation occurs in a

236 L. E. R. da Silva et al.



region larger than the tumor area, reaching the healthy
neighborhood.

However, the comparison between areas is not enough to
optimize the positioning, since some electrode configurations
can generate asymmetric areas and tumors can be irregular.
To solve this problem, the tumor maximum dimensions in
vertical and horizontal directions and the electric fields
thresholds generated by the configurations are determined.
For optimization, a penalty is established if tumor dimensions
are greater than the electric field distribution area with
intensity superior or equal to Erev of a given configuration, in
any direction. The penalty is calculated as follows:

Px ¼ WT �WE; if WT �WE

Px ¼ 100; if WT [WE

�
ð2Þ

Py ¼ LT � LE; if LT � LE
Py ¼ 100; if LT [ LE

�
ð3Þ

P ¼ Pxþ Py ð4Þ
Px is the penalty applied to height, Py is the penalty applied
to width, P is the total penalty applied to the configuration,
WT is the tumor height, WE is the height of the configura-
tion, LT is the tumor width and LE is the configuration width.

Thus, the total optimization of the configuration is given
by Eq. (5):

Op ¼ CFþP ð5Þ
The closer the Op function value is to 1, better the criteria

are met by the configuration. If the configuration for one
application is not optimized for tumor size or shape, a larger

number of applications optimized for different tumor areas
should be performed.

The software application was developed using
MATLAB® tools, language and compiler, which generated
an executable for installation. The software application is
restricted to Windows operational systems.

3 Results

The software application, called ApOtEl, which stands for
Application for Optimization of Electrodes, can be installed
through the executable (.EXE) provided by the authors.

Through the entry of tumor dimensions, optimized
parameters for electrodes positioning are provided, with the
electric field covering the entire tumor with intensity higher
than Erev threshold. In addition, ApOtEl provides an electric
field distribution representation, and a brief explanation of
the technique application procedure.

When starting the simulation panel, user should provide
the 2D tumor dimensions (in cm). ApOtEl fills in the results
—Tumor Dimensions, Procedure and Optimization.

ApOtEl will initiate the optimization process for the
inserted tumor size. After optimizing or choosing the ideal
parameters. Dimensions section presents tumor dimensions
and electroporated volume; volume calculation is estimated,
assuming the smaller dimension as the tumor depth. Proce-
dure section provides instructions on how electrodes should
be placed, the depth they should be inserted and whether
more than one application will be needed. In Optimization
section, ECT optimum parameters for the tumor are pre-
sented, such as number and distances between the

Fig. 1 (Left) Representation of electrodes positioning for a 12 cm � 8.4 cm tumor. (Right) Electric field distribution for the optimized
configuration for a 12 cm � 8.4 cm tumor
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electrodes. ApOtEl also generates an electric field distribu-
tion representation for the optimized parameters, and a
representation of electrodes positioning in the tumor.

An example of ApOtEl in a hypothetical case study with a
12 cm � 8.4 cm tumor is presented (see Fig. 1). By
informing the tumor dimensions, the system will optimize
and provide the most appropriate parameters for a safe and
efficient procedure.

For a total coverage of the tumor with an electric field
with intensity above Erev and with the minimum of healthy
tissue affected, the system determined the use of six elec-
trodes in two parallel lines with a distance of 1 cm between
the electrodes of different polarity (d) and distance of 3.1 cm
for the electrodes with the same polarity (l). Finally, the
system provided a chart schematically showing where these
electrodes should be positioned and the distribution of the
electric field generated by them.

4 Conclusion

The main result of this work is the software application
ApOtEl, desktop-installable, that provides the visualization
of the optimized electric field distribution of needle elec-
trodes for ECT.

The oncology professionals are not familiar with the
concept of electric field distribution, which is the ECT base.
Thus, the developed software will help these professionals to
visualize what happens during ECT application, as well as
providing an optimization of the treatment, seeking greater
effectiveness. The visualization of the electric field distri-
bution will give oncology professionals a better under-
standing of the physical phenomena involved in ECT, in

addition to providing a greater “confidence” in the applica-
tion of the technique.

This software application will contribute to the evaluation
and planning of treatments involving ECT in a safe and
efficient way, through studies using mathematical models (in
silico studies). These analyzes may benefit in
decision-making and planning of pre-application procedures.

The preliminary application of the developed software
has been shown to be suitable for the planning of cancer
treatment in animals. Further studies will integrate this
software application with optical medical images for the
evaluation of tumor dimensions and subsequent choice of
the appropriate positioning for each situation.
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Physical Analysis of Pulse Low-Dynamic
Magnetic Field Applied in Physiotherapy

Aleš Richter, Miroslav Bartoš, and Želmíra Ferková

Abstract
This article makes an effort to explain some physical and
energy aspects of practice using magneto therapy in the
treatment of the musculoskeletal system (orthopaedic
surgery, physiotherapy and the rehabilitation). We are
presenting the principles of electromagnetic induction in
muscle tissue as typical example of the parts of human
body. The main accent of presenting theory is put on
macroscopic physical behaviour of low-frequency elec-
tromagnetic field in living body parts. The problems are
indicated with modelling. This approach use simplified
model of tissue conductivity. One of the goals is to warn
about different distribution of magnetic field in parts of
body caused by different position, spatial orientation and
metal implants too. The each metal part implanted into
human body has strongly influence on distribution
physical effects into. Another analyse introduces physical
and energy differences among individual types of power
sources of magnetic field and their dynamic behaviour.

Keywords
Magneto therapy
Electromagnetic induction in living tissue
Metal implants

1 Introduction

Every living creatures by own activities produce electro-
magnetic field. Does external low frequency magnetic field
have influence on living structure?

1.1 Medical Aspects

This “historical” magnet therapy, magnetic therapy, or
magneto therapy, based on the use of the static magnetic
fields is considered by most of the doctors’ pseudoscientific
alternative medicine practice.

Pulsed electromagnetic field therapy (PEMFT), also
known as pulsed magnetic field therapy (PMFT) or low field
magnetic stimulation (LFMS), was introduced as a thera-
peutic method in many areas of medicine at the end last
century and especially during last decade and it is considered
as an effective procedure especially for the treatment of the
musculoskeletal disorders (orthopedic surgery, physiother-
apy and the rehabilitation) [1, 2].

Clinical experience has shown that pulsed electromag-
netic field therapy may be used for a number of conditions
and issues, and that the benefits include:

• Reduction of pain and inflammation
• Improve energy/circulation, blood/tissue oxygenation
• Regulate blood pressure and cholesterol levels as well as

the uptake of nutrients [3, 4]
• Increase cellular detoxification and the ability to regen-

erate cells
• Accelerates repair of bone and soft tissue/relaxes mus-

cles, [4] etc.

Many theories about the healing principles of the pulsed
electromagnetic field on the living human tissue were pub-
lished, but no of them has brought the clear explanation, so
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many doctors don’t accept this method as an “evidence
based medicine” procedure [3, 5].

PEMFT is considered very safe method. There are no
contraindications to PEMFT except in cases of haemorrhage
or where electrical implants are in use. In contrast to
chemical medicaments, there is no over dosage, at least
within the field range that are presently used for treatments.
The PMF therapy is a heatless therapy, therefore, all
implants (except heart pacemakers) can be treated. Fractures
can be treated even through a plaster cast, since magnetic
fields permeate all materials. Its advantages are relatively
low cost and simple use. It does not require any skilled
operator. Furthermore, in order to get the maximum effi-
ciency of the method, its basic principle and important
parameters should be known.

1.2 Theoretical Premises

The fundamental description of magnetic effects on living
organism is described in many articles and books [1]. These
texts, particularly medical literature, very often present the
studies in different physical units. The electromagnetic field is
completely described by four Maxwell equations [6]. This
theory is appropriate to description of inner electromagnetic
field in human bodies and in the tissues. The tissues and human
and animal bodies mainly consist of diamagnetic substances.
The magnetic fields penetrate through all parts of the body
without difficulty and external magnetic field strength Hm is
slightly attenuated. The fractional reduction of the magnetic
field in living tissue is caused by a variation of electron orbits
of atoms or molecules and it is less than 10 millionths from
range. The frequency of external magnetic field is low and
therefore dielectric losses are not taken into account too
therefore the following table (Table 1) presents conductivity
of selected typical tissues only [7]. The examples of tissue
conductivity show that human or animal body is strongly
heterogeneous surrounding from electromagnetic view. We
can speculate about low intensity of external electromagnetic
field so the conductivity of individual tissue is linear.

The ones of tissues (particularly muscle and brain) are
anisotropic. The magnetic field direction has substantial
influence on physical effect in each point tissue.

For unified description it is very important to present the
definition of physical notions and units in International
System of Units (SI), (Table 2) e.g. [6, 7].

1.3 Energy or Power Balance in Tissue

The variable external magnetic field is transformed into the
strength of electric field Et in tissue. According to Ohm’s
law the strength of electric field produces current density

J because the tissue is adequately conductive ct, e.g. [1, 6,
8]. The product of electric field strength E and current
density J indicates power density wt which is absorbed in
tissue. We suppose that external magnetic field is low fre-
quency and therefore dielectric losses are not taken into
account [7].

One of the important parameter how to define the effect of
variable magnetic field in tissue is electric field strength Et

(see Eq. 1).
Medical literature defines this biophysical effect with the

current density in tissue Jt [A/m
2] or [A/cm2], 1[A/m2]

correspond to 100 [µA/cm2] or 0.1 [mA/cm2] (3). This
parameter is significant for statement of non-hazardous
levels of magnetic field e.g. [9–13]. The local current density
in the tissue we can describe as follows (2, 3):

Et ¼ l
ct
Hm

@Hm

@t

� �1
2

ð1Þ

Jt ¼ lctHm
@Hm

@t

� �1
2

ð2Þ

The important parameter how to evaluate the impact of
external magnetic field is energy density absorbed in tissue.
This situation is presented by the following Eq. (4). The
density of energy in tissue wt (see Eq. 5) is a local parameter
valid for actual time intervals and space in the part of body.

The variable external magnetic field is transformed into
the strength of electric field Et in tissue. The product of
electric field strength Et and current density Jt indicates
power density wt which is absorbed in tissue. This follows
from 2nd Maxwell Equation or Faraday’s Induction law.
According to Ohm’s law the strength of electric field pro-
duces current density Jt because the tissue is adequately
conductive ct, e.g. [6].

Jt ¼ ct Et ð3Þ

Table 1 The characteristic conductivity of representative tissues.
Electromagnetic properties of tissues in frequency range up to 1 MHz

Conductivity ct [S/m]

Blood 1.23

Cartilage 1

Muscle along 0.43

Muscle across 0.17

Porous bone 0.17

Subcutaneous fat 0.057

Brain Grey Matter (average) 0.23

Brain Grey Matter—according to direction 0.19–0.25

Metal Implants: Stainless steel 1.1 � 106

Titanium 1.8 � 106
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wt ¼
Zt2
t1

Jt � Etdt ¼ ct

Zt2
t1

E2
t dt ¼

1
ct

Zt2
t1

J2t dt ð4Þ

wt ¼ l
Zt2
t1

Hm
@Hm

@t
dt ¼ 1

2
l H2

m

� �t2
t1

ð5Þ

Wt ¼
Z

wtdV ð6Þ

We expect that this power-producing parameter would be
more important for evaluation of magnetic field efficiency. It
is evident that impact of magnetic field depends on the
content of tissue which is inserted into the space of operating
external field. This situation is described by Eqs. (7, 8).

Pt ¼
Z

ptdV ð7Þ

Pt ¼
Z

V

Jt � Et dV ¼ d
dt

Z

V

wmdV ð8Þ

Wt ¼
ZZZ
v

wtdxdydz ð9Þ

This relation represents the total energy loss and it is
given by cubic integral (7), e.g. [7, 8]. Other way how to
define impact of magnetic field into human body is expres-
sion of instantaneous power. This situation is described by
Eq. (8).

The Eqs. (7, 8) is derived from the integral representation
of energy conversion principle which is presented in Eq. (1).
The Eq. (2) is transformed by this way.

2 Limitations of Magneto Therapy Using

Physiotherapy use several types and sizes of magnetic
applicators for application of magneto therapy. These mag-
netic adapters can be classified as the applicators with open
or closed magnetic circuit. Comparatively great cylindrical
coil are very popular in medical offices that is why we chose
these types for our experiments. These coils do not include
ferromagnetic core and the magnetic field is continuous.

2.1 Sources of Magnetic Field

This presented type of magnetic applicator is the biggest
which is used in magneto therapy and rehabilitation care.
The large profile along with relatively short length of open
air coil does not allow creating inside sufficient large space
of homogenous magnetic field. The magnetic applicator
(according to Fig. 1) is open air coil without ferromagnetic
pole extension. The design of device is frameless and
therefore the profile of coil is slightly ellipsoidal.

In this case the maximum current in coil (Fig. 1) is
chosen 2 A. The distribution of magnetic induction is shown
in the Fig. 2.

Violet curve shows distribution along x axis on periphery
of the coil and red curve is according x axis in centre. The
simulation verifies our assumption that the lowest intensity
of field is right in the point of intersection between axis y and
axis z in the center. The level of magnetic induction B can
range in units [mT]. In comparison with induction of geo-
magnetic field (Bgeomg * 30 � 50 [µT]) this application of
magneto therapy used more than hundredfold more powerful
magnetic induction, [6].

2.2 Influence of Location and Orientation
in Magnetic Field

In our simulation is used simple model of leg which is
placed off-center (Fig. 3). This approximation is imperative
to indicating energy effects in the model of leg. The position

Table 2 Determination of Physical Units

ct—conductivity of tissue [S/m],
[m−3 kg−1s3A2]

Jt—current density in the tissue [A/m−2]

Et—electric field strength in the tissue [V/m], [m.kg.s−3A]

wm—density of magnetic energy coming into
tissue

[J/m3], [m−1 kg.
s−2]

Hm—external magnetic field strength [A/m]

wt—density of energy absorbed by tissue [J/m3], [m−1 kg.
s−2]

Bm—external magnetic induction in tissue [T], [kg.s−2A−1]

Wm—total magnetic energy coming into tissue [J]

Pm max—top of magnetic power coming into
tissue

[W]

pt—density of power absorbed by tissue [W/m3]

Table 3 The circuit parameters of magneto therapy coil

Inner Inductance L = 0.05 [H]

DC resistance RDC = 15 [X]

Number of turns n = 335

Winding length l = 340 [mm]

Ellipse axis 600 � 560 [mm]
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of treated body part in the center of coil is not optimal for
therapy but we can see this positioning in medical praxis
very often. Low-frequency magneto therapy uses particular
sequences of rectangular voltage pulses generated on input
of a coil. For this reason the simulation is implemented on
one pulse of therapeutic sequence only.

Low-frequency magneto therapy uses particular sequen-
ces of rectangular voltage pulses generated on input of a coil.
For this reason the simulation is implemented on only one
pulse of therapeutic sequence.

Magnetic field is driven by current of the coil only. The
Fig. 4 presents waveform, one of representative current
pulse (red line). The energy effect in tissue is realised only in
dynamic changes of magnetic field. The model of leg is
reflecting the conductivity of muscle ct = 0.67 [S/m] only,
e.g. [7, 8]. The duration of behaviour of induction power
loss is too short (blue waveform on Fig. 4) with maximum
pulse power about Pm max * 1.3 � 10−6 [W]. We obtain
the total energy losses of one magnetic pulse by integration

but these energy losses will be insignificant, approximately
Wm * 1.3 � 10−9 [J].

In medical literature this biophysical effect is classified
with the current density in tissue Jt, e.g. [9, 10]. Conse-
quently the attention will be put on the distribution of current
density in the model of leg. The Fig. 5 show our results.

Maximal top power in longitudinal axis is 1.25 µW and
by rotation 30º is 1.75 µW. That is represented increasing of
power possibly energy approximately 1.4 times.

2.3 Influence of Metal Implants and Their
Orientation in Magnetic Field

Magneto therapy is a treatment method that is used quite
often as an additional treatment for bone healing disorders
after various traumatic conditions and orthopedic operations
where metal implants can be implanted in the limbs. Metal
implants are mostly made of materials that are non-magnetic,
but these metals are usually highly conductive with con-
ductivity substantially higher than any other types of tissue
found in the human body. The following figure (Fig. 6)
shows a part of the x-ray image of the lower limbs with
metal implants. The patient was in this case advised to
undergo magneto therapy.

The x-ray image shows the condition after a complicated
fracture of the upper part of the lower leg that was treated by
surgery—combined osteosynthesis by bolts and secured
intramedullary nail. Basically, the intramedullary nail (hol-
low metal rod) longitudinally passes through the entire
luminal cavity of the tibia bone. Based on this real case, a
simplified numerical model has been compiled, which
includes only a longitudinal rod without bolts. The orienta-
tion of the implanted rod is in the direction of the exciting

Fig. 1 Magnetic field of elliptic
magnetic coil (Table 3)

Fig. 2 Distribution of magnetic induction B inside cylindrical mag-
netic coil (input current 2A)
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PEMFT. This means that the minimum induced current in
the metal implant can be expected. In the simulation, both
limb sizes are used, as shown in previous cases (Fig. 3a). At
the same time, two diameters (8 and 15 mm) of implanted
reinforcement were chosen for better understanding of the
physical nature of the reinforcement. The leg model corre-
sponds to a female figure of about 166 cm in height and
66 kg in weight.

Conducted numerical simulations confirm the expected
theoretical assumptions that the metal implant will signifi-
cantly influence the distribution of magnetic field in the
tissue (Table 4). It is not possible to think about its influence
separately. It will always depend on the total volume of
tissue and the volume of metallic implants. In this case, the
implant is in the direction of the magnetic field line, that is,
the induced energy into its volume will be the lowest, but it
will still significantly outweigh the energy induced into other
tissues! The most induced energy is applied if the metal
implant is oriented in its largest dimension perpendicular to

the direction of the magnetic field force (in the x-axis
direction). It can be expected that the metal screws con-
necting the fragments of the upper part of the tibia bone with
its position at the center of the applicator and approximately
perpendicular orientation to the field lines will also have a
considerable effect on the amount of stored energy.

2.4 Influence of Volume Exposed Tissue
and Their Composition

The theoretical preface, chapter 1.3 indicates that therapeutic
impact will depend on the content of tissue which is inserted
into the magnetic field. This situation stems from Eqs. (7, 8,
9).

The total energy loss is given by the degree of filling into
the coil and is presented by cubic integral (9), e.g. [6].

The introduced example uses the same driving current
pulse as is presented in (Fig. 4) but volume of tissue is plays
major importance. The aim is to show how the induced
current density will increase in the same shape model of leg
but with leg 50% wider which presents 2.25� enlarged
volume.

The duration of pulse induction power loss is too short
again but with six times higher maximum power which is
about Pm max * 8 � 10−6 [W] and total energy losses of
one magnetic pulse Wm * 8 � 10−9 [J]. The surface current
density is about Jt * 0.022 [A.m−2] which is twice.

Main effect of magneto-therapy is the production of
currents in the part of human body subjected to magnetic
field. According to Reference of ICNIRP committee, e.g.
[10], the value of induced current density range from 0.01 to
0.1 [A.m−2] in human body and can influence nervous
system. The range from 0.1 to 1 [A.m−2] is able to cause
health hazard and the changes in stimulation of nervous
system were detect.

Fig. 3 Location of the leg in
modelling and magnetic vectors
specification, a The leg is
oriented in direction z axis and is
placed in center bottom quarter,
b The leg is rotated 30º in
direction z axis and is placed in
center bottom quarter Model of
leg in accordance with 166 cm
stature and 66 kg weight of
woman figure

Fig. 4 Location of the leg in modelling and magnetic vectors
specification
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3 Conclusion

Approximate solution of magneto therapy describes the
induced electric field in the body. It produces currents that
are under the safety limits. The location and orientation

body, volume exposed tissue and their composition has
strong effect on distribution induced field and its energy
impact. It means that the standard use of magneto-therapy is
safe. The metal implants in body pose health hazard.
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Analyzing Energy Requirements
of Meta-Differential Evolution for Future
Wearable Medical Devices

Tomas Koutny and David Siroky

Abstract
Recent advances in clinical engineering include develop-
ment of physiological models to deliver optimized health-
care. Physiologicalmodel comprises a number of equations
to relate biomedical signals. Each equation contains a set of
coefficients. Determining the coefficients is a complex task
as themodels are non-linear. Therefore, development of the
modelsmust be accompanied by a development ofmethods
to determine model coefficients. With the advent of
wearable medical devices, we have to consider energy
requirements of the models and the methods. Considering
an illustrative case of type-1 diabetes mellitus patients, we
already demonstrated that Meta-Differential Evolution
outperforms analytical methods, when determining coef-
ficients of glucose dynamics. In this paper, we analyze
convergence of the Meta-Differential Evolution, running
time and associated power consumption on a single board
computer with a system-on-a-chip—Cortex-A8 AM335x.
Based on the analysis, we recommend splitting the process
of determining the coefficients into two phases. First phase
determines the initial, per-patient optimized coefficients.
Second phase is an energetically efficient update of these
coefficients with new, continuously measured signal of the
patient. Meta-Differential Evolution searches for optimal
coefficients by evolving a number of generations of
candidate coefficients, using a number of evolutionary
strategies. We demonstrate that the proposed approach
significantly reduces the number of candidate coefficients
to evaluate, while achieving the desired accuracy. This pos-
itively reflects in the lifetime of wearable device’s battery.

Specifically, calculating coefficient’s update took 0.05 Ws
only. It shows the feasibility of using Meta-Differential
Evolution with its improved accuracy for blood glucose
calculations in a wearable device.

Keywords
Diabetes � Meta-differential evolution
Energy requirements

1 Introduction

To optimize delivered healthcare, a physiological model
processes continuously measured biomedical signals. Con-
sidering an illustrative example of type 1 diabetes mellitus
(T1D), we have demonstrated that Meta-Differential Evolu-
tion (Meta-DE) is a promising method to determine coeffi-
cients of glucose-dynamics model for T1D patients [1].
Meta-DE improves accuracy of blood glucose level
(BG) calculation. In addition, more approaches that are
evolutionary [2] follow, with respect to study [1]. Therefore,
we analyze Meta-DE to develop guidelines how to translate
the evolutionary knowledge, which we learned with
high-performance computing, to low-power devices—a
single board computer with a system-on-a-chip.

While a processor with increased computational power
provides ample computing capabilities, it requires a great
deal of power consumption, which causes creating a thermal
hot spot and putting pressure on the energy resource in a
mobile device [3]. A specialized device can deliver desired
power consumption, but we need an advanced signal pro-
cessing [4]. Offloading the computation, e.g. to a mobile
phone, is a possibility [5]. Nevertheless, gaming or multi-
media application can unexpectedly deplete mobile phone
battery. Therefore, we do not consider mobile phone as
attractive as having a single system-on-a-chip with balanced
power-consumption and computational capabilities.
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2 Diabetes Technology

Diabetes mellitus is a silent, civilization disease. It does not
hurt until it has developed. Specifically, T1D pathogenesis
involves autoimmune destruction of pancreas cells, which
produce insulin [6]. Insulin promotes glucose utilization by
cells to produce energy. Without insulin, glucose accumu-
lates in the body. Excessive amounts of glucose binds to
multiple organs, hence damaging them, eventually leading to
their failure. Therefore, T1D patient needs insulin therapy to
survive. Insulin therapy comprises artificial insulin delivery.
Insulin bolus must be calculated precisely as more compli-
cations may arise from deficient or excessive dosing of
insulin.

Technology plays a key role in managing T1D. There is a
minimally invasive continuous glucose monitoring system
(CGMS), which monitors interstitial-fluid glucose level
(IG) and can be paired with insulin pump. Due to physio-
logical reasons, BG can differ considerably from IG.
Therefore, CGMS recalculates IG to BG with a varying
degree of success [7]. We demonstrated that our algorithm
(i.e., the model and the method to determine its coefficients)
outperforms CGMS in this task [1, 8–10] and therefore it
would be desirable to bring our algorithm into the practice.
Equation (1) describes the model.

p� i tð Þþ cg� b tð Þ � b tð Þ � i tð Þ½ � þ c ¼ i tþDtð Þ ð1Þ
Let b(t) and i(t) denote BG and IG at time t, respectively.

Then, let us represent BG gain with p, effect of concentration
gradient and capillary membrane permeability with cg and
residual IG with c [8]. The model (1) relates present BG and
IG to future (Dt ahead) IG, to calculate BG by exploiting the
IG time-gradient [9].

3 Meta-Differential Evolution

Differential Evolution (DE) is an evolutionary optimization
technique. It utilizes a vector of model coefficients and a
fitness function that reduces this vector into a single scalar
value. Less value indicates better coefficients. In the begin-
ning, DE generates a number of random vectors. It is called a
population and DE evolves it in subsequent iterations. In each
iteration, DE combines each vector with another vector,
while applying crossbreeding and mutation. A specific
strategy governs how DE combines the vectors. DE keeps the
resulting vector, if it produces less fitness scalar than the
original vector. This way, DE updates entire population and
proceeds with next iteration, until it meets a stopping con-
dition. Stopping condition is e.g., a fixed number of iterations
or reduction of the fitness scalar below a specific threshold.

As DE is not analytic method, it can fail to find suffi-
ciently good coefficients. Specifically, DE population can
cease to evolve or it may converge pre-maturely [1, 11]. To
mitigate these risks, (1) we initialize the population with
analytically determined coefficients; (2) apply partial
derivatives to escape local extreme; (3) use Mersenne
Twister and chaos random number generators; and (4) com-
plement each candidate coefficients with private cross-
breeding and mutation factors and DE strategy [1]. This
turns DE into Meta-DE, as these vector-private settings are
generated randomly on a failure to produce an improved
offspring.

4 Reducing the Computational Complexity

4.1 First Phase

As Eq. (1) is a linear combination, Linear Least Squares
(LLS) represents computationally inexpensive way to
determine p, cg and c parameters for a given Dt coefficient
[9]. As a result gramian matrix does not need to change with
respect to Dt, only the right-side vector must be calculated
for a specific Dt. Based on our previous work, let us con-
strain the Dt-parameter to range from 0 to 40 min. Dis-
cretizing this range by 10 s, we have to calculate the fitness
function 240 times only. This gives us 240 candidate coef-
ficients with calculated fitness scalar. Eventually, we select
the best coefficients by the fitness scalar [9].

4.2 Second Phase

Clinical practice has adopted relative error to estimate
accuracy of BG estimation. Relative error is absolute dif-
ference between measured and calculated BG, divided by
measured BG. It implies a tolerance of increasing absolute
difference between measured and calculated BG with
increasing measured BG. Hence, we can apply simple linear
regression to optimize BG, which we obtain with the
LLS-determined coefficients. Specifically, we use Eq. (2)
[12] to calculate (i.e., to correct) the calculated BG—
BGcorrected. Let bcalculated(t) denote calculated BG at time t,
according to the proposed model of glucose dynamics—
Eq. (1) [9].

BGCorrected tð Þ ¼ BGSlope � bcalculated tð Þþ IGSlope

� i tð Þþ Intercept ð2Þ
Equation (2) is simple and therefore it requires less

energy than Eq. (1). In addition, calculating relative error
with Eq. (2) can be vectorized easily.
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4.3 Meta-DE

As the fitness function of the second phase is linear combi-
nation, we removed (2) partial derivatives, (3) chaos random
number generator and (4) reduced the number of DE strate-
gies. In addition, we investigated effect of population size.

In the clinical practice, mean relative error (MARD) with
0.1 precision is a well-established marker to determine
accuracy of glucometer—be it BG meter or CGMS. This
implies that Meta-DE can stop once the MARD, which we
calculate with Eq. (2), stops improving beyond the desired
precision.

5 Results

From NCT01591681 study (see the US Clinical Trials
database), we extracted 78 CGMS profiles with 3516 mea-
sured BG to verify the proposed approach [1].

Table 1 gives Meta-DE strategies evaluation for the
original computation [1], with population sizes 100, 40 and

20 respectively. These results indicate that Current to
umBest and Rand1 represent a best balance between energy
requirements and achieved accuracy. Energy requirement is
a function of iterations needed to obtain the coefficients. As
Meta-DE is non-deterministic method, consumed energy,
i.e., number of iterations, may vary. Table 1 gives standard
deviation to capture this variability.

To describe accuracy of BG calculation, let us use
empirical cumulative distribution function (ECDF) of rela-
tive error of calculated BG [13]. It represents the probability
that relative error of calculated BG is less than or equal a
given relative error.

Table 2 gives ECDF for IG considered as BG (CGMS
accuracy), BG calculated with LLS determined coefficients,
recent study [10], and Eq. (2) optimized BG.

To optimize BG, we used the Current-to-umBest and
Rand1 strategies, with population size 40. On average,
Meta-DE required 170 iterations (with standard deviation of
253) to find Eq. (2) coefficients.

To measure power consumption with Cortex-A8
AM335x, we connected it with 0.1 X resistor (Rm) in

Table 1 Efficiency of Meta-DE strategies for population sizes 100; 40; 20

Strategy [1] Average fitness Average iterations to best coefficients Standard deviation of iterations
to best coefficients

All 0.245; 0.247; 0.251 5297; 5109; 4560 3151; 3081; 3015

Current to umBest and Rand1 0.245; 0.247; 0.247 5230; 5058; 5662 3199; 3069; 3116

Current to P-Best 0.244; 0.245; 0.246 5808; 5507; 5293 3209; 3126; 3106

Current to umP-Best 0.242; 0.244; 0.251 6432; 6225; 4599 2974; 3041; 3034

Best to Bin 0.247; 0.246; 0.249 7352; 7910; 6271 2160; 2274; 2621

Current to umBest1 0.245; 0.249; 0.249 5041; 6564; 6017 3173; 2478; 2596

Current to Rand 1 0.247; 0.246; 0.254 5067; 5776; 4549 3185; 3155; 2969

Table 2 ECDF of relative error of calculated BG

Cumulative probability of less than or equal relative error (%) Relative error

CGMS (%) LLS BG (%) Study [10] (%) Optimized BG (%)

10 2.6 1.5 1.3 0.7

20 5.3 3.3 2.8 2.5

30 8.0 5.1 4.5 4.2

40 11.0 7.0 6.6 6.3

50 14.6 9.2 8.7 8.6

60 18.7 12.0 11.4 11.3

70 23.5 15.5 14.8 14.8

80 30.6 20.8 19.7 19.3

90 41.1 30.2 29.0 27.5

95 52.1 39.4 37.8 36.4

100 641.8 213.0 201.2 166.7
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series to 5 V power supply (U). Then, we measured voltage
(URm) across Rm. Specifically, we measured the voltage at no
load (URm-no load) and with Meta-DE running (URm-MetaDE).
The voltages were 15.5 mV and 26.1 mV, respectively.
According to Ohm’s Law, Meta-DE increased the electric
current by 106 mA.

To make this measurement robust, we magnified the
computational problem. Specifically, we forced Meta-DE to
evolve 10000 generations. Then, the execution took 107.3 s
(a time period p). According to Eq. (3), we obtain power that
Meta-DE consumed for the period p. It was 53.2 Ws. Thus,
170 iterations required 0.9 Ws only.

E ¼ U � ðURm�MetaDE � URm�no loadÞ
Rm

� p ð3Þ

In addition, we artificially expanded the number of
calculated BG to 500. In nor-mal case, T1D patient takes
2–3 BG samples a day. Lifetime of present CGMS sensor
span approximately across 10 days. Considering 30 BG
samples, we have to scale the power consumption down by
30/500–0.05 Ws. This result is feasible for a low-power
device.

6 Conclusion

The results confirm feasibility of the proposed reduction of
computational complexity. Optimized BG even slightly
outperformed results, which we reported in study [10].
Therefore, the results encourage us to push the proposed
model of glucose dynamics, and the method to determine its
coefficients, into the practice—to a future wearable medical
device.
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Energy Consumption Profiles of Common
Types of Medical Imaging Equipment
in Clinical Settings

Anthony Easty, Linda Varangu, J. J. Knott, Shawn Shi,
and Kent Waddington

Abstract
Imaging equipment such as MRIs, CT scanners and
general radiography equipment consume significant
amounts of energy while operating. This study describes
a series of detailed energy consumption studies on these
devices during clinical use at three major health care
centres in Canada, one in British Columbia and two in
Ontario. The study was conducted by the Canadian
Coalition for Green Health Care [1], with funding
provided by Natural Resources Canada [2] and BC
Hydro [3]. The primary goal of the study was to
accelerate the development of ENERGY STAR specifi-
cations for medical imaging equipment. Natural
Resources Canada is assisting the United States Environ-
mental Protection Agency (US EPA) [4], by collecting
these data from the field. Eight testing events were
undertaken, providing energy consumption data for low
power energy modes, standby/idle power energy modes
and active/patient scanning energy modes. Energy con-
sumption was measured over periods ranging from three
to eleven days, to provide rich information about when
and how frequently the equipment was used and what the
associated energy consumption profiles were. Data
acquisition rates were varied to gain a detailed under-
standing of the temporal variations in energy consump-
tion profiles during each use mode. Results from this
study showed that there were variations in the low power
mode energy consumption of greater than 25% in some
cases, and that non-scanning energy consumption, either
low power or stand-by modes, in some cases accounted
for up to 80% of the total energy consumption of the
system at some hospitals. These findings indicate that
there is considerable scope for manufacturers to reduce

the energy consumption levels of their devices, and for
users to reduce energy consumption during clinical use
through practices such as placing the system into a lower
energy mode or shutting it down while not in use, where
possible.

Keywords
Imaging devices � Energy consumption � Use profiles

1 Introduction

The purpose of this study was to obtain energy consumption
data from hospital medical imaging equipment (MIE) which
would assist government sponsors of the ENERGY STAR®

program to determine if a new category of ENERGY STAR
products should be developed for MIE. Partnering hospitals,
as well as BC Hydro, also wanted to gain a better under-
standing of MIE energy consumption at hospitals so that
strategies could be developed to help reduce energy con-
sumption and costs.

Three hospital partners took part in this project:

• Nanaimo Regional General Hospital (NRGH), Island
Health (VIHA), in British Columbia;

• The Hospital for Sick Children (SickKids) in Ontario;
and

• University Health Network (UHN) in Ontario.

Energy consumption data were obtained from three types
of MIE:

1. Computed Tomography (CT)
2. General Radiography (X-ray)
3. Magnetic Resonance Imaging (MRI)

Eight testing events were undertaken using calibrated
energy data-loggers with varying sample intervals, resulting
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in large numbers of data points for energy consumption.
Data were collected for low power energy modes,
standby/idle power mode and active/scanning energy modes.
The MIEs were measured mostly over periods ranging from
three to 11 days. Longer measurement periods allowed
richer information about when and how frequently the
equipment was used and enabled the calculation of estimated
annual energy consumption and energy costs. Extended
measurement periods also provided insights into energy
reduction strategies that would not be available through the
original testing protocol.

The European Coordination Committee of the Radiologi-
cal, Electromedical and Healthcare IT Industry (COCIR)
developed the Self Regulatory Initiative (SRI) for Medical
Imaging Equipment. This Initiative, launched in 2009 and
officially acknowledged by the European Commission in
2012, aims at reducing the environmental impacts of medical
imaging devices, and represents the proactive approach of
COCIR towards sustainable health care and the circular
economy. COCIR have produced six status reports to date, the
latest one released in September 2016 [5]. The major inter-
national equipmentmanufacturers participate in this initiative.
For example, from the MRI manufacturing sector participants
include GE, Phillips, Siemens, Toshiba and Hitachi.

COCIR developed standardized testing protocols for MIE
which were used as the basis for the test methods developed
for the ENERGY STAR MIE testing process—‘Final Draft
Test Method For Determining Medical Imaging Equipment
Energy Use—Rev. Aug 2014’ [6] that was used as the basis
for product testing for the Canadian study.

The COCIR SRI reports significant reduction in annual
energy consumption for MIE such as MRIs from 2011–
2015. Manufacturers have collectively decreased the energy
consumption of the MRIs. In 2015, the daily average energy
consumption per unit for MRI equipment decreased to
176.91 kWh/day, showing a 21% reduction compared to
2011 (225.92 kWh/day) and 5% compared to 2014 (see
Fig. 1). These aggregate figures for the products from mul-
tiple manufacturers make it clear that significant efforts are
being made by manufacturers to reduce the daily power
consumption of their MRI systems.

Comparing energy consumption values for MRIs manu-
factured by five companies between 2011 and 2015 shows

there is a greater than 25% spread in the average daily
energy consumption over that time period, indicating that
some manufacturers are having more success than others in
reducing daily energy consumption (see Fig. 2).

Thus there is a general trend toward reduced energy
consumption, and it appears that some manufacturers are
focusing more on this issue than others, or have technology
that is more amenable to reduced energy consumption.

2 The Study

Imaging equipment energy consumption testing occurred
with three MIE types and eight separate testing events, all
conducted on operational units in clinical settings. The
facilities engineering teams connected the data loggers to the
power feeds for each system and verified their functionality
prior to testing. The following three types of equipment were
tested:

a. Magnetic Resonance Imaging (MRI)
b. Computed Tomography (CT)
c. General Radiography (X-ray)

Partner hospitals wanted to use longer testing periods to
gain a better understanding of total energy consumption
from MIE at their facilities. This resulted in many data points
(instead of the 36 originally agreed to) and much more
reliable data for off mode, low power mode and standby
modes.

Most of the data measurements took place over periods of
between three and eleven days. These protocols are listed
below, and the data acquisition intervals for the data loggers
were varied as shown, to help to gain an understanding of
the timescale of various fluctuations in energy consumption
during use. During each sampling interval, the energy con-
sumption recorded represents the accumulated total during
that time. Since scans with these devices typically last a
number of minutes, most of the data acquisition intervals
were of one-minute duration, or longer. However, we also
chose to sample a CT system at a one-second interval, to
determine whether very short-term variations in energy
consumption were occurring as well (see Fig. 3).

Fig. 1 MRI energy reduction
achievements: calculated values
for 2011–2015 with projections to
2017
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The collected data are too numerous to include here in
their totality, but there are some key features that stood out in
subsequent analysis. Looking at the distribution of MRI
energy consumption at Sites 1 and 2, the first clear finding is
that the largest percentage of power consumption occurs in
the idle mode between 12 to 14 and 14 to 16 kW respec-
tively. Further, idle mode accounts for over 80% of total
energy consumption at Site 1, compared with over 30% at
Site 2. This wide difference is likely accounted for by a higher
utilization for patient scans at Site 2 (see Figs. 4 and 5).

Looking at typical CT energy consumption, a similar
pattern emerges, where over 70% of total energy consump-
tion occurs in the standby mode between 2 and 3 kW (see
Fig. 6). A deeper examination of the energy consumption
profile for twenty-four hours reveals that for short periods of
time, the system is put into a low energy idle mode that
reduces the power consumption to below 1 kW (see Fig. 7).

3 Discussion

This study demonstrates that it is feasible to monitor medical
imaging equipment energy consumption in the long-term,
and that interesting patterns of performance and system
usage emerge. Given the high energy consumption of the

Fig. 2 COCIR members reports of average daily energy consumption
for MRIs over a five-year period from five different manufacturers

MEI Type Testing Event 
and Site

Test Length Data Acquisi-
tion Intervals 

(mins or secs)
MRI 1. Site 1 11 days 6 mins
MRI 2. Site 2 7 days 1 min
CT 3. Site 1 7 days 6 mins
CT 4. Site 1 7 days 6 mins
CT 5. Site 2 8 days 1 min
CT 6. Site 3 2 min 1 sec
X-ray 7. Site 1 6 days 6 mins
X-ray 8. Site 1 3 days 6 mins

Fig. 3 Power consumption
testing events, test length and data
acquisition intervals
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equipment itself and ancillary systems such as computer
monitors and processors and HVAC systems, there are sig-
nificant savings to be had in reducing overall system energy
consumption. This can be achieved in part by focusing on
manufacturers’ specifications and including energy con-
sumption as a consideration during purchase selection. It is
clear that manufacturers are paying attention to this issue
since the overall energy consumption profiles for these
systems are dropping in each new model year. Further, there
are opportunities during clinical operation to reduce the
standby power consumption of at least some of the major
items of medical imaging equipment, and users are encour-
aged to review these opportunities as part of their protocol
for the safe and efficient operation of these systems.
Specifically, it was observed that users often failed to put
systems into lower standby modes once a scan was com-
plete, despite the fact that these modes were accessible on
the system. If there is no clinical disadvantage to this, it
offers the opportunity to significantly reduce overall system
power consumption, where available. It is also worth noting
that a reduction in primary power consumption can in turn
lead to reduced energy consumption for room cooling sys-
tems, compounding the effect of the reduction in energy

consumption of the system itself, since less system power
dissipation in turn requires less cooling to maintain a given
ambient temperature.
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Automated Sunglasses Lens Exposure
Station and the Preliminary Effects of Solar
Exposure

Leonardo Mariano Gomes, Artur Duarte Loureiro,
Guilherme Andriotti Momesso, Mauro Masili, and Liliane Ventura

Abstract
The Laboratory of Ophthalmic Instrumentation
(LIO) from the University of Sao Paulo—Brazil, is
involved in research about Sunglasses and its standards,
and has already contributed for changing parameters in
the previous Brazilian sunglasses standard, the
ABNT NBR 15111-2013. The focus of the work
presented in this paper is to investigate on the long-term
solar exposure effects in sunglasses lenses and to conduct
this study, we have developed an automated exposure
system dedicated to expose sunglasses lenses towards the
sun. The system also measures the dose of ultraviolet
radiation which the lenses were subjected to and other
weather variables, like temperature and relative humidity
of the air. In this paper, we discuss about the materials
used to manufacture sunglasses lenses, about the machine
we developed to exposes the lenses and the methods used
to measure the lenses transmittance characteristics over
the time and to determine if and how long-term solar
exposure may affect the samples.

Keywords
ISO 12312-1 � ABNT NBR ISO 12312-1
Resistance to solar radiation � Sunglasses
Solar simulator

1 Introduction

Sunglasses may assure ultraviolet (UV) safety when ade-
quate UV protection filters are used. There are evidences that
sunglasses UV protection can degrade with exposure to the

Sun, but such an experiment has never been done. In our
current research, we propose to evaluate the changes of
luminous and UV transmittances in sunglasses lenses after
long periods of controlled solar exposition, by using an
automated sunglasses lens exposure station that we
developed.

1.1 Sunglasses Standards

The Brazilian standard for sunglasses for general use (ABNT
NBR ISO 12312-1:2015) is a translation of the international
one (ISO 12312-1:2013) [1, 2]. According to the standard
used in Brazil, depending on luminous spectral transmit-
tance, lenses are classified into different categories and for
each category there is a required UV protection (Table 1). In
this standard is established a lens aging test that involves
exposing sunglasses lenses in solar simulator for 50 h and
analyze transmittance difference before and after the test.

Some sunglasses lenses show luminous transmittance
changes after long solar exposure, becoming lighter. There
are evidences that solar exposure can increase sunglasses
UV transmittance and there is no experimental study in the
literature showing how much solar exposure time corre-
sponds to 50 h in solar simulator.

1.2 Previous Works

In a previous study conducted in LIO [3], we discussed the
parameters for the solar simulator test (distance between
lamp and samples, and exposure time) to make the test
equivalent to the real solar exposure conditions that popu-
lation are subjected to when wearing sunglasses. The present
test parameters, as specified by the Brazilian standard,
should be revisited to establish safe limits for UV filters of
sunglasses.
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2 Materials and Methods

The automatic solar exposition station for sunglasses is a
machine which the main function is to expose a set of
sunglasses lenses to the sun while favorable weather con-
ditions and, in the absence of such conditions, to protect the
lenses. The favorable weather conditions are during the
daylight, i.e. after sunrise and before sunset, and when it is
not raining. It is desired to avoid rain on the samples because
it would facilitate the deposition and accumulation dirt
particles on the lens surface and compromise the action of
UV radiation on them.

The system mechanics was designed to protect the set of
five acrylic panels that houses 60 lenses (12 each). It was
designed a metallic frame with four of each sides covered by

UV protected polycarbonate sheet. The box could slide
through a metallic rail, with double of the box length, to
cover or uncover the panels when needed, and the motion is
driven by a garage door motor. After the manufacture of the
system, we installed it on the rooftop terrace because it was a
restricted access place; in addition to permit the samples
would be free of shadows during all day. Along with the
automatic solar exposition station, we installed an IP camera
for monitoring the system’s functioning, weather sensors for
providing information about the conditions that lenses would
be exposed and to alert when rain begins and the UV sensors
for registering the total radiation dose that lenses would be
exposed (Fig. 1).

The analysis of lens transmittance changes after exposi-
tion to the Sun depends on measures of the transmittance
spectrum of each lens. The visible (380–780 nm) and UV

Table 1 Transmittance requirements for sunglasses lenses for general use [1]

Lens category Visible spectral range UV spectral range

Range of luminous
transmittance (sV)

Maximum value of solar UVB transmittance
(s SU VB)

Maximum value of solar UVA transmittance
(s SU VA)

From over (%) To (%) 280–315 nm 315–380 nm

0 80 10 0 0.05 sV sV

1 43 80

2 18 43 1.0% absolute or 0.05 sV (the greater) 0.5 sV

3 8 18 1.0% absolute 1.0% absolute or 0.25 sV (the greater)

Fig. 1 The automatic solar
exposition station for sunglasses
installed in the terrace of a
building
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(280–400 nm) transmittances are measured in 5 points of
lenses: one central point and 4 points located 5 mm above,
below, on the left and right of the central point. Transmit-
tance measures are taken from 780 to 280 nm, with steps of
5 nm. For doing these measures, it was used the VARIAN
Cary 5000 UV-Vis-NIR spectrophotometer. A mechanical
device is used for holding the lens, which should be placed
with its central point aligned with a mark on the device. The
device is placed inside the spectrophotometer and measures
of transmittance in the central point are taken. After this step,
the mechanical device is adjusted to move the lens 5 mm up,
5 mm down and so on. Measures of transmittance in all 5
points of each lens are recorded in a text file, with 5 nm step
for each spectral response, in compliance with ISO 12312-1
[2].

3 Results and Discussion

After setting up the machine and the controlling hard-
ware and software, we tested the functioning of the
machine in the real conditions it would work when
exposing the sunglasses lenses. The system was pro-
grammed to detect the current time and open or close the
enclosure to expose or protecting the lenses respectively.
By the online control panel (Fig. 2) it was possible to
manually open or close the enclosure if any problems
were detected, in addition to live monitoring the machine

through the IP camera video stream. The control panel
also shows the opening and closing time for the current
day, the current UV index level and other information
regarding the total time of lenses exposure to the sun and
weather conditions report.

The closing time length for protecting the lenses is about
18 s, which is enough for protecting the most rains in São
Carlos city. We tested the machine for 5 months before
installing the first set of 60 lenses to be exposed, and by
monitoring the machine functioning and the system reports,
we verified that the system worked as expected, with minor
bugs that were easily repaired.

With the evaluation of the automated panel system con-
cluded, the next step of the research is to expose the lenses to
the natural sunlight and measure the effects of the exposition
to the changes in UV and visible transmittances. The lenses
of our sample set are manufactured of the following mate-
rials: 80% polycarbonate, 2% polymethyl methacrylate
(PMMA), 5% CR-39 (with polarizing filter inside), 12.8%
polyamide and 0.2% glass. Our research team is engaged in
determining if the parameters of the tests of the certification
standards for sunglasses are enough for the safety of users
and ultraviolet radiation levels in Brazil [4], and we’ve
already exposed the lenses set in a solar simulator. The test
was conducted for a total of 3000 h and we’ve already
detected transmittance changes, which will be compared
with the future results after exposition in the automated
sunglasses lens exposure station.

Fig. 2 The automatic solar
exposition station for sunglasses
installed in the terrace of a
building
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4 Conclusion

In this paper we presented the automatic solar exposure sta-
tion for sunglasses lenses, which was developed in our lab-
oratory (LIO—EESC/USP). From the construction of the
machine, a study about the behavior of sunglasses lenses after
the long periods of exposure to solar radiation will be carried
out to contribute to the redefinition, if necessary, of the
parameters of the Brazilian standard regarding lenses stress
after solar exposition. Lenses are being exposed towards
geographic north, and total exposure time is recorded. It is
expected to verify whether the requirements of the ISO
12312-1:2013 and ABNT NBR ISO 12312-1:2015 standards
are still met or whether new certification items need to be
provided for ensuring sunglasses protection for population.
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Experience in the Design of Temporary
External Pacemaker in the Case
of the Mexican Institute of Social Security
(IMSS)

Gustavo Adolfo Martinez Chavez

Abstract
The present paper shows the design and development of
the external pacemaker circuit, for use in diagnose or
research of diseases than affect the heart. In this case they
used lineal circuit, existent in the Mexican National
Market. We design and used a simple prototype for
generation pulse for heart stimulation by employing the
oscillators with the circuit LM555. Previous results
obtained in HGR1 “Carlos Macgregor” hospital displayed
good operation in the electrical impulses from the heart
muscle cause your heart to beat (Contract). Build up this
type of pacemaker is the objective, in this paper we show
how was the development of a circuit that cold sense the
heart rhythm and could supply the impulses necessaries to
live. The most relevant is your use in medical persons of
the hospital as diagnose and research tool.

Index Terms
Pacemaker � Heart � Oscillators circuit � LM555

1 Introduction

Arrhythmias of the heart can be very detrimental to heart
function. Such abnormal ties are often treated with pace-
makers. Pacemakers can function in many ways, depending
on the mode of operation and the design choices for your
components of the pacemakers. The technological advances
that have developed over the past three decades, especially
integrated circuit technology, allow for pacemakers to be
titrated for specific patient needs, to serve as a diagnostic
tool o some the agree, and to optimize cardiac output in
rate-responsive pacing.

Vital to all cardiac function is the spontaneous and
repetitive generation of electrical impulses by the heart.
These impulses control the sequence of muscle contraction
of each heartbeat. The pattern and timing of these impulses
determines the heart rhythm. Abnormalities of this rhythm
impair the hearts ability to pump blood as the body demands.

The Fig. 1 shows the heart in cross section, normally, the
heartbeat begins in the right atrium when the sinoatrial
(SA) node, a special group of cells, transmits an electrical
signal across the heart. This signal spreads throughout the
atria and to the atrioventricular (AV) node. The AV node
connects a group of fibers in the sinoatrial node is the heart’s
pacemaker, the ventricles that conducts the electrical signal
and sends the impulse to all parts of the ventricles. This
exact route must be followed to ensure that the heart pumps
properly.

As the electrical impulse cross through the heart con-
tracts; this normally occurs about 60–100 times per minute,
with each contraction equaling a single heartbeat. The atria
contract about one-fifth of a second before the ventricles,
allowing them to vacate their blood into the ventricles before
the ventricles contract.

The cardiac pacemaker is an electric stimulator that pro-
duces periodic electric pulses conducted to electrodes loca-
ted on the surface of heart (epicardium), within the heart
muscle (myocardium), or within the cavity of the heart or the
lining o the heart (endocardium). The stimulus thus con-
ducted to the heart causes it to contract, this effect can be
used prosthetic ally in disease states in witch the heart is not
stimulated at a proper rate on its own [2].

Pacemaker can help to pace the heart in cases of slow
heart rate, fat and slow heart rate, or a blockage in the heats
electrical system.

There are different pacemakers; one of them sends pulses
to the heart so that it beats to a rhythm hat have been
determined of fixed rhythm. Their name is asynchronous.

Another class can feel the heart’s rhythm and turn them
selves off when the heartbeat is above a certain level. They
will turn on again when the heartbeat is too slow.
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These types of pacemakers are called demand pacemak-
ers. The prototype that was developed works as a demand
pacemaker and it is in the capacity to feel if exists or not
heart rhythm.

2 Materials and Methods

2.1 Description Circuit

The circuit consists of two integrate circuit timer (LM55)
which control the opening and closing one start switch, The
first circuit is used in astable operation and determines the
heart rate witch may be altered between 30 a 320
beats/minute by adjusting the variable resistor. The second
circuit regulates the pulse width, which determines the ratio
between systole and diastole (duty cycle) this situation is
controlled by one second resistor, alters this ratio to produce
a change in systolic time which results is the change in
stroke volume of the ventricle.

As equal forms, the circuit they have a two light emitting
diodes (LED), which are used as visual indicators of the
duration the pulse width (ventricular ejection) and operation
the voltage power, through the regulator circuit whose

magnitude is controller with three resistor provides +5
voltage to the timing circuit.

The block diagram of pacemaker circuit is illustrated in
the Fig. 2.

The design of the experimental pacemakers described in
the above diagram depicts a simple asynchronous pacemaker
where the uniform pulsing rates produce by his oscillator.
The pulse output circuit generates pulses in either a constant
current or constant voltage, which are transmitted to the
heart via the electrodes.

2.2 Pulse Generation (Stimulation)

The amplitude and pulse duration of the pacemaker depen-
ded on whether to the pacemaker is operating in constant-
current or constant-voltage [3]. The constant current mode,
the pulse current is constant, typically from 8 to 10 mA with
a duration of 1.0–1.2 ms. In this developed in the principal
characteristic is the constant-Voltage mode, the voltage is
maintained at 5.0–5.5 Volts with duration of 0.5 a 0.5 ms.
these threshold values are half of the chronic values. The
diagram below shows pulses of varying widths (Fig. 3).

2.3 Clinical Measurements Protocol

To verify the performance of the pacemaker proposed in real
conditions, measurements were performed over medical
procedures in the HGR1 “Carlos Macgregor” Hospital City,
previous the authorization of the medical protocol.

Whose results are registered through an electrocardiog-
raphy monitor of high-speed in such a way that can repro-
duce the wave form stimulating the pacemaker what
constitutes an advance step to prove the results the circuit
pacemaker in real measures.

2.4 Patient

Feminine patient with 35 year-old, was studied and with
previous laboratory studies, she has been practiced surgery
for the inserted electro catheter via the femoral arterial, what
enables the connection of the external pacemaker.

Fig. 1 Show the heart in cross section and node sensitive the hearts
pacemaker

POWER
SUPPLY

TIMERS
LM555

PULSE 
OUTPUT
CIRCUIT

WIRES ELECTRODES

Fig. 2 Diagram of a block the electronic pacemaker
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3 Results

3.1 Experimental System (Simulated)

Previous to the assembling of electronic components and
testing of the circuit pacemaker, the design was simulated
through the program Electronics Workbench in that first stay
was looked to obtain the pulses generation, as well as the
variability of pulse according to the characteristics the
pacemaker mode (constant-Voltage), indicated to maintained
at 5.0–5.5 Volts with duration of 0.5 a 0.5 ms, to effect of
producing the stimulation sign of the pacemaker. Weaker

pulses either not lasting long enough (less pulse width) or
lesser strength (less amplitude) may not cause stimulation.
The results shown in the Fig. 4.

3.2 The Test of Circuit Pacemaker

The results obtained with pacemaker system were coherent
with to simulate. The analysis in the mensurations show
pulse amplitude is 4.89 V and pulse width is 0.486 ms.
whose graphics in the oscilloscope are presented in the
Fig. 5. We can observe that the results in the simulated and
testing pacemaker circuit indicate good correlation.

Fig. 3 The shown standards
valued the pulse generator,
correspond to the chronic values.
The pulses sent out by the
pacemaker to the heart cause the
heart to contract. This is referred
to as stimulation. A pulse is
characterized by pulse width and
pulse amplitude

Fig. 4 Show the characteristics
out signal the circuit pacemaker
indicated to pulse amplitude at
5.0–5.5 Volts with duration of 0.5
a 0.5 ms, to effect of producing
the stimulation signal
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3.3 The Test of Circuit Pacemaker in Patients

The circuit pacemaker was proven under real conditions,
where all the stimuli generated by the same one were
detected, what constitute an important step in the validation
the circuit. Figure 6. Show the photograph the pacemaker
system. Figures 7 and 8. Show the results in patient during
the surgery in HGR1 “Carlos Macgregor”

4 Discussion and Conclusions

The main goal of this paper is to show that electronic
hardware design is a valid alternative to be taken into
account when deciding on the implementation of a certain
development or the technical—economical possibility of a
certain product in our context.

Many factors have contributed to the feasibility of the
electronic hardware design in our country. The use of state
of the art technologies is being made possible by the
reduction in prototyping and production, fixed costs the
affordable cost of powerful CAD stations and the simplicity
of communications and access to information from providers
and manufacturers, some examples of these techniques that
they have been used in design and implementation the
external pacemaker system.

A series of experiences done in recent in HGR1 HGR1
“Carlos Macgregor” Hospital are presented in this paper
what was live and expressed in design circuit pacemakers.

The results obtained in this circuit confirm the proposed
the development of external pacemaker they are used

Fig. 5 Graphics in the oscilloscope are presented by the output pulses
of a circuit pacemaker; with correlation respect to simulate circuit. The
analysis in the mensurations show pulse amplitude is 4.89 V and pulse
width is 0.486 ms

Fig. 6 Photograph the pacemaker and electro cater

Fig. 7 Photographs the use of circuit pacemaker during the surgery in
patient

Fig. 8 Results the EKG sign in patient as the use of external
pacemaker. Blue color show the beats are marked for caused the
stimulate circuit pacemaker and red color the normal beats among the
vectors V1–V6

264 G. A. Martinez Chavez



electronic circuit, the low price and high benefits existent in
the Mexican National Market.

The statistical results between laboratory analysis and
prototype show a direct dependence between both systems,
considering measures in patients, the dispersion is elevated.
This dispersion lowers if we consider homogeneous
depending the particularly situation of the patient. This
parameter can help to adjust the settings improvements the
future design of pacemaker.
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Prototype Device for Driving Suitability
Tests in Sunglasses

Artur D. Loureiro and Liliane Ventura

Abstract
Wearing inadequate sunglasses while driving may lead to
dangerous misunderstandings in objects and traffic lights
recognition. Sunglasses standards propose transmittance
requirements that sunglasses should fit to be classified as
suitable for driving. Transmittance tests are
time-consuming and laborious. Also, it requires a spec-
trophotometer and a skilled technician to be performed.
The aim of this study was to develop and to build an
easy-to-use, quick and accurate device for luminous and
traffic lights transmittance tests which runs the tests by
itself in a way anyone can operate it without any training.
A microcontrolled prototype was developed and built
using a white LED and a four-channel sensor combina-
tion. This combination generated luminous and traffic
lights weighting functions similar to standard ones. Using
our prototype and a gold standard (VARIAN Cary 5000
spectrophotometer), luminous transmittance and relative
attenuation quotients for traffic lights were measured in
128 sunglasses lenses. Bland-Altman method was used to
assess concordance between both measurement methods.
The bias was insignificant for all measurement and the
limits of agreement were broad for luminous transmit-
tance and for relative attenuation quotient for blue light
detection, and narrow for the others. Thus, within the
predefined tolerance, prototype measurements are equiv-
alent to gold standard ones for relative attenuation
quotients for red, yellow and green light detection.
Despite not all prototype measurements being equivalent
to gold standard ones, results were accurate; only 5 from
128 lenses were defectively classified as to suitability for
driving (2 for luminous transmittance, 1 for red light

quotient and 2 for blue light quotient). Our prototype
creates means to general public to assess characteristics of
their own sunglasses including whether they are suitable
for driving according brazilian and ISO standards.

Keywords
ABNT NBR ISO 12312-1 � ISO 12312 � Sunglasses
Luminous transmittance � Traffic lights transmittance
Transmittance measurement

1 Introduction

International standard ISO 12312-1:2013 defines require-
ments that sunglasses lenses must comply with in order to be
suitable for driving [1].

Luminous transmittance, sV , and traffic lights signal
transmittances, ssignal, are calculated by Eq. (1) where sF kð Þ
is the lens spectral transmittance and W kð Þ is a known
weighting function. Traffic lights signal transmittances are
calculated for red, yellow, green and blue signals [1].

s ¼
R 780
380 sF kð ÞW kð Þdk
R 780
380 W kð Þ dk

ð1Þ

The relative visual attenuation quotients for signal lights
detection, Qsignal, are calculated using Eq. (2) and they are
also calculated for red, yellow, green and blue signals [1].

Qsignal ¼ ssignal
sV

ð2Þ

Sunglasses with dark lenses or that attenuate excessively
traffic light signals are inappropriate for driving as they
could lead to perilous misunderstandings [2, 3]. To be
suitable for driving, sunglasses lenses must have luminous
transmittance greater than 8% (0.08), red signal detection
quotient greater or equal to 0.8 and yellow, green and blue
ones greater or equal to 0.6.
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To certify compliance with the standard it is required a
laborious, time-consuming test performed with a spec-
trophotometer by a skilled technician.

After long solar exposure, sunglasses lens transmittance
may vary spectrally unpredictably [4]. Thus, even lenses
approved in traffic lights tests need to be retested after years
of use to assure that they are still suitable for driving.

The purpose of this study is to develop a portable device
capable to perform transmittance measurements related to
suitability for driving in a fast and automatic way.

2 Materials and Methods

Using a white LED and a four-channel sensor, four
weighting functions were obtained.

These functions were linearly combined to produce
weighting functions similar to standard ones for luminous
transmittance and traffic lights transmittance (red, yellow,
green and blue).

We measured 128 sunglasses lenses with our device and a
gold standard (VARIAN Cary 5000 spectrophotometer). By
Bland-Altman method, we assess concordance between both
measurement methods. For luminous transmittance values, it
was adopted 0.5 and 6% as values above which bias absolute
value is significant and 95% limits of agreement amplitude,
wide, respectively. For traffic lights visual attenuation quo-
tient values, 0.1 and 0.4, respectively.

All calculations were performed using the free software
GNU Octave v.4.0.0 [5].

3 Results and Discussion

The five weighting functions (for luminous, red, yellow,
green and blue light transmittances) we obtained by
sensor-LED combination were plotted overlapped with
respective standard ones and they are shown in Figs. 1, 2, 3,
4 and 5.

From the 128 measured sunglasses lenses, 19 have
luminous transmittance inferior to 8% and for theses, signal
detection quotients were not measured.

3.1 Luminous Transmittance Measurement

Mean-difference Tukey plot for 128 sunglasses luminous
transmittance values obtained using our prototype and a gold
standard is presented in Fig. 6. Two lenses were classified in
wrong categories. The difference between methods tends to
rise with the average. The greatest absolute error, the bias
and the 95% limits of agreement are 12.939%, −0.4994%
and [−7.0984%; 6.0996%], respectively.

Bias is not significant and 95% limits of agreement
interval is wide. Consequently, within the predefined toler-
ance, our method is not equivalent to gold standard one for
luminous transmittance measurement.

Fig. 1 Our weighting function (continuous line) and the standard one
(empty circles) for luminous transmittance

Fig. 2 Our weighting function (continuous line) and the standard one
(empty circles) for red signal transmittance (Color figure online)

Fig. 3 Our weighting function (continuous line) and the standard one
(empty circles) for yellow signal transmittance (Color figure online)
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3.2 Red Signal Detection Quotient
Measurement

Mean-difference Tukey plot for 109 sunglasses red signal
detection quotient values obtained using our prototype and a
gold standard is presented in Fig. 7. One lens was wrongly
classified as to suitability for driving (Qred � 0.8). The
greatest absolute error, the bias and the 95% limits of
agreement are 0.268, 0.0536 and [−0.1415; 0.2487],
respectively.

Bias is not significant and 95% limits of agreement
interval is narrow. Consequently, within the predefined tol-
erance, our method is equivalent to gold standard one for red
signal detection quotient measurement.

3.3 Yellow Signal Detection Quotient
Measurement

Mean-difference Tukey plot for 109 sunglasses yellow signal
detection quotient values obtained using our prototype and a
gold standard is presented in Fig. 8. All lenses were cor-
rectly classified as to suitability for driving (Qyel-
low � 0.6). Prototype measures tend to be inferior to gold
standard ones. The greatest absolute error, the bias and the
95% limits of agreement are 0.256, 0.0909 and [−0.0406;
0.2223], respectively.

Bias is not significant and 95% limits of agreement
interval is narrow. Consequently, within the predefined tol-
erance, our method is equivalent to gold standard one for
yellow signal detection quotient measurement.

Fig. 4 Our weighting function (continuous line) and the standard one
(empty circles) for green signal transmittance (Color figure online)

Fig. 5 Our weighting function (continuous line) and the standard one
(empty circles) for blue signal transmittance (Color figure online)

Fig. 6 Mean-difference Tukey plot for luminous transmittance mea-
sures in 128 sunglasses lenses

Fig. 7 Mean-difference Tukey plot for red signal detection quotient
measures in 109 sunglasses lenses
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3.4 Green Signal Detection Quotient
Measurement

Mean-difference Tukey plot for 109 sunglasses green signal
detection quotient values obtained using our prototype and a
gold standard is presented in Fig. 9. All lenses were cor-
rectly classified as to suitability for driving (Qgreen � 0.6).
Prototype measures tend to be greater to gold standard ones.
The greatest absolute error, the bias and the 95% limits of
agreement are 0.159, −0.0523 and [−0.1377; 0.0330],
respectively.

Bias is not significant and 95% limits of agreement
interval is narrow. Consequently, within the predefined tol-
erance, our method is equivalent to gold standard one for
green signal detection quotient measurement.

3.5 Blue Signal Detection Quotient
Measurement

Mean-difference Tukey plot for 109 sunglasses blue signal
detection quotient values obtained using our prototype and a
gold standard is presented in Fig. 10. Two lenses were
wrongly classified as to suitability for driving (Qblue
0.6). The greatest absolute error, the bias and the 95% limits
of agreement are 0.427, 0.0216 and [−0.2512; 0.2944],
respectively.

Bias is not significant and 95% limits of agreement
interval is wide. Consequently, within the predefined toler-
ance, our method is not equivalent to gold standard one for
blue signal detection quotient measurement.

4 Conclusion

The proposed method for luminous and traffic lights mea-
surements in sunglasses lenses uses simple components and
provides accurate results.

Within the predefined tolerance, prototype measurements
are equivalent to gold standard ones for relative attenuation
quotients for red, yellow and green light detection.

From 128 measured lenses, only 5 were incorrectly
classified as to suitability for driving; 2 for luminous trans-
mittance measure errors; 1 for Qred measure error and 2 for
Qblue measure errors.

Our device aims to provide to people a mean to obtain
informations about their own sunglasses and the importance
to use suitable sunglasses while driving.

Fig. 8 Mean-difference Tukey plot for yellow signal detection quo-
tient measures in 109 sunglasses lenses

Fig. 9 Mean-difference Tukey plot for green signal detection quotient
measures in 109 sunglasses lenses

Fig. 10 Mean-difference Tukey plot for blue signal detection quotient
measures in 109 sunglasses lenses
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Using the Monte Carlo Stochastic Method
to Determine the Optimal Maintenance
Frequency of Medical Devices in Real Contexts

Antonio Miguel-Cruz, Pedro Antonio Aya Parra,
Andres Felipe Camelo Ocampo, Viena Sofia Plata Guao,
Hector H. Correal O, Nidia Patricia Córdoba Hernández,
Angelmiro Núñez Cruz, Jefferson Steven Sarmiento Rojas,
Daniel Alejandro Quiroga Torres, and William Ricardo Rodríguez-Dueñas

Abstract
The purpose of this study was to implement and validate a
Monte Carlo Algorithm (MCA) to determine the best T
value (the time between two preventative maintenances)
that optimizes the achieved availability of equipment
types. In doing so, we (1) collected 796 maintenance
works orders from 16 medical devices installed in a
900-bed hospital; (2) we fitted the probability distribu-
tions for each of the inputs of the achieved availability
mathematical model (the mean preventative and correc-
tive service time (in hours)); (3) we generated a set of
random inputs following a Weibull distribution of the
achieved availability mathematical model; (4) we calcu-
lated the achieved availability for every random input
generated; this process was repeated for “m” iterations (an
accuracy of 1%, 95% CI, alpha = 0.05); (5) the trends of
the mean achieved availability for the different mainte-
nance T intervals versus mean time to failure (MTTF) for
all the equipment types were plotted; finally, (6) the best
T value with the maximum value of the achieved
availability of a medical device type for a specific MTTF
was the optimal target. The mean simulation time for all
the cases was 12 min. The MCA was able to determine
the best T value, optimizing the achieved availability in
81.25% of cases. In conclusion, the results showed that,
on average, the T maintenance intervals determined by
the MCA were statistically significantly different from the
original T values suggested either by the clinical

engineering department or third-party maintenance pro-
viders (MCATmean = 1.68 times/yr, ActualTmean = 2.56
times/yr, p = 0.008).

Keywords
Monte carlo simulation � Maintenance optimization
Preventative maintenance frequency � Biomedical engi-
neering � Clinical engineering

1 Introduction

The aim of this study was to implement and validate a Monte
Carlo algorithm (MCA) as a method of determining the
optimal maintenance intervals, i.e. T (or maintenance fre-
quency, Fpm = 1/T), of medical devices. The motivation for
conducting this research to provide additional evidence for
the clinical engineering community when determining
whether the maintenance frequency should be established
“periodically in accordance with the manufacturers’ rec-
ommendations” [1], or whether they can use their own
maintenance records. In doing so, the authors believe they
are contributing to filling the gap in the existing knowledge
for implementing maintenance optimization models, specif-
ically the optimal maintenance intervals of medical devices
[2], thus adding another point of view to the current debate
(named following the manufacturers’ recommendations or
not) about how to establish the maintenance frequencies of
medical devices.

1.1 Maintenance Policies and Analysis

A maintenance policy is the implementation of a certain
maintenance model to improve the reliability of a system [1].
According to the authors’ experience, the most commonly
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used maintenance policy for the maintenance of medical
devices is the periodic preventative maintenance (PM) policy
[3]. In this policy, the parts of a medical device are preven-
tively maintained at fixed time intervals k*T (k = 1, 2,…n,
and T is constant) independently of the failure history of the
medical device (frequency of failures, k), and repaired at
intervening failures. The cornerstone of this policy is deter-
mining the T value (or themaintenance frequency, fpm = 1/T).
Ideally, if the T value is adequate (i.e. fpm � k) the device will
never fail because the PM is always performed first, after
which the availability of the device is maximized. Therefore,
the next problem to be solved is: what is the best T value that
“optimizes” the availability of a certain device, knowing that
maintenance tasks have a cost? Themathematical model of the
achieved availability to be optimized is shown in Eq. 1 [2]

Aa ¼ 1
1þ k � MCMTþMCVTð Þþ fpm � MPMT þMPVTð Þ

ð1Þ
where:

Aa: Achieved availability
k: Failure rate (MTBF = 1/k)
MCMT: Mean time to perform a corrective maintenance

(in hours)
MCVT: Mean time to perform a verification or quality

inspection of corrective maintenance (in hours)
fpm: PM frequency (times/year, 1/T)
MPMT: Mean time to perform a PM (in hours)
MPVT: Mean time to perform a verification or quality

inspection of PM (in hours)

To solve this problem, the authors implemented and
validated an algorithm using a Monte Carlo simulation [4].
To implement and run the Monte Carlo algorithm it is
necessary to generate random variables that follow a statis-
tical distribution. In this research, the Weibull distribution
(see Fig. 1) was used to generate the random numbers of
MCMT, MPMT, and k

2 Materials and Methods

2.1 Materials

The MCA was implemented using the Scilab v.5.5.2 soft-
ware package licensed by GPL [1]. The SPSS® V 22.0
statistics package was used to generate descriptive, uni-
variate, and bivariate statistics. The programming and vali-
dation of the simulation were conducted on an Inter Core i7
personal computer, 3,40 Ghz, 6 Gb RAM, with the Win-
dows 7, 64 bits operative system.

2.2 Methods

In this study, we followed the methodology proposed by [2].
The data were extracted from a primary source of mainte-
nance records from the clinical engineering department. The
maintenance records corresponded to the medical devices
located in the Intensive Care Units (ICUs) and imaging
services. Two research assistants extracted from a secondary
information source the preventative and corrective mainte-
nance data records from 2009–2017 including the mean time
to failure (MTTF) (or frequency of failures k, times/yr), the
actual maintenance frequencies (fpm, times/yr) established by
either an in-house or external service provider, and the
corrective and preventative service time (in hours). In
addition, whether or not the maintenance task was conducted
by an in-house or an external service provider was deter-
mined. With the extracted maintenance data, the Weibull
probability distributions for the MCMT, MPMT, and k
variables were fitted. We selected the Weibull probability
distribution because it has the great advantage in reliability
work that by adjusting the distribution parameters it can be
made to fit many life distributions [5, p. 78]. Next, the MCA
was implemented using Scilab (see the MCA implementa-
tion for more detail). Then, the MCA was validated. To
validate the implemented MCA, the authors first ran one
experiment per device type (i.e. electrocardiographs, infu-
sion pumps, ECG monitors, etc.); next they verified that for
each availability curve obtained from the different scenarios
of fpm, a typical parabolic curve was obtained (side-opening
parabola, see Eq. 1); finally they verified that for a specific k
value, if fpm � k (i.e. ±5%) the achieved availability curve at
this point was maximum (i.e. the fpm was optimum or
“tuned” with failures). Descriptive statistics to summarize
the demographic data of the medical device population and a
test for differences between the groups were conducted. The
Mann–Whitney U test for differences between the groups
was conducted with the aim of determining whether the
preventative maintenance frequency of the medical devices
as determined by the implementation of the MCA was sta-
tistically significantly different from the actual preventative
maintenance frequency established by either an in-house or
external service provider. The alpha level of significance was
set at p � 0.05.

Monte Carlo algorithm implementation. Monte Carlo
simulation is a method for iteratively evaluating a deter-
ministic model using sets of random numbers as inputs. It is
a simple mathematical procedure, with random inputs and
random outputs [5, p. 108]. To run a Monte Carlo simulation
the generation of random variables that follow an arbitrary
statistical distribution is needed. The inputs are randomly
generated from probability distributions to simulate the
process of sampling from an actual population. Therefore a
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distribution for each input that best represents the current
state of knowledge is chosen. Figure 1 shows the diagram
flow of the MCA implemented in this study.

3 Results

Table 1 shows the results obtained from the simulations and
the maintenance data per equipment type, including the
mean MPMT (SD), MCMT (SD) (in hours), the equipment
type brand name, the actual failure frequency (k, in

times/yr), the maintenance frequency (fpm, times/yr) at which
the optimum achieved availability (Av) was found using the
implemented MCA, and the actual maintenance frequency
(fpma, times/yr) established by either an in-house or external
service provider. Table 1 also shows, highlighted in italic,
the types of medical device where the optimum achieved
availability was determined by the implemented MCA. The
mean simulation time for all the cases was 12 min.

The results obtained from the data analyses showed that
the actual average failure frequency (k, times/yr) for every
type of device (5.56 times/yr SD 3.99) was higher than either

Problem definition

Definition of the system and 
create a parametric model

Fitting the probability 
distributions for each of the 

inputs 

Calculation of the number of 
simulations per experiment (m)

Achieved availability calculation 
(i)

Generation of the random imputs 
(i)

YES

i=i+1

EndLoop

NO

What is the fpm (1/Tp) that maximizes the availability of 
the system?

Analysis of results 

Where:
ε: standard error of the mean
σ: standard deviation of the output.
Accuracy: 1%   95% confidence level at =0.05

  and  : are the scale and shape parameters of the distribution. 
t: is the time (in hours)
rnd: is a function to generate a random number 
Aa: achieved availability

 : Failure rate (MTBF= 1/)
MCMT: Mean time to perform a corrective maintenance (in hours)
MCVT: Mean time to perform a verification or quality inspection of corrective 
maintenance (in hours)
fpm: PM frequency  (times/year, 1/T)
MPMT: Mean time to perform a PM (in hours)
MPVT:  Mean time to perform a verification or quality inspection of PM (in hours)
F(t): Cumulative Weibull distribution

Fig. 1 Diagram flow of the
implemented MCA
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the average of the optimal maintenance frequencies deter-
mined by the MCA (MCATmean = 1.68 times/yr SD 0.87) or
the actual maintenance frequencies suggested either by the
clinical engineering department or third-party maintenance
providers (ActualTmean = 2.56 times/yr SD 0.96). The latter
result indicates that the optimal maintenance frequencies
determined by the MCA are not always well-tuned with the
failure frequencies (times/yr) for every type of device. On
average, the actual maintenance frequencies suggested either
by the clinical engineering department or third-party main-
tenance providers was 1.5 times/yr compared with the
optimal maintenance frequencies determined by the MCA.
The results also showed that, on average, the optimal
maintenance frequencies determined by the MCA were
statistically significantly different from the actual mainte-
nance frequencies suggested either by the clinical engi-
neering department or third-party maintenance providers
(Mann–Whitney U test two-tailed p = 0.008, power of the
test = 62%). The results also showed that the average
achieved availability obtained from the MCA (MCAav =
98.13% SD 1.60) was higher compared with the actual
average achieved availability (Actualav = 96.98% SD 1.76)
for all the medical devices, although these differences were
not statistically significantly different (Mann–Whitney U test
two-tailed p = 0.694, power of the test = = 39%). The MCA

was able to determine the best T value (or the maintenance
frequency), optimizing the achieved availability in 81.25%
of cases (Pearson-Chi-Square = 16.0, df = 1, p = 0.000).

4 Discussion

This study aimed to implement and validate an MCA to
determine the optimal maintenance intervals (or the main-
tenance frequency) of types of medical device. In doing so,
we extracted a set of maintenance records data from a
900-bed hospital.

Although the MCA was able to determine in most cases
the optimal maintenance frequency, some opportunities for
improving this study existed. One is to improve the power of
the statistical tests. The powers of all the tests were below
80%, an unacceptable value that increases the risk of Type II
error [3]. This can be solved by increasing the data sample of
the types of medical device involved in future studies. The
standard deviation of the failure frequencies mean was too
high (i.e. 71.76% on average), with such a high variation in
the failure frequencies that generating the random number of
failure frequencies in the implemented MCA was problem-
atic. Future research should focus on collecting data with
less standard deviation.

Table 1 Achieved availability versus mean time to failure (in months) for each medical device type

Equipment type Brand name MPMT MCMT Actual k (t/yr) Monte Carlo
fpm (t/yr)

Actual
fpma

(t/yr)

Mean SD Mean SD Mean MTTF fpm Av fpm Av

Angiography U Siemens 7.33 2.03 5.32 3.51 15.63 0.77 4 0.940 4 0.935

Angiography U Toshiba 7.34 2.51 4.68 2.88 7.83 1.53 2 0.974 3 0.973

Mobile C-arm Siemens 2.75 0.96 2.69 1.53 4.38 2.74 2 0.989 2 0.980

Fluoroscopic U Siemens 4.86 2.60 4.01 2.83 2.88 4.17 1 0.985 4 0.983

Gamma Camera Siemens 7.93 2.82 4.23 3.11 5.5 2.18 2 0.969 4 0.967

Mammography Siemens 4.00 1.81 2.16 1.53 1.83 6.56 1 0.965 2 0.955

ECG monitor Nihon K 0.52 0.06 0.21 0.06 6 2.00 2 0.998 2 0.998

TAC Toshiba 6.72 1.79 3.95 3.02 10.13 1.18 2 0.976 3 0.977

Mobile X Ray Siemens 2.23 0.62 2.84 2.09 6.38 1.88 3 0.987 2 0.986

Mobile X Ray Toshiba 2.5 0.68 3.03 1.88 2 6.00 1 0.995 2 0.996

MRI Siemens 7.15 1.65 4.32 3.3 10.75 1.12 2 0.963 4 0.961

X Ray U Siemens 4.00 1.58 2.99 2.27 6.75 1.78 1 0.985 2 0.984

X Ray U Toshiba 2.86 0.83 2.08 0.82 1 12.0 1 0.999 2 0.998

X Ray U Universal 4.31 2.05 2.04 1.16 2.5 4.80 1 0.995 2 0.994

Tourniquet Pangas 2.67 1.30 2.00 1.06 1.43 9.60 1 0.994 1 0.994

Surgical lamp Drager 2.27 1.42 1.16 0.85 5.5 2.18 1 0.987 2 0.986
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5 Conclusions

On average, the T maintenance intervals (or the maintenance
frequency) determined by the MCA were statistically sig-
nificantly different from the original T values suggested
either by the clinical engineering department or external
maintenance providers.
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The Supportability of Medical Devices

M. Capuano

Abstract
Clinical Engineering (CE) and Health Technology Man-
agement (HTM) appears to be spending more time trying
to get medical device manufacturers to provide support
for inhouse servicing than ever before. Surveys conducted
by AAMI in 2015 and CMBES in 2016 revealed that
model-specific technical training and documentation were
the top two priorities for this group of respondents. Many
manufacturers and even healthcare institutions seem to
minimize the value or even the existence of CE/HTM
programs. It is important to note that these programs
operate to save hospitals and healthcare money and also
serve to provide quick and necessary support for health-
care technology in the clinical setting. They are now
being challenged by many of their commercial partners.
Almost every other acquisition of medical equipment now
requires the need to negotiate support for inhouse services
and is met with a balance of success and failure. It
appears manufacturers are designing equipment without
considering the customer’s option to service it. These
customers include medium to large hospitals that have the
capacity, economies of scale, and know-how to create and
sustain CE/HTM departments. At the same time, there are
many companies that provide good support for inhouse
servicing. Their examples of appropriate support strate-
gies may serve as a baseline for most other companies to
make their products serviceable and to ensure CE/HTM is
qualified and properly equipped to perform the required
service. This paper highlights most of the issues sur-
rounding the notion of Supportability in the CE/HTM
world. These issues affect independent service organiza-
tions (ISOs) in a similar way. There are efforts to manage
the supportability issue and ideas on how certain barriers
might be dealt with. The paper attempts to recognize these

and the rationale behind certain behaviors. There are
standards and regulations, or an absence of them, which
either help or hinder the issue.

Keywords
Supportability � Serviceability � Service manual
Training � Clinical engineering � OEM � HTM
ISO

1 Early Efforts

In 2012, Mike Capuano CBET/CCE, Manager of Hamilton
Health Sciences Biomedical Technology department, began
to look at the situation as an issue worth investigating. He
knew the challenges clinical engineers faced on a day to day
basis. One of those challenges—the support of medical
devices inhouse—seemed to take on a definitive persona. As
a long-time member of AAMI (the Association for
Advancement of Medical Instrumentation) and active con-
tributor on its various boards and committees, he began to
think that these activities may provide an opportunity to
bring the issue to the forefront. There were no existing
efforts on supportability at the time. Capuano decided that he
would submit a work proposal to the standards board of
AAMI just to see what would happen. It was not approved
for development but it did result in the publication of an
AAMI Leading Practice document on the Supportability of
Medical Devices [1]. This was the first action taken on the
topic ever. It coined the first definition of supportability as
follows: The degree to which a medical device or system can
be effectively and economically supported, in terms of its
design features and product support (information, training,
technical support, tools, and spare parts), throughout its
lifecycle. Capuano extends this definition as being executed
by ‘entities other than representatives or direct agents of the
original equipment manufacturer (OEM)’ (e.g. CE/HTM,
ISOs, etc.).
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If there is something the company can do in the field but
prevents the customer’s technical personnel or ISOs from
being able to do it; this is a supportability barrier. Factors that
may contribute to supportability include: equipment design,
vendor policies; availability of education, phone assistance,
and service aids; bundling practices/contract options, etc. (see
Table 1). Since this early effort, AAMI continued to address
the issue by various means and from a wider scope of con-
tributors. Articles on supportability started to pop up in the
form of contributed articles, blogs, conference sessions, and
even a cover story in AAMI’s journal, ‘Biomedical Instru-
mentation and Technology (BIT)’ [2].

Other organizations and their publishers also began
broaching the topic. On top of this, another phase of action
began to take shape. This came in the form of organized
groups working to address the issue in teams and
sub-committees. The AAMI Technology Management
Council (TMC) assigned a sub-committee in 2015 known to
be the Supportability Task Force. The task force began
acting on the need to address some of the polarized view-
points coming from both CE/HTM and industry sectors. It is
important to note that AAMI’s breadth and influence comes
from its diverse membership including biomedical techni-
cians, clinical engineers, and single/corporate memberships
coming from the OEMs. The AAMI Forum on the Sup-
portability of Medical Devices was held in November of
2015 at AAMI Headquarters in Arlington, VA. It was one of
the first events of its type where, by invitation, CE/HTM and
OEM representatives came together to identify what was
driving the perceptions on supportability and try to break
them down into actionable pieces. This strategy had some
success and sparked the creation of sub-groups under the
TMC’s Supportability Task Force. These included the cre-
ation of a comprehensive service level agreement template,

an AAMI reference on competencies required for the support
of medical devices, and recommendations on the sourcing of
replacement parts. These actions stem directly from the
prioritized breakouts facilitated at the forum in Arlington.

2 Remaining Issues

Despite the progress made to address the issue, the concern
remains and appears to be of particular concern in Canada.
Based on transcribed comments from the 2015 World
Congress held in Toronto, several countries came forward at
the CMBES-hosted World Summit on the Supportability of
Medical Devices and stated that they too face the challenge
of obtaining supports especially from OEMs originating
abroad. In Canada, most of the technologies supported
inhouse originate in the United States and are distributed
through either a separate vendor, subsidiary, or a Canadian
arm of the OEM situated in our country. The concerns, as
indicated above, come in the form of various limitations or
barriers that may be as a result of marketing strategy, tech-
nological force, procurement strategy, competency, weak
standards, and the interpretation of regulatory requirements.
These barriers can get in the way of providing safe,
cost-effective, and expedient service to medical equipment in
the field. They drive increases in the cost of service and also
limit the ability of competent inhouse or independent ser-
vicers to conduct prompt, and sometimes crucial, on-site
services.

Viewpoints from both CE/HTM and OEMs cover com-
mon themes. Some of the CE/HTM community feels that
OEMs limit support for inhouse programs in order to affect
revenue. Several OEMs state that increasing supports for
inhouse may affect reliability of their product and that
designing supportability may limit its level of sophistication.
Hospitals may take serious heed in OEM claims of height-
ened complexity and risk. Lofty warranty options and ser-
vice agreements that capture software upgrades tend to sell
the client and take CE/HTM out of the equation. Group
purchasing strategies tend to sideswipe CE/HTM because
they satisfy the many smaller centers that lack CE/HTM
support and pass over the opportunities that are available to
the larger centers that use CE/HTM. This is a common
occurrence in Canada.

In light of the increased awareness of companies that do
not provide adequate supportability, there is still a base of
companies that still provide excellent support for inhouse
programs. They appear to support the notion that good
supportability means increased uptime for their product,
adds value, and is representative of good business practice.

Today’s devices and systems are becoming increasingly
similar from hardware and software perspectives. The level
of distinction among competing products and vendors is

Table 1 Factors affecting supportability

Access to:

Service manuals

Technical training

Diagnostic codes

Error codes

Event logs

Test equipment

Service updates

Phone support

Other:

Bundling practices

Service options

Equipment design

Availability of replacement parts
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shrinking. As a result, values and options provided to the
customer is becoming more so a critical component of any
transaction.

The customer pays for and owns the equipment. They
have a right to obtain support mechanisms that are com-
patible with their abilities and infrastructure (e.g. CE/HTM).
However, for reasons not completely understood or thought
out, the issue remains contentious.

3 Survey Data

Surveys from both AAMI (2015) and CMBES (2016) have
helped to shed light on the topic. The surveys included a
request for respondents to prioritize the survey statements
(questions). The AAMI 2015 survey showed that for
CE/HTM, the top three priorities out of 12 statements were:

1. Training is inaccessible (not affordable, not available,
etc.)

2. Service documentation is not readily available
3. Products are not designed with supportability in mind

And for OEMs, they were:

1. Aptitude of non-OEM individuals working on
equipment is unclear/unverifiable/insufficient

2. Non-OEM individuals working on equipment make
changes (improper replacement parts, etc.) to equip-
ment, thus making it unsafe to use

3. Non-OEM technicians in the field don’t keep up with
technology changes

This was the first marker to show the polarizing per-
spectives from each of these stakeholders on the question of
supportability. Other issues from the CE/HTM response
were: unrealistic manufacturer recommendations for main-
tenance, the usefulness of service documentation, and the
ability to reach phone/human support. Other issues from the
OEM response were: concern for repairs being done right
and clarity around what customers want in terms of sup-
portability. This has led to some of the AAMI efforts
underway which focuses on competency and the type of
service level agreement between the OEM the customer.

From the CMBES survey conducted in 2016, the top
three statements affecting respondents were:

1. Access to comprehensive device-specific technical
training

2. Access to comprehensive service documentation
3. Access to diagnostics

Out of 232 respondents (mostly CE/HTM), responses to
statements gauging adequacy of these resources are as follows:

1. Access to comprehensive device-specific technical
training is adequate.
Agree 47%
Neutral 25%
Disagree 29%

2. Access to comprehensive service documentation is
adequate.
Agree 42%
Neutral 21%
Disagree 37%

3. Access to equipment diagnostics (without having to
purchase passwords, dongles, service agreements or
training) is adequate.
Agree 24%
Neutral 23%
Disagree 53%

There were other very important responses from the
CMBES survey worth mentioning (see Table 2). There is
some agreement that Remote Phone Support is adequate
(54%) but disagreement that Test Equipment (47%) and
disagreement that Regulatory Oversight of Supportability
(50%) appears to be significant.

53% agree that obtaining inhouse support for equipment
purchased through Group Purchasing Organizations (GPOs)
requires more effort than with regular capital purchases. This
places a light on how hospital-vendor acquisition processes
can affect supportability. CE/HTM’s involvement can be
impeded based on a central entity that makes decisions in
isolation of the larger members of the GPOs most likely to
have CE/HTM services.

74% agree that, in the last 5–10 years, changes in tech-
nology and design has contributed to a change in the sup-
portability ofmedical devices. This implies that theremay be a
certain element in the factor of supportability that will remain
constant regardless of any effort undertaken to improve it.

78% of agree that, in the last 5–10 years, business prac-
tices of the OEMs (vendors) has contributed to a change in
the supportability of medical devices. What may drive this
could possibly be linked with the technology question.
However, many dispute this as indicated in several of the
comments submitted with the survey.

70% agree that, in the last 5–10 years, hospital and pro-
curement practices has contributed to a change in the sup-
portability of medical devices. Decision-makers and trends
taking place in purchasing departments may be leaving out
CE/HTM in their evolving processes. Some onus is placed
on CE/HTM to provide advice and influence on these
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decision-makers. However, when the effort is made on a
continuous basis and with no policy change, getting heard
becomes a frustrating and futile process.

83% agree that clinical engineers, biomedical technicians,
and technologists continue to keep up with changes in
technology and are able to maintain ability and knowledge to
support medical devices inhouse. There is a bias element to
this question. However, the response is likely not an inac-
curate representation of the confidence and competency of
the respondents.

An especially interesting response was to the question of
having an on-line rating system to help improve supporta-
bility (from OEMs). A notable 83% of respondents agreed.
As to the form in which such a system would take is yet to
be discussed. This bold mechanism would directly impact
the perception of OEMs and in real time.

A dynamic indicator was built into the CMBES survey in
the form of two survey questions. These relate to CE/HTM’s
ability to comprehensively support medical devices inhouse.
41% agree that it is currently difficult. 69% agree that it is
becoming more difficult. This indicates where we are and
where we may be in the near future. The ability to com-
prehensively support medical devices inhouse depends
heavily on the OEM. It is important to realize that unless
mechanisms are instituted now, the benefits of CE/HTM
services are at risk.

50% of respondents were not aware of the efforts cur-
rently underway in dealing with the supportability question.
Publicity on the topic has been relatively minimal consid-
ering its importance. Several responses were Neutral because
many vendors do a good job on supportability. This
quandary left respondents not knowing how to respond.
Nevertheless, an average of 38% agreed that these three
elements of supportability are adequate.

Despite efforts from the many OEMs that make sup-
portability a priority, results of the AAMI Survey and the
significant top three responses that Disagree from the
CMBES Survey (Avg 40%), points to a weighty situation.
Current efforts, although noble, are having to work fast to
catch up with what appears to be a developing tide.

On the international front, the survey did end up in the
hands of respondents in thirteen countries outside of Canada.
None came from the United States. Although it is a small
segment (in the order of single digits) of the overall response
(9%), about half of these felt supportability is an issue (see
Table 3). This, in combination with a large turnout at the
2015 World Congress—Summit on the Supportability of
Medical Devices and comments from that event, indicates
that this is likely a global issue.

The World Summit was followed by two additional fol-
low up events in 2017. One at CMBEC40 in Winnipeg,
Canada and an open CMBES Webinar held in October.
These efforts were organized by Mike Capuano of Hamilton
Health Sciences and co-presented by Jean Ngoie, now at the
Ninewells Hospital in New Dundee, Scotland. All of these
events involved a panel of clinical engineers representing the

Table 2 Responses from the CMBES survey (2016)

Survey statement Agree
(%)

Disagree
(%)

Vendors currently provide adequate access
to comprehensive technical training

47 29

Vendors currently provide adequate access
to comprehensive service documentation

42 37

Vendors currently provide adequate access
to remote phone support

54 20

Vendors currently provide adequate access
to equipment diagnostics

24 53

Vendors currently provide adequate access
to specialized test equipment

27 47

Regulatory bodies or standards play a
sufficient role to ensure vendors support
inhouse service of medical devices

26 50

Obtaining inhouse support for equipment
purchased through Group Purchasing
Organizations (GPOs) requires more effort
than with regular capital purchases

53 10

Changes in technology/design has
contributed to a change in the
supportability of medical devices over the
last 5–10 years

74 12

Changes in business practices by vendors
has contributed to a change in the
supportability of medical devices over the
last 5–10 years

78 6

Changes in business/purchasing practices
by hospitals has contributed to a change in
the supportability of medical devices over
the last 5–10 years

70 13

BMETs working inhouse have the abilities
and knowledge to support most equipment
(assuming support from vendors is
adequate)

86 6

BMETs working inhouse continually keep
up with technology changes (assuming
support from vendors is adequate)

80 9

A list of vendors good at supporting
inhouse service should be posted online to
improve the supportability of medical
devices

87 5

A list of vendors bad at supporting inhouse
service should be posted online to improve
the supportability of medical devices

78 8

It is currently difficult to comprehensively
support medical devices inhouse

41 28

The supportability of medical devices
inhouse is becoming more difficult

69 16

Prior to the survey, I was not aware there
were efforts under way to address the issue
(CMBES, AAMI, ACCE, etc.)

54 29

282 M. Capuano



CMBES and in Winnipeg, a panel of OEM representatives
(GE, Spacelabs, Drager, and BD) were present to provide
their perspectives. The CMBES panel consists of CMBES
President, Martin Poulin (Victoria), Kelly Kobe (Calgary),
Mario Ramirez (Toronto), Andrew Ibey (Vancouver), Mur-
ray Rice (Toronto), and Marco Carlone (Toronto).

Although metrics do well in providing a figurative picture
of the issue, the survey comments are much more descriptive
and direct. Probably the most profound set of comments in
that survey are those directed at hospitals and purchasing
departments. Several institutions have seen a change from
when everything automatically went to ‘Biomed’ to now
seeing every device or system requiring a project assignment
and intense negotiation to obtain the required supports.

The message appears to be that hospital administration
needs to better-recognize that CE/HTM is good for the
institution and that vendors must be holistically accountable
to the healthcare organization.

4 The OEM Lobby

In 2016, the FDA opened a docket for comments (Docket
N-0436) on the ‘Refurbishing, Reconditioning, Rebuilding,
Remarketing, or Remanufacturing of Medical Devices.’ The
purpose of the docket was to obtain comments and feedback
pertaining to the risk of third party service on medical
devices. It is believed that it was initiated by representatives
of certain OEMs regarding the quality of work performed by
these third parties. Nevertheless, the docket, which closed in
June of 2016, contained important information on the sup-
portability of medical devices. In a presentation at the 2017

AAMI conference in Austin, Texas; Capuano and Binseng
Wang shared the results of an analysis of the docket
responses [3]. Out of 171 responses to the docket, 83 rec-
ommended improved supportability from OEMs (49%) (see
Fig. 1a). This comment category had the highest number of
responses compared with all other comment categories (see
Fig. 1b).

Conversely, responses in the docket addresses the ques-
tion of regulation but from a different perspective. Where
comments from the CMBES survey centered on OEMs
being regulated to provide better supportability, the docket
responses focused more on regulating third party servicers.
These came mostly from the OEM community looking to
achieve an improved method of capturing failure data on
their products. It was also seen as a means to give the FDA
the ability to register all third party entities that provide
services on medical devices. This desire on the part of the
OEMs and the FDA has advanced to the political level. With
Bill 2118, Congress has asked the FDA to produce a report
on how the FDA might implement a process requiring all
independent service organizations to register with the FDA,
file adverse event reports, and maintain a
complaint-handling system. The FDA must submit this
report by May 15, 2018. The intent of the bill is to give the
FDA ‘more oversight and patient protections to the
third-party servicing process.’ [4]. They want to know how
many businesses are ‘engaged in servicing medical equip-
ment’ and a ‘better handle on adverse events to ensure that
they never happen again.’

Certain groups are opposed to this indicating that it is
costly to the business side and may jeopardize many inde-
pendent service organizations. Robert J. Kerwin, general
counsel for IAMERS (International Association of Medical
Equipment Resellers and Servicers), told a Congressional
subcommittee that ‘this is a solution for which there has
been no evidence of a problem.’ [4]. Members of the
American College of Clinical Engineering (ACCE) and the
ECRI Institute have cited their opposition to it as well.
Although AAMI remains neutral because of their diverse
representation, they did provide an informative response to
Docket N-0436 citing the benefits of a well-supported
CE/HTM programs (and ISOs). They continue to promote
the idea that CE/HTM/ISO and OEMs need to work on
resolving issues together. This is evident based on their
collaborative efforts thus far.

5 Service Information, Training, and Access
to Diagnostics

It is common now to see equipment, traditionally made
serviceable in the field, now severely limited in supporta-
bility. This is found to be true based on product design, sales

Table 3 International response

Survey statement Agree (%) Comment

Brazil 1 Issue

Bhutan 1 Issue

Canada 177 Issue

Ghana 1 Issue

Hungary 1 Issue

India 1 No issue

Iran 2 Somewhat

Pakistan 1 Somewhat

Peru 1 No issue

Saudi Arabia 1 Somewhat

South Africa 1 Somewhat

Spain 1 Somewhat

UK 4 Issue

Yemen 1 Issue

Total 194 (out of 232)
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policy, and limits on exactly what information can be
obtained. Notations such as, ‘…not field serviceable,’ ‘…
limited number of serviceable parts,’ and ‘…training [is]
required to be eligible to receive the service tool’ are
becoming much more common within the limited service
information we are beginning to see (see Figs. 2, 3 and 4).
Regarding the training required to get the service tool, the
cost of the training mentioned above is very high. In this
example, the training was ‘on-line’ at a cost of $900 CDN
per person. For this device, a medium sized inhouse program
would likely train 10–12 people, thus accumulating a cost of
about $10,000 CDN. To bring someone on-site to do the
training it would have costed $12,000 CDN plus $2,000 per
person. For 10 people it would have costed $32,000 CDN.

An issue more relevant in Canada is that of obtaining
good quality service training at a reasonable cost. Since most
of the devices acquired in Canada are manufactured or dis-
tributed in the United States or abroad, access to appropriate

technical training is more of a challenge to obtain or it comes
at relatively higher cost. This is due primarily to the need for
Engineers and Biomedical Engineering/Equipment Techni-
cians and Technologists (BMETs) to travel to the United
States for factory training or to attend a custom service
school in one of Canada’s bigger cities. Some companies
add a premium (per attendee) taking advantage of customers
wishing to train several of their staff. For example, one
manufacturer of a common medical device charged about
$737 CDN per attendee (no cap). For 19 attendees, it came
to $14,000 CDN.

Access to service diagnostics for troubleshooting and
quality assurance testing is also a control factor some OEMs
employ in order to keep the reigns on their product. Schemes
such as requiring a separate license for each device,
requiring a purchase order for a one-time use of a passcode,
and keeping access away from competent BMETs unless
they take an expensive training course.

Fig. 1 a FDA Docket N-0436
responses recommending
improved supportability from
OEMs. b FDA Docket N-0436
responses recommending per
comment category
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There are several reasons that many company represen-
tatives will typically cite when attempting to resolve the
supportability issue. A popular one is the risk of revealing
trade secrets or intellectual property; for example if too much
information were to be released. This rationale is seldom an
issue especially if the technology is appropriately
patent-protected.

Liability concerns are also cited. OEMs continue to cite
the potential for litigation should its product be maligned in
the hands of an unqualified individual. At the end of the day,
every wrongful injury or death suit is based on the unique
and individual merits of the case and rarely on any biased
presumptions of guilt. In almost all circumstances of
equipment related litigations, the forensic evidence usually
points to the root cause whether it be a faulty component of
design or to the work of an unqualified person.

Another attempt at justification is the reference to FDA
requirements (21CFR 820). One should not accept this as a
reason an OEM cannot provide service information. Simply
put, there is no such requirement.

6 Standards/Regulations

The NFPA 99 Healthcare Facilities Code (2012), used
primarily in the United States, provides recommendations
concerning service and maintenance of equipment in

healthcare institutions. The code indicates what manufac-
turers ‘shall furnish’ with the sale of their products [appli-
ances]. In Sect. 10.5.3 it states that documents shall contain
at least a technical description, instructions for use, and a
means to contact the manufacturer. It also states that illus-
trations showing locations of controls and step by step
procedures for testing and proper use be provided; as well as
schematics, wiring diagrams, and repair procedures. This
standard, although held in high regard and used religiously
throughout the United States, appears to be loosely-followed
by a growing number of manufactures. The elements men-
tioned above are congruent with what we know as a ‘service
manual;’ a term not used in this standard or other similar
standards. For example, CAN/CSA-C22.2 No. 60601-1:08
Medical electrical equipment—Part 1: General require-
ments for basic safety and essential performance, Sec-
tion 7.9.2.16 refers to a technical description indicating that
‘instructions for use shall contain the information specified
in 7.9.3 or a reference to where the material specified in
7.9.3 is to be found (e.g. 7.9.3.3 Circuit diagrams, compo-
nent part lists, etc.). It also states that ‘The technical
description shall contain a statement that the MANU-
FACTURER will make available on request circuit dia-
grams, component part lists, descriptions, calibration
instructions, or other information that will assist
SERVICE PERSONNEL to repair those parts of

Fig. 2 Limits on field serviceability
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ME EQUIPMENT that are designated by the MANU-
FACTURER as repairable by SERVICE PERSONNEL.’

Not mentioning the term ‘Service Manual’ is a missed
opportunity. Clearly indicating the need for this type of
information would certainly help non-OEM service com-
munities. The standards do little to make manufacturers
comply with the need to provide information comprehensive
enough to adequately service their product.

As mentioned previously, the United States Food and
Drug Administration (FDA) does not prevent manufacturers

from providing service information to their customers.
However, it does not require them to provide it either. This
does little to help non-OEM entities obtain what they need.
They do require OEMs to provide service information for
medical lasers as indicated in Section 21 CFR 1040.10. It
states as follows, ‘To servicing dealers and distributors and
to others upon request at a cost not to exceed the cost of
preparation and distribution, adequate instructions for ser-
vice adjustments and service procedures for each laser pro-
duct model.’

Fig. 3 A limited number of
serviceable parts

Fig. 4 Training [is] required to
be eligible to receive the service
tool
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Health Canada has no requirement to make service
information available. Its requirement to satisfy ISO 13485
Quality Standard for Medical Devices does not address
servicing in the field. As indicated in comments from the
CMBES survey, some stakeholders wish they did.

At both the 2015 World Congress Summit and the AAMI
Forum on Supportability, one of the gaps identified was the
absence of supportability covered in the evaluations that
ECRI Institute were conducting. ECRI Institute is a
well-known and well-utilized nonprofit organization dedi-
cated to the non-biased evaluation of medical devices. In
around December of 2015, ECRI Institute began publishing
‘Service and Maintenance’ as a criteria in their evaluations.
This, along with the Joint Commission’s latest requirement
for HTM programs to house a ‘library of information,’ [5]
may indicate that some of the recent efforts on supportability
are paying off (see Table 4). Organizations such as AAMI,
CMBES, ACCE, the Joint Commission, and ECRI Institute
continue to address the issue of supportability in CE/HTM.

7 Summary

Information from a combination of survey results; industry,
organizational and government forums; device documenta-
tion, standards, regulations, and home-grown examples of
barriers to supportability; all point to an authentic issue.
CE/HTM and ISOs are facing challenges more prominent

now than once perceived. At this point in time, the issue
appears to be at a cusp where Supportability will continue to
be increasingly evasive or, due to efforts currently under
way, it will subside or improve from its current state.
The CMBES is an advocate for the efficient utilization of
Clinical Engineers and BMETs to effectively manage and
support medical devices in Canada’s healthcare institutions.
One of its aims is to advance and promote the theory and
practice of engineering sciences and technology to medicine.
Their members do this by providing safe, cost-effective, and
expedient technical and technological services to medical
devices in the field. They believe that a healthy presence of
relevant CE/HTM and ISO entities greatly benefits health-
care. A stable backing from manufacturers and healthcare
institutions is crucial to maintaining the unique and neces-
sary services of the Clinical Engineering/Healthcare Tech-
nology department.
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Table 4 Effectiveness of standards and regulations

Reference Effective?

NFPA 99 No

CSA 22.2 No

FDA CFR 21 040.10 No

ISO 13485 No

JC—EC.01.01.01, EP 3 Somewhat
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Smart Tourniquet System for Military Use

Erdem Budak, Faruk Beytar, Aytekin Ünlü, and Osman Eroğul

Abstract
Extremities are the most frequently injured regions of
body encountered with the combat casualties. The
extremity hemorrhages constitute the leading cause of
preventable deaths in the first aid period. Thus, tourni-
quets are indispensable devices for combat casualty care.
There are some military tourniquets, which are produced
worldwide and can be manually applied by the wound to
prevent blood loss. However, in military applications,
there is no tourniquet system comprising these features
that can be used with one hand, can be applied quickly
and transmits information. We have developed a tourni-
quet system which applies the required pressure to the
extremity of the person by moving a belt connected to the
pulley with a motor. When the arm or leg buttons on the
device are pressed, the system is activated. Once the belt
is fitted to the extremity, the system automatically starts
the tourniquet process and is continued until the bleeding
is stopped. The information of the blood flow and force
applied are acquired via the feedback from the motor
encoder and the force sensor. The system starts the
tourniquet process and the bluetooth transmits the loca-
tion and application time of the tourniquet. The receiver
informs the headquarters via the military communication
standard. In this respect, it is possible to be informed
about exact location of the injured soldiers in the hot
zone. In order to test the developed tourniquet, we have
produced the leg phantoms which consist of femur bones
and plastics similar to in actual dimensions of the human
leg and artificial veins. Tourniquet operation was applied
to the point where the tourniquet operated blood flow
stopped. It is thought that the developed system will be
used in military applications and internal security.

Keywords
Extremity injury � Hemorrhage � Preventable death
Tourniquet

1 Introduction

1.1 Tourniquet Structure and Demand
of the Tourniquet Systems

The tourniquet is a medical device that has been used for a
century and a half ago and that is being used to stop blood
flow in amputee operations and to stop bleeding in the limb
injuries. The tourniquet is applied to the proximal part of the
limb by a tightened belt or a bandage wider than 3 cm [1].
Although the application of tourniquet seems simple, the
correct application of tourniquet is critical to prevent mor-
tality. In the terrorist incidents that took place in our country
between 2006 and 2014, 677 security force employees were
killed, and 1925 personnel were injured [2]. Data from a
combat support hospital shows that 70% of casualties
inflicted extremity injuries of which 16.4% required tourni-
quet application due to concomitant vascular injuries [3].
Combat application tourniquet (CAT) is among the most
widely used tourniquets in United States Army’s with a
reported success rate of 79% [4]. Similar tourniquets are
being used in Turkish Armed Forces (TAF). However, in
two separate prospective randomized trials with 102 and 145
participants, the efficacy in the lower limb was 50–88% and
70%, respectively [5, 6]. It was observed that if the efficacy
was not controlled by an objective pressure threshold, the
subjective feeling of pressure by the applier leads to 30%
application failure [5]. It is therefore possible that military
personnel may still to bleed to death in Turkish Armed
Forces (TAF) due to extremity injuries.
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1.2 Tourniquet Systems and Tourniquet Patents
in Literature

There are different types of tourniquets developed for mili-
tary purposes to stop the bleeding in extremity injuries. The
Combat Application Tourniquet (CAT) and the Special
Operations Forces Tactical Tourniquet (SOFTT) are applied
by manually twisting the belt with the windlass. At the
Emergency and Military Tourniquet (EMT), the hand pump
is manually inflated to create pressure and stop bleeding.
Success rates of these tourniquets are 92% in EMT, 76% in
CAT and 66% in SOFTT [7]. There are also tourniquets
produced for commercial purposes which are Ratcheting
Medical Tourniquet (RMT), Mechanical Advantage
Tourniquet (MAT) and Combat Ready Clamp (CRoC).
There are number of patents such as Tourniquet and Method
of Using Same, Tourniquet Timer, Electromechanical
Tourniquet for Battlefield Application, Electric Automatic
Tourniquet System. Considering tourniquet systems com-
mercially available on the market, there is no system that can
be applied with one hand to completely stop the blood flow
especially on the lower extremity [8]. It is necessary that
tourniquet can reach a constant pressure value and remain at
that value for successful application. When the soldier is
injured and rapidly loses blood, he tries to wear and squeeze
the tourniquet, but it is difficult to adjust the tourniquet with
required pressure. Once the tourniquet is applied, it should
be loosened for 5 min at intervals of 1 h and let the blood
flow of the injured extremity should be ensured. Thus, the
risk of possible gangrene is reduced [9]. With this motiva-
tion, an intelligent tourniquet system which is named Mili-
tary Smart Tourniquet (MST) has been produced that can be
used for the military field to stop the blood flow on both the
lower and upper extremities, can be applied to the arm or leg
alone, can show and send the tourniquet’s application time,
applied position and pressure. Moreover, the MST has been
passed the system functionality tests which are tourniquet
application between proper time both tightening and loos-
ening, system using in dark environment, stopping blood
sample using with a leg phantom and working the MST at
least 6 h with a full chargerd battery.

2 Materials and Methods

2.1 Mechanical Design

MST is a mechanism which has a bandage to surround
extremities via a pulley. MST is used to block the bleeding
on the limbs and besides it applies certain force on
extremities. In order to transfer power and movement a

worm gear mechanism is used in MTS. The mechanism
design was started first evaluating system needs then it was
modeled in computer with 3D solid design software
(Fig. 1a). MST is an intelligent system that can apply the
required force via tourniquet operation on both upper and
lower extremities. In humans, the average arm circumference
is 288.4 mm and the average circumference of the leg is
349.7 mm [10]. MTS’s tourniquet belt has 47.6 mm wide.
Hence, it is possible to calculate the application area of the
tourniquet with the extremity known for its width and length.
For successful application of the tourniquet, a certain pres-
sure has to apply on extremites which is at least 140 mmHg
on the upper limb and at least 229 mmHg on the lower limb
[11]. There are no other criteria in the literature about the
required pressure (mmHg) to stop the flow of blood in
extremity injuries. Using with average leg circumference and
tourniquet belt width can be reached the area of tourniquet
applying region. Therefore, some cascade equations which
are given below between 1 and 4, estimated tourniquet
applying force can be derived.

A ¼ 47:6� 10�3:349:7� 10�3m2 ð1Þ

1mmHg ¼ 133:33 Pa; 1 Pa ¼ 7:5006 � 10�3 mmHg ð2Þ

P ¼ 229 mmHg � 1 Pa
7:5006 � 10�3mmHg

ð3Þ

F ¼ 229
7:5006 � 10�3

N

m2
� 47:6� 10�3:349:7� 10�3m2

ð4Þ
According to calculations, the desired force must be

applied on the average leg circumference has determined as
508 N in the tourniquet application. Moreover, to tourniquet
application a motor is specified which can be applied
2288.28 N in MTS. In this case, the selected motor can be
able to apply a force of 1.96 times the targetted force to the
muscle with the MST [8]. The mechanical design of the
MST (Fig. 1b) is completed by the addition of the MST’s
electronic control card, user information display, system user
buttons, tourniquet belt, tourniquet belt lock mechanism.

2.2 Electronics Design

While the MST electronic design was being made, the
requirements of the system were determined first, then the
electronic materials needed for the system design were
procured and the PCB of the system control board was
produced. Simultaneously with the hardware design, the
software development process was completed by embedding
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the software in the designed PCB and ensuring the optimum
operation with the peripheral elements. MST comprises of;
electronic control card (Fig. 2a), tourniquet mechanism,
tourniquet belt’s lock mechanism, system battery, user
information display and user system control buttons.
The ARM Cortex-M4 based STM32F407VGT microcon-
troller is used in the controller of the MST. The controller
takes input from the output of the encoder which calculates
the number of rotations of the motor, digital signals are
produced by user buttons, the output of the force sensor,

which provides feedback for the user to make the tourniquet
process happen. The controller uses different communication
protocols during tourniquet operation. It controls the user
information display via SPI, the Bluetooh module via
USART, the motor driver using with TIMER and GPIO
peripherals. The controller, which uses its own FLASH
memory to keep the data from the encoder in memory, uses
the TIMER interrupt so that the system algorithm can take
place at a certain time. The tourniquet time information
applied by the injury, the force information applied by the

Fig. 1 a MST’s worm gear mechanism 3D design, b MST’s 3D design

Fig. 2 a MST’s control card, b MST’s worm gear mechanism assembly, c MST
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tourniquet taken from the force sensor are sent as a text
message to the CENKER system with the Bluetooth module.
CENKER is a system designed by ASELSAN, which is
integrated with MTS. The CENKER system, which is
equipped with hightech products, designed for military
personal in the hot zone. With the GPS module mounted on
the CENKER system, latitude and longitude information of
the injured person, who applies the tourniquet system, is sent
to the headquarters with other vital data of the injured via the
special military communication standart by means of
CENKER. The MST also has safety protocole to prevent
applying over force on the extremity. When the MST is
started, running algorithm checks the increasing force sen-
sor’s data. If algorithm doesn’t catch any slope, motor will
disable, and system will give an error which indicates the
tourniquet doesn’t apply properly.

2.3 System Manufacturing

According to the production speed, precision and durability,
additive manufacturing the best solution of to produce MST
main body. 3D design of MST main body generates vectors
based on the spatial proximity of all points which are
modeled as rigid bodies. The merging of vectors exists a data
cloud file. Slicer software divides the model, which is.stl
format, into layers according to the printing quality of the 3D
printing device. Coordinates of the points to which the laser
beam is transmitted for each layer separated by the stere-
olithography (SLA) layered manufacturing tech-nique are
also created by the resolving functions that works in the
background of the Slicer software. All 3D parts of the MST
were produced by selecting a layer thickness of 50 lm with
downward SLA technique. MST’s some parts, which should
have high mechanical resistance, has been produced with
machining (Fig. 2b). The pulley and worm parts manufac-
tured from stainless stell 304 and worm gear manufactured
from CuAl11Ni materials. As a final step, all subcomponents
of the MST were combined according to fit the 3D dimen-
sional assembly file. The system integration is completed in
Fig. 2c. The whole tourniquet system weight is 1606 gr and
it has 75 � 125 � 155 mm dimensions. The MST works
with 8.4 V 2S Li-ion battery to drive 6 V DC motor and
other electronic components. Aid of internal charging cir-
cuit, the MST can be charged only a 8.4 V switching power
supply from outside of the cage.

3 Conclusion

In this study, military purpose MST system has been devel-
oped. The developed system was electronically tested in
computer environment and the system passed all the hardware

and software tests. The most important test of tourniquet
systems is stopping bleeding. For this, we have developed a
limb phantom which is nearly the same with human tissue in
terms of mechanical characteristicsm that can be used in flow
and pressure tests [12]. With the developed leg phantom, the
tourniquet system was tested and the blood flow was stopped
with MST. In order to test the MST on humans, a medical
device ethics committee permission must be obtained. If
necessary permissions are obtained, the system will be tested
on human and the accuracy of operation of the system will be
determined statistically.Moreover, theMSThas been tested in
both cold and hot condition according to MIL-STD-810G
Method 502.5 and the system has been accopmlished the test
in −33 °C and 43 °C stabilize temperature. Thanks to the
improved tourniquet system, severe extremity injuries and
blood loss can be prevented on the battlefield, resulting in gun
injuries and explosions. Accordingly, even if the wounded
does not know how to apply the tourniquet, he will be able to
easily and correctly apply the tourniquet by putting on the
MTS and pressing a button on its wounded extremity. In
addition, since the location information of the injury will be
reported to the headquarter, the medics will be able to inter-
vene as soon as possible. The smart tourniquet system is not
only use in the military field but also it can use in civilian area
to prevent emergency injuries. Some researches, which are
about on emergency smart tourniquet system, still continue in
the Medical Device Design Laboratory where it is in the
TOBB University of Economics and Technology Biomedical
Engineering Department.
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Using Data Mining Techniques to Determine
Whether to Outsource Medical Equipment
Maintenance Tasks in Real Contexts

Antonio Miguel-Cruz , Pedro Antonio Aya-Parra ,
William Ricardo Rodríguez-Dueñas , Andres Felipe Camelo-Ocampo,
Viena Sofia Plata-Guao, Hector H. Correal O.,
Nidia Patricia Córdoba-Hernández, Angelmiro Nuñez-Cruz,
Jefferson S. Sarmiento-Rojas , and Daniel Alejandro Quiroga-Torres

Abstract
The purpose of this study was to determine whether the
maintenance of medical equipment should be outsourced
(or not). For this, we used data mining techniques called
decision trees. We (1) collected 2364 maintenance works
orders from 62 medical devices installed in a 900-bed
hospital; (2) then we randomly selected 90% of the
maintenance works orders to train 8 different decision tree
schemas (J48 (pruned and unpruned), Naive Bayes tree,
random tree, alternating decision tree, logistic model tree,
decision stump, REP tree); (3) next, the remaining 10% of
the works orders were used to test the decision tree
schemas. The relative absolute error was used to evaluate
what the tested decision tree schemas had learned; finally
(4), we chose the decision tree schema with the lowest
relative absolute error. Overall, the decision tree schemas
performed well. 62.5% (5/8) of the decision tree schemas
had less than 20% relative absolute error. 87.5% (7/8) of
the decision tree schemas had more than 90% in the
correct classification (whether to outsource maintenance

tasks or not). The different tested decision tree schemas
showed that the most important variables when making
the decision whether to outsource maintenance tasks or
not were: medical device, risk class (I, IIA, IIB, III),
complexity, obsolescence, maintenance frequency, ser-
vice time and outsourcing. The best decision tree schema
was the logistic model tree (LMT) with 14.6628% relative
absolute error and 94.7034% in the correct classification.

Keywords
Clinical engineering � Outsourcing
Maintenance management � Data mining � Decision tree

1 Introduction

Outsourcing is defined as “contracting with a third-party
supplier for the management and completion of a certain
amount of work, for a specified length of time, cost and level
of service” [1, p. 8]. According to KPMG’s Shared Services
and Outsourcing Advisory, in the first quarter of 2017, the
defense, telecommunications and healthcare sectors
increased the number of their outsourcing contracts by 25%
compared to the last quarter of 2016. According to a report
on medical device outsourcing by Grand View Research,
outsourcing was valued at US$ 33.2 billion in 2016 and is
expected to grow by 11.5% by 2025 [2].

Although outsourcing has grown in recent years, making
the decision to outsource a process is not a simple one.
Several factors such as cost, quality, safety, the availability
of spare parts, skilled personnel and resource optimization
must be taken into consideration [3, 4].

For this reason, it is essential to make use of tools that
allow better decisions to be made when outsourcing main-
tenance tasks. Some of these tools are mathematical models
such as the analytical hierarchy process technique (AHP),
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linear programming (LP) or data envelopment analysis
(DEA) [5, 6]. On the other hand, there are also
decision-making methods by machine learning tools or data
mining such as decision trees, clustering or neural networks
[5, 7]. However, there is almost no research on the appli-
cation of some of these tools in the medical device main-
tenance field [8]. For this reason, the aim of this research was
to implement and determine the best tree-based prediction
model that allows the managers of clinical engineering
departments in healthcare institutions to make decisions
about outsourcing maintenance tasks.

2 Methodology

The methodology proposed by Miguel-Cruz et al. in [9] was
used to develop this research with regard to the data col-
lection, and to the selection and operationalization of the
variables.

2.1 Data Set

The unit of analysis for this investigation was the mainte-
nance tasks obtained from a data set in a hospital (now
referred to as Hospital “A”). Hospital “A” is a third-level
high-complexity private hospital with more than 900 beds
and with a total of 2295 medical devices in its inventory.
A total of 2394 maintenance tasks were carried out on 62
medical devices in the hospital. The devices included in our
sample and its maintenance tasks originated from two dif-
ferent areas in the hospital: diagnostic imaging and the
intensive care unit. We selected these hospital areas because
the technical complexity, equipment types, and equipment
acquisition costs involved in these areas makes them the
most likely to have maintenance services contracted to an
external provider [10].

2.2 Data Collection Procedure

The data were collected by two research assistants. The
following variables were collected for each maintenance
task: equipment type, obsolescence, technological com-
plexity, equipment acquisition cost, date of acquisition,
equipment risk, frequency of maintenance, whether the
maintenance was outsourced (by an external provider) or not
(in-house), the maintenance type (corrective or preventive)
and the service time (in hours). To avoid bias, all the tech-
nology users, clinical engineers, external maintenance ser-
vice providers and research assistants were trained at the

beginning of the study on how to collect the maintenance
data.

2.3 Selection and Operationalization
of the Variables

Dependent variable (outcome variable). The output or
dependent variable of this study was whether the mainte-
nance was outsourced (OutSource). This is a nominal vari-
able. It was operationalized as ‘1’ if the maintenance was
outsourced, otherwise the code was set to ‘0’.
Independent variables. The independent variables used in
this research and its operationalizations are shown in
Table 1.

2.4 Learning Algorithms: The Decision Trees
Selected

We used WEKA’s machine learning library [6] as the pro-
cessing tool for the algorithms applied in this research. Eight
algorithms were used: AdTree, Decision Stump, REPTree,
NBTree, J48 (pruned and unpruned), LMT and Random
Tree. We selected decision trees as learning schemas
because they can handle data of different types, including
continuous, categorical, ordinal, and binary, and uses
non-parametric statiscial methods, as a result do not require
normality assumptions of the data [6].

2.5 Experimental Setup and Assessment
of the Decision Trees’ Performance

We evaluated the learning algorithms using the method
proposed by Witten and Frank. We used two data sets, one
for training and one for validation. We randomly divided the
data set using 90% of the maintenance tasks for training, and
the remaining 10% to validate the 8 decision tree algorithms
used [10]. We used the cross-validation test to avoid bias in
the algorithms. The characteristics used to evaluate the
decision trees were the correct classification percentage and
relative absolute error.

3 Results

3.1 Descriptive Statistics

In total, 62 medical devices from two areas in hospital “A”
were reported to have had maintenance tasks performed on
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them. 78.3% of the devices were classified as medium-high
and high-risk in their class. 96.6% of the devices were
classified as medium or high technological complexity. The
results also showed that 39.2% of the maintenance tasks
were corrective maintenance, whereas 60.8% were preven-
tive maintenance. The mean obsolescence of the medical
equipment was 0.7354 ± 0.4442. Overall, the maintenance
frequency had a mean of 2.34 SD 0.806 times/year. The
mean service time was 2.8599 SD 9.65 h. Finally, 47% of
the maintenance tasks were not outsourced, while 53% were
performed by an external service provider.

3.2 Assessment of Decision Tree Algorithms

Table 2 shows the results of the performanceof the decision tree
algorithms used in the research. The best decision tree schema
for this study is highlighted in gray (i.e. the LMT algorithm)

Figure 1 shows highlighted in gray the decision tree with
the smallest relative absolute error and the best correct
classification percentage (i.e. the LMT algorithm). It is not
possible to show the mathematical models of the LMT
equations resulting from the decision tree algorithm in Fig. 1
due to a lack of space.

4 Discussion

This document explores the implementation of different
decision tree algorithms to determine whether medical device
maintenance should be outsourced. The best algorithm found
in this case was the logistic model decision tree

Table 1 Variables and values

Variables (codes) Values

Technological complexity
(TComplex)

High, medium and low

Medical device risk (MedDRisk) Class I, IIa, IIb and III

Whether the maintenance type task
was unscheduled/corrective
(MaintType)

Corrective, Preventive

Technological obsolescence
(TObsolec)

Exploitation time/Useful
life ([0,n] n2ℜ+)

Maintenance frequency transactions
(MainTFreq)

Times/year [0,n], n2ℜ+

Service time in hours (ST) [0,n], n2ℜ+

Table 2 Results of the decision tree algorithms

Tree name Parameters Correct
classification
(%)

Relative
absolute
error (%)

LMT -I 1 M 15 -W 0.0 94.7034 14.6628

RandomTree -K 0 -M 1.0 -V
0.001 -S 1

93.8983 15.7941

J48 Unpruned -U -M 2 94.322 17.6848

REPTree -M 2 -V 0.001 -N
3 -S 1 -L 1 -I 0.0

93.9831 18.9753

NBTree N/A 93.7977 19.8825

J48 -C 0.25 -M 2 93.9407 20.27

AdTree -B 10 -E 3 -S 1 91.8644 42.5171

DecisionStump N/A 75.4237 66.0995

Fig. 1 Decision tree from the
LMT algorithm. Note: the LMT
equations are available on request
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(LMT) algorithm. This is consistent with investigations [11]
which use logistical regression models to define subcon-
tracting in industry. Although the logistic model decision tree
algorithm was able to determine whether maintenance tasks
should be outsourced in 94.7034% of cases, there are some
ways this study could be improved. To achieve higher levels
of validity and generalization, future research should focus
on testing the decision tree algorithms on hospital data sets
other than those used in training and validating a model.

5 Conclusion

It was found that the best algorithm to determine whether
maintenance tasks should be outsourced or not is the logis-
tical model tree algorithm (i.e. the LMT algorithm), thus
demonstrating that it is possible to use data mining tools for
decision making in the clinical engineering field.
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Set Up for Irradiation and Performing
Spectroscopy for Human Lenses

Fernanda Oliveira Duarte, Márcio Makiyama Mello, Mauro Masili,
and Liliane Ventura

Abstract
Introduction: In the environment with natural solar
irradiation, the part of the electromagnetic spectrum that
should be most attentive when it comes to eye health is
the ultraviolet. Studies with both animals and cells have
shown that chronic exposure of the eyes to ultraviolet
radiation (UVR) causes significant damage to the eyes
structures, particularly the cornea, lens, and retina.
Unfortunately, still today, there is controversy regarding
the harm caused to the human eye due to exposure of the
ocular environment to UVR. There is great methodolog-
ical difficulty with the use of human lenses, which leads
to the increase of controversial results. Aim: Develop-
ment of a device for that the human lens can be irradiated
in a solar simulator and analyzed in spectrophotometer for
determination of the UVR effects in the eye. Methodol-
ogy: A lens holder has been developed using a mathe-
matical model and a 3D printer. Results: The result
obtained after ZMorph 3D printer was a very light and
effective holder for fitting the lenses as well as the
cuvette. Conclusion: The development of this holder will
allow different experimental protocols to be performed
with the human lens, once this support decreases the need
for excessive manipulation of the lens in relation to other
supports found in the literature, avoiding the degradation
of the tissue. We believe that the development of this
holder will contribute in a promising way for future
research with human lens, assuring reliable results.
Financial support: FAPESP (2013/08038-7 and
2014/16938-0).

Keywords
Human lenses � Solar simulator � Lens holder
Ultraviolet radiation

1 Introduction

The lens of the eye performs specific and complex functions
that depend on involving different biological pathways. It is
an avascular, transparent, and delicate tissue that have all
cells derived from proliferation and differentiation of lens
epithelial cells [1]. The most part of the lens is comprised of
uniquely elongated fiber cells, which can reach lengths of up
to 1000 microns. Fiber cells produce abundant levels of
crystalline (about 90% of the water-soluble proteins of the
mammalian) essential for transparency and refractive prop-
erties by a gradient of uniform concentration on the lens [2].

The lens grows throughout entire life even with lens cell
division on a very limited scale, just in epithelial cells, and
with a pattern of greater growth in the embryo than in adults.
During the late stage of fibrous cells differentiation, there is
degradation of the endoplasmic reticulum, Golgi apparatus,
mitochondria and nuclei, what is also imperative for lens
transparency. Any alteration or destruction of this process
will imply in the dispersion of light and, in the last case, in
the development of the cataract. Considering that, the dif-
ferentiated cells do not have the capacity to produce new
proteins. That way, maintenance of lens proteins is crucial
for ocular health and for the prevention of lens opacities [1–
3]. However, due to the lens location along the optic axis of
the eye, this structure is chronically exposed to environ-
mental stress from solar radiation. In this context, in the
environment with natural solar irradiation, the part of the
electromagnetic spectrum that should be most attentive when
it comes to eye health is the ultraviolet. Studies with both
animals and cells have shown that chronic exposure of the
eyes to ultraviolet radiation (UVR) causes significant dam-
age to the eyes structures, particularly the cornea, lens, and
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retina [4–8]. The spectral energy increases with decreasing
wavelength and the potential damage associated with energy
increases exponentially. In this way, the solar UVR expo-
sure, many times inevitable and routine, makes it one of the
most relevant environmental agents capable of damaging the
DNA to which humans are exposed. In addition, the chro-
mophores present in the cells also absorb UVA and UVB
photons. However, still today there is controversy regarding
the harm caused to the human eye due to exposure to UVR.
In this context, it is noteworthy that human lenses are quite
different in many important ways from their laboratory
animal counterparts [9]. Nevertheless, most of the studies
involving the lens are carried out with animals creating a gap
in relation to the results for humans. Besides that, extraction
methods and manipulation of the lens can affect the lens
proteins, resulting in tissue opacification, which also limits
the studies. Hence, we believe that studies that mimic the
natural environment should be conducted in order to verify
the real effect of UVR on the human lens. For such studies to
be developed, it is necessary to eliminate the possible
degradation and over-manipulation of human lenses.
Therefore, the objective of this study was to develop a
specific holder for the human lens that facilitates the lens
handling during the conduct of different experimental
protocols.

2 Materials and Methods

2.1 Human Lens Prototype

A lens prototype was created to be used as a geometrical
reference to the lens holder. To create the prototype geom-
etry of the lens, a mathematical model was used, proposed
by Kasprzak [10]. The method can be used for modelling
optical properties of the lens and is based in hyperbolic
cosine type function. It consists in an approximation of the
anterior and posterior lens profile with a hyperbolic cosine
function and is given in polar coordinates. Consider the
hyperbolic cosine function in polar coordinates as in Eq. (1),
with a, b and d arbitrary constants:

uð Þ ¼ ½cos hðbuÞ�1� þ d; ð1Þ
where d denotes the axial distance between the origin and
the curve, Kasprzak [10] developed the equations and found
that:

a ¼ d R0ðR0�dÞ=½3ðR0�dÞð2R0�dÞ�R2
0�; ð2Þ

b ¼ 1=R0ð Þp½3ðR0�dÞð2R0�dÞ�R2
0�; ð3Þ

where R0 is the central radius of curvature. The posterior
profile of the lens is given by:

qP uð Þ ¼ ðaP=2Þ½cos hðbPuÞ� 1�½tan hðmðsP�uÞÞþ 1� þ d

ð4Þ
and the anterior profile by:

qA uð Þ ¼ ðaA=2Þ½bA cos hðp�uÞ� 1�½1�tan hðmðsA�uÞÞ� þ d;

ð5Þ
where m describes the slope of the hyperbolic tangent, sP
and sA describe the respective shifts of the hyperbolic tan-
gents in relation to the origin. The final lens profile is:

uð Þ ¼ qPðuÞ þ qA uð Þ�d: ð6Þ
Thus, to create our lens prototype we used the constants

[10]: R0P = 6 mm, R0A = 10.2 mm, = 2 m, m = 8, sP =
1.68, and sA = 1.715. The model was implemented in
MATLAB®, in which the lateral profile, plotted in x-z plane,
is shown in Fig. 1a. The model was reconstructed in
Solidworks®, shown in Fig. 1b.

2.2 Cuvette and Spectrophotometer Optical
Path

The analysis of the lens will be performed by a spectropho-
tometer CARY 5000 from Varian. The lens will be in the
vertical position inside the holder, which in turn was designed
tofit inside a cuvette. The lens holdermust place the optical axis
of the lens coincident with the optical path in the spectropho-
tometer. The standard quartz cuvette, 10 mm optical path, and
3.5 mL, from Varian, was used as a reference. The spec-
trophotometer irradiates the cuvette with a monochrome slit.

2.3 Solar Simulator Temperature Test

The solar simulator internal temperature test was performed
to ensure that the material resists the heat and is appropriate
to hold the lenses without damaging the tissue. The test was
done in the 450 W, ozone-free xenon arc lamp solar simu-
lator (LEMA, Italy). According to previous studies by our
research group [11], the irradiance provided by the solar
simulator is 460 W/m2, at a distance of 30 cm from the
lamp. A digital thermometer was placed inside the solar
simulator at 5, 12, 20, and 30 cm from the lamp. This
thermometer has an accuracy of ±0.5 °C for the actual
temperature range. At each position, the simulator was
switched on for 25 h and the temperature was recorded at 5-s
intervals. The recorded maximum temperatures were
61.9 ± 0.5 °C at 5 cm from the lamp and 40 ± 0.5 °C at
30 cm from the lamp, both well below the vitreous transition
temperature of the polylactic acid-PLA (melting point in the
150–160 °C range). We chose PLA for making the holder, a
standard plastic used in 3D printing.
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3 Results

Each piece of the lens holder is shown in the Fig. 2a and b.
The holder was created in two pieces, which were placed

together with a free space inside to hold the lens (lens bed),
Fig. 2a and b. The lens bed was designed based on the lens

prototype. The lens bed has an extra offset of 0.5 mm due to
the imprecision of the 3D printer. One piece is longer, to
easily disassemble it and to remove it from the cuvette. The
pieces have concentric holes for the optical path of the
CARY slit. They also have four mechanical aligners, which
hold them together and the lens stays firmly positioned
inside the pieces.

Fig. 1 a Lens profile with
hyperbolic cosine approximation;
b Cross section of the lens profile

Fig. 2 a Front view with definitions; b Orthographic projection drawing with dimensions
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The pieces were printed in PLA in 20 min, with a
ZMorph 3D printer, obtaining a very light and precise holder
(Fig. 3) for fitting the lens, Fig. 3a and b and the cuvette,
Fig. 3c. The lens holder was centered for the optical path of
the spectrophotometer and the holder perfect fitted the
cuvette, Fig. 3c and spectrophotometer holder, Fig. 3d. They
were sanded and painted with black diffuse spray to reduce
light inner reflection in the spectrophotometer.

The height of the lens holder hole was designed to match
perfectly with the center of the spectrophotometer’s slit
window, schematically shown in Fig. 4.

4 Discussion

Due to the great difficulty that researchers have in relation to
the handling and degradation of human lenses, there is a
limitation in demonstrate the effects of ultraviolet radiation

on the human lens. In fact, in the scientific literature, studies
suggest that ultraviolet rays cause damage to human lenses.
However, these results are controversial and, most often,
performed on lenses of animals rather than humans. Our
intention when developing the lens holder is to decrease the
difficulties of handling and conservation of the lens eye
during experimental tests, permitting working with human
lenses and avoiding controversial results.

Investigators suggest that the lens dimensions changes
during ageing [12, 13]. Augusteyn [14], in an in vitro study,
demonstrated that the lens equatorial diameter increases
from around 8.8 mm at age 20–10.2 mm by age 99 while
total sagittal thickness increases from around 4.2 mm at age
20–5.3 mm at age 99. From the previous information and
using the mathematical model suggested by Kasprzak [10],
we developed our lens prototype, which was used as a model
for the lens holders made by us. It is important to note that
the lens does not allow hooks, wires or any apparatus be

Fig. 3 a Lens prototype and disassembled holder; b lens holder assembled with lens prototype inside; c lens holder inside the cuvette; d lens
holder in the spectrophotometer holder

Fig. 4 Diagram of the assembled
system: the designed holder with
the lens inside and placed in a
cuvette for spectrophotometric
analysis
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attached to it without opacification of the tissue, which also
makes manipulation difficult. Thus, with this in mind, the
holder has been developed so that the lens fits perfectly
inside it, without undergoing pressure and deformation,
avoiding changes in the tissue. The advantage of this holder
in relation to others is that the lens can be fitted in the
vertical position (like a standing person) without undergoing
pressure of its own weight, avoiding flattening of the lens at
the bottom of the support. Besides that, the lens does not
need to be manipulated during the experimental procedures,
avoiding degradation and opacification of the tissue. Indeed,
we find in literature lenses holders that is necessary a lot of
manipulation [15], the use of hooks or wires attached to the
lens or even the necessity of the maintaining other structures
attached to lenses, limiting the study of different experi-
mental protocols [16, 17]. These results reinforce the
importance in lens preservation once the lens proteins are not
turned over, characterizing the proteins in the center of the
lens as the oldest proteins in the body [1–3].

There is an urgent need for studies that prioritize the
human lens to understand the effects of ultraviolet radiation
on this eye structure. As discussed previously, the difficulty
of manipulation, the use of animals and, even experimental
protocols that do not represent the natural environment,
highlighted in researches conducted with the lens are limi-
tations for results extrapolation to humans [9]. In this way,
the holder for the lenses comes to increase the range of
experimental options that can be performed with the human
lens. In addition, it will be possible to mimic the natural
environment, for example using a solar simulator, since the
support stays inside a cuvette, allows the use of preservative
substances for the lens.

In this context, to know with accuracy what the possible
damages caused to lens due to chronic ultraviolet radiation
exposure, will allow strategies to be developed aiming at eye
protection. In addition, the use of sunglasses is an option to
protect against ultraviolet rays. However, preliminary results
from our research group indicate that ultraviolet protection
degrades with the use and exposure of sunglasses to natural
UVR. The results are extremely important because the
inadequacy of sunglasses may not guarantee the safety of the
eye structures. This holder will allow further studies of the
human lenses and hence, the standards may be adapted
accordingly. In fact, according to the Brazilian standard
NBR ISO 12312-1:2015 [18] and international BS
EN1836:2005; ANSI Z80.3‐2009; AS/NZS 1067:2003 [19,
20], sunglasses must have protection filters against UVR
according to the transmittance values allowed by wave-
length. It is relevant to know that when the user wears
sunglasses, the eye does not suffer mydriasis (pupil does not
contract) and the eye stays without the natural protection of
limiting the UVR that enters it. Thus, if the glasses do not
have adequate protection, UV rays will reach the inner

structures of the eye in greater quantity, causing eye damage.
In this sense, since studies demonstrating the effects of UVR
in the lens are controversial, some UV protection standards
for sunglasses do not consider necessary that lenses have full
protection against ultraviolet radiation (219–400 nm). This
reinforces the need for the studies with human lenses and
exalts the relevance of the lens holder for future researches.

Therefore, we believe that from future results, we can
know with certainty the effect of chronic exposure to ultra-
violet solar radiation in the eyes, contributing for adequacy
of standards and ISO regarding the use of sunglasses.
Ensuring that sunglasses have adequate UV protection may
be an important strategy to avoid the development of eye
diseases.

In conclusion, the designed lens holder will permit that
different experimental protocols can be conducted with
human lenses because it facilitates the handling of lenses,
avoiding excessive manipulation of the lens, preventing
degradation and opacification of the tissue, generating reli-
able results.
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Global CE Success Stories: Overview of 400
Submissions from 125 Countries

Yadin David and Tom Judd

Abstract
Health Technology (HT) is vital to global health care. The
dependence of health, rehabilitation, and wellness pro-
grams on technology for the delivery of services has
never been greater. It is essential that health technology
be optimally managed. Clinical and biomedical engineers
have been recognized by WHO as essential to providing
this management. At the 1st International Clinical Engi-
neering and HT Management Congress and Summit held
in China in 2015, a resolution was adopted by the global
Clinical Engineering (CE) country participants to identify
and promote our unique qualifications, and to record the
CE contributions to the improvement of world health
status. A first group of CE Success Stories was captured,
150 from 90 countries—from the prior 10 years and
presented to health leaders at the WHO World Health
Assembly in 2016. In 2017, another 250 with a total of
125 countries were added from 2016–2017 presentations.

Keywords
Clinical engineering � Technology management
Outcomes � Success stories

1 Introduction

Health Technology (HT) is vital to health; the dependence of
health, rehabilitation, and wellness programs on HT for the
delivery of their services has never been greater. Therefore, it
essential that competent and trained professionals manage in
an optimal and safe way for better response to the burden of
diseases and resources. Trained Clinical Engineers (CEs) are

academically-prepared and appropriately responsible for HT
life-cycle management, fulfilling a critical role as members of
the healthcare team focusing on availability and reliability of
safe and effective technologies and outcomes.

Over the past fifty years growing concerns among CE
professionals about lack of knowledge by government
agencies and key stakeholders, coupled with the mute
recognition for their vast contributions to the safe and
effective creation and deployment of HT, led to programs
that address these concerns. Knowledge about and recogni-
tion for the professionals of CE community who provide
critical services will help recruit students and future practi-
tioners into this needed field. Is CE practice important for
health, rehabilitation, and wellness programs and are their
contributions recognized? This paper shares the methodol-
ogy and findings found following a three-year examination
of published evidence.

Following the international congress on CE and HT man-
agement in Hangzhou, China in 2015, a Global CE Summit
took place to determine whether regional issues are shared
around the world and present common international chal-
lenges requiring global strategy for best dissemination. After
order ranking the shared issues at the end of the Global CE
Summit, the attending members voted that the (1) lack of
understanding of and recognition for the CE contribution to
improvements in healthcare delivery was a major concern for
practitioners in the field, following by (2) the lack of sufficient
education and training for both entering the field and for
ongoing professional development. An action plan was
devised to address these and other issues raised at the Summit.
At the second global CE summit in Sao Paulo, Brazil, in 2017,
these challenges were reviewed and confirmed with attendees
adopting resolutions seeking to continue to address these
concerns. The Summits’ action plans included first, data col-
lection identifying if CE contributions qualify as improve-
ment to world health and wellness and can it be substantiated
through evidence-based records. Addressing the second issue,
an international survey of Body of Practice (BOP) and Body
of Knowledge (BOK) was initiated and has been completed.
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2 Methods

2.1 Rationale

A task force consisting of senior certified CEs from
IFMBE/CED issued a global call for submissions of
evidence-supported case studies of CE contributions to the
improvement of delivery of healthcare services or of patient
outcomes. In 2016, of the submitted studies, an aggregate
volume of 150 responses from 90 countries was examined
and found qualified as evidence-based contributions, see
http://global.icehtmc.com/publication/healthteachnology.

Results were rated and tabulated into categories (Inno-
vation, Improved Access, Health Systems, HT Management,
Safety and Quality, and e-Technology) and incorporated into
document that was submitted to WHO’s World Health
Assembly in May 2016, see http://global.icehtmc.com/
publication/globalsuccess.

We expanded our review in 2017, as submissions and
publications continued to collect, to include within our
examination review of conference-accepted published data
that was presented and published at IFMBE sponsored
events. Our examination methodology identified 250 addi-
tional stories from 35 more countries—now raising the total
volume over two years to 400 publications from 125 coun-
tries. These CE success stories point to improved outcomes
with benefit from HT, and present overall demonstration of
complex integrated systems that must be effectively man-
aged for their optimal and safe clinical and business impact
to be realized. Clinical outcomes included change in human
life quality, care management decisions support, improving
365 � 24 � 7 readiness, and reducing operational costs.

2.2 Definitions

For the present study, we classified the collected database
into six categories with definitions:

• Innovation
Through provision of new HT solutions, adaptation of
existing, or a combination to address several issues.

• Improved Access
Ease in reaching HT-related health services or facilities
in terms of location, time, and ease of approach.

• Health Systems
Positive impact from more efficient and effective
deployment of HT at national or policy level.

• Safety and Quality
HT’s positive impact on health services safety or quality
outcomes, or through HT human resource development.

• Healthcare Technology Management (HTM)
Establishing or improving HTM methodology resulting
in improved population health or wellness.

• e-Technology
Improvements achieved due to deployment of
internet-based health technology tools.

2.3 Measures

A successful project (or submission) was defined as satisfying
two objective measures developed by the sponsors. These
measures included timeliness, cost saving, deployment or
adoption by care providers, impact on services, and overall
projection for success. Each success metric was evaluated
using three-point scale against a statement representing the
success construct (1 = strongly disagree; 3 = strongly agree).

• Timeliness refer to whether the project/submission was
implemented in timely manner. This was measure by the
statement “The submission will impact outcomes in
present time.”

• The cost measure was evaluated whether the submission
overall costs were within budget constraints and rea-
sonable for the conditions in the region. This was
assessed by statement of “The submission cost objectives
can be met in the region”.

• The next two combined into the statements “The submission
will be deployed by its intended users” and “The submission
will have positive impact on those who will adopt it.”

• Finally, overall submission success expectations were
assessed with the statement “All things considered, the
submission will be a success.”

Innovation is the beginning of the technology life cycle
where new ideas offering solutions to current problems faced
by healthcare providers or their patients. Clinical engineers
are well positioned to understand the current problems and
guide different or new approaches to resolve them. Innova-
tion, in our category, meant to demonstrate the team
approach to solving problems all the way from a concept and
building a prototype and continuing with clinical trials and
demonstration of compliance with standards, regulations,
and intended outcomes. Improved Access to services follows
the innovation stage same as Safety and Quality category,
e-Technology category and HTM. Products and applications
that are considered in successful deployment were rated high
and included in category count of evidence-based category.

3 Results

Summaries from the six categories of submissions database
are described below; from CED’s 2016 Health Technologies
Resources [1] document provided to the World Health
Assembly, WHO’s May 2017 Third Global Forum on
Medical Devices [2]; (3), CED’s September 2017 Sao
Paulo II ICEHTMC [3] (S), and Others [4] from 2016–2017
IFMBE published sources (O):
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3.1 Innovation

3.1.1 2016 = 17 Total; 13 + Countries

3.1.2 2017 = 61 More; 16 + Countries

USA India Ethiopia Australia Uruguay

MG Hospital re Test
for Superbugs [1]

Sharma, AMTZ—Local Production of
Medical Devices [1] and MOH
Cultivating Innovation [1]

Optimal design of O2
concentrators [1]

New
Blood/Fluid
Warner design
[1]

Simini, CE driving
Facility Design [1]

WHO:
LRC Innovations [1],
HT for Ebola Care [1]

Bangladesh: HT Policy and HTM [1] South Africa: Local
Production of HT in
Africa [1]

Italy: Robotic
Surgery [1]

Colombia: Business
Opportunities in HT;
Castaneda [1]

WHO, Technical
specifications O2
concentrators [1]

Malaysia: Biomechanics for Amputee [1] Tanzania: MCH
(Maternal Child
Health) rural HT [1]

Peru: Heavy
Metals
Detection [1]

Canada:
Provincial Respiratory
Outreach [1]

WHO/Global India USA UK Brazil Colombia

G-PATH (20 countries)
MCH [2]

G-Prasant, GANDI—
needs driven innov. [2]

G-MGH re LMIC
Innovation [2]

G-Un.Oxford Child
Pneu. Diag [2]

G-Orthostatic chair
[2]

O-Cipro Pharm
modeling and Circuits
[4]

G-Priority devices,
WHO HQ and EMRO
[2]

G-Hypothermia alert
for newborns-Bempu
[2]

G-Early detection Brst
Canc—Un WA [2]

G-Endo GI canc
scrg Leeds Un [2].

G-Photometric test
gestatational. age [2]

O-ECG signal
modeling [4]

G-UNICEF: how we
drive innovations [2]

G-Prevent Apnea
prematurity-Bempu [2]

G-Field test neo
phototherapy Little
Spar [2]

Norway,
Denmark

G-Prematurity light
detection [2]

O-Mechanical knee
modeling [4]

G-EPFL
Digital X-ray [2]

G-Remote Monitor.
critical infants-Bempu
[2]

G-Test pre-eclampsia
Un. OSU-Geneva [2]

O-Tiss engr impr.
monitoring [4]

S-Travel ECG
Telemedicine [3]

O-Mech ventilation
from Pesticides [4]

G-IARC Thermal
Coagulator [2]

G- AMTZ 2-HT Policy
impr. Svc Del. [2]

G-MGH—Africa
post-part hemo.. [2]

S-Flow Analyzer
Blood Pump [3]

O-Parkinson EP Study
[4]

G-e-stethoscope child
Pneu diag, Un.Gen [2]

Bangladesh Senegal Italy S-BME aid diagnose
pathologies [3]

O-Respiratory system
Simulation [4]

G-UNICEF devices for
MCH, LaBarre [2]

G- Jaundice Screening,
Harvard BWH [2]

G-O2 concentrators [2] G-Phototherapy.
and Transfusions
[2]

S-Dig storage for
surgcial video [3]

O-Permanent Magnet
drug delivery [4]

G-WHO TB
Diagnoses [2]

China G-Inn. devices Inf
Dieasess—FIND [2]

O-Current trends in
HTA [4]

S-Hi Flow Nasal
Therapy [3]

O-Parkinson EEG
study [4]

G-WHO Digital Health
Investmts [2]

S-Renal GRF
Estimation

O-HTA Tablet for
Dig Path. [4]

S-Locating HT via
WiFi [3]

G-WHO Assistive
Devices - Gate [2]

IFMBE Australia Croatia S-Remote
Equip. Monitoring
[3]

Chile

G-WHO Emergency
Care [2]

G-BME and HTA
Pecchia [2]

G-O2 storage [2] O-Support Diabet.
Pts remote mon. [4]

O-Resp control with
exercise [4]

S-Clinical Simulation
for Facility open [3].

G-HWO Emer NCD kit
Refugees [2]

G-CED
Innovation/Standards,
David [2]

Mexico

G-WHO Innovation in
LRC 2 [2]

G-CE-IT Innovation,
Castaneda, Judd [2]

G-Hand Orthosis [2]
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3.2 Access

3.2.1 2016 = 12 Total; 12 + Countries

3.2.2 2017 = 20 More; 9 + Countries

3.3 Health Systems

3.3.1 2016 = 37 Total; 22 + Countries

WHO/Global India Africa Australia Argentina

Y David, the
Rise of
Telehealth [1]

Sharma, MOH Mobile
Med Units [1]

Bartolo, Italy GHT: Mozam,
Tanz., Malawi, Togo, DRC
[1]

Sloane, Telehealth for Diabetes
Care in Austral. and Canada [1]

Giles, HT for
Provincial Access [1]

WHO Cancer
Care initiative [1]

Sharma, MOH Free
Diag. and Natl Dialysis
[1]

China Albania Cuba

Khambete,
Telemedicine for
Blindness [1]

Zhang Hanzhong, Ventilator
access [1]

Picari, HTM for Diagnostic
access [1]

Gonzalez, Telemed
for Chronic Diseases
[1]

WHO/Global India Denmark Syria Brazil

G-WHO AFRO
Kniazkov, HT
Situation

G-Ameel, HTA and Nationall
Innovation Portals

G-Andresen, Mobile
Lab, IFBLS

S-Almonhamad
Dialysis [3]

S-Lima, access to CT
imaging [3]

G-WHO EMRO,
Ismail, Strengthen.
HT

NGOs: G-Cummings, PATH, Mkt
Dynam and HT Dec. Making [1]

Slovakia: O-Lehocki,
Telemedicine Diabetes
[4]

Kenya G-Abbam,
GE Kenya PPP

S-Mansur, access to
mammograms [3]

G-WHO, Johnson,
Emerg.. Surgery [1]

G-Prasad, IAEA, Radiation
Therapy [1]

Romania: O-Sebesi,
Tele-monitor elderly [4]

S-Galvin,
Tele-diagnoses for
coverage [3]

S-Valadares, Role of
CE in Hosp. Network
[3]

G-Butany, Lab sys,
Un. Of Toronto [1]

G-HTTG Borras et al., Imaging
Centers in Rural Areas [1]

Mexico: S-Ayala,
CENETEC planning
[3]

S-Martins, Linear
Accelerator Study [3]

WHO/Global India Nigeria Brazil

Worm, THET 1 partnerships
[1]

MOH HTM via PPP, Sharma [1] Esan, HT policy for HTM [1] MOH RENEM invest., Conto [1]

Calil, WHO db CE natil.
assns. [1]

Singapore: Toh, Global BME Ed. [1] Kenya: Anyango, MOH HTM
[1]

Chile: Diaz, Univ. of
Valparaiso HT leadership [1]

YD, FH, Global HT Disast.
Prep [1]

China: Gao, Inner Mongolia HTM [1] Ethiopia: ideska, HTP and
HTM [1]

Colombia: Garcia, HTP, HTR,
HTM [1]

Hernandez, LA and C HT
Trg [1]

Taiwan: Lin, Accred of BME/CE [1] Sierra Leone: D Williams,
Donations [1]

Molina, CES HT acquisition [1]

Worm, Lin. IFMBE dev
coun [1]

Japan: CE Roles, Cert, Yoshioaka [1] Ghana: Adjabu, CMBES
Donations 1 [1]

Mexico: Ayala, National HTM,
CENETEC [1]

Issakov, HTP Africa Health
[1]

Vietnam: Tan, Survey of Roles for
HTM [1]

Cameroon: Riha, HTP
development [1]

Cardenas, HTA, HTR, HTM [1]

Voigt, global CE education
[1]

Indonesia: Badri, BME Education
development [1]

Ngaleu, HT investments [1] Peru: Rivas, CENGETS, NIH,
MOH for HTM [1]

THET, HTM in LRC 2013
[1]

Italy: AIIC Society Success Story 1 re
HTM [1]

Turkey: Ugur, MOH track,
price, HTM [1]

Rivas, Government Collaborative
partnerships [1]

WHO MOH HT Indicators,
Nagel [1]

Albania: Picari, MOH HT and HTR
(HT regulation) [1]

Bilal, MOH HTM [1] Suriname: Jie, MOH HTM [1]

WHO and ILO re BME/CE,
Velaquez [1]
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3.3.2 2017 = 70 More; 30 + Countries

3.4 Safety and Quality

3.4.1 2016 = 23 Total; 33 + Countries

Global India Africa Albania Portugal Brazil Mexico Colombia

G-A
Lemgruber
Med dev
AMRO [1]

G-M. Gupta, SE
Asia Reg.
Perspective [1]

G-Worm, THET 2
HTM: Mal, Rwa,
Benin, DRC [1]

S-Picari, HTR and
survellance [3]

G-Maia, MRI
purchase [1]

S-Ramos, CE
curricula [3]

G-National
HTP, Ayala
[1]

G-Galeano,
Univ. CE trg
[1]

G-Velazquez
WHO global
HT Atlas [1]

G-Volun. HT
Cert., Ameel [1]

S-Poluta, HTM in
Africa [3]

Romania:
G-Materio-vigilance
[1]

Czech Rep.
O-Kubatova,
Hosp HTA [4]

S-Marciano,
Selection
process [3]

S-Bravo, CE
Value Project
Chain [3]

S-Inter
Univ CE coop
model [3]

G-WHO HT
for Un. Hlth
Cover., Kiely
[1]

Taiwan: G-Lin,
Intern BME Ed
[1].

S-Mboule,
Regional HM expert
[3]

Moldova: O-Sontea
—HTM [4]

Greece:
G-Pallikar.
HTM [1]

S-Fernandes,
Intl MD
standards [3]

S-Vernet,
BME Society
on CE [3]

S-Torres,
replace
planning [3]

G-HR book
for BME,
Velazquez [1]

S-Lin, CE MD
Surveillance [3]

O-Worm, Potential
of CE assns [4]

Italy: G-C Pettinelli,
EURO HTR [1]

Bosnia, Her.
G-Metrology [1]

S-Pires, CT
Scan exam
time [3]

Argentina
S-Lencina, CE
Present/future
[3]

S-Garcia, CE
Regional. nodes
[3]

G-WHO Tech
specs [2]

O-Lin, BME Ed
in Asia [4]

Ghana—S-Adjabu,
Donations 2 [3]

S-AIIC SS 2, Lago
et al. [3]

Cuba: O-Trade
barriers [4]

S-Melo,
distribution of
defibs [3]

IFMBE:
G-CE SS,
David, Judd
[2]

O-Guerrero,
Purchasing HT
cycles [4]

G-Ismail, HTR
in EMRO [2]

China: G-Bao
Jiali, CE in
China [2]

Bangladesh:
G-Ashrafuzzaman
—BME/CE develop
[2]

O-Luschi,
CIS/PACS
Cardiology/ [4]

NGOs:
G-Gutierrez,
HTAi 2020 [2]

S-Calil, FDA
standards
International.
[3]

G-Global CE
Day, Iadanza
[2]

O-Ortiz, Hosp
Infrastructure.
managemet [4]

S-AV, Role of
HTM in WHO
[3]

NGOs:
G-HUMATEM,
approp.. HT [2]

S-
Ashrafuzzaman CE
for MDR [3]

UK: O-Dan Clark,
fund gap [4]

G-HUMATEM,
BME trg [2]

S-Zaniboni,
public
acquisition
[3]

G-CE Prof
Soc. J Goh, E
Iadanza [2]

O-Diaz, BME
programs in LA
and C [4]

S- AV, Role of
HTM in UHC
[3]

G-HUMATEM,
Donations [2]

Japan: G-Igeta,
Role of CE [2]

Peru: G-Emer Prep
Rivas [1]

G-G Jiminez,
MSF Med Eq
Frmwk [2]

O-Fagundes,
cost est
procure [4]

G-Iadanza,
CED Proj. 1[2]

G-Leandro P,
HTA in LRC
[2]

G- TIfenn H,
EURO HT [2]

O-Judd, Hern.
emerg ldrs help
[4]

Kyrgyzstan - G-
TIfenn H, EURO
Med dev [2]

O-Luis, Comp HTM
system [4]

S-Pecchia,
HTAD fill HTA-
HTM [3]

Canada:
S-Ramirez,
CE-HTM [3]

O-Iadanza CED
Projects 2 [4]

WHO/Global China Jordan Burkina Faso Mexico

WHO BME HR book [1];
Easty, HFE book [1]

Shanghai,
MD QC [1]

Six Sigma Case
Study [1]

West Africa HC org: Cape Verde, Senegal,
The Gambia, Guinea Bissau, Guinea [1]

Macias, Mex
state
Directorate [1]

Mullally, global trg
partnerships [1]; HT Maint.
Book, Wang [1]

Shenglin, Web
based CMMS [1]

Kuwait:
Al-awadhi, HT
[1]

Sierra Leone, Liberia, Mali, Ivory Coast,
Ghana, Togo, Benin, Burkina Faso, Nigeria,
Niger [1]

Colombia:
Garcia,
MOH HTR [1]

Cheng, image of CEs and
safety [1]

Japan:
Mugitani,, HT
policy [1]

New Guinea: QI
and MCH [1]

Portugal/Mozambique–Secca, Training
program in centra; Hosp. [1]

Brazil: Calil,
CE Ed [1].

Worm, THET, managing the
lifecycle [1]

Samoa-Fiji:
Kapadia, HT user
care [1]

Egypt/Italy:
Saleh, PM
prioritie [1] s

Germany—Tech Surveillance of.
Infusion systems [1]

USA—Wear
CE Cert. [1]

WHO HT indicators, Nagel
2009 [1]

Australia: Anne L-Smith, medical air
misconnections [1]

Painter, CE
Risk Mgmt [1]
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3.4.2 2017 = 37 More; 22 + Countries

3.5 e-Technology

3.5.1 2016 = 22 Total; 16 + Countries

WHO/Global China UK Kenya Brazil

G-Abbam, GE, adopt HT
in poor infrastructure [2]

S-Zingyi, Dyn Warning
system consumables [3]

G-Young Pneumonia
prevention [2]

G-Tsala, IVD
product verification [2]

S-Vaz, False alarms in
ICU [3]

G-Abbam, GE, skill devel.
in emerging mkts [2]

S-Jing-ying Gao, Case
StudyHT Mgmt Improv
[3].

Bosnia and Herg. Dominican Rep. S-Oliveria, Waste
mgmt [3]

G-WHO, HTR in the
Americas, Lemgruber [2]

S-Zheng Kun, Vent alarms
ICU [3]

O-Gurbeta, Tracking
Inspection Processes [4]

S-Hernandez, Medical
Gas Policy MOH [3]

S-Brito, Cold
Chain HTA [3]

USA: S-Wang, CE RiskM,
QI, Asset Mgmt [3]

Taiwan: G-Lin, Post
market surveillance [1]

Italy: S-Marchesi, Digital
Processes [3]

IFMBE: O-Wear,
Credentialing [4]

S- Espinheira, Med
Washer Disinfector
[3]

S-Y David, Prevent
Adverse Events [3]

Saudi Arabia O-Iadanza, RM thermal
ablation [4] [4]

G-David, CED global
credentialing

S-Vincente, HT
Surveillance

S-Y David, Hosp
Integrated Networks
RiskM

G-Nazeeh Alothmany, HT
counterfeit [2]

Greece: O- Malataras,
MD Vigilance

Brazil: O-Tsukahara,
Calil, RCA HF [3]

S-DMR, Radiology
report;

S-Easty, HT Risk Manage.
using Hum Factors [3]

Iran: O-Ramezani, case
study ESU [4]

S-Pallikarakis, HT
Surveillance and HT Reg
[3].

S-Santos, air
compressor
management [3]

S-Reatigui, Hosp
Accred Radiology [2]

WHO/Global China Africa Botswana Kenya Brazil

Wang et al.,
Global HTM, 2011 [1]

Zhou Dan, CE Cert.
Impact [1]

THET and CEASA
2015 [1]

Tlhomelang - HTM [1] Anyango—
Opth maint.
[1]

Santos, HTA
applied to
HTM [1]

Judd et al.,
Global HTM 2015 [1]

Taiwan: Chien, Intl.
HTM model [1]

15 countries #
Burundi, DRC

Uganda: Mulepo, HTP
and HTM for MOH [1]

Rugut—
HydroC Refrig
trg

Cuba:
Castro, HTM

Clark, CED e-Course
training [1]

Bhutan: Penjore,
HTM and HTA [1]

Cameroon,
Ethiopia; Ivory
Coast, Nigeria [1]

Sierra Leone: Kabia—
MOH HTM [1]

Tanzania:
Mwizu, HTM
[1]

Chile:
Acevedo,
Navy HTM
[1]

Cordero—Orbis
training [1]

Laos: Insal, HTM [1] South Africa:
Khalaf, HTM Math
[1]

Burkina Faso:
Emmanuel—MOH HTM
[1]

Werlein, incr.
mgmt. cap [1]

Dominica:
Williams,
HTM [1]

Hernandez et al., 2013
WHO [1]

Kyrgyzstan:
Agibetov - HTM [1]

Sudan: Hassan,
MOH HTM [1]

Benin: Soroheye - HTM
[1]; Gambia: Nyassi -
HTM [1]

Ghana:
Adjabu HT
Donations [1]

El Salvador:
Juarez, HTM
[1]

USA: Davis-Smith,
KP CE Staff Best
Practices [1]

Australia: Anne
L-Smith,
Endoscopy HTM [1]

Rwanda: Worm—
HTM and training
[1]

Togo: MCH Donations
[1]

Paraguay:
Galvin, HTM
[1]

Haiti:
Valliere, HTM
[1]

Kosovo:
Boshnjaku - HTM [1]

Saudi Arabia:
Alkhallagi: HTM
e-Library [1]

Zambia: Mullally
—HTM and
training [1]

Senegal: Sow, HTM
Qual. Management [1]

Puerto Rico:
Misla - HTM
[1]

Jamaica
Richards,
HTM [1]
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3.5.2 2017 = 26 More; 10 + Countries

3.6 e-Technology

3.6.1 2016 = 22 Total; 16 + Countries

3.6.2 2017 = 26 More; 10 + Countries

Africa China Italy Brazil Colombia

G-Worm,
Improved HTM Rwa,
Mal, Ben, DRC [2]

S-Lu He-qing, PM
fetal mon. [3]

S-Gemma, Italy WHO
CC re HTM [3]

G-Avelar, CE impact in
primary care [2]

S-Berrio, CE Finan.
Mgmt in Hosp. [3]

Ethiopia: G-Desta, HTM
[2]

S-Shaozhou
Guang HTR [3]

O-Bibbo,
Technical HTM [4]

S-Ferriera, Rain Forest HTM
[3]

O-Cruz, Optimal Maint
[4]

G-Desta, Warranty PM
[2]

Taiwan: S-Lin, MD
troubleshtg [3]

Romania: O-Corciova,
HTM [4]

S-Petsgna, HTM based Inv.
[3]

O-Torres, teach HTM
[4]

Benin: G-Soroheye, Eval
of devices [2]

O-Chen, in hosp HTM
[4]

Lebanon: G-Farah- St
George Hosp HTM [2]

S-Carneiro-HTM based on
Man.; S-Bascani, HTM [3]

Chile: S-Avendano,
HTM Un. Val. [3]

Nigeria: S-Esan, HTM
challenges [3]

Bangladesh:
S-Hossain, HTM in
MIC [3]

S-Farah, MD Repair,
Repl. [3]

S-Anderson, HTM
Apheresis [3]

Costa Rica:
S-Esquivel, HTM [3]

NGO: G-Smith, PATH—
HT contracts [2]

NGO: G-Worm,
Cordero, Role of
BMETs [2]

Bosnia and Herz:
O-Gurbeta-
Dialysis HTM [4]

S-Silva, Sphyg. Manual vs
Dig.; S-Neto Hosp. HTM [3]

Ecuador:
S-Matamoros, HTM in
Guayaquil [3]

UK: G-Basit, CE
apprentice [2]

Peru: S-Rivas, HTM
enhance quality [3]

S-Davoglio, CT tube life;.;
S–Pesregar, Mat Fet. HTM
[3]

Mexico: S-Fernandez,
HTM Priv Hosp [3]

WHO/Global India Spain/France Italy

Clark, HTM on-line trg LA and C [1]; Gentles,
Use of global CMMS [1]

Rausch, ICE data for HTM
[1]

Quintero, EHR GUI and
biosensors [1]

Tagliati, Int LIS in Lgiuria
Region [1]

Hernandez, CE-IT Trends LA and C [1] Sharma, CE IT in
Developing Countries [1]

Bulgaria, Greece Iadanza, CE from Developmt. to
Systems book [1]

USA Japan Malataras,
Bliznakov CMMS [1]

Colombia

Davis-Smith, Risk-KP CE-IT [1] RTLS for eq location Portugal Quintero, Intro IHE in LA and C

Grimes HT Cybersecurity [1] IFMBE Abreu, Virtual Sensor
Nodes [1]

Venezuela, Ecuador

Fraai, CE-ITI in EMR [1] Sloane, CED Global CE-IT
[1]

Slovakia: Jadud, MOH
e-cat. MD [1]

Intell. Sys for PT ID, Silva [1]

Sloane, Judd, Dig hospitals, Saudi Arabia,
Macedonia [1]

Knuma-Udah HT. Expert
systems [1]

Georgia: Ubiquitous
sensors [1]

Haiti: Judd, HTM strategies [1]

WHO/Global India Greece Brazil

G-Gentles et al., CMMS in LRC
[2]

G-Rausch, ICE data for HTM
[2]

G- Pallikarakis, Web CMMS [2] G-Melo Telecomm mobile
health [2]

G-Raab, CMMS in LRC [2] China Italy G-Melo, Tele-radiology in
Amazon [2]

G-Sloane, ICT Cybersecuirty [2] G-Bao Jiali, Mobile NCDs [2] S-Iadanza, Decision Support
systems [3]

S-Osmam, BI in HT
management [3]

(continued)
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4 Conclusions

Health Technology (HT) is vital to health; the dependence of
health, rehabilitation, and wellness programs on HT for the
delivery of their services has never been greater. Beyond the
ongoing healthcare burdens of population growth, political
and economic instability, disease management, disasters,
millions of refugees, accidents, and terror attacks, world
healthcare technological systems are facing enormous chal-
lenges to be innovative and optimally managed. The tran-
sition into health programs to the 21st century requires
trained competent clinical engineering professionals. This
paper describes the extensive study of published data on the
vast contributions by CE that positively impact patient out-
comes. This study shows that every region of the world
including low resource regions face a challenge of improv-
ing health services while facing varied levels of infrastruc-
ture and human resources challenges. CEs play vital roles in
all stages of healthcare technology life cycle management.
From creation to planning, and from commissioning to uti-
lization and integration; technology-based systems must and
can be managed for optimal performance. In each of the life
cycle stages requirements for trained and competent CE
input makes critical difference as shown in the analyzed
evidence reviewed here. It is our hope that government
agencies and other interested parties will have better
understanding of CEs role and thus will support their
inclusion in the healthcare team of professionals.
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Bed Management in Hospital Systems

E. Iadanza, A. Luschi, and A. Ancora

Abstract
The paper presents a design for a bed management
web-application to efficiently provide for the allocation of
beds inside hospitals to reduce the diversions (transfer
of patient in other ward or hospital) and thus the number
of outliers (patient admitted in not-right ward) which may
cause a longer length of stay. Information system helps
the role of Bed Manager to improve the performances of
the hospital-care flow optimizing the clinical paths. The
system itself analyzes the interaction between patients,
admission status and personnel in order to reduce the
length of stay and the cost of care for hospitals. The
application is designed to be linked to an existing facility
manager system to gather information about the number
of beds and their physical location in each room.

Keywords
Bed � Management � Hospital � Care

1 Introduction

Nowadays the increasing care demand together with existing
financial constraints force the hospitals to an efficient bed
planning which aims to reduce the length of stay of patients
without decreasing the quality of hospitalization and
healthcare.

A patient can enter the hospital via an elective admission
or via an emergency admission. The latter can imply to move
the patient to a proper bed, i.e. a bed located in the right
department according to his illness. The efficiency and speed

of this operation influences the further admission of other
patients at the A&E (Accident and Emergency Department)
with delays which can propagate through the workflow
affecting the whole process.

Therefore, hospitals must face a dimensioning problem
on the strategic level due to a limited budget and on the other
hand a planning problem on the operating level. This can
lead to patients admitted in non-proper ward because of a
lack of available proper beds. This type of patients are called
outliers and their treatment is harder than usual because of
their spreading throughout the whole premises with great
impact on physicians and nurses coordination.

Another issue which may negatively influence a patient’s
care-flow is the relocation to another hospital (diversion).
That may introduce significant delays in the process, and
therefore on patient’s proper care, especially due to lack of
correct procedures and communications between facilities
[1] (Fig. 1).

1.1 Bed Cycle

United States’ Agency for Health Care Research and Quality
AHRQ subdivides hospital’s beds in 11 classes:

• Intensive Care Unit
• Burn Intensive Care Unit
• Pediatric Intensive Care Unit
• Ward
• Pediatric Ward
• Psychiatric Ward
• Isolation Ward
• Operating Room
• Awakening Room
• Transition between ICU and ward
• Telemetry

A proper bed management aims to maximize the
throughput for each one of these category, which obviously
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have different bed cycles that must instead be minimized.
Bed cycle is defined as the time which takes between two
successive discharges of two different patients for the same
bed [2].

All the operations and procedures which take place
between a discharge request and its effective implementation
must be minimized (notification, cleaning, assignment,
transportation). This implies that every single actor (nurses,
physicians, housekeeping staff) knows exactly what to do
and how to activate the following step.

Bed Management Information Systems (BMIS) helps the
Bed Manager to improve the process and to give information
about criticalities and bed cycle minimization (Fig. 2).

2 Methods

The scope of this work is to implement a BMIS as an
interface with a Workflow Management System (WMS) to
rely on already existing information about spaces, rooms and
technologies [3, 4, 5].

The application’s main goal is to collect updated data
from given stakeholders [6], aggregate and evaluate them,
and then make the outputs available to the Bed Manager.
Examples of possible outputs are the planned discharges,
available beds grouped by category, number of outliers and
available staff. The output must therefore be a dynamic
representation of the actual status-quo.

Five user typologies are identified, each one with a ded-
icated panel of the application: nurse, housekeeping staff,
ward physician, ED physician and bed manager.

Nurses usually have the most massive amount of infor-
mation about the actual bed status and they must share them
with the bed manager via the system. Housekeeping staff
must be notified by nurses to begin the cleaning operation
for a bed and then notify back its conclusion. Ward physi-
cians have to feed the system with predicted length of stay of
the patient according to Diagnosis Related Groups
(DRG) standard. ED physician accesses the system to
visualize the actual number of available beds so that he can
easily decide if a patient could be moved to an inner ward or
not.

The system relies on 12 main functions, shortly described
in the following table, which are grouped in 3 categories:
data entry, interface and evaluation/presentation (Table 1).

3 Results

The following application’s screenshot (Fig. 3) shows the
bed status for the Cardiology Ward.

The red cell identifies the occupied beds, the yellow ones
are for a free but not yet cleaned beds, and the green rows
represent available beds. The pie chart on the right summa-
rizes the bed availability for the ward while on the top header
there are shortcuts for the Elective Patients list section, the

Fig. 1 Proper hospital care flow

Fig. 2 Bed management process
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Waiting Lists, the Bed Availability and the Critical OU, i.e.
the wards with more than 85% of occupied beds.

The following image shows the ED Requests. Here the
Bed Manager views a list of all the admission requests made

by the ED Physician and authorizes them to a specific bed of
a specialized ward according to the information about the
emergency admission [7], the bed status and localization
retrieved from the WMS (Fig. 4).

Table 1 List of BMIS’s main functions

Function name Description User/Data Category

LOS Predicted length of stay Ward physician Data entry

Cleaning status Bed cleaning progress Housekeeping staff Data entry

Bed status Bed status in terms of availability Nurse Data entry

ED request Request of emergency admission ED physician Data entry

Waiting list List of emergency admission in order of priority Ward and ED physicians. Bed
manager

Data entry

Bed Bed number for ward WMS Interface

Bed
Availability

Actual and future bed availability LOS, Bed status, ED request,
Waiting list, Bed

Evaluation and
presentation

Predicted bed
availability

Admission management Elective and emergency
admissions

Evaluation and
presentation

Bed typology Incompatibility between bed typology and patient’s illness WMS, physician and nurse Evaluation and
presentation

Patient A list of data about the patient: LOS, expected discharge,
registration info, cleaning and transportation

Nurse Evaluation and
presentation

ED request
response

A complete response to the ED Requests Bed manager Evaluation and
presentation

Fig. 3 Bed status for the Cardiology Ward

Bed Management in Hospital Systems 315



4 Conclusions

The designed BMIS aims to help the duties of the Bed
Manager and let him make easier, faster and more accurate
decisions. Even though the system has been developed
together with nurse, physician and bed manager to best fit
the actual users’ requirements, it is still in a test phase in
Le Scotte Hospital in Siena (Italy). Feedbacks and prob-
lematics are being recorded [8, 9] so that an official release
could be developed in short time introducing the possible
feature of decisional support algorithms with machine
learning.
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Navigation Algorithm for the Evacuation
of Hospitalized Patients

E. Iadanza, A. Luschi, T. Merli, and F. Terzaghi

Abstract
The paper presents a model to support evacuation plans
design for fire emergency management in healthcare
facilities. It relies on existing path analysis algorithms
such as Dijkstra and fire propagation simulation, also
evaluating the level of criticality typical of healthcare
facilities such as patients’ speed based upon their illness
and admission and architectural structure of wards. The
algorithm automatically evaluates the safest evacuation
path (which may not coincide with the shortest) for single
typology of patient (ambulating, partially-ambulating,
completely non-ambulating, auto-sufficient or not) and
inpatient unit (ICU, ordinary ward, short-observation
unit) in relation to the position of the fire trigger. The
results of the algorithm are shown by using
SVG-rendered graphic of existing hospital’s layout.

Keywords
Fire � Evacuation � Hospital � Care � Navigation

1 Introduction

When it comes to approach the safety evaluation for
facilities, there are a series of events which must be
considered to prevent workers from accidents and injuries.

Prevention and protection in working environment is
crucial and all the events which may cause damages to
people (and to devices) must be identified, evaluated and
eventually corrected. National and international regula-
tions legislate on it and fire emergency is one of the
highest and most dangerous aspect. Healthcare facilities
like hospitals have a lot of technologies and procedures
which involve combustible and oxidizing materials as
well as ignition sources (MRI, CT, PET, bovies,
thermos-ablation, etc.).

There are two main aspects of fire prevention: the first is
about the technical and behavioral applications to prevent
the ignition and to eventually detect and then extinguish the
fire in its early stage (active protection); the second instead
is toward the safe evacuation of the building once the fire
has reached the flash-over and active protection has failed
(passive protection). During this phase all the people inside
the hospital must be safely evacuated, regardless of the
reason they were in (physician, nurse, technicians, patients,
visitors). However, while internal staff know the structure
and how to move through, external people must be cor-
rectly led to the nearest emergency exit. Moreover, patients
usually cannot walk properly and may need additional help
during the evacuation according to their illness: this may
imply the transportation of vital support systems and a
subsequent decrease of evacuation speed. As a result, the
interconnections among different users, speeds, spatial
knowledge and spatial configuration lead to congestion
issue.

This work aims to develop a consistent algorithm to
evaluate the safest evacuation path in case of fire, according
to the described factors: typology of user, speed, spatial
position of ignition, fire and smoke propagation and
congestion.
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2 Methods

2.1 Shortest and Safest Escaping Route

The first approach is to determine the shortest and safest
route from a given point on the evaluated floor and the
nearest emergency exit. This can be easily evaluated using a
modified Dijkstra’s algorithm [1]. An interconnected
weighted graph is made on the CAD map of the floor: the
weight represents the length of the path and the arrows
between two different nodes indicate if the path can be
travelled only toward or even backward. Then an adjacency
matrix is implemented and used to evaluate the shortest path
between a starting and an ending node (Fig. 1).

In case of multiple emergency exits the process is iter-
ated among all the possible ending nodes (exits) and the
shortest path among all the shortest paths to each exit is
then chosen.

This approach does not take in consideration the spatial
localization of the fire and how it is evolving. Therefore, it is
crucial that a sensor system is installed on every node (each
node represents a room o portion of an alley) and that it can
communicate with all the other sensors along the possible
escaping paths [2, 3]. The sensor must measure all the
parameters that change during a fire such as temperature,
humidity, air pressure and smoke density. If one of these
measurements overcomes a threshold safety value, the node
which the sensor is related to will be excluded from the
graph. If the item was still in the group of the usable nodes,
then the algorithm re-calculates to find another path which
will now not include it. Therefore, the safest path might not
be the same as the shortest, because it will result in the

shortest path among all the safe nodes, i.e. the ones with all
the values below the threshold.

2.2 Speeds

Asmentioned above, different users inside a hospital may have
different movement speeds according to their illness and ther-
apy they are undergoing. According to the destination of use of
a room, together with the activity area of the department which
the room belongs to, it is possible to determine the typology of
patient and if it is plausible that he could be connected to a vital
support system. All these factors affect the average speed of
evacuation for that given roomwhich is an input to the designed
algorithm according to the following table (Table 1).

2.3 Congestion

The evacuation time increases with the number of persons
that must be evacuated and can be assimilable to the flow of
a fluid in a hydraulic model [4] according to the formula:

t ¼ N

D � V �W ð1Þ

where N is the number of people, D is the density of people,
V is the speed evaluated at 2.2 and W is the width of the
alleys crossed during the evacuation. The time t is in sec-
onds. The total time of evacuation is given as a sum up
between the escaping time of the first evacuated person and
the rest of the people and must be less than the maximum
admitted law values [5].

3 Results

The algorithm has been implemented on the San Luca
Nuovo building of the Careggi Hospital in Florence (Italy)
[6, 7]. Information about the destination of use and
activity for single rooms, together with the expected
number of persons (deduced from the number of beds, the
time of the day and the scheduled visit program) is taken
from the hospital WMS [8, 9, 10]. Pyrosim [11] has been
used to simulate the propagation of a fire event and the
evolution of the measurement parameters presented in 2.1
(Fig. 2).

Fig. 1 Example of an interconnected weighted graph
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Table 1 Different speeds for different types of patient

Subject group (number) Mean (m/s) Standard deviation range (m/s) Range (m/s) Interquartile range (m/s)

All disabled (n = 107) 1.00 0.42 0.10–1.77 0.71–1.28

With locomotion disability (n = 101) 0.80 0.37 0.10–1.68 0.57–1.02

No aid (n = 52) 0.95 0.32 0.24–1.68 0.70–1.02

Crutches (n = 6) 0.94 0.30 0.63–1.35 0.67–1.24

Walking stick (n = 33) 0.81 0.38 0.26–1.60 0.49–1.08

Walking frame or rollator (n = 10) 0.57 0.29 0.10–1.02 0.34–0.83

With out locomotion diability (n = 6) 1.25 0.32 0.82–1.77 1.05–1.34

Electric Wheelchair (n = 2) 0.89 – 0.85–0.93 –

manual wheelchair (n = 12) 0.69 0.35 0.13–1.35 0.38–0.94

Assisted manual wheelchair (n = 16) 1.30 0.34 0.84–1.98 1.02–1.59

Assisted ambuiant (n = 18) 0.78 0.34 0.21–1.40 0.58–0.92

Fig. 2 Shortest route with no fire event in place

Fig. 3 Shortest safest route with a fire event in place
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The starting node is a pulmonary outpatient. The WMS
outputs a room surface of 19 sqm with a density of 0.2
person/sqm for the pulmonary ward. Thus, the number of
people to evacuate is 4. The average speed is 1.2 m/s. The
shortest route is about 30 meters long. According to (1) the
average speed is reduced due to congestion to 0.98 m/s. The
total escaping time is about 30 s (Fig. 3).

By introducing a fire event with an ignition in a nearby
room, the algorithm re-calculates the escaping path because
the fire would reach the nearest exiting mode before all the
evacuated people (according to the example, all the 4 per-
sons must safely reach the exit). Due to the longest and
different path, the congestion parameter will be also recal-
culated. The new escaping time is about 47 s for a route of
about 46 meters.

The escaping times can be compared to the maximum
time admitted by the law [5] verifying their matching to the
threshold (60 s for a path of 30 m and 300 s for a path of
46 m).

4 Conclusions

The algorithm finds its place of usability both for planning
and verifying purposes. In fact, it can be used in develop-
ment phases to design a correct layout for the emergency
exits, and in later analysis to verify the accuracy and the
compliance of the evacuation plans. However, the algorithm
relies only on mathematical factors which by theirselves
cannot fully describe all the human behaviors during a fire
emergency. Therefore, the algorithm must be intended just
as a decision support system because human validation of
the obtained outputs is always needed.
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A Decision Support System for Chronic
Obstructive Pulmonary Disease (COPD)

Ernesto Iadanza and Vlad Antoniu Mudura

Abstract
Obstructive chronic obstructive pulmonary disease
(COPD) is a respiratory disease characterized by a
chronic air flow limitation and associated with major
economic and social problems. In an attempt to find a
solution to these problems, numerous systems of clinical
decision support for the management of patients with
COPD have been developed in recent years. In particular,
systems based on machine learning algorithms have been
developed with the aim of monitoring the health status of
patients and foreseeing and preventing exacerbations and
hospital admissions. An in-depth research into scientific
literature has shown that, in the state of the art, these goals
have not yet been met and the performance of the current
systems is not clinically acceptable. The aim of this work
is the design and implementation of a new clinical
decision support system that can at least partially fill the
gaps present. The first step in the work was to try to
replicate the performance of support systems for similar
decisions, already present in scientific literature. Using
the physiological parameters acquired by 414 patients
using respiratory function tests, two predictive models
were made using the same machine learning algorithms
(neural network and support vector machine). The
performance obtained was comparable to those of the
scientific literature. The next step was to create a new
predictive model, with superior performance to previous
models. The machine learning algorithm chosen is C5.0.
The performance obtained was significantly better than
the two previous models. The new predictive model was
implemented within a user interface, implemented in Java

programming language, the COPD Management Tool.
The software developed allows the evaluation and
classification of the results of respiratory performance
tests, with excellent performance, compared to the current
state of the art and can therefore be used in many clinical
applications.

Keywords
DSS � COPD � Machine learning

1 Introduction

Chronic Obstructive Pulmonary Disease (COPD) is a res-
piratory disease characterized by a chronic airflow limitation
and associated with major economic and social problems.
COPD is classified as the fourth leading cause of death in the
world and in absence of countermeasures aimed to reduce
risk factors it is expected to become the third leading cause
of death by 2030 [1]. In 2015 there were 3.2 million deaths
associated with COPD and the estimated global prevalence
of COPD was about 175 million [2]. From an economic
point of view, only in the United States, the annual estimated
costs associated with COPD are about 50 billion dollars. In
the next years, costs are expected to rise dramatically toge-
ther with prevalence. Costs increase with increasing severity
of the disease and most of them are linked with hospital
admissions which in turn are mainly caused by exacerbation
episodes [3].

In an attempt to find a solution to these problems,
numerous clinical decision support systems (CDSSs) for the
management of patients with COPD have been developed in
recent years [4]. In particular, systems based on machine
learning algorithms have been developed with the aim of
monitoring the health status of patients and foreseeing and
preventing exacerbations and hospital admissions [5]. An
in-depth research into scientific literature has shown that, in
the state of the art, these goals have not yet been met and the

E. Iadanza (&) � V. A. Mudura
Department of Information Engineering, University of Florence,
Florence, Italy
e-mail: ernesto.iadanza@unifi.it

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/3, https://doi.org/10.1007/978-981-10-9023-3_57

321

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_57&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_57&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_57&amp;domain=pdf


performance of the current systems is not clinically accept-
able. The aim of this work is the design and implementation
of a new CDSS that can at least partially fill the current gaps.

2 Materials and Methods

2.1 Data

In order to train, validate and test the decision support sys-
tem, data from 414 patients affected with COPD and
obstructive ventilatory defect were acquired using pul-
monary function tests. The following physiological param-
eters were acquired: Forced Expired Volume in one second
(FEV1), Forced Vital Capacity (FVC), Slow Vital Capacity
(SVC), FEV1/FVC ratio, FEV1/SVC ratio, Forced Expired
Flow at 25–75% (FEF 25–75), Peak Expiratory Flow (PEF),
Vital Capacity (VC), Total Lung Capacity (TLC), Residual
Volume (RV), Functional Residual Capacity (FRC), Expi-
ratory Reserve Volume, Diffusing Capacity (DLCO), Alve-
olar Volume (VA) and DLCO/VA ratio. All these

parameters were measured before and after bronchodilation.
Other parameters were patients’ age, height, bodyweight and
sex. According to these parameters five expert pneumolo-
gists evaluated the severity of each patient’s ventilatory
defect and classified it as mild, moderate or severe.

2.2 Data Analysis and Predictive Model Training

Data were processed and analyzed using IBM SPSS
Modeler 18.1 [6]. The aim of this phase was to develop a
predictive model able to classify the patients’ ventilatory
defect in three categories (Mild, Moderate and Severe)
according to the values of the physiological parameters
previously described.

The first step was to try to replicate the performance of
support systems for similar decisions, already present in
scientific literature. Most of these systems and, in particular,
the ones which reached better performances in terms of
predictive accuracy, sensitivity and specificity were trained
using Neural Networks and Support Vector Machines [7, 8].

Fig. 1 COPD management tool user interface
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Therefore, we used those machine learning techniques to
train two different predictive models. We then calculated the
performances of these predictive models in predicting the
severity of patients’ ventilatory defect.

Next step was training a new predictive model with better
performances. In order to identify the most suitable machine
learning technique for our data, IBM SPSS Modeler’s auto
classifier node was used. Performances of various machine
learning techniques were compared: CART, Random Forest,
QUEST, CHAID, Bayesian Networks, Logistic Regression,
C5.0, KNN and others. The best performances were reached
by the C5.0 algorithm. We therefore concluded that C5.0
was the most suited algorithm for our data. Finally, we
trained a predictive model using the C5.0 algorithm and
compared its performances with those reached by the pre-
dictive models trained with the Neural Network and the
Support Vector Machine.

2.3 Predictive Model Implementation

The predictive model trained with the C5.0 algorithm was
implemented within a user interface, implemented in Java
programming language, the COPD Management Tool.
A demonstrative view of the COPD Management Tool is
shown in Fig. 1.

3 Results

Results and performances related to the three predictive
models, respectively trained using Neural Network, Support
Vector Machine and C5.0 algorithms, are reported in the
tables below (Tables 1, 2 and 3).

4 Conclusions

Performances obtained with the Neural Network and the
Support Vector Machine are comparable with those of the
scientific literature. Performances obtained with the C5.0
algorithm are significantly better than those obtained with
the two previous model.

The proposed approach, designed with the same sys-
tematic approach used in previous works from the authors
for a Cardiac Heart Failure CDSS [9–13], allows the eval-
uation and classification of the results of pulmonary function
tests, with excellent performance, compared to the current
state of the art and can therefore be used in many clinical
applications.
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Virtual Course for the Americas: Healthcare
Technology Planning and Management Over
the Life Cycle

Tobey Clark, Alexandre Lemgruber, Rossana Rivas, Francisco Caccavo,
Tatiana Molina Velasquez, and Javier Comacho

Abstract
Clinical engineers are well suited as healthcare technol-
ogy planning and management leaders working with
stakeholders from clinical, administrative and other
healthcare professions. However, education and training
in this topic for healthcare professionals is limited outside
the high income, developed countries. To provide acces-
sible training and education to the low and middle income
countries, a 100% virtual course, Healthcare Technol-
ogy Planning and Management, was developed by the
Technical Services Partnership—University of Ver-
mont USA, a WHO Collaborating Center for Health
Technology Management, to teach students on best
practices to follow over the healthcare technology life
cycle: assessment, replacement, budgeting, acquisition,
deployment, training, patient safety, compliance and
maintenance. The global state of medical devices,
information systems and the convergence of technologies
is part of the learning along with the setup and operation
of a clinical engineering department in a healthcare
system. The Healthcare Technology Planning and Man-
agement bi-lingual course was first taught on the Pan
American Health Organization Virtual Campus for Public
Health in 2015 to participants from the Caribbean and
Latin America countries. The course was conducted a
second time over a 15-week period in 2017. Overall, 96
students have successfully completed the course. The

course showed significant interaction and engagement by
participants in discussion boards and forums. For the next
course session, it is hoped that the course will be
translated to Portuguese with adaptation to Brazil to allow
a three language offering. Also live workshops focused on
solving real life healthcare technology challenges in the
Americas are planned.

Keywords
Online course � Clinical engineering
Healthcare technology � Technology planning
Technology management

1 Introduction

1.1 Background

Healthcare technology is rapidly expanding in Latin Amer-
ica and the Caribbean countries. Health systems are under-
standing better the relevant influence of healthcare
technology based on clinical, ethical, social, and economic
health outcomes. Donations from developed countries of
new and used equipment continue and vendors are eager to
sell equipment and expand to this growing area.

In developing countries, reaching the full potential benefit
of medical technology is difficult. Limited maintenance
budgets and weak after sales support from manufacturers
and distributors are all too common in addition to a deficient
level of knowledge in the of the health staff and decision-
makers.

To give developing nations the skills and tools to posi-
tively change this area, capacity building directed toward
healthcare leaders including engineers, physicians, nursing,
technical and administrative staff is necessary.

Online training is rapidly advancing worldwide due to the
availability of communication networks and devices
including computers, tablets and smartphones. The
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educational resources of the World Wide Web are tremen-
dous, there are no costs or lost time for travel to a classroom,
and online training’s asynchronous nature allows maximum
flexibility for study and assignment completion time.

Virtual education was successfully applied by the
University of Vermont in technical courses for the Americas
beginning in 2007 [1]. Through grant funding (Pan Ameri-
can Health and Education Foundation), two online, interac-
tive courses were developed for technical and clinical staff in
hospitals—Patient Care Equipment and Technology, and
Advanced Medical Equipment Systems. Faculty from
University of Vermont, Pontificia Universidad Católica de
Peru, and Universidad CES collaborated to produce and
offer the courses in English and Spanish. Over 1000 students
from 39 countries have taken these courses at the universities
noted along with UTN Mendoza (Argentina) and on the Pan
American Health Organization Virtual Campus for Public
Health [2].

1.2 Healthcare Technology Planning
and Management Course

A healthcare technology planning and management course
was originally developed by Tobey Clark in 2008 and has
been taught annually at the University of Vermont USA. In
2015, the course was placed on the Pan American Health
Organization’s Virtual Campus for Public Health. The
Spanish version co-authored by Tobey Clark and Rossana
Rivas using the content of the English course translated and
adapted to Latin America with additional content created by
Rossana Rivas. In 2015, Rivas and Clark taught the Spanish
and English versions of the course respectively.

The Healthcare Technology Planning and Management
online course provides students with a basic understanding
of the principles of healthcare technology planning and
management [3]—assessment, budgeting, acquisition,
deployment, education/training, patient safety, maintenance,
and replacement/disposal. Planning and management is
focused on medical devices, clinical information systems,
and converged technologies. Clinical engineering depart-
ment setup, attributes and resources are presented along with
the profession and global activities.

1.2.1 Learning Objectives

• To give students a basic understanding of the guiding
principles of healthcare technology planning and
management

• Provide a methodology for improving the quality of
medical devices, clinical information systems and con-
verged technology through planning and management

• Help students better communicate with technical staff,
clinicians, regulators, administrators, and technology
vendors.

• Develop the participant’s interest, provide the tools for
planning, managing and solving healthcare technology
issues, and prepare them for further study and more
advanced application of the principles.

1.2.2 Prerequisites
It is recommended that the student have completed univer-
sity level courses in business, technology, engineering or
management and have one-year experience in management
or administration with responsibility for some aspect of
healthcare technology.

1.2.3 Methods
The course utilizes web-based content including text, pho-
tos, diagrams, flow charts, other figures, video, audio, links
to other websites, and other web attributes to deliver content
to students.

1.2.4 Course Assessments
The assessments consist of five quizzes, two exams, three
reports, and five interactive discussion question. The keys to
course engagement are the communication between stu-
dents, and student’s interaction with instructors—the dis-
cussion questions fostered this behavior.

2 2017 Course Results

2.1 Background

The 2017 PAHO Virtual Campus for Public Health course
began on September 11, 2017 and ended on December 10,
2017. The student selection process was coordinated from
the PAHO Washington DC office and involved interaction
with the PAHO regional and country offices in the Americas.
Thirty-seven students registered for the English course from
ten nations primarily in the Caribbean. Fifty-eight students
from eighteen Latin America countries registered for the
Spanish course. There was a course coordinator-professor
for the Spanish course and two tutors—with one professor
teaching the students in the English course while providing
overall academic coordination for both courses. General
coordination was provided by the PAHO Washington, DC
office with platform services from PAHO Panama for the
Virtual Campus for Public Health. The student’s professions
included engineers (39%), physicians (25%), biomedical and
information technology technical staff (11%) with the
remaining students from administration, pharmacy, eco-
nomics, nursing, physics, dentistry, and architecture. (Fig. 1)
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2.2 Course Completion

Of the original 95 students registered, 64 successfully
completed the course. There were a number of students who
after registering, never attended. Other students left the
course due to work-course conflicts for reasons such as
travel especially to remote areas, health problems, and dis-
asters occurring during the course including hurricanes Irma
and Maria affecting the Caribbean.

The final grading for the 67% of the students who suc-
cessfully completed the course is below: (Table 1)

2.3 Course Evaluation

The course evaluation by sixty-two students provided the
following results based on the thirteen question evaluation at
the end of the course was:

• 95% or greater strongly agree/agree regarding questions
on instructor knowledge, course well organized, course
content valuable, assignments contributed to learning,
clear objectives, grading understood, instructor con-
tributes to online discussions; course valuable in
improving career, met expectations, recommend the
course; take another course with instructor. 95% or
greater rated the course and instructor excellent or
satisfactory

2.3.1 Course Highlights

• Discussion question answers and response to other par-
ticipants at an exceptional level; Average of 2.5 quality
posts by each student for each discussion question with
constructive responds to other students showing out-
standing interaction leading to high value.

• Report quality was very high for most students com-
pleting the course showing not only their strong back-
grounds as working managers, but also engagement in
the course.

• The class was dynamic, and the students kept in good
communication with tutors and coordinators. The stu-
dents affected by technical issues collaborated with the
platform technical staff to solve problems.

2.4 Difficulties

• The quizzes and exams were not always completed in a
satisfactory fashion due to participant’s internet problems
and virtual campus issues along with unfamiliarity with
the content. All issues were rapidly resolved by the
PAHO Virtual Campus team.

3 Comparison Between the 2015 and 2017
Courses

3.1 Background on the 2015 Course

The Healthcare Technology Planning and Management
course was first offered on the PAHO Virtual Campus for
Public Health over eleven weeks from September to
November 2015. The initial registration of the course was 52
with 32 successfully completing the course. The grading was
at a lower level with an overall pass rate of 59% with only
44% achieving Passed with Excellence or Distinction. The
course and instructor rating were slightly lower than the
2017 course. The primary improvements suggested were to
increase the course from ten weeks to fifteen weeks due to
the heavy workload, for instructors to interact more with the
students on the discussion boards, and improve the internet
and platform reliability. All suggestions were implemented
in the 2017 course.

4 Conclusion and Future Steps

Recommendations for improvement in the next course
include:

Fig. 1 Distribution of course participants by professional background

Table 1 Grade distribution

Grading English Spanish Total

Passed with excellence (<90 points) 8 12 20

Passed with distinction (<80 points) 15 14 29

Passed (<70 points) 1 14 15
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1. Highlight more practical elements of HT planning and
management by providing more real life case studies
from Latin America and the Caribbean to complement
principles.

2. The course intensity is difficult for some students. Due to
the high degree of interaction and networking taking
place on the discussion board, this high value area should
be weighted more strongly.

3. Add additional webinars to the course as this promotes
strong interaction and networking.

4. Correct platform problems especially those related to
long exams.

The courses showed significant engagement by partici-
pants in a very relevant, timely and high impact area—
healthcare technology planning and management. Students
used real world examples of their healthcare technology
planning successes, challenges and experiences in postings
to the discussion board and forums. Reports provided flex-
ibility in topics to allow students to present problems in their
countries and discuss potential solutions. Feedback from
course participants indicates that they wish to use the course
learning to train others in their health system in the concepts

presented, apply the knowledge for projects such as imple-
mentation of electronic health records, policies for acquisi-
tion requests, criteria for equipment replacement, and
expanded resources for maintenance based on justification
from the course.
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Model HTM Application in Failure Analysis
for Air Compressors in the Dental Service
of Primary Health Care

Priscila Avelar and Renato Garcia

Abstract
This study presents a failure cause analysis in medical air
compressors in dental services of primary health care in
Santa Catarina, Brazil. The study classifies failures, from
2007 to 2016, associated with the three domains of the
methodology developed for HTM: Human Resources
(DHR), Infrastructure (DI) and Technology (DT). From
these failures, 58% were associated to DT, 31% to the
HRD and 11% to the DI. Data collection was from the
HTM Information System of the IEB-UFSC CE and the
application of HFMEA. This analysis identifies which
failures are related to wear of parts due to their life cycle
in DT. In the DI, the causes were the lack of electrical
protection and inadequate electrical wirings with manu-
facturers and technical standards. In DHR, the lack of a
manual purge procedure is a cause of failure. As a result, a
checklist for functional equipment verification was
implemented during the CE technical inspection, which
identifies fault conditions and associated domains.
For DT, a preventive maintenance program was imple-
mented to replace oil and shorter its service life. In order
to reduce the failures associated to the DI, adjustments
were made in the compressor shelters with installation of
electrical protection and resizing of the electrical system.
For the failures associated with the DHR, didactic
materials were developed for training with a proposal to
improve operational routine, best practices and an instal-
lation program of automatic purger in units of greater
demand for dental service. The results of these actions led

to a reduction in the occurrence of failures and validated
the application of HTM model developed for Primary
Health Care is important contribution for add quality to
primary health care system.

Keywords
Primary health care � Clinical engineering
HTM dental service

1 Introduction

The Brazilian MoH establishes in 2003 the National Health
Policy, in which from the Brasil Sorridente Program seeks to
guarantee promotion actions, prevention and recovery of
oral health with expanded access to dental treatment, free of
charge to Brazilians, through the Unified Health System
(SUS) [1, 2].

In order to meet the epidemiological demands in den-
tistry, the primary health care system is structured by support
units—health care centers—and reference centers—Dental
Specialties Centers (CEA) and Immediate Care Units
(UPA)—shown in Fig. 1. These structures are composed of
different technological densities and function as a filter
capable of organizing the flow of services in Primary Health
Care System—HCS, from the simplest to the most complex.

The dental compressor is the main mean of supplying
compressed air for the operation of the dental chair (pneu-
matic dental chair systems) and its components (dental and
suction fittings). The technology management processes
developed by Clinical Engineering seek to verify the con-
formity of the equipment from the analysis of causes
involving failures, classified by the domains of human
resources, infrastructure or by the technology itself.

This methodology, consolidated for the Clinical Engi-
neering HTM model development by IEB-UFSC [3],
establishes and implements actions in these domains that
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result in effectiveness, reliability and safety of the techno-
logical process and the fulfillment of health care demands.

The Health Technology Management (HTM) model,
developed by IEB-UFSC Clinical Engineering, establishes
and implements actions in the areas of human resources,
infrastructure and technology. These actions seek as a result
the effectiveness, reliability and safety of the technological
process in health care.

In order for technology to have an impact on health care
service quality, the technological process in health care is
evaluated in order to obtain an infrastructure that provides
the safe operation of medical equipment, the adequate and
safe use of technologies by human resources, and the
knowledge life cycle technologies to better plan and evaluate
their cost-effectiveness.

The Clinical Engineering of the IEB-UFSC has validated
and applied the HTM model for more than 15 years with the
State Secretariat of Health of Santa Catarina [4–6] and in
PHCS about 10 years in the primary health care centers of
the Municipal Health Secretariat [7–9]. During this period,
different peculiarities were identified of the HTM model
applied in PHCS in relation to those practiced in Hospitals,
such as logistics of technical visits to the sectors, complexity
of the equipment, management and management processes,
considering the three levels of attention among others.

The problems involve the inefficiency of the dental ser-
vice by the dental compressor, are associated with several
factors of human resources in the inadequate use due to little
knowledge of the use of the technology and the lack of care
regarding the water drainage procedure of the equipment; of
infrastructure due to electrical installations without protec-
tion systems; and technology the frequency of failure due to

wear of the parts caused by improper dimensioning of
equipment for a dental office and the unavailability of the
technology.

This study aims to present a cause-of-failure analysis of
dental compressor equipment associated with the context of
primary health care dental services based on this HTM
model, in the Florianópolis city PHCS, Santa Catarina,
Brazil, is composed of 63 health care units distributed in 5
regional (north, south, east, center and mainland) and 4
sanitary districts (north, south, center and mainland) which
manage the health care units.

2 Methodological

The methodology, based on a structural model, Fig. 2, is
based on out HTM model [3] and in HFMEA tool applica-
tion [10, 11].

For contextualization of the problem is necessary to
know the technological process in which the dental com-
pressor is inserted. This stage was based on bibliographic
references that show studies on dental service and HTM in
PHCS.

After the contextualization of the research and description
of the technological process in the study, data were collected
in the Clinical Engineering Information System for the
period from 2007 to 2016. Data obtained from Service
Orders were classified according to the domains of the HTM
model and identified potential causes of failure that sup-
ported the application of the HFMEA tool.

The application on out HTM model made it possible to
know the history of failures that have impacted the dentistry
service unavailability.

In the application of the HFMEA, after the definition of
the analyzed process, it followed with: (1) identification of
the failure modes being written the problem and its non-
conformities; (2) potential consequences of the defect by
seeking a brief description of the consequence that may
occur; (3) prioritizing the failures through the level of risk,
classifying and assigning weights as to the occurrence of the
cause and seeking to identify the frequency of appearance of
the defects for a given sample and the severity of the effect
with the severity weighting in terms of failure effect. Failure
detection has been weighed against the ability to detect
failure before it reaches the clinical body, the ability to detect
the defect during preventive and corrective maintenance;
(4) Preventive actions in search of solutions to minimize
failures.

With the results of the preventive actions by the HFMEA,
it was structured in the PDCA cycle the actions in our HTM
model implemented in the health care units of the PHCS in
Florianópolis city, Brazil.

Fig. 1 Structure of primary health care system (PHCS) in Brazil
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With the results of the preventive actions by the HFMEA,
it was structure in the PDCA cycle the actions in our HTM
implemented in the health care units of the PHCS in Flori-
anopolis city, Brazil.

3 Results

In the analysis of the history of dental compressor man-
agement, from 2007 to 2016, 58% of clinical engineering
activities involved technical problems of the technology
itself, 31% of inappropriate use for human resources and
11% of problems with electrical network.

In addition to themanagement history classification inHTM
domain, the HFMEA application made it possible to identify
the incidence and repeatability of failure reasons. In Fig. 3, it
presents the main problems and occurrence regarding the
failures that caused repairs and corrective maintenance.

The CE aimed at achieving the reliability, effectiveness
and safety of the technological process in dentistry, estab-
lished short and medium term actions at the health care units
of the PHCS. As shown in Fig. 4, actions in the HTM
domains were structured in the PDCA Cycle and checked
the results by indicators.

Fig. 2 Structural model:
methodology application in the
study of dental compressor
failures in primary health care
systems

Fig. 3 Main faults that caused repairs and corrective maintenance of
the dental compressor and results regarding the application of HFMEA
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With failure modes and classification by the three
domains of the HTM model, it was possible to identify that
human resource failures were related to the periodic change
of professionals in the clinical area.

Examples of the action implemented by the CE were the
installation of automatic purger or automatic drainage of
water from the equipment reservoir, in units of greater
demand of dental care. Operational manual drainage of
water was performed in the absence of automation of the
process, and distribution of flyer of best practices of con-
servation of the equipment. The installation of the auto-
matic purger provided an 80% reduction of water drainage
failures.

The problems with infrastructure of the dental compressor
shelters are considered the most challenging, because of the
non-conformity of the buildings (shelter) with technical
regulations. The recurring failures caused by overloading
voltage, current and oscillation of the grid, resulting in the
issuance of technical advice to adapt the electrical network
equipment shelters. In the shelters were installed electrical
protection system and resized the electrical system for better
equipment performance.

As for technology, incorporation studies with issuance
of technical report were presented to health care managers.
The diagnosis of the current situation of the dental com-
pressor park allowed establishing the planning of acquisi-
tion of new equipment to replace the equipment at the end
of its useful life. It was also implemented a functional
checklist by CE in order to minimize corrective mainte-
nance and identify fault conditions and associated domains.

The implementation of the checklist allowed the stan-
dardization of the diagnosis of failures by the technical
team of Clinical Engineering.

4 Conclusion

The process of identification and classification of dental
compressor failures was performed by applying an analysis
according to the criteria of the three domains is based on out
HTM model and the HFMEA tool.

The application of the HTM model with the HFMEA tool
provided the adequacy of the Clinical Engineering processes
that sought: to reduce the failure to use the equipment
improperly through operational training and installation of
automatic purger; adequacy of infrastructure in the installa-
tion of electrical protection system and decision making in
the renovation of the technology park.

The results of these actions led to a 30% reduction in the
occurrence of failures and in the decision making process
for the acquisition of new dental compressors. These
actions allowed the validation of the HTM model and a
contribution in the improvement of the dental services in
PHCS.

This applied research, evidenced that there is not a single
tool capable of answering all the problems of the CE in
HTM activities. As observed, the management domains were
associated to the HFMEA to support management decision
making and specific model HTM for quality technological
process improvement solutions over PDCA cycle.

Fig. 4 Actions in the HTM
domains were structured in the
PDCA cycle and checked the
results by indicators
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Support in the Medical Equipment
Incorporation Decision: Hyperbaric Oxygen
Therapy Adjunct for Diabetic Foot Ulcers
Therapy

Flávio Mauricio Garcia Pezzolla, Priscila Avelar, Jonas Maciel,
and Renato Garcia

Abstract
This paper presents a study to assist of a Decision Support
Systems and Clinical Engineering Health Technology
Management. The methodology is based on methodolog-
ical guideline for the evaluation of medical equipment
addressing its main domains (Clinical, Admissibility,
Technical, Operational and Economic) in order to verify
the incorporation of Hyperbaric Chambers in comparison
to the outsourcing service for the injuries treatment
diabetes carriers in Santa Catarina, Brazil. The HBOT
application is still very controversial, often generating
doubts and making it difficult to make decisions about its
incorporation for the public health services. As a result,
the Systematic Review, Randomized Controlled Trials
and clinical reports were selected in the clinical domain
and the operational and technical domain, it is performed
a comparative of equipment with its technological
resources and service, seeking to analyze parameters that
influence in its performance. In the economic domain,
through the total cost of ownership, it was estimated it’s
direct and indirect costs related to the equipment’s
acquisition and inherent to the life cycle sustainability.
HTA for medical equipment present several barriers due
to the lack of evidence and quality information, it is
expected that this work can generate scientific evidences
of knowledge and instruments to enable new research
involving hyperbaric chambers, as well as contribute to

decision-making or other concomitant programs, due to
the application of resources in a planned and adequate
decision.

Keywords
Decision support � Clinical engineering
Health technology management � Incorporation decision
HBOT � Diabetic foot ulcers

1 Introduction

The decisions about incorporating, acquiring or covering
new technologies and how to use them are among the most
important decisions that a health system and its administra-
tors must make [2, 12, 13].

The medical equipment incorporation decision-making
process often needs to become systematized involving a
multidisciplinary team of specialists [16].

A health technology management with this approach,
including engineering and management knowledge applied
to the technological process involved in health care reflects
on a suitability for the use and continuous improvement of
technology [9, 13].

Focusing on the technological process in health quality, it
is sought to disseminate ATS actions as a contribution in the
performance of clinical engineering, to a greater effective-
ness in the process of incorporating medical-assistance
equipment to a more appropriate choice of clinical needs
[14, 15].

Hyperbaric oxygen therapy (HBOT) emerged under the
hypothesis that various diseases and conditions benefit from
increased oxygenation of tissues. Although it has been used
in the treatment of chronic wounds for about 40 years, its
application as routine therapy is still very controversial, in
which it often raises doubts and makes a difficult decision
regarding its use in public health services. Consequently, the
health right judicialization and the limits of judicial action in
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these cases sometimes end up influencing in decisions that
overlap the incorporation cycle of this technology [8].

Therefore, the research objective, based on the applica-
tion of HTA for equipment with Hyperbaric Chamber is to
carry out a comparison of the outsourced treatment program
with the incorporation of this technology in the state of Santa
Catarina—Brazil public system.

2 Methodology

The methodology used to elaborate the research was based
on the elaboration of studies methodological guideline for
the evaluation of medical-assistance equipment developed
by the Instituto de Engenharia Biomédica (IEB-UFSC) in
partnership with the Brazilian Ministry of Health [5]. It
recommends the collection of information in areas such as:
Clinical, Admissibility, Technical, Operational and Eco-
nomic (Fig. 1).

Initially the political question is imposed, that is, the need
for information on the decision maker part [10, 14]. This
step thus creates a bridge between the political issue and the
HTA, since be considered as the starting point. After
defining, it will be transformed into a series of HTA ques-
tions that will allow you to specify and filter the evidence
gathered.

In the admissibility domain, the objective is to present
legal and technical support to assess the relevance of a
request, both in population and technical aspects. For this,
parameters of health care coverage and sanitary control and
marketing were evaluated.

For the Clinical Domain, it was necessary to define a
specific key question with appropriate inclusion and exclu-
sion criteria for a better research strategy in the scientific
literature.

The search for evidence was carried through descriptors
in Pubmed, CRD and Cochrane databases, allowing a sys-
tematized research, ensuring an overview of the best

evidence available, according to the studies methodological
quality. In this research we opted for the evidences of Sys-
tematic Reviews, Randomized Controlled Clinical Trials and
clinical reports (Table 1).

For technical domain, it was performed a detailed anal-
ysis of technology, seeking to know their operating princi-
ple, its main applications, its configurations in order to draw
a comparative between existing technologies.

In this process corresponds to the information generated
by studies, field research and management tools applications
and management of health technologies focused on equip-
ment. These may come from regulations and should consider
technical-operational aspects such as infrastructure, human
resources and technology [6, 11].

For the economic domain, the Total Cost of Ownership
survey was an important cost management technique used to
financial estimate and evaluate the direct and indirect costs
related to the health technology acquisition, as well as the
costs inherent to maintaining its operation [5].

TCO ¼ ACþOCþMCþTCþRC

where:

• Total Cost of Ownership—TCO
• Acquisition Cost—AC
• Operating Cost OC
• Maintenance Cost—MC
• Training Cost—TC
• Replacement Cost—RC

Fig. 1 Domains relevant to
support the decision-making
process to medical equipment
incorporation

Table 1 Pico Question

PICO Equipment answers

Intervention Hyperbaric oxygen therapy

Population Diabetic patients with diabetic foot diagnosis

Comparation Conventional treatment

Outcomes Effectiveness and Safety
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In this step an approach was taken of all the relevant costs
of incorporation, the use as well as the service, the mainte-
nance and the costs related to a specific supplier [7].

The HTA methodology for equipments is intended to
assist in the health care decision-making process. Therefore,
HTA can support Clinical Engineering to assist managers in
decision making, incorporation or comparison of
technologies.

3 Results

In the application of the methodology, the admissibility
domain was performed through the verification in the
Brazilian regulation system the equipment registry [1]. It
was verified that only two devices were registered referring
to Hyperbaric Chamber and according to ISO 14971, the
Chamber is classified as a medium-risk medical device [4].

Following the survey, the incidence of Diabetes cases in
the state of Santa Catarina between 1998 and 2013 was
verified, showing the increasing number of cases registered,
as shown in Fig. 2 [3].

In the literature review for the Clinical domain, the
application of HBOT in the adjuvant treatment of diabetic
foot ulcers was identified in four systematic reviews with
five to eight controlled or non-randomized controlled trials
of reduced samples. Moreover, were identified three not
randomized clinical trials in which no presentedfinal
conclusions.

The evidence of efficiency in reducing the risk of
amputation was only greater in diabetic ulcers resistant to
conventional treatment. However, it did not present benefits
in randomized controlled trials of good methodological
quality.

In the technological domain evaluation, the Hyperbaric
Chamber operation was verified. The equipment consists of
01 Hyperbaric Chamber and 01 Set of Air Systems. The

Chamber can be Monoplace type or Multiplace for up to 12
people. The Air System Set for Multiplace comprises:
compressor set, electric motor, hyperbaric air conditioning
system and 01 oxygen cylinder.

Another technology domain aspect is maintenance rela-
ted. It was observed that the system requires preventive
maintenance and annual tests and a pressure test for
hydraulic proof every 10 years, and this maintenance as well
as the corrective should be performed by a specialized
supplier. There is no protocol for different system layouts
and their accessories.

The evaluation human resources domain revealed that a
team of specialized professionals is needed for the proper
use of the equipment. These professionals are Technicians
and Nurses who prepare, monitor the equipment and
accompany internally the patients during the treatment and
the doctor who accompanies the patient. The training should
be conducted directly with the manufacturer along with
specialized courses on Hyperbaric Medicine in centers
linked to the manufacturer and federal agencies.

For this equipment to be incorporated, it must comply
with the infrastructure standards. Initially, a special room is
needed to accommodate all elements of the system, whose
size can vary from 4 to 6 m2.

According to the available evidence related to economic
evaluation, the total cost of ownership of the system was
quantified for acquisition, with an estimate lifespan of
30 years [6].

In Table 2, it can be observed that the system capital and
operating costs, with more than 30 years, exceed $8 million,
having a total of 7.200 Sessions

The surveys compiled in Table 3 show the values of
contracting the service in an outsourced standardized manner
by value of session performed.

According to the estimated value of Hyperbaric Oxygen
therapy session used in Santa Catarina, it is verified that the

Fig. 2 Incidence of cases of
diabetes people over 15 years in
Santa Catarina
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total cost of outsourcing within the equipment life span of
30 years totals a value of $519.128 for 2.160 sessions.

Considering the above, according to Table 4, the final
recommendation was predominantly low for the incorpora-
tion of the Hyperbaric Chamber for the said case.

4 Conclusions

Through the study, it was possible to generate a recom-
mendation to support the decision-making process for
Hyperbaric Chamber incorporation into the Santa Catarina
State—Brazil.

The efficiency of a technology incorporation is one of the
primordial actions of clinical engineering in supporting the
decision maker. Its main role in medical-assistance equip-
ment is to ensure a selection and implementation of equip-
ment more appropriate, avoiding possible insecure and
inefficient technologies, with low growth in terms of
cost-utility.

Currently, health technology assessments are still based
on guidelines focused only on clinical assessments, such as
those performed especially on pharmaceutical products. The
Health Technologies Assessment for equipment [5], acts as a
multidisciplinary field of scientific and technical knowledge,
aiming at systematic studies of the clinical, social, ethical,
legal and economic implications of a health technology, thus
promoting subsidies for more reliable decision-making for
health and practice policies.

This model allows clinical engineers to improve the
health technology process quality, considering not only an
analysis related to clinical evaluations and procurement, but
also an analysis of the aspects related to maintenance,
elimination, infrastructure and human resources necessary
for the use of medical equipment. Thus, Clinical Engineering
acts holistically and integrated with the needs of health
systems.

HTA for medical equipment present several barriers due
to the lack of evidence and quality information for a decision
making. The performance of clinical engineering should
include actions for a perspective of generating studies to
improve scientific rigor related to equipment.
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Augmented Reality Technology as a Tool
for Better Usability of Medical Equipment

Jonatas Magno Tavares Ribeiro, Juliano Martins, and Renato Garcia

Abstract
The use of medical equipment may be compromised by
the lack of knowledge of users about important informa-
tion and operational characteristics that may cause
adverse events. Clinical engineering has as an important
function to guide and qualify users in adapting to the use
of technology to obtain safer and more reliable health
technology processes. The new augmented reality tools,
whose main objective is to overlap virtual information in
reality through technology, are a good alternative to
develop solutions focused on the orientation and quali-
fication of users. This paper presents a proposal to
develop a platform for support in the orientation and
teaching of medical device users. With this augmented
reality platform, through the use of mobile devices, the
user can access in real-time information on procedures of
adjustments, characteristics, ways of use and control of
the medical equipment. This prototype developed for the
pulmonary ventilator uses augmented reality in order to
enhance its interactions with computer applications more
naturally, it seeks to present information about the
different ventilation modes, equipment initialization pro-
cedures and interactive contents to the user through links
and videos. Modern pulmonary ventilators present chal-
lenges to users due to the need of knowledge, such as
configurations and ways of using parameters; the patient’s
trigger in the assisted ventilation mode; use of assisted
aspiration; pressure alarm setting. These actions are not
usually carried out adequately generating possible adverse
events, being this situation one of the main objectives of
the use of the technology in the platform for the user

support. The preliminary results obtained in this prototype
characterize this solution as a support tool for activities
developed by Clinical Engineering to improve processes
in health care.

Keywords
Clinical engineering � Augmented reality
Health technologies management

1 Introduction

Modern medicine is increasingly dependent on technologies
and consequently requires multidisciplinary in its processes,
involving a large variety of professionals working together
to achieve the proposed objectives.

The emergence of new clinical needs and, consequently,
improvement of procedures through new techniques result-
ing from technological innovations implemented in the
processes, seek to contribute to efficiency and effectiveness,
impacting on improvements in the quality of the health care
service. It is necessary to consider the term of usability when
relating to the execution of some procedure through the
technology. By definition, usability is the way we evaluate
the use of a tool proposed to perform some task. Within the
area of clinical engineering and healthcare processes,
usability is defined as the user’s experience when using
technology and succeeding in the execution of tasks
through it.

With all innovations in the medical field, the patient now
becomes the user of hospital technology, increasing the need
for qualification to use medical equipment appropriately.
Therefore, with the expansion of the use of technology in the
field of medicine, it is often necessary to have different types
of professionals, such as the biomedical engineer. As the
definition of [1], “…biomedical engineers apply the con-
cepts, knowledge, and techniques of virtually all engineering
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disciplines to solve specific problems in the biosphere, i.e.,
the realm of biology and medicine”.

The augmented reality technology is a new method to
visualize an event, a process or an execution of an action,
when applied in the management of medical technology, and
it helps to increase the quality and effectiveness of how to
teach the clinical staff and other users to use medical
equipment properly.

The project developed at the first human factor engineering
laboratory of Brazil [2], at the Biomedical Engineering
Institute of the Federal University of Santa Catarina
(IEB-UFSC), has one main objective to evaluate the impact of
innovative technologies, when used as a tool decrease or avoid
errors while using medical equipment, by applying usability
technics, based on the 3 domains, as shown in Fig. 1. When
applied to management model, it allows increasing health care
safety, reliability and efficiency of technological processes.
This is the main function for a clinical engineer, which seeks
to merge technology applied at the medical field with medical
equipment and the infrastructure.

2 Clinical Engineering and Augmented
Reality Technology

The advance of technology enabled the development of
several areas in our society and also affected directly the area
of medicine and patient’s health care, contributing with
higher levels processes in performance and safety, resulting
in a higher quality of life and health care.

The current context of the Clinical Engineer, involving
processes and information technologies, is demanding from
this professional application of new management practices
and management of health technologies. Some of the main
functions performed by the clinical engineering are [1]:

• Technology management: development, implementation
and coordination of technology management programs.
Specific activities related to the acceptance and installa-
tion of new equipment, incorporation of medical equip-
ment in telemedicine/tele-health networks, preventive
maintenance, and inventory management of equipment;

• Risk management: Appropriate assessments and actions
related to adverse events, resulting from the failure or
inappropriate use of medical equipment, through tech-
nical reports to health managers;

• Technology evaluation: Selection of new technologies
and equipment for implementation, to verify and evaluate
the impact of the results obtained from the establishment,
producing reports containing comparisons, benefits and
difficulties;

• Projectmanagement and facility planning: Direct assistance
in the layout of new or existing clinical facilities, such as
operating rooms, imaging centers and radiology centers,
health technology simulation centers, among others;

• Training and capacity building: development of training
modules for the clinical engineering team and clinical
staff of the Health Care Establishment.

Among the functions listed above, there are several other
areas that the Clinical Engineer can perform, either within a
health care establishment or in the development processes of
new healthcare products on digital platforms, such as the
prototype developed and presented in this article, is using
technology to monitor and evaluate the performance of
medical equipment, like the mechanical ventilator [3].

Augmented Reality technology emerged from the devel-
opment of Virtual Reality technology. Virtual reality is
based on inserting the user into a virtual environment, fol-
lowing development’s schedule to that program. Currently,
virtual reality is used in different areas, such as: training and
teaching; recreation; study; etc. [4].

Augmented Reality technology can be defined as “… the
enrichment of the real environment with virtual objects using
some technological device, working in parallel” [4] and its
main objective is to overlap objects and virtual environments
with the physical environment, through the device selected.
Its development was facilitated due to the technological
advance, mainly in the 90’s, through the miniaturization of
electronic components and the popularization of battery fed
personal devices and the internet’s expansion, increasing the
capacity of connection between users transferring data.

The development of apps using augmented reality tech-
nology has reached a higher level of maturity, due to the
internet, with technical support and specific programming
libraries, available for download, resulting in a wide dis-
semination of knowledge and applicability in several areas,
such as fixing bugs or searching innovative solutions.

Fig. 1 IEB-UFSC HTM model, where technology process quality is
based on 3 domains
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Virtual reality and augmented reality can now be con-
sidered as the new generation of interface. This new type of
technology differs from other generations, through user’s
new ways to do things and how quickly it can be done.
These characteristics are highly desirable to follow techno-
logical trends emerging around the world.

3 Methodology

The prototype presented in this article is at stage of devel-
opment, focusing on the evaluation of the technology and
getting conclusions about its principles and utilization. The
next step on the process of technology incorporation is to
validate all results obtained with the prototype and compare
them with all the traditional, inferring conclusions about
how efficient they actually are.

The evaluation was made using an augmented reality
technology application for devices running Android opera-
tional system. The application of the prototype was per-
formed on a pulmonary ventilator, available at the human
factor engineering laboratory, as referred on [5, 6].

The development of the training tool prototype was
focused on studying the basics of pulmonary ventilator, to
help users in intensive care units, to identify adverse events
that were related to the equipment’s lack of knowledge.

Studying the theme of augmented reality technology, a
survey was made to identify all augmented reality technol-
ogy apps available and its platforms. Then, apps were
selected by checking the main characteristics for the appli-
cation in medical equipment.

Then a study was realized to identify possible problems
when developing an app using augmented reality technol-
ogy. In this study, the criteria used for selection was to check
the most widely used apps among members of the devel-
opers’ community and select one compatible with the device
used on the project (Samsung device with Android OS). For
this type of OS, a popular tool was used, called Android
Studio, which allows several types of programming lan-
guages interface development using graphic tools and XML.
Java was selected as the main programming language for the
app.

For the development of specific purposes apps special
libraries are used which are basically preformatted with code
sets, activating specific functions on devices. Usually these
libraries are open-source and available to developers’
community.

Based on studies mentioned earlier in this article, the
prototype tool developed to increase usability of medical
equipment was built using a specific augmented reality
technology app, which controls the built in camera of the
device, scanning images and then triggering the prototype
start up, through digital data processing. An on-line tool was
used to structure the prototype, by creating several projects,
editing them and sharing them over the internet.

The content inserted (Fig. 2) on the prototype was
selected according to their possible contributions to achieve
the final objective (Fig. 3): user’s instructions and contri-
bution to the usability of the equipment. These data are
divided as:

Fig. 2 Augmented reality prototype’s diagram. Users can access information about the medical equipment through the prototype on the device
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• Simplified and objective content presentation: Equipment
ventilation modes available, with images from the data-
sheet and identification keys, equipment structure and
accessories;

• Secondary presentation of content: video content,
allowing users to actually watch what they need to learn
or how to perform on the medical equipment, websites
containing information about the equipment or even
online training tools developed by IEB-UFSC;

• Additional content presentation: video and audio format
guideline content.

4 Results and Discussions

For validation purposes, test procedures were performed in
three levels of equipment usage experience:

1 Beginner: Low need and experience in the use of medical
equipment. Users usually perform some function that is
not directly related to the equipment;

2 Intermediate: Average need and experience in the use of
medical equipment. User who belong to the technical
staff of the facility and have some technical (specific)
knowledge about the equipment;

3 Advanced: High need and experience in the use of
medical equipment. User belong to the clinical staff, such
as doctors, physiotherapists and nursing professionals.

The validation method was based on evidence, analyzing
results obtained by the application of two questionnaires.
The first one elaborated was related to user’s interview and
their previous experience with this type of technology. The
second one was related to user’s experience during the
validation process, with questions about personal opinions
related to the prototype and technical questions about
equipment’s data inserted into the prototype.

According to the results obtained through the process of
validation, it was possible to identify the impact that inno-
vative technologies could cause in health care facilities.
According to the answers obtained from the second ques-
tionnaire, it´s possible to infer that the prototype is useful as
an auxiliary tool for training purposes. This kind of tech-
nology allows important technology management model’s
updates and could be expanded to control other medical
equipment, according to the facility’s reality and necessities.
With a greater control of the medical equipment, and con-
sequently, greater control of the environment in which
clinical engineer is inserted, it is possible to infer that the use
of new technologies could also assist on management and
quality control processes, increasing quality and safety on
health care, and could also decrease adverse events due to
the lack of knowledge when using any medical equipment.

Another important result verified was that the necessary
time to learn how to use this technology in a consistent and
efficient way was low, showing that even beginners could
use it within a few minutes of practice.

5 Conclusion

As a part of the job of a clinical engineer, it is necessary to
be aware for innovations and emerging technologies, in
order to implement them on health care facilities success-
fully. Preparing the environment to receive new technologies
is very important, leading to the development of better
technology incorporation processes and training courses. As
a result, it could be possible to avoid or reduce negative
impacts on quality and performance of health care centers.

The results of the evaluation procedures realized on the
technology solution prototype could be very useful for the
clinical engineering, introducing an innovative methodology
for teaching and training purposes on medical equipment.
Augmented reality technology could be used as a usability

Fig. 3 Prototype of a device running android operational system; this
is an example about how the user interact with the technology and how
information are presented on the device´s screen, when it´s camera is
pointing and focusing on the medical equipment
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tool in a big variety of situations on a health care facility,
such as: user assistance tool; teaching tool; equipment
identification and innovation processes.

Based on studies realized during this project, all results
obtained and the discussions made, it is possible to verify
that the use of new technologies could impact on a positive
way health care processes and equipment maintenance,
according to existing technology management models [7].

The next step on this project could be the development of a
specific application system based on augmented reality tech-
nology to train and guide users of various medical equipment.

Then, it would be possible to define the structure and
functionality of the app and the most appropriate interface,
implementing different functions using augmented reality
technology according to the specific need of the health care
facility and based on the studies realized on this project.

So, augmented reality technology can be considered an
useful alternative and innovative training tool to assist users
in the use of medical equipment, and that this new type of
technology actually represents a fast and intuitive new way
to interact with situations involving modern technology.
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Hospitals With and Without Clinical
Engineering Department: Comparative
Analysis

Marcelo Horacio Lencina, Sergio Damián Ponce, Débora Rubio,
Bruno Padulo, and Gustavo Ariel Schuemer

Abstract
In Buenos Aires province, first and second levels are
provided by City government, whereas third and fourth
levels are provided by 77 provincial Hospitals. The Public
System is free of charge for all citizens. In these hospitals
technical support of medical devices, preventive and
corrective maintenance, has been and is carried out by the
vendors´ technical services (manufacturers and distributors),
or by companies that are dedicated to the technical service of
medical equipment. These services do not include the
permanent presence of technicians or engineers in the
hospital. There is an exception to the procedurementioned in
18 hospitals, which, by means of an agreement between the
MoH and the National Technological University, have
implemented clinical engineering departments. The depart-
ment activities are carried out by graduates and undergrad-
uate students, who perform tasks within the Hospital every
weekday in an office assigned for that purpose, and with the
support of theUniversity structure. The object of thiswork is
to establish qualitative and quantitative differences between
two hospitals with the same characteristics of health
services, one with department of clinical engineering and
the other with contracted services, both with the modalities
explained. For this purpose there were measurements of the
time that medical devices have been out of use for damage,
repair costs, customer satisfaction surveys of users, admin-
istration personnel and management.

Keywords
Clinical engineering � Management � Efficiency
Effectiveness

1 Introduction

The province of Buenos Aires is the one that has the largest
area of the Argentina Republic, 307,571 Km2, with a pop-
ulation of 15,625,084 inhabitants [1]. Within this territory is
the Federal Capital or Autonomous City of Buenos Aires
with a sur-face of 200 Km2 and a population it is of
2,890,151 inhabitants [1]. Called Gran Buenos Aires at 19
Municipalities of the province surrounding the Federal
Capital, these Municipalities has an area of 3,680 Km2 and a
population of 9,976,115 inhabitants [1].

This data suggests that the province is divided into two
sectors (Fig. 1), the Gran Buenos Aires with a population
density of 2,964.75 people per/Km2 and the rest of the pro-
vince with a population density of 18.56 people per km2 [1].

The Ministry of Health has divided the province area in
11 Health Regions with 13,600 beds distributed in 77 hos-
pitals, which are mostly located in the city of La Plata
(provincial capital) and in the Gran Buenos Aires, 12 and 29
hospitals respectively [2].

The hospitals to be compare are the “San Roque” in
Gonet town, near the city of La Plata, capital of the province;
and the “San Felipe” of San Nicolas city, located 300 km
North of the provincial capital (Fig. 1). Both hospitals are
reference in their respective health regions and are third level
according with the classification of the MoH [2].

The aim of this work is to demonstrate that hospitals that
work with clinical Engineering Department are more effi-
cient and effective in health technologies management.

2 Hospitals

2.1 Characteristics

Both hospitals have the same total amount of beds (160), but
have some differences in critical care beds, as it can be seen
in Table 1.
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Respective inventories, note that the “San Roque” has
328 medical devices, versus 262 of the “San Felipe”. These
are distributed in different units as shown in Fig. 2.

2.2 Operation

Hospital San Felipe, has in its staff a biomedical engineer
and an electronics engineer with a specialty in clinical
engineering, which, together with the Group of the National
Technological University (U.T.N.), make the Clinical
Engineering Department up. This group develops activities
in the hospital through an agreement between the MoH and
the U.T.N. since 1991.

The CED staff operates in an office which, in addition to
repairs, calibrations of medical devices are carried out. Some
of these calibrations are carried out in the laboratory of the
University, since calibration instruments cannot be trans-
ported to the hospital.

CED develops its work from Monday to Saturday along
with of the rest of the staff of the hospital, which provides
the advantage of quickly attention to the solution of the
problems that arise on a daily basis. The main activities
carried out by the CED are:

• Planning and selecting new technologies.
• Developing specifications for procurement of acquisition

and/or maintenance of medical devices.
• Inspecting initial and start-up of the new equipment.
• Monitoring and controlling the work carried out by

technical service companies.
• Training users in the use of medical technologies.
• Managing supplies and spare parts.
• Preventive maintenance, according to the protocols of the

manufacturers.
• Corrective maintenance: put in operating conditions,

statistical data on failures.

San Nicolás 

Gonet, La Plata 

C.A.B.A.

Fig. 1 Buenos Aires map with
Health division and GBA area
expanded map

Table 1 Intensive care beds

Unit Hospital San Roque Hospital San Felipe

NICU 30 30

Adults ICU 14 7

CICU 6 4

PICU 0 8

TOTAL BEDS 50 49

Fig. 2 Medical devices distribution per unit
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Hospital San Roque has no engineers nor technicians on
their staff for the management of medical devices. For some
complex equipment, they have contracted maintenance ser-
vice companies or the technical service of the manufacturer
or Distributor. These are:

• X-ray equipment
• CT
• Processor for X-ray film
• Neonatology ventilator
• Incubators
• Sterilization equipment.

These represent 15.55% of its inventory.
Technical clauses of these contracted services are not

made by the hospital, but by the medical technology of the
MoH Office. In general, the methodology applied, is that
companies must make a monthly visit to perform the pre-
ventive maintenance, without giving technical specification
of these. As for corrective maintenance by failures, the
company has 24 h to go and fix it.

Important or high price spare parts, as well as the inputs
that are required for the operation of the equipment, are not
included in the contract.

Compliance with the dates that are assigned by the
clauses of the contract to go to the hospital is controlled by
the heads of units, as responses of calling when equipment
failure occurs. Therefore, it is a strictly administrative
control.

3 Comparative Analysis

3.1 Cost Assessment

The agreement between the MoH and the U.T.N. operates
with six students of the University, who, through a system of
grants are trained and carry out activities of the CED. This
activity takes place under the supervision and instruction of
two clinical engineers. In 2017, the agreement, represented
for Hospital San Felipe, a monthly cost of $85,683,
approximately USD 4,284.

The CED in this period carried out 997 tasks on their
equipment, in preventive and corrective maintenance. The
total cost of supplies and spare parts for them was $42,276
(USD 2,114). This amount arises from the database of the
CED. In this way, it can be appreciated that the higher
percentage of tasks is performed in the following units:
AICU (21.17%), Operating Room (17.79%), Sterilization
(11.96%), PICU (10.84%), NICU (10.63%).

Repairs carried out by the official technical services for
replacement of parts with respective calibration and certifi-
cation, according to purchase orders issued by the hospital

amounts to $266,618.54 (USD 13,331). This amount cor-
responds the 11.5% for operating room equipment and the
88.5% for X- ray equipment and CT.

The total investment made by Hospital San Felipe in
2017 for the operation of theCED, was $1,337,090.54 (USD
66,855), as detailed in Table 2, and its evolution in Fig. 3.

In the same year Hospital San Roque carried out pre-
ventive and corrective maintenance with technical service
companies. These included only part of the medical devices
belonging to some units of the hospital, which are described

Table 2 Investments

Annual investments Amount

Agreement USD 51,410

Spare parts USD 2,114

Purchases USD 13,331

Total USD 66,855
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Fig. 3 Task cost evolution

Table 3 Maintenance investment

Unit Annual amount

X-Ray USD 104.488,80

NICU USD 35.593,00

Sterilization USD 12.954,00

Medical gases USD 16.302,00
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in Table 3. The value of the contracted services was
$3,367,116 (USD 168,356). The devices included in X-ray
contract are: 1 CT (68.19%), 2 X-ray equipment (7.57%), 6
mobile X-ray (11.68%), 3 C arm fluoroscopy (4.95%), 1
mammography (2.33%), others (5.28%). In NICU are: 19
incubators (29.93%), 10 ventilators (70.07%). In sterilization
are: 3 autoclave (100%). Medical gases distribution (100%).

Since inputs and spare parts are not included in these
contracts, according to this mode of recruitment, an invest-
ment of $36,993.93 (USD 1,850) was made by the same.

Data show that the total investment in maintenance for
four units of the hospital was $3,404,109.93 (USD 170,206).

Data obtained analysis from both hospitals for 2017,
show that Hospital San Felipe for all units invested
$1,337,090.54 (USD 66,855); while Hospital San Roque for
four units, invested $3,404,109.93 (USD 170,206). Figure 4
show the comparative evolution.

Data emerges that the net investment made by Hospital
San Roque is 154.56% higher than Hospital San Felipe.

It should also be considered that, while Hospital San
Felipe includes all medical devices of its inventory, Hospital
San Roque includes only 15.55% of them.

3.2 Surveys

Surveys with technical staff and nurses, heads of units and
directors were done. The questions asked were: (A), What is
the response time of the technical staff to assess the incon-
venience of a medical device fails?, (B) How long does take
since withdrawing a medical device of the Unit for repair
and reinstatement?, (C) When you receive a medical device
repaired, the verification of the correct operation is carried
out?, (D) When you receive a new medical device, are made
performance verifications?, (E) Do you consider important to
have technical advice for decision-making?

The results of the responses obtained are shown in Fig. 5.
It was also requested to respondents, to qualify from 1 to 10

for the received service. Average value described by the staff
of Hospital San Roque was 4.38, while that of San Felipe
was 7.25.

4 Conclusions

The results show that a hospital with CED is more efficient,
since it achieved acceptable results with low investment of
its budget, solving problems in the majority of medical
devices and managing the solution of the most complex. The
survey results show that the procedures adopted by the CED
in Hospital San Felipe should be modified in order to
achieve greater effectiveness.

In a Hospital without CED, the investment per mainte-
nance contracts is very high and the works carried out have
not technical control. Medical devices that are not under
maintenance contract, to a fault, must wait too long for its
solution, which is more expensive and at the same time
decreases the ability to care for patients.

The survey shows, that the response time and medical
devices reinstatement are better in Hospital with CED.

The University has agreements with other 17 provincial
hospitals, and the results shown correspond to two chosen at
random. For the purpose of simplifying the paper, it is that
we chose to present only these two cases.

A report to the MoH with the results will be prepared, to
incorporate personnel policy to be implemented to start the
CED in hospitals that still does not have it.
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Evaluation of Downtime of Linear
Accelerators Installed at Radiotherapy
Departments in the Czech Republic

Vladimir Dufek and Ivana Horakova

Abstract
The National Radiation Protection Institute (NRPI) per-
formed the study evaluating linear accelerator (linac)
unscheduled downtime and other parameters related to
linac failure (e.g. treatment cancellations, patients trans-
ferred to other linac, patients treated with modified dose
fractionation) at radiotherapy departments in the Czech
Republic. Thirteen radiotherapy departments with at least
one linac (out of 21 departments in the Czech Republic)
voluntarily participated in the study covering 29 out of 47
linacs. Downtime was evaluated for a one year period
from July of 2016 to June of 2017. The methodology was
as follows: NRPI designed the data entry form which was
sent electronically to medical physicists at participating
radiotherapy departments. Data related to linac failures
were filled in. The completed forms were evaluated by
NRPI. Unscheduled downtime was defined as time when
linac cannot be operated during operating hours.
Unscheduled downtime per linac per year ranged from
4 to 222 h (mean = 73 h, median = 61 h). Downtime
percentage calculated as a ratio of downtime and total
sum of operating hours per year ranged from 0.2 to 7.6%
(mean = 2.8%, median = 2.2%). The number of treat-
ment cancellations per linac per year ranged from 0 to
661. Unified methodology enabled objective comparison
of linac downtime at particular radiotherapy departments
in the Czech Republic. The study confirmed usefulness of
having minimally two matched linacs at a department.
The results of this study could help radiotherapy depart-
ments negotiate better service contract (e.g. agreement on
maximum guaranteed downtime).

Keywords
Downtime � Linear accelerators � Radiotherapy

1 Introduction

Linear accelerator (linac) failures complicate clinical oper-
ation at the radiotherapy departments. Moreover, these fail-
ures (particularly the prolonged ones) lead to the
unscheduled interruptions in radiotherapy treatment and as a
result complicate correct realization of the treatment from a
radiobiology perspective.

Potential unreliability of the linacs increases the risk of
unintended irradiation of patients, thus there is a link to
radiation protection of patients. For the needs of the State
Office for Nuclear Safety, which is national regulatory
authority responsible for radiation protection and safety, the
National Radiation Protection Institute (NRPI) performed
the study evaluating linac downtime and its clinical impacts
(e.g. treatment cancellations and patients transferred to other
linac) at radiotherapy departments in the Czech Republic.

Thirteen radiotherapy departments out of 21 departments
in the Czech Republic equipped with at least one linac
voluntarily participated in the study covering 29 out of 47
linacs. Downtime and its clinical impacts were evaluated for
a one year period from July of 2016 to June of 2017. Data
were evaluated anonymously. Out of 29 linacs, 18 linacs of
vendor No. 1 and 11 linacs of vendor No. 2 were analyzed
within the study. Years of linac installation ranged from
2003 to 2016 (mean = 2010, median = 2009).

2 Materials and Methods

The parameters evaluated within the study were as follows:
number of failures (number of interruptions) that led to linac
downtime, downtime, downtime percentage, number of
treatment cancellations, number of treatments when patients
were transferred to other linac at the department, number of
patients treated with modified dose fractionation and number
of treatments when verification of patient positioning could
not be performed.
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The methodology used in the study was as follows: NRPI
designed the data entry form in Excel which was sent
electronically to medical physicists at participating radio-
therapy departments. In this form, data related to linac fail-
ures were filled in (e.g. time of occurrence of linac failure,
time of report linac failure to service organization, time of
service engineer arrival, time of linac being repaired, time of
interruption of clinical operation). Also clinical impacts, e.g.
number of treatment cancellations and number of treatments
when patients were transferred to other linac, were filled in.
Completed forms were sent back to the NRPI, where forms
from all departments were gathered, reviewed, corrected (if
needed) and evaluated.

Unscheduled downtime was defined as time when linac
cannot be operated during operating hours. Only interrup-
tions of half an hour and longer were recorded. Preventive
service maintenance work did not count as downtime.

Downtime percentage was calculated as a ratio of
downtime and total sum of operating hours per year. The
total sum of operating hours per year was calculated as a
product of typical daily operating hours (e.g. 12 h) as
reported by departments and the number of operating days
per year. Operating hours relate to the hours when patients
are treated. The hours for performing linac quality assurance
are not counted.

Treatment cancellations are defined as instances when
patients due to the linac failure could not be treated on the
scheduled treatment day.

Apart from the downtime also the work time limitation
was recorded. It is the time when linac is in clinical opera-
tion but there is a failure of one of its part, e.g. kilovoltage
(kV) imaging system. Clinical impacts related to the work
time limitation were evaluated.

3 Results

3.1 Downtime

The number of failures per year that led to linac downtime at
13 radiotherapy departments ranged from 2 to 44 (mean =
12, median = 9).
Unscheduled downtime per linac per year ranged from 4

to 222 h (mean = 73 h, median = 61 h). Downtime per-
centage per linac per year found out at 13 radiotherapy
departments is shown in Fig. 1 and ranges from 0.2 to 7.6%
(mean = 2.8%, median = 2.2%).

3.2 Clinical Impacts

The number of treatment cancellations per linac per year
found out at 13 radiotherapy departments is shown in Fig. 2.

Two departments (No. 7 and 13) did not provide such data.
The number of treatment cancellations per linac per year
ranged from 0 to 661 (mean = 107, median = 56).

During linac downtime 9 out of 13 departments trans-
ferred patients to other matched linac at the department. The
number of treatments when patients were transferred to other
matched linac at the department ranged from 32 to 906
(mean = 216, median = 108).

Due to the linac downtime two departments modified
dose fractionation for patients. At one department the dose
fractionation was modified for five patients, the second
department did not provide such data.

Due to the linac failures verification of patient positioning
using kV imaging system could not be performed on seven
linacs at five radiotherapy departments. At one department
this verification could not be performed in approximately
210 treatments on one linac and in 266 treatments on the
other linac. At the second department verification of patient
positioning could not be performed in 16 treatments on one
linac and in 5 treatments on the other linac. Three remaining
departments did not provide such data.

4 Discussion

4.1 Downtime

As can be seen in Fig. 1, there is a variation in linac downtime
percentage across the departments. The reason is that down-
time percentage is influenced by many factors. Downtime
percentage depends not only on reliability of the individual
linac operation but also on other factors such as complexity of
treatments (3D conformal radiotherapy (3DCRT), intensity
modulated radiotherapy (IMRT), volumetric modulated arc
therapy (VMAT) or stereotactic radiotherapy), skillfulness of
individual service engineer, skillfulness of the personnel at the
department (potential inexpert linac handling) and local
conditions (e.g. service engineer is part of the personnel or his
residence is very close to the department). There is also a
variation in linac downtime percentage across the individual
linacs at the departments.

Statistical analysis shows that the differences between the
mean of downtime percentage for vendor No. 1 and 2 are not
statistically significant at the alpha level of 0.05. Unsched-
uled downtime per linac of vendor No. 1 per year ranged
from 0.2 to 5.4% (mean = 2.3%, median = 2.1%).
Unscheduled downtime per linac of vendor No. 2 per year
was higher and ranged from 1.0 to 7.6% (mean = 3.6%,
median = 2.4%).

There is no relation between the age of the linacs and the
downtime percentage and also there is no relation between
the type of service contract (full service contract versus no
service contract) and downtime percentage.
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On the basis of the detailed investigation of downtime, it
can be mentioned that lower downtime was a little more
often observed at linacs with a higher proportion of 3DCRT
plans in relation to more complex techniques such as IMRT
or VMAT. Conclusive findings related to downtime would
require longer period of the study, e.g. 4 or 5 years.

For all failures leading to linac downtime we sepa-
rated downtime into five items: time elapsed from
occurrence of failure to sending a report on failure to
service organization, time elapsed from sending a report
to arrival of service engineer, time to repair, time of

linac performance testing after the repair and time of the
repairs performed by local physicists. We added up these
partial times for all failures at all 13 departments and
founded that 59% of the total downtime (calculated from
all 13 departments) makes up the time to repair and 31%
of the total downtime makes up the time to the arrival of
service engineer. Contribution of the time of the repairs
performed by local physicists to the total downtime is
6%, contribution of the time to the report on failure and
contribution of the time of linac performance testing
after the repairs is only 2%.

Fig. 1 Downtime percentage per linac per year found out at 13 radiotherapy departments. The columns represent individual linacs at radiotherapy
departments. Blue columns represent linac vendor No. 1, green columns represent linac vendor No. 2 (Color figure online)

Fig. 2 Treatment cancellations per linac per year found out at 13
radiotherapy departments. The columns represent individual linacs at
radiotherapy departments. Departments No. 7 and 13 did not provide
such data. Department No. 1 and 10 had 0 treatment cancellations for

all linacs. Department No. 4 had 0 treatment cancellations for second
linac. Department No. 11 had 0 treatment cancellations for first linac.
Blue columns represent linac vendor No. 1 and green columns represent
linac vendor No. 2 (Color figure online)
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4.2 Clinical Impacts

The number of treatment cancellations depends on the fact
whether the departments have another matched linac where
in case of linac downtime patients could be transferred
without the need of treatment plan recalculation. Two
departments without treatment cancellations (department
No. 1 and 10, see Fig. 2) have the matched linacs and
transferred patients to the matched linacs. On the contrary,
two departments with the highest number of treatment can-
cellations (department No. 9 and 2, see Fig. 2) do not have
matched linacs, therefore could not transfer patients to the
matched linacs.

For eliminating clinical impacts of downtime some
departments had to add extra work shifts and at some
departments performing linac quality assurance had to be
rescheduled, e.g. on the weekend or on late in the evening.

Recording of clinical impacts related to downtime was
too complicated and too time consuming at some depart-
ments, thus they did not provide these data.

5 Conclusion

Within the study, 29 out of 47 linacs were analysed. Hereby
the overview of linac downtime in the Czech Republic was
obtained. Unified methodology enabled objective compar-
ison of linac downtime at particular radiotherapy
departments.

The study confirmed usefulness of having minimally two
matched linacs at a department. This, in case of linac
downtime, enables transfer patients to another linac without
the need of treatment plan recalculation and, as a result,
decreases the number of treatment cancellations.

The results of this study could help radiotherapy depart-
ments negotiate better service contract. The specification of
maximum guaranteed downtime together with the specifi-
cation of linac operating hours in the service contract should
be a good practice. Specified linac operating hours should be
used for downtime evaluation. Each department should itself
evaluate linac downtime and should require penalty in case
of exceeding the guaranteed downtime.

The results of this study could also push service organi-
zations forward to improve their service quality. Downtime
should be one of the service quality indicators.

Recording of clinical impacts related to linac downtime
was too complicated and too time consuming at some
departments. Vendors should try to develop tools enabling
simple evaluation of linac downtime and related clinical
impacts.
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Application of Engineering Concepts
in the Sterile Processing Department

Hermini Alexandre Henrique, Borges Ana Carolina, and Longo Priscilla

Abstract
This study has been performed in the Sterile Processing
Department (SPD) at Women’s Hospital “Professor
Doctor José Aristodemo Pinotti in the State University
of Campinas. The objective of this study is to evidence
the importance of using engineering concepts to manage
the processes of Sterile Processing Department. By
applying the value stream mapping in the SPD it was
possible to identify some problems in the process such as
bottlenecks and nonconformities according to the Brazil-
ian current sanitary legislation. Engineering tools were
applied to understand how the processes were performed
at CAISM. Measurements were collected from specific
steps throughout the process to measure the cycle time of
each step and then calculating the process lead time, the
process cycle efficiency and the percentage of
non-value-added time. The PDCA was also applied in
order to implement and monitor the changes. Addition-
ally, new methods and culture have been adopted to
create a more collaborative, efficient and engaging
environment.

Keywords
Process management � Value stream mapping
Process cycle efficiency � Percentage of non-value-added
time � PDCA

1 Introduction

Sterile Processing Department (SPD) comprises a service
within the healthcare facility in which healthcare products
are decontaminated or sterilized in order to ensure high
standard infection prevention and control and comply with

the resolutions RDC nº 08/2009 [1] and RDC nº 15/2012 [2]
of Brazil National Health Surveillance Agency (ANVISA)
[3]. The SPD also maintains the flow of sterile supplies
efficiently and effectively throughout the healthcare facility.

According to the World Health Organization (WHO) [4]
in 2016 approximately 14% of hospitalized patients in Brazil
acquired some hospital infection, and approximately
100,000 people die from these infections each year,
demonstrating the impact of Hospital-Acquired Infection
(HAI) in health care. Among all factors that contribute to the
occurrence of HAI, it is possible to highlight the inadequate
hand washing, the indiscriminate use of antibiotics and the
use of contaminated items.

2 Methods

The value stream mapping (VSM) was drawn to understand
how the processing of products was performed, in other
words, it was meant to be a picture of the status quo. A tool
of Human Factors Engineering called “shadowing” was
used. This tool consists in following the employees routine,
observing how they carried out each process activity and
how they interacted with each other. The VSM can be seen
in the Fig. 1.

Engineering tools were applied to define, measure, ana-
lyze, improve and control the process. Tools such as prior-
itization matrix, statistics software, PDCA cycle were used
in this study as well.

3 Results

With prioritization matrix it was possible to identify the five
main problems in the SPD of CAISM. Sixteen problems
were found, however just the top five main problems were
selected for this study.

The first process problem was the lack of Standard
Operating Procedures (SOP). The lack of SOP was present
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in all areas of the process from the dirty area to the storage,
resulting in a systemic non-conformity. This problem not
only affected the conformity with the RDC 15/2012, but also
affected the KPI such as lead time and the variability of the
process among others.

The second process problem was behavior of the
operator. The employees behaved differently among dis-
tinct situations, depending on the group, the shift and what
they believed to be the best for the process. Some operator
preferred to work in dirty area while others in clean area,
what impacted directly in the employee performance. The
number of instruments also influenced employee perfor-
mance in each activity. The ultrasonic cleaning cycle was
interrupted several times by some employee once they
were busy and needed to optimize their activities time,

therefore this kind of behavior also affected the cleaning
efficiency.

The third process problem was work method. At the first
process evaluation, the method used to perform each
activity was defined by the employee. As consequence, the
employees chose their own methods. The lack of standard
allowed the employees to conduct their activities in dif-
ferent ways, not only affecting the attendance of the RDC
15/2012, but also impacting the time to carry out the
activities.

The fourth process problem was insufficient training. The
new employees learned their functions on the job from
supervisors and senior employees. The training varied
according to the senior employees. The rate of production
was also low because the employees did not know how to

Fig. 2 The top five main
problems in the SPD
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perform the activities properly. Some employees lost con-
siderable time to perform some activities because they did
not know how to proceed according to the different steps of
the process, as well as the name of the instruments, etc.
When a change was applied, they did not receive a proper
training, causing doubts, demotivation and low morale
among other employees. Sometimes the changes were not
accepted. Despite being aware of the new procedures, the
employees did not respect, doing as they judged better for
the process.

The fifth process problem was the number of products per
set. Despite not affecting the conformity, it increased the
cycle time to perform each activity.

The Fig. 2 shows a parallel between the top five main
problems identified and the non-conformities found. Note

that one process problem can bring to one or more
non-conformities in accordance with the Brazilian
legislation.

This study also measured the process lead time for three
different types of set. The sets were selected based on the
number of instruments composed in each set in order to
create a reliable sampling. The measurements were collected
by two inspectors. They independently collected six times
the lead time to process the cesarean section set and hys-
terectomy set. And the lead time to process the delivery set
was collected four times by the same inspectors. The sam-
pling was collected for six days.

When the lead time of the sets were collected and cal-
culated, it was possible to conclude that the most of sets did
not add any value along the supply chain. The work in
progress was very long at that moment because the
employees did not know how to optimize their time. Some
wastes were inherent to the process, but others could be
transferred to activities that added value or eliminated. The
process took a long time to be completed, therefore an
inventory was formed frequently.

After collecting information from the process, it was cal-
culated the process cycle efficiency (PCE) and the percentage
of non-value-added time (NVA). The Fig. 3a–c show the PCE
and percentage of non-value-added time for each set.

All sets had a low process cycle efficiency which means
that the process had several wastes. The main types of
wastes were listed below.

The waste of transport was observed when the employees
needed to collect products from the areas supported by the
SPD. The collection was performed hourly in most of the
areas what proved to have an inefficient distribution.
Sometimes, the employees brought a low quantity of mate-
rials, but sometimes it came overwhelmed. Additionally,
materials from specific areas such as materials of the
department of nutrition were collected by the employees of
this specific area, wasting time of these employees.

The waste of motion was observed when the
employees needed to do excessive motion to fetch
materials or to pass out materials to the next step. The
assembly was not employee-friendly work environment
because it was not in accordance with a natural
work-flow, therefore the employees needed to do
unnecessary motion. This type of waste could be seen in
all areas. In the clean area, this effect was more severe
because the employees had to walk up to take the sets
that came from the dirty area as well as to take the
wrapping materials, to seal the wrapped materials, to
place the wrapped materials on the shelves and to pre-
pare the materials for autoclave. The spaghetti diagram

Delivery set
(ID 14)

Delivery set
(ID 16)

Delivery set
(ID 25)

Delivery set
(ID 01)

NVA 44.71% 62.71% 59.78% 77.60%
PCE 55.29% 37.29% 40.22% 22.41%
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Hyster set
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Hyster set
(ID 06)

Hyster set
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Hyster set
(ID 03)

Hyster set
(ID 06)

Hyster set
(ID 11)

NVA 67.43% 76.80% 51.43% 53.72% 73.22% 61.34%
PCE 32.84% 24.54% 48.57% 47.07% 26.77% 38.66%
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C-Sec set
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set (ID 06)

C-Section
set (ID 12)

C-Section
set (ID 06)

C-Section
set (ID 04)

NVA 56.30% 59.05% 48.08% 59.10% 68.87% 58.77%
PCE 44.11% 40.95% 51.92% 40.90% 31.13% 41.23%
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Fig. 3 a PCE and NVA time of delivery set. b PCE and NVA time of
hysterectomy set. c PCE and NVA time of cesarean section set
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revealed an inefficient layout that caused stress on the
employees and added more time to the process.

The waste of waiting was identified in all areas. In the
dirty area the waste of waiting occurred when the employees
waited for materials to be processed or waited the ultrasonic
cleaning machine to finish its cycle. Other employees needed
to wait the materials pass through the manual cleaning to
start drying these materials. In the clean area, the same effect
was identified when the employees waited for materials that
came from the dirty area. During these waiting periods, the
employees did other activities that had nothing to do with the
SPD activities.

The waste of defects was identified when the materials
needed to be reprocess because they were still dirty or
stained. Other defects observed were the materials damaged
because of the excess of enzymatic detergent or ill-use and
rework at the sealing process because it was not well done.

The waste of inventory was observed when a batch was
formed because a product was stopped in the assembly. The
quantity of materials to be processed in coming days also
caused waste of inventory and overwhelmed the SPD
because there was not equipment enough to process all these
materials. Because of the excessive number of materials
composed in each set, the SPD had unbalanced production,
causing waste as well. Another problem was at the storage
because the SPD had a large quantity of materials in stock,
therefore some materials got out of the expiration date and
needed to be sterilized again.

To analyze if the process was under control and it was
predictable, the Cp and Cpk indexes were used [5]. It was
necessary to establish a specification limits for the process
according to the client needs in order to calculate these
indexes. The lower specification limit was 13497 s and the
upper specification limit was 23000 s.

It was identified a Cp of 0,29 and a Cpk of 0,08.
Therefore, this study concluded that the process was not
capable to perform properly, it was not under control, it had
a high variability and the process was not centered, therefore
the processing of some sets was out of the specification
limits. It was greater than the upper specification limit,
taking more than 23000 s to be processed.

The capability and the sigma level of the process were
also calculated. The study obtained a capability equal to 0,01
and a sigma level equal to 1,51. A sigma level equal to 1,51
revealed a low-quality process considering that the aim is to
reach a six sigma level, besides 49,42% of the sets were out
of the specification limits.

After some internal analyses, it was selected the PDCA to
improve the process. The main changes implemented were
listed below.

The first change applied was to abolish the enzymatic
shower in the cleaning activity, but it is still mandatory to
use a shower in order to comply with RDC 15/2012. The
reason for this change is that the enzymatic solution can
damage the instrument by causing stain or forming biofilm.
Besides that, the enzymatic just works properly when the
temperature is higher than 40 °C.

The second change was to implement regular training to
all employees. The reason for applying this change was
because it was possible to identify that some employees in
SPD of CAISM had doubt in relation to the process, the
name of the instruments, etc. In order to improve employee
performance, satisfaction and behavior it was implemented a
training program with the aim that all employees have the
same consistent experience and background knowledge to
perform their activities. The change was also necessary to
comply with the RDC 15/2012.

The third change was to implement a medical
washer-disinfector as one additional step in the process. The
washer-disinfector was only used for milk storage container
because the employees believed that the machine was
damaging the instruments. After analyzing the reason why
the washer-disinfector was staining the instrument, it iden-
tified the use of enzymatic in excess. In this regard, changes
were implemented to make possible the correct use of the
machine. The reason for this change was to optimize the
efficiency of the process by using a washer-disinfector,
eliminating some manual step such as the drying.

The fourth change was to oblige the use of magnifying
lens to inspect the instruments during the preparation
step. The reason for this change was to comply with RDC
15/2012 and to provide a more reliable processing of
materials.

The fifth change will be implemented in further steps of
the process optimization at the SPD. It is about a new
method to trace the instruments along the entire process. The
new method will not only allow a faster checking, but also
improves the traceability.

4 Conclusion

In this study was described the use of engineering concepts
to improve the sterilization process in the SPD and to obtain
a redesign of the process. The basic concepts and tools of
production engineering were covered as well as the legal
requirements. A new design of the process was provided
and, some changes were implemented. The improvement
can already be seen in the hospital routine. Potential
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impediments, such as lack of time, organizational structure
and culture issues were considered.

Further measurement will be collected in six months from
the implementation date to evaluate how the changes have
reflected in the process optimization and how the employees
have dealt with the changes. Improvement in the work envi-
ronment, the commitment of the employees and the reliability
of the processing can already be noted. These changes have
the aim of elevating the sigma level to three during the first six
months, but for long term the intention is to achieve six sigma
level. The expectation is also to comply with all requirement
of the RDC 15/2012 after these six months and keeps the
continuous improvement as part of the working routine.
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The Application of the Total Cost
of Ownership Approach to Medical
Equipment—Case Study in the Czech
Republic

Petra Hospodková and Aneta Vochyánová

Abstract
Czech hospitals purchase the most expensive medical
technology using public procurement process and they
often make their purchasing decisions based on the lowest
bid price. However, the management of hospital in most
cases is unaware that the purchase price is only a minor
part of the total cost of ownership of the equipment. This
study intended to assess the nature of the Total Cost of
Ownership (TCO) method in applications to medical
equipment in the Czech Republic, and to carry out TCO
analysis for selected medical equipment units. In order to
evaluate the awareness and utilization of TCO in Czech
hospitals, a quantitative research method (questionnaire)
was used. The questions were addressed to the investment
departments of the hospitals. To accomplish the research
objectives, a TCO analysis for selected medical devices
(X-ray machine, SPECT/CT and ultrasound scanner) was
conducted. For each piece of equipment, four cost items
were considered: acquisition cost; maintenance cost;
operational cost and the cost of disposal. The results of
questionnaire survey demonstrate that the TCO method
was unknown to most of the respondents (67%) and the
respondents usually make decisions based on the pur-
chase price of medical equipment. All respondents who
have already used the TCO method indicated that this
method was useful to them. The results of the case study
imply that the operating cost for the selected devices over
five years are comparable to the purchase price.
SPECT/CT scanner was the only one unit, where the
acquisition cost was higher than the operational. In case
of purchase of expensive medical technology, health care
facilities often make decisions on the basis of the lowest
bid price. According to the calculated TCO, this param-
eter is not the only important cost driver in the life cycle
of medical equipment in hospital.

Keywords
Total cost of ownership � Medical equipment

1 Introduction

Healthcare providers founded by state or by regional gov-
ernment mostly use public resources for the acquisition of
medical equipment in the Czech Republic. The formulations
in the documentation of tenders, and mainly the purchase
price, are often the controversial subject for the professional
public. Due to the long lifespan of sophisticated medical
equipment, the purchase price seems to be a misleading
concept in the procurement process. This argument is sup-
ported by a number of studies based on the Total Cost of
Ownership (TCO) method.

For healthcare providers, it is recommended to plan a
purchase of medical equipment (including software updates)
for approximately a five-year horizon. Device efficiency,
safety criteria, utilization, ability for technological modern-
ization and updates of medical equipment are the important
factors to be taken into account during procurement [1].

The TCO method considers all cost items that need to be
reflected before purchasing any technology. In addition to
input costs, it also takes into account the costs that arise
during the operation and disposal phases of the equipment
lifecycle. TCO typically incorporates acquisition cost,
energy, installation costs, regular maintenance, repairs,
upgrades, personnel training, liquidation as well as personnel
costs (which need to be assessed especially for new instal-
lation) [2, 3].

The total cost during the ownership of medical equipment
often significantly exceeds the acquisition price and there-
fore the TCO method seems to be suitable for the assessment
of devices in procurement process [2, 4, 5]. It was indicated
that the purchase price might amount only to 20–25% of the
total cost of ownership [6].

P. Hospodková (&) � A. Vochyánová
Faculty of Biomedical Engineering, Czech Technical University in
Prague, Nám. Sítná 3105, 272 01 Kladno, Czech Republic
e-mail: petra.hospodkova@fbmi.cvut.cz

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/3, https://doi.org/10.1007/978-981-10-9023-3_65

361

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_65&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_65&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_65&amp;domain=pdf


The use of the TCO method is particularly useful in the
assessment of large capital equipment. Its application is
often in such areas as IT, construction, automotive, etc. [2, 7,
8]. In the healthcare sector, the TCO method is very rarely
used for decision-making and is not standardized [1, 9].

Appropriate identification of total costs helps to make
informed decisions, rationalizes performance requirements,
reliability, sustainability, maintenance support, and other
factors affecting life cycle costs, thus reducing the total cost
of the asset [10, 11].

This study intended to assess the nature of the TCO
method in applications to medical equipment in the Czech
Republic, and to carry out TCO analysis for selected medical
equipment units.

2 Methods (Methodology and Data
Collection)

In order to evaluate the awareness and utilization of TCO in
Czech hospitals, a quantitative research method (question-
naire) was used. All Czech bedside health facilities were
included in the questionnaire, at the next step after-care
facilities and day surgery, plastic surgery, elderly homes and
hospices were excluded. The questionnaire was addressed to
the investment department, competent decision-makers in
two rounds. The concept of questions focuses on the overall
knowledge of the TCO method and its application in
practice.

To accomplish the research objectives, a TCO analysis
for selected medical devices (X-ray machine, SPECT/CT
and ultrasound scanner) was conducted. The TCO calcula-
tion process was based on the approach used in the studies of
Morphonius [12] and Nierseen [13]. All costs are further
discounted to the present value. The case study was also
based on the Life-Cycle Costing Manual issued for the
Federal Energy Management Program, which was used by
Morfonios in his study [12]. The TCO process for the pur-
pose of this study consisted of five basic steps [3, 14, 15]:

• Step 1: Evaluate the lifespan of the device.
• Step 2: Define the categories of costs for the evaluation.
• Step 3: Calculate the costs according to the defined

categories.
• Step 4: Determine the relationship between costs.
• Step 5: Calculate the TCO.

TCO was composed of cost of acquiring, commissioning,
operating, maintaining and disposing of medical equipment
for a specified period of time.

TCO = Ca + Cc + Co + Cm + Cp + Cd ð1Þ

where Ca—Cost of Acquisition, Cc—Cost of Commission-
ing, Co—Cost of Operation, Cm—Cost of Maintenance, Cp
—Cost of Production and Cd—Removal and Disposal cost
minus any reclamation value [3].

X-ray, SPECT/CT and ultrasound scanner were selected
for the purposes of the case study. Cost items for selected
devices were identified with the help of medical technicians
and managers at the department of medical technology. The
list of cost items concerned for the selected equipment is
presented in Table 1.

The acquisition cost included the cost of engineering,
procurement, equipment cost, auxiliary equipment cost,
inspections etc. Sales contracts, technical documentation and
information from medical facilities were used as data
sources.

Cost of Commissioning included the cost of construction,
testing, training and technical support.

The operating cost was calculated from the active oper-
ating time of the medical device. The energy cost were
calculated for ultrasonic devices using device parameters
(length of active device operation, maximum device power
and electricity price). The price of electricity was determined
as the average value of electricity prices over the last
5 years. Direct measurement of energy consumed was used
for SPECT/CT and X-ray devices. Personnel cost was cal-
culated based on the typical number of operating personnel
and examinations. Personal cost also included mandatory
employer’s contributions. We calculate the operating cost by
the sum of all the above items.

Cost of maintenance was estimated on the basis of
information in the equipment service documentation during
the last 5 years. The cost of testing devices required by
special legislation was calculated according to the records in
the equipment documentation.

No cost of production was identified during the observed
period. This usually includes production losses, quality cost,
environmental cost and cost of redundancy.

Disposal cost included the following items: the unin-
stallation and ecological disposal of the device. In the case of
X-ray devices, the disposal cost of the radiation source were
concerned according to Czech legislation

3 Results

3.1 Questionnaire

The questionnaire was included in 155 healthcare facilities,
21 hospitals responded. In total, 13 questions were asked in
the research. The following text offers the evaluation of
some of them. Table 2
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Other inquired questions have shown that the governance
of the hospital (21), medical technicians (19), doctors (13),
economists (10), managers (7) and others (1) are the most
involved in purchasing decisions. Another research question
was “Which parameter is crucial when deciding to purchase

a medical device?” First place is taken by device price,
second was technical specification, next are: supplier’s ser-
vice, quality of the provided services and, last but not least,
the brand of the device. The question that mapped the rea-
sons for concluding a full-service agreement was “If you

Table 1 Observed cost items for X-ray, SPECT/CT and ultrasound devices

Cost item SPECT/CT X-Ray Ultrasound
scanner

Cost of
acquisition

Acquisition price X X X

Workplace equipment cost X X X

Cost of mandatory protective aids X

Inspections and documentation X X X

Cost of
commissioning

Construction work cost incl. shielding X X X

Cost of construction adjustment works of the application room and waiting
area

X X

IT cost (connection of the device with hospital information systems) X X X

Cost of mandatory testing under the radiation protection law X X

Personnel training cost X X X

Operational cost Energy X X X

Cost of consumed drugs (iodinated contrast agents, radiopharmaceuticals) X

Cost of consumed material X X X

Cleaning and disposal cost X X X

Cost associated with the disposal of radioactive waste X

Operating personnel X X X

Cost of
maintenance

Service contract cost X X X

Repair and maintenance cost outside the service contract (expensive parts,
telecommunication support)

X X X

Preventive maintenance cost X

SW update cost X

Disposal costs Cost of professional uninstalling of the device X X

Cost of ecological disposal according to the legislation X X X

Cost of ecological disposal of X-rays according to the legislation X

Table 2 The questionnaire results (n = 21)

Question Response Count Percent
(%)

Do you assess the operating cost of the medical device before purchasing it? yes 17 81,0

no 4 19,0

Do you assess the operating cost of a given medical device in a retrospective review after a certain period
of use?

yes 13 61,9

no 8 38,1

Do you know what Total Cost of Ownership (TCO) method consists in? yes 7 33,3

no 14 66,7

Do you have an overview of the operating cost of individual devices in your healthcare facility? yes 15 71,4

no 6 28,6

Do you have any idea how much it will cost to dispose of individual devices at the end of their life cycle? yes 10 47,6

no 11 52,4
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have a full service contract with supplier companies, please
state the main reason that helped you to negotiate this
agreement.” Eight facilities suggested that the full service
contract has to be negotiated due to the guarantee of service
workers’ response and future carefree operation of equip-
ment. Seven facilities stated that reason was a full service
discount.

3.2 Case Study

X-ray system. The calculated total cost of acquiring Sie-
mens Axiom Aristos MX and its five-year operation repre-
sented CZK 55,591,000. However, the purchase price was
not the highest cost item. Purchase price amounted to CZK
9,601,000 (17.3%) and maintenance cost was CZK
1,789,000 (3.2%). Operating cost amounted to CZK
43,951,000 (79.1%) and the disposal cost was CZK 250,000
(0.4%). The highest TCO score was clearly the operation
cost, with significant human resource cost. Among the dis-
posal cost, the most significant item was the cost of spare
parts (CZK 1,448,000). Table 3

SPECT/CT. The acquisition cost and commissioning
cost in total was CZK 20,774,000 (45.9%) of the total cost of
ownership evaluated over a five-year horizon. Maintenance
cost reached CZK 5,291,000 (11.7%), of which the most
significant was the cost of service contracts (change to full
contract in 2012). Operating cost amounted to CZK

18,877,000 (41.7%) and disposal cost in total was CZK
350,000 (0.8%). It can be stated that the most significant cost
category was operating cost. An important item within this
category was the cost of consumables (CZK 10,750,000).
The total cost of ownership in the monitored horizon was
CZK 39,638,000 (Table 4).

Ultrasound system. The total cost of ownership over the
five-year horizon for the GE Vivid 7 Dimension ultrasound
system was CZK 11,156,000. Cost of acquisition and
commissioning cost in total was CZK 3,889,000 (34.9%)
according to the purchase contract. Maintenance cost
amounted to CZK 565,000 (5.1%). The operating cost was
calculated to CZK 6,652,000 (59.6%) and disposal cost to
CZK 50,000 (0.4%). The cost of operation is the most sig-
nificant cost item, as with previous devices. A high cost item
was the personnel cost (CZK 6,480,000). In cost of main-
tenance, the highest cost over time was the cost of spare
parts (CZK 525,000) (Table 5).

4 Discussion

The survey results show that the management of healthcare
facilities, medical technicians, physicians and economists are
the ones who are the most involved with the process of
procurement of expensive medical equipment. This corre-
sponds to the work of Konschak [16], but the representation
of economists in the assessment of long-term investment

Table 3 TCO of device Siemens Axiom Aristos MX (in thousands of CZK)

2010 2011 2012 2013 2014 2015 Other

Number of examinations n/a 43 930 47 383 49 055 49 039 50 295 n/a

Cost of acquisition and cost of commissioning* 9 601 – – – – – n/a

Operational cost – 8 697 8 538 8 547 8 968 9 201 n/a

Cost of maintenance – 0 57 104 1 260 368 n/a

Disposal cost – – – – – – 250

TCO 9 601 8 697 8 595 8 861 10 228 9 569 250

Note *cost items was combined because they represent a one-off initial load

Table 4 Total Cost of Ownership of device Philips Precedence 6´ (in thousands of CZK)

2010* 2011 2012 2013 2014 2015 Other

Number of examinations n/a 633 1 046 878 882 752 –

Cost of acquisition and cost of commissioning 20 774 – – – – – –

Operational cost – 3 383 3 807 3 585 3 798 4 304 –

Cost of maintenance – 668 581 1341 1351 1350 –

Disposal cost – – – – – – 350

TCO 20 774 4 051 4 388 4 926 5 149 5 654 350

Note * Medical device was acquired in 2007 and the acquisition price was converted to the 2010 net present value
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should be much higher. The purchasing price was the most
frequent decision parameter among the healthcare facilities
inquired, probably due to the long-established way of eval-
uating public procurement in the Czech Republic. At pre-
sent, bids in public procurement process are assessed using
principle of “most economically advantageous tender”. The
healthcare equipment can be evaluated by the lowest bid
price, the quality of the offered solution, its reliability, the
range of service, etc.

The frequency and the reasons, for selecting full service
contracts, are similar to the ones that can be found in
available literature. Sferrella states that the most common
reasons for negotiating full service contracts from supply
companies are as follows: carefree operation, guarantee of
response, and discount on the service contract when signing
the contract together with the purchase of the instrument [17]

TCO was calculated for selected SPECT/CT, X-ray, and
ultrasound devices for a five-year horizon, which did not
represent the total lifetime of the instrument. However, it has
already been demonstrated at this time that operational cost
outweigh the acquisition cost. The cost item that also sig-
nificantly increased the TCO was the service and repair cost
group. Therefore, it can be concluded that the purchasing
organization should also consider the scope of the negotiated
service contract. In addition, health care facilities should
concentrate on choosing a supplier of consumables, as study
results demonstrate that these items were among the third
most important category in TCO. Personnel costs included in
the TCO calculation are an item that is typically included
into operational costs [14–16]. It should be noted that in the
case of existing operation, this item should be considered
irrelevant, and taken into account in the overall calculation
only in terms of additional wage costs (incremental). The
Inclusion of personnel cost into the calculation is suitable
especially for new departments. During the device operation,
it is also advisable to take into account the number of
examinations and to track the average operating costs per
examination. The method can also be supplemented by
monitoring of marginal costs, i.e. costs incurred with each
incremental unit of output (number of such units) [18].

5 Conclusion

The TCO method was unknown to most of the respondents
and the respondents usually make decisions based on the
purchase price of medical equipment.

The operating cost over five years for the devices selected
for case study is comparable to the purchase price.
SPECT/CT scanner was the only one unit, where the
acquisition cost was higher than the operational. According
to the calculated TCO, this parameter is not the only
important cost driver in the life cycle of medical equipment
in hospital.

Further research is recommended, especially in the field
of operating costs and in the area of methods for estimating
cost items.
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The Profile of Clinical Engineering in Espirito
Santo, Brazil

L. A. Silva, F. L. Cunha, and K. L. Oliveira

Abstract
As a result of high rates of non-operating equipment due
to the lack of maintenance and proper training, Clinical
Engineering has been growing considerably in Brazil
since the 1990s and, therefore, its demand. In the State of
Espírito Santo (ES), the reality is different from found in
large cities. Because of that, this article has the following
purposes: to verify the presence of Clinical Engineers in
ES; to analyze the team composition and the presence of
predictive and preventive maintenance procedures; and to
compare the proportion of CT and MRI equipment in ES
with national and international data. For this, data
gathering of 97 hospitals registered in the National
Registry of Health Establishments was carried out to
obtain a list of existing equipment in the places and the
way that maintenance service of such equipment is
performed, as well as the composition of the team. The
results obtained shows most of the general hospitals have
outsourced Equipment Maintenance Service and those
responsible for Clinical Engineering do not have special-
ization in the area or a degree in engineering. In addition,
there are 0.75 MRI equipment and 0.50 CT for each 500
thousand and 100 thousand inhabitants, respectively, in
the Universal Healthcare Service, values below deter-
mined by ordinance MS 1101. Thus, these data corrob-
orate the need of increasing the supply and training of
professionals in Biomedical Engineering and Clinical
Engineering areas to promote additional study in the
technological management practices of such equipment.

Keywords
Clinical engineer � Biomedical engineer � Brazil

1 Introduction

Clinical Engineering has its origins in the 1940s in the
United States with the implantation of a medical equipment
course. However, it was not until the 1970s that the pro-
fession of clinical engineer was established, which is the
professional responsible for the management, evaluation and
transfer of hospital equipment [1, 2].

In Brazil, however, it was only in the 1990 s that the first
courses of specialization in Clinical Engineering for elec-
trical engineers were implemented: two of them in São
Paulo; one in Paraíba; and one in Rio Grande do Sul. The
trigger for the implementation of these courses was the high
rate of non-operating equipment due to lack of maintenance
and specific training [1]. Although there are currently several
courses in Brazil, in the State of Espírito Santo (ES) there are
still no specialized courses in the area, but since 2013 a
degree in Biomedical Engineering has been offered by a
private institution. It is important to point out the Brazilian
Federal Council of Engineering and Agronomy (CONFEA)
does not yet recognize Clinical Engineering as a specialty. It
allows professionals such as technicians, managers, nurses,
doctors, etc. to act in the position of clinical engineer [3, 4].
The Brazilian Association of Clinical Engineering (ABE-
Clin) started an unsuccessful process in 2013 within CON-
FEA in order to obtain formal recognition by the
professional council [5].

In this context of hospital technology management, the
Information Technology Department of National Health
System (Datasus) has made an online platform available to
collect, process and disseminate data on health equipment:
National Register of Health Establishments (CNES). On this
basis it is possible to obtain information regarding health
service providers, for instance: equipment; support services;
professionals; among others [6, 7]. These data are extremely
important to verify if there is a consonance between regu-
lations applied by the federal government and what is seen in
practice. As an example, it can be listed the one No. 1101/
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GM elaborated in 2002 by the Ministry of Health that
establishes that for every 100 thousand inhabitants there
must be 01 Computed Tomography (CT); and for every 500
thousand inhabitants 01 Magnetic Resonance (MRI) [8].

Therefore, the present study is aimed at: verifying the
presence of Clinical Engineers in Hospitals in ES; analyzing
the composition of the teams responsible for Clinical and
Hospital Engineering service and the presence of corrective
and preventive maintenance procedures in these hospitals, as
well as analyzing the proportion of CT and MRI equipment
comparing these data with national and international ones.

2 Methods

During the end of 2017, an investigation was carried out at
the base of CNES (National Registry of Health establish-
ments). This database provided by federal government lists
various information about establishments provide health
services in country, both those are part of private network as
well as those compose public network [6, 7]. The mainly
research criteria adopted is the place of sample space: all
cities and establishments in the State of Espírito Santo with
at least one General Hospital. With this, the following data
were obtained from each hospital: business name; County;
telephone; disabled or not; legal nature; equipment mainte-
nance service (SME); diagnostic imaging equipment. For the
latter, we sought only for the presence of CT and MRI
devices available in Unified Health System (SUS), which is
the public health system in Brazil.

With CNES data, a questionnaire was created with 12
questions that were used in individual research. The ques-
tions consisted of verifying: academic formation of the
person responsible for Clinical Engineering or Equipment
Maintenance; formation of the team of Clinical Engineering
or Maintenance of Equipment; presence of procedures to
perform corrective and preventive maintenance; existence of
CT and MRI equipment. Such research was carried out by
telephone, e-mail and on-site and had the purpose of veri-
fying the consonance between actual data and those pro-
vided by CNES.

3 Results

According to Table 1, information was collected on 97
general hospitals. It is possible to observe 18.6% answered
the questionnaire directly, 12.4% did not respond when sent
by e-mail and 13.4% of hospitals were disabled.

It is also possible to note 36.1% reported (via phone call,
e-mail or on-site) the SME is outsourced. Of these, 11
hospitals have equipment park managed by the same private
company. The 24 remaining (24.7%) have a direct contract

with some technical assistance and, when necessary, a hos-
pital employee triggers a service.

As mentioned in item 2, it is possible to obtain in CNES
the form that SME is made: own; outsourced; and own and
outsourced. In this way, a comparison was made between
CNES data and those obtained individually from the 24
hospitals when contacted reported that service was
outsourced.

It can be seen from Table 2 that half of these hospitals
actually have outsourced services, while the rest go against
what is registered with CNES.

As seen in Table 1, 18 hospitals responded directly to the
questionnaire. Initially asked about academic training of the
person in charge of the Clinical Engineering or Equipment
Maintenance sector. It can be seen from Table 3 most of
people in charge are not trained in specific area or even in
Engineering.

When questioning about the form of SME, it is noticed
there is no conformity between the data present in CNES’s
base and the reality of the hospital, according to Table 4. For
example, in the sample of 5 hospitals that reported that SME
was its own, only 2 had this information correctly at CNES.

Regarding the presence of a procedure for preventive and
corrective maintenance, almost all (97.4%) hospitals repor-
ted there is a procedure, according to Table 5. It was also
questioned about ease of finding equipment maintenance
supplier in ES, 61.1% report there is facility, according to
Table 6.

In addition to seeking information on SME, data were
sought on the amount of CT and MRI equipment available at
SUS. According to Table 7, it can be seen that for both cases

Table 1 Result after collection at CNES database

Result Number of hospitals (%)

Answered questionnaire 18 18.6

Outsourced SME 35 36.1

Hospital disable 13 13.4

Unanswered e-mail 12 12.4

Others 19 19.6

Total 97 100.0

Table 2 Comparison between CNES data and those purchased
individually for each hospital

Description at CNES Number of hospitals (%)

Own 7 29.2

Outsourced 12 50.0

Own and outsourced 3 12.5

No information 2 8.3

Total 24 100.0
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there is not even 1 equipment at SUS available for each
general hospital in the registry.

4 Discussion

One cannot deny the importance of CNES in accessing
information on health institutes. However, it still encounters
several flaws. Among them, there is a lack of data update for
simple information, such as telephone number to keep contact.
In this context, there were several obstacles such as difficulty
contact by telephone and e-mail, difficulty to contact the
person in charge of SME sector and obtain correct data. In this
case, it is also noticed there is no consensus between the type
of SME base and the reality observed through the contact with
each general hospital. For example, less than half of hospitals
reported in the questionnaire that SMEwas actually compliant
with the CNES, as seen in Table 4.

In relation to the people in charge of Clinical Engineering
or Equipment Maintenance sector, it is noted that majority
(61.1%) of those do not have a specialization in Clinical
Engineering or, at least in Engineering. For example, 16.7%
have a high school education level. This data was also
noticed when we contacted the 24 hospitals in Table 2.
Among those with specialization in Clinical Engineering or
undergraduate degree in Biomedical Engineering, it is not

observed that such specialization or graduation was per-
formed in ES. This information demonstrates the lack of
specialized professional in this area in ES. In this context,
the teams of hospitals that had an Engineer were also
composed by at least 1 technician in electronics.

Besides the lack of consensus between the data of CNES
and reality, it is also noticed that in other spheres it also
occurs. As explained in item 1, Regulation No. 1101/GM
provides minimum amounts of CT and MRI equipment to a
certain number of people. In this research, it was observed,
for both equipments, the legislation is not followed
observed. In the case of the CT, this reality is not different
from the State of São Paulo, for example, where there are
0.79 equipment per 100 thousand inhabitants [9]. When
comparing these ES data to those available on World Health
Organization (WHO) website, the values found for ES State
are close to countries such as Costa Rica and Cuba for TC.
As for as MRI, it is close to Jamaica and Albania [10].

5 Conclusion

Although Clinical Engineering has advanced in Brazil since
the 1990 s, in ES the reality differs from that found in devel-
oped countries, such as United States, for example. It is still
necessary to invest and promote the area, either through
recognition of the profession by CONFEA or legislation that
determines the presence of this professional inside hospitals.
Thus, these data corroborate the need to increase supply and

Table 3 Academic background of the responsible for the sector of
clinical engineering or maintenance of equipment

Academic Background Number of hospitals (%)

Electrical engineering 5 27.8

Electronics technician 3 16.7

High school 3 16.7

Administration 3 16.7

Biomedical engineering 1 5.6

Mechanical engineering 1 5.6

Physiotherapy 1 5.6

Nursing 1 5.6

Total 18 100.0

Table 4 Comparison between CNES data and individually purchased
for hospitals that answered the questionnaire

CNES

SME Questionnaire Own Outsourced Own and
Outsourced

No
Information

Own 5 2 1 1 1

Outsourced 7 5 1 1 0

Own and
Outsourced

6 4 0 1 1

Total 18 11 2 3 2

Table 5 Presence of procedures for preventive and corrective
maintenance

Number of hospitals (%)

Existing procedure 17 94.4

Non-existing procedure 1 5.6

Total 18 100.0

Table 6 Ease of finding equipment maintenance supplier in ES

Number of hospitals (%)

Easy 11 61.1

Regular 2 11.1

Difficult 5 27.8

Total 18 100.0

Table 7 Number of CT and MRI equipment per 100 thousand and
500 thousand inhabitants, respectively

CT equipment/100 thousand inhabitants 0.50

MRI equipment/500 thousand inhabitants 0.75
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training of professionals in the area of Biomedical Engineer-
ing and Clinical Engineering in order to promote greater study
in the technological management practices of such equipment.
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Reduced Cost Training Program in Minimally
Invasive Surgery

A. H. Hermini, I. M. U. Monteiro, L. O. Z. Sarian, and J. C. C. Torres

Abstract
Minimally Invasive Surgery (MIS) procedures are now
considered mainstay practice in the best hospitals word-
wide. Despite its benefits, high costs and increased
hazards appear as disadvantages for this technology.
Suboptimal surgeon performance is a major hazard in
many centers and can be overcome by an adequate
training program. This work describes a reduced cost
Training Program (TP) composed of three levels of theory
and practice activities to improve the skills of the
surgeons in MIS. The basic level is composed by 1 h of
lessons on the videosurgery setup, optics and instruments,
and a practice lessons composed of eight exercises in
inanimate models. The intermediary level consists of 1 h
of theory with 6 h of practice exercises in electrosurgery
(chicken leg) and 4 h of laparoscopic suture in Neoderma
simulation pieces. The third (advanced) level, consists of
a hysterectomy in a living animal (pig). The investment in
permanent assets for the basic and intermediary levels is
roughly US$ 12,000,00; and for the advanced level, US$
180,00 are needed per procedure. This TP has been
applied in a multidisciplinary program involving medi-
cine and clinical engineering areas in a University
Woman´s Hospital. Twenty-one medical residents started
the program and 10 completed all levels.

Keywords
Training program � Surgeon skill � Laparoscopy

1 Introduction

Since the first laparoscopic hysterectomy (LH) performed by
Reich [1], this procedure has grown in hospitals worldwide.
LH has obvious advantages over open hysterectomy, e.g.
reduced postoperative pain, reduced convalescence and
small portholes leading to improved cosmetic outcomes
(sometimes the great advantage in patient’s perception).
However, considerable adverse events have been reported
[2]. One of the major factors associated with unsuccessful
LH is suboptimal surgeon performance. The steep ‘‘learning
curve’’ for laparoscopy procedures in general and LH in
special has been pointed as chief among the disadvantages of
laparoscopy [3]. Some methodologies have been developed
to increase the surgeon skills in laparoscopy (very often
named Fundamentals of Laparoscopic Surgery—FLS); most
commonly, the trainee surgeon learns from performing sur-
gery under the supervision of a more experienced fellow
(supervised learning). Endotrainer box simulation and virtual
simulation are often cited as adjuvant learning tools [4, 5].
However, it remains unknown which training model yields
the best surgeon performance improvement, or are firmly
defined the parameters used to define “surgeon perfor-
mance”. In addition, supervised learning poses risks, since
the participation of untrained personnel in surgical proce-
dures may be associated with extended surgical times, and
additional complications. Virtual Reality Simulators, on the
other hand, and currently beyond the financial possibilities
of most public hospitals in Brazil, including our institution.
Thus, we decided to develop a low-cost training problem to
improve our professional´s laparoscopy skills.

This paper describes a reduced cost training program to
improve the surgeon skills according the University Hospital
needs. Our training program starts addressing perception and
fine motor control, through training in inanimate models,
and culminates with actual surgical procedures in living
animals.
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2 Methods

Using the concepts of the MISTELS model [4, 5], we used
endotrainer box constructed with opaque fiber, 10 flexible
trocars ports, allowing to simulate different accesses for
training and practice. The simulated cavity image is captured
by a HD webcam and visualized by a computer video
monitor, as shown in the Fig. 1

The training program encompasses three levels of pro-
gressive skill acquisition, simulating conditions faced by
surgeons during real-life procedures. By the end of the
program, students are expected to be able to perform com-
plex activities, including perform surgery in a living animal,
which in turn will make their further supervised training in
human patients more efficient and safer.

The three levels of training are named: Basic, Interme-
diate and Advanced, and their contents are described below:

Basic: The basic level consists of theory classes and
practice lessons. The objective is to give the trainees fine

motor coordination and 3D-in-2D perception. The theory
classes deals with videosurgery setup and gaining familiarity
with equipment. The classes address the components of the
Image Chain, starting with the patient (Abdominal cavity is
considered the first component of the system), presenting the
Electromedical Equipments (camera, light source, insuflator,
…), the optical devices (endoscope, light cable,…), the
surgical instruments (scissors, grasps, trocars,…) and
reaching the video monitor, where the patient cavity is
visualized by the surgeon as shown in Fig. 2.

We consider important that the surgeon understands the
image chain as a system and acquires fundamentals of
operation of each component, becoming able to solve minor
problems that could occur during the surgical procedure or
to give more specific explanation for the clinical engineering
team about the problems, optimizing its solution.

Next, the practical activity of this level is composed of 8
(eight) exercises, as presented below. Before starting with
the exercises, a brief explanation is given. It is emphasized
that all exercises should be performed using both hands
(‘two-hands surgery’) and that all instruments must be kept
in the field of vision. The ‘two hands ability’ is trained by
forcing students into performing each exercise at least once
with each hand.

The first exercise, named Pick and Place, was developed
to give to the trainee the 2D x 3D perception and the haptic
or kinesthetic sensation related to the endoscopic instru-
ments, as grasps, scissors and needle holders, as presented in
Fig. 3. Three rounds of each exercise, for each hand, are
performed. During the entire session, the instrument held by
the hand contralateral to that performing the exercise must
be kept in the field of vision, as mentioned above.

Next, the trainee is exposed to perception and control
skills, by being asked to put four training plastic pieces
inside of a plastic vessel with 50 mm (2”) diameter. The goal
is to place the pieces inside the vessel without touching
vessel walls. The simulated operating field is small and full
of structures that cannot be touched, always keeping the

Fig. 1 a Endotrainer box; b Simulator system

Fig. 2 Laparoscopy Image
Chain
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instrument held by the opposite hand inside the field of
vision, as presented below (Fig. 4).

After training depth perception and control, students are
asked to place different shape rings with 4 mm internal
diameter in a 2 mm pin, to train delicate movements and fine
3D control (Fig. 5).

Next, we simulate Endobag use. During this activity, both
hands are used. The trainee is asked to place four plastic
pieces inside the bag, similar to surgical procedures where it
is necessary to place biopsy specimens inside the endobags
(Fig. 6).

Traction and force control. During laparoscopic proce-
dure, surgeons need to traction tissues in order to cut and
move. Thus, they use force that must be controlled, that is,
insufficient force may result in loss of traction and excessive
forces may result in tissue damage. The fifth exercise in the
series consists of pulling four office elastics, to train traction
forces and control, as presented in Fig. 7.

Cutting tissue is inherent to the surgical procedure,
meaning that damage to the tissue is a necessary part of the
surgical intervention. However, the aphorism “don’t cause
greater damage than necessary” is valid, and students must

Fig. 3 Pick and place exercise a right; b left

Fig. 4 Depth perception and control a right; b left

Fig. 5 3D fine perception and control a right; b left

Fig. 6 Endobag simulation a right; b left

Fig. 7 Training traction and control a right; b left
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be trained to cut no longer or deeper than necessary. Due to
optical magnification of the instruments, surgeons must learn
to adjust range of motion. To train safe tissue dissection, we
used an EVA 3 mm mash (piece and space) marked alter-
nately, as shown in Fig. 8. Using laparoscopic scissors and
clamps, the trainee was asked to hold and to cut inked tops
without damaging the adjacent markings.

The final stage of the Basic Level is dedicated to
preparing trainees to perform sutures. The first movement to
be trained is ‘pick and position’ needles using the needle
holder. We used foam to simulate and train deepness per-
ception. The exercise consisted of the needle being passed
through the peak of the foam piece, three times with each
hand (Fig. 9).

When the students develop the ability to position and
hold the needle, they repeat the exercise passing it through a
silicon model that simulates the hardness of the tissue, as
presented below (Fig. 10).

Students are scored according to the time spent to per-
form each exercise series.

Intermediary level: The intermediary level is aimed at
developing students´ electrosurgical and suture skills. This
levels comprise theory classes (1 h) about the principles,
risks and injury prevention, and 4 h of laparoscopic suture in
Silicon model. After training using the model, the resident
physician performs 6 h of practice in monopolar electro-
surgical dissection and cut in chicken leg, as shown in
Fig. 11a and b. Next, they will have the opportunity to
rehearse bipolar hemostasis, as shown in Fig. 11c. After
cutting the chicken leg, the incision is sutured, as presented
in Fig. 11d. The score of the electrosurgical procedures is
obtained evaluating if the tissue was dissected and if the
incision was done. Points are subtracted if adjacent tissue
was burned. Sutures are considered optimal if sufficient to tie
the edges of the tissues together and hold them firmly
together. When the trainees develop fine movements and
perception in the 2D-in-3D view, they are deemed ready to
advance to the next level.

Advanced level: The last, the advanced level, consists of
a hysterectomy in a living animal (pig), using the ethical and
animal protection procedure, approved by Internal Ethics
Committee on the Use of Living Animals.

Trainees are supposed to excise anatomical structures
indicated by the Fellow, and to log injuries. Importantly,
approval depends on the animal being still alive by the end
of the procedure. Figure 12 shows the external and internal
views of the procedure.

Experimentally, we evaluated the trainee laparoscopic
surgical skills prior to the TP measuring time and quality of
three types suture: open suture (Fig. 13a), laparoscopic
suture with direct view (Fig. 13b) and laparoscopic suture
with camera view (Fig. 13c) comparing it with the values
and levels obtained by a trained surgeon.

Fig. 8 Scissors cut training a right; b left

Fig. 9 Needle control foam model a right; b left

Fig. 10 Silicon model a right; b left
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3 Results

During the two years of TP, a total of 21 residents partici-
pated in the program, divided into two groups, one per year.
Eleven finished only the Basic Level, stating as reasons to

abandon: no time to continue or showing no further interest
in performing laparoscopy during their careers. Ten sur-
geons performed all the three levels (four residents of the
first group and six of the second one), performing the living
animal surgery. In the first year two surgeries were per-
formed, each one with two residents. In the second year, two

Fig. 11 Chicken leg exercises

Fig. 12 Experimental living animal procedure

Fig. 13 Evaluation measuring
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animal surgeries were performed too, but with three resi-
dents forming each group. Four pigs were used for all pro-
cedures and all animals were still alive by the end of the
procedures. In one surgery, the trainee cut a small blood
vessel, which was sutured by the Fellow. After experimental
surgery, the trained surgeons of the second group performed
two hysterectomies, without any adverse events.

Table 1 shows the key achievements of the students and
the time taken to perform.

4 Discussion and Conclusion

The initial investment was roughly U$ 8,000.00 to acquire
the Endobox, the laparoscopic instruments, the models, the
computer and furniture. At this moment the residents are
performing some exercises of the Intermediate Level in more
realistic simulators, however performed in the medical
equipment manufactures plants. It was identified three new
simulators and started the procurement expending U$
4,000.00, thus enabling the University to realize full pro-
gram in house.

Our low-cost laparoscopy TP resulted in adequate
medical resident training in basic through advanced
laparoscopy surgical skills, indicating its cost-effectiveness
viability. The effectiveness can be assured by the successful

surgery without patient injury. The cost can be figured
when the expenses of our TP are compared to the expenses
to make a similar training program in a private institution.
In Brazil, the cost of a similar program is approximately U
$ 2,500.00 per trainee. Calculating the total expenses of our
TP, US$ 12,720.00 were spent (US$ 12,000.00 for
investment in permanent assets [U$ 8,000.00 initial + U$
4,000.00 new simulators] and US$ 720.00 to purchase four
animals and anaesthetic drugs) to train 10 residents.
Roughly US$ 25,000.00 would be spent to train the same
10 residents (US$ 2,500.00 � 10) in a similar private
training program.

Conflicts of Interest The research being reported in this full paper
was supported by Unicamp. The authors of this full paper are
researchers and teaching member staff of Unicamp. All authors are
involved in the development an innovative, low-cost Laparoscopy
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Table 1 Activity measured time

Activity Time Realized

Novice open suture 00:26 3 knots OK

Novice lap suture direct view 04:44 3 knots OK

Novice laparoscopic suture camera view 05:00 Only needle
pass

Trained surgeon laparoscopic suture
camera view

02:50 2 Knots OK
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Evaluation of Benefit of Low Dose CT
in the Diagnosis of Charcot Arthropathy

Markéta Štveráková, Michaela Steklá, Miroslav Selčan,
and Petra Hospodková

Abstract
Diabetes mellitus (DM) is accompanied by many com-
plications (nephropathy, neuropathy, ischemic heart dis-
ease etc.), while the foot ulcer falls among the most
serious ones. The main problem for the right diagnosis of
this syndrome is an appropriate choice of a diagnostic
scenario. The aim of this study is to analyse the current
possibilities of DM diagnostics using particular imaging
modalities, and to compare them with a three-phase
skeletal scintigraphy complemented by a low-dose CT.
The principal method of this work was the cost
effectiveness (C/E) analysis of individual diagnostic
modalities in relation to a timely detection of the disease
completed by a sensitivity analysis. The result of a
multiple-criteria decision analysis calculated by means of
the TOPSIS method was used as the effect for the C/E
calculation. Nine basic criteria entered the analysis. The
values of the final effects of individual modalities are in
favour of the skeletal scintigraphy and the leucoscan plus
the low-dose CT. Furthermore, total costs were calculated
for individual diagnostic approaches from the perspec-
tives of a medical facility and of a health insurance
company. In both cases, the lowest costs were reached for
the magnetic resonance, which has also significantly
influenced the final value of the cost effectiveness. In the
sensitivity analysis, variations in the skeletal scintigraphy
and/or leukoscan sensitivity did not affect the final order
of the diagnostic modalities provided unchanged weights
of the criteria. The same conclusion was also in the case
of the magnetic resonance. A change in the order was
detected for the skeletal scintigraphy with the low-dose
CT and for the leukoscan in the case of a decrease in
specificity by 40 or more percent. The study opens a

topical issue and forms a basis for a broader discussion
concerning Charcot osteoarthropathy diagnostics within
the professional community.

Keywords
Charcot arthropathy � Low dose CT � Cost effectiveness
TOPSIS

1 Introduction

Charcot arthropathy is a serious diabetes mellitus compli-
cation. It is a serious, destructive affliction of the joints in a
neuropathic leg. The aim of this study is to compare Charcot
arthropathy diagnoses using a number of imaging modalities
and focusing on three phase skeletal scintigraphy with low
dose CT and evaluate its benefits.

Data collection was performed at a nuclear medicine
hospital ward, which receives patients referred for skeletal
scintigraphy from a podiatric out-patient service.

The standard procedure includes dynamic or early
radiopharamaceutical detection, a full body scan with a
two-hour interval SPECT/CT and a static image after 24 h.

If necessary, the procedure may also include an in vivo or
in vitro marked leukocytosis examination. Based on the
results of these tests, the doctor should decide whether the
patient does indeed have Charcot arthropathy. An additional
aim of this study is to define criteria that would help doctors
unequivocally tell Charcot arthropathy from osteomyelitis
based on the evaluation of radiopharamaceutical detection in
skeletal scintigraphy. Another goal is to develop a cost
effectiveness analysis of each method in the context of early
diagnosis of the disease. The study employs value engi-
neering methods, multiple-criteria decision analysis and, last
but not least, HTA methods to interpret the results.
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1.1 Charcot Arthropathy

A total of 858,010 people were treated for diabetes in the
Czech Republic in 2015 [1]. Diabetes mellitus is a group of
chronic metabolic diseases that manifest primarily as
hyperglycemia. There are many complications that may
come with diabetes (nephropathy, neuropathy, ischemic
heart disease, bone and joint pain, etc.) but certainly the most
serious complication is the diabetic restless leg syndrome
[2], a destructive condition, which damages leg tissue and is
one of the most difficult complications to treat as it requires
long-term hospitalisation and rehabilitation [3]. A more
serious neuropathic leg condition is known as Charcot
arthropathy. It is a progressive and highly destructive disease
that affects one or more joints. Local osteoporosis occurs,
accompanied by repeated micro injuries [4]. A suspected
acute or subacute Charcot arthropathy is often diagnosed
based on a physical leg oedema, elevated skin surface tem-
perature (the difference between the affected and the
non-affected leg must be greater than 2 °C -> acute phase,
which might be complicated by a bilaterally elevated tem-
perature), neuropathy, etc. Imaging methods used in Charcot
arthropathy diagnosis include simple X-ray images, which,
unfortunately, are only able to detect very advanced skeletal
changes—the dislocation and fracture stage in the case of
Charcot arthropathy. It is primarily useful in the localisation
of changes. CT tests come with similar limitations but offer a
more precise localisation [5]. A reliable examination method
is the one using a four-phase dynamic skeletal scintigraphy.
Magnetic resonance is a frequently debated modality in
Charcot arthropathy diagnosis. It promises to detect even
early stages of the disease and can also be used to monitor
the progress of the disease. Edmonds et al. have shown that
bone marrow oedema (in patients without changes detectable
by X-ray) may lead to the development of subchondral
fractures, erosion or cysts [6].

2 Methodology

2.1 Clinical Effectiveness

To ensure smooth cooperation with the podiatry team of the
out-patient clinic, experts of the radiology ward created a
scoring chart describing the results of CT and magnetic
resonance examinations (Table 1). A group of specialists
from the nuclear medicine department developed a set of
evaluation criteria to assess skeletal scintigraphy and
leukocyte scintigraphy/leukoscan results. Images from
patients who had undergone the examination before the
criteria were developed were re-examined any evaluated by
relevant experts.

The group of evaluating experts attributed values 0 or 1 to
the above signs. 0 value means absence and 1 value means
presence of the sign. The score for each condition is then
added up and the high score thus confirms a diagnosis.

When evaluating bone scintigraphy (Table 2), the eval-
uating experts focused on the difference in accumulation
calculated using the Ostnucline (or Xeleris) software. They
recorded values at acquisition after 2 h after the application
of radiopharmaceuticals for scintigraphy, the first reading for
leukocyte scintigraphy/leukoscan and after 24 h. The
resulting dataset points to a specific diagnosis.

The resulting value of clinical efficacy was then used in a
multiple-criteria decision analysis.

2.2 Multiple-Criteria Decision Analysis

When choosing a suitable diagnostic method, one must take
into account several criteria at once. Multiple-criteria deci-
sion analysis is a useful tool in this respect. The first step is
to create a set of criteria and assign specific weight to each of
them using Saaty’s matrix, followed by value normalisation,
partial version evaluation using the TOPSIS method and,
finally, selection of the most suitable version or ranking of
all possible versions [10]. In this study, specialists from the

Table 1 CT and MR scoring table [7, 8, 9]

Attributes Score

Signs of Charcot arthropathy

Higher bone density (subchondral sclerosis)

Bone fragments

Bone dislocation

Cartilage destruction

Degeneration

Deformation (metatarsus in the shape of a sharpened pencil)

Bone marrow oedema under the joint space

Total:

Signs of osteomyelitis

Regional osteopenia

Periostal reaction

Focal lesion of bone or loss of corticalis

Endosteal scalloping

Loss of trabecular architecture

New bone apposition

Bone marrow oedema around the location of structural
changes

Total:

Final diagnosis

Source own
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podiatry team evaluated the criteria using a questionnaire
developed for these purposes.

2.3 Cost Effectiveness Analysis

The study also employs a cost effectiveness analysis
(CEA) as it allows researchers to compare one or more
versions of the diagnostic process and assess the magnitude
of the benefits they bring in the context of the cost required
[11].

CEA ¼ E1

C1
� E2

C2
ð1Þ

We considered the clinical effect calculated based on the
multiple-criteria decision analysis, taking into account 9
criteria: radiation exposure, time requirements (from the
patient’s perspective), the cost of the examination [in CZK],
sensitivity, specificity, clinical efficiency, required expertise
on Charcot arthropathy, availability in time, organisational
constraints. The criteria were defined by the expert team
based on the Delphi method.

Multiple-criteria decision analysis evaluates several pos-
sible alternatives based on a set of criteria. The alternatives
under consideration in this study are three different diag-
nostic methods used for Charcot arthropathy. The
Multiple-criteria decision analysis is applied using TOPSIS a
method widely used for medical technologies with a high
precision of results [12, 13]. Due to the nature of this study,
the researchers then performed a one-way sensitivity
analysis.

3 Results

The final values were calculated using a clinical efficiency
analysis in a retrospective study, a multiple-criteria decision
analysis, a cost effectiveness study and a sensitivity study.

Data were collected retrospectively concerning patients
who were referred for skeletal scintigraphy by the podiatry
out-patient clinic due to a suspected Charcot arthropathy.

The results of all examinations performed on these patients
were taken into account including their clinical state at their
first visit to the podiatry clinic, the results of skeletal
scintigraphy, the results of leukocyte scintigraphy/leukoscan
(if performed), magnetic resonance results as well as the
results of a clinical examination half a year later.

The control group consisted of 19 patients who under-
went skeletal scintigraphy and low dose CT. There was also
a group of 14 patients who did not undergo a low dose CT
examination.

The cost figures were discussed with the head doctor of
the relevant ward.

3.1 Multiple-Criteria Decision Analysis

The researchers and the podiatry team created a set of 9
criteria—radiation exposure, time requirements for the
patient, the cost of the examination, sensitivity, specificity,
clinical efficiency, expertise on Charcot arthropathy required
from the examining specialist, waiting time, and organisa-
tional constraints.

The specialists were provided with a table listing the
evaluation criteria for each method. They were also provided
with a set of relative weights based on Saaty’s method. The
expert opinions where then processed using a TOPSIS
multiple-criteria decision method.

Table 3 shows the ranking of the modalities under con-
sideration. Skeletal scintigraphy combined with a leukoscan
and low dose CT seems to be the most efficient. By com-
parison, the clinical effect of magnetic resonance is
approximately half as important. Compared with the control
group, there is a clear benefit of adding low dose CT.

3.2 Health Insurer’s Perspective

The calculation of the cost the examination (in CZK) is
based Decree No. 273/2016 Coll., on point value calculation,
payments for healthcare services and regulation for 2017
[14]. The value of each variable in the equation was

Table 2 Scintigraphy evaluation table for suspected cases of Charcot arthropathy

Skeletal
scintigrafy

Static image after 24 h Leukoscan/leukocyte
scintigraphy

Static image after 24 h (leukocyte
scintigraphy/leukoscan)

Degenerative
changes

� 2 drop or stationary
accumulation

minimal accumulation minimal accumulation

Charcot
arthropathy

˃2 accumulation increases by at
least 1,0

up to 1,5 no accumulation increase

Osteomyelitis ˃2 accumulation increases by at
least 1,1

over 2.0 small increase in accumulation

Source own
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determined based on the relevant document describing the
calculation algorithm or based on the List of Healthcare
Services. The payment includes a separate figure for the
radiopharmaceutical (ZULP) used, which was added to the
overall cost (Table 4).

3.3 Cost Effectiveness Analysis

Cost effectiveness was assessed based on the results of the
multiple-criteria decision analysis and the cost calculated
from the perspective of the healthcare provider and the
health insurance company (Table 5).

From the health insurance company’s perspective, mag-
netic resonance is the most cost effectiveness method
(Table 6). Nuclear medicine methods are nearly 2.5� less
cost efficient by comparison. However, they consist of two
examinations that are performed in parallel. The cost of each
examination is not calculated separately and only the sum
total is considered here. As a result, this approach is much
more expensive as it requires double application of radio-
pharmaceuticals, double manpower cost, etc.

3.4 Sensitivity Analysis

The sensitivity analysis was used to examine the effect of
changes in sensitivity, specificity, clinical efficiency and
their respective weights on the TOPSIS ranking. The anal-
ysis found that when an equal weight is assigned to the
criteria, a change in skeletal scintigraphy and leukoscan
sensitivity has no effect on the final ranking. The same
conclusion was reached for magnetic resonance. In the case

of scintigrafie skeletu in combination with low dose CT and
a leukoscan, the ranking changed—namely a drop in
specificity by 40 or more percent, the ranking of nuclear
medicine methods swapped. Changes in sensitivity or clin-
ical efficiency in any of the versions at the same criteria
weights did not result in changes in ranking. When the
specificity weight changed by 180 or more percent, the
ranking of the top two versions swapped.

4 Discussion

Our retrospective controlled observational study conducted
at a partner healthcare provider found that the clinical effi-
ciency of skeletal scintigraphy with leukoscan and low dose
CT is only 2% lower than that of magnetic resonance, a
method described by foreign studies as the best available
method for diagnosing Charcot arthropathy. [15]. Compared
with magnetic resonance, though, nuclear medicine methods
are significantly more expensive both for the healthcare
provider and for the health insurance company. This is due
to the examination method where skeletal scintigraphy is
used as the basic examination. A positive finding than means
that the patient also needs to get a leukoscan (most typically)
on top of the skeletal scintigraphy in order to rule out
osteomyelitis. This procedure is reflected in the
multiple-criteria decision analysis and the cost of the two
procedures is added together because evaluating each pro-
cedure separately is meaningless. The high price is primarily
due to the cost of radiopharmaceuticals [14] and represents
the biggest disadvantage of this method. Although its clin-
ical effect is nearly twice as high compared with magnetic
resonance, the price is nearly 6.5 times higher. So in terms of
cost effectiveness, magnetic resonance is the most efficient
method. We also calculated ICER, which is CZK 60,445.84
per unit of incremental effect.

If we focus exclusively on the benefits of low dose CT in
diagnosing Charcot arthropathy, we see a clear increase in effect
when combined with skeletal scintigraphy. Adding this exami-
nation to the diagnostic protocol is, therefore, clearly meaningful.
From the health insurer’s perspective, the fact that it is not charged

Table 3 Ranking based on TOPSIS

Results Ranking

Skeletal scintigrafy + leukoscan 0.6712 2

Skeletal scintigrafy + leukoscan + low dose
CT

0.6724 1

Magnetic resonance 0.3287 3

Table 4 Health insurance payment

Service Code Time [in
min.]

Point
value

Value per point
[CZK]

ZULP/ZUM
[CZK]

Total payment
[CZK]

Skeletal scintigraphy + 1� SPECT 47245 +
47269

125 1379.33 1.03 3016 6054

Skeletal scintigraphy + low dose CT (+
1� SPECT)

47246 +
47269

126 1379.33 3016 6054

Leukoscan 47237 +
47269

170 1907.98 15720 19876

MR of legs without contrast agent 89713 120 797.76 0 5157
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(the procedure has not been assigned a specific code) must be
certainly of interest. Low dose CT is not considered a “thorough”
CT diagnostic procedure. From the healthcare provider’s per-
spective, the higher effect is “paid for” by a one-minute extension
of the examination, i.e. a negligible addition to the staff cost [14].
In terms of equipment, the Czech Nuclear Medicine Society’s
latest version of the nuclear medicine concept of March 17, 2017
defines the required equipment of SPECT/CT and non-hybrid
modalities are considered only an additional option [16]. This
means that a healthcare provider purchasing new equipment for
the nuclear medicine department should make sure that at least
one of the devices is hybrid (SPECT/CT or a highly specialised
PET/CTwith PET/MR).Most nuclearmedicine departments and
wards already possess such devices or will be required to acquire
one at the next update of their equipment. There is, therefore, no
additional cost of buying low dose CT equipment specifically for
the purposes of this examination. In the context of diagnosing
Charcot arthropathy, the equipment is used to determine the
precise location of the affliction and distinguish between Charcot
arthropathy and osteomyelitis based on a scoring table available
to radiologists.

The data from the Czech Republic used in this study offer a
sample comparable to that used in the study described in “Role
of magnetic resonance imaging in the diagnosis of osteomyelitis
in diabetic foot infections” [15]. Authors of this article reached a
similar conclusion—magnetic resonance is the most cost
effectiveness method. The cost effectiveness analysis performed
as part of our study concludes the same for Charcot arthropathy.
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Table 5 Cost and effect calculation

Methods Effect Healthcare provider cost [CZK] Health insur. company cost [CZK]

Skeletal scintigraphy + leukoscan 0.67121 21692.185 25930

Scintigrafie skeletu + leukoscan + low dose CT 0.67245 21692.185 25930

Magnetic resonance 0.32878 2903.765 5157

Source own

Table 6 CEA results

Methods Insurance
company
CEA [CZK]

Skeletal scintigraphy + leukoscan 38631.68
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Magnetic resonance 15684.82

Source own
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Development of Methodology of Evaluation
for Medical Equipment Replacement
for Developing Countries

Mario Andrés Alvarado and Sandra Luz Rocha

Abstract
Currently, decision-making in hospitals and health insti-
tutions in developing countries about the replacement or
withdrawal of medical equipment mainly involves a
series of subjective positions about the time at which
these actions should be carried out. It is for the foregoing
that not always have the technical, clinical or economic
basis on the request for the withdrawal of any equipment.
There are several quantitative methodologies in the world
that evaluate a considerable amount of parameters about
the equipment and with this determine the status in which
it is, however, these methodologies are difficult to apply
especially in the public healthcare system of countries in
development due to the ranges of evaluation of the
parameters are focused on countries that acquire the
technology as it goes to market, or even are technology
manufacturing countries. It is due to the above that in this
project a methodology is designed to evaluate medical
equipment so that it can be used in countries that do not
have the degree of substitution of developed countries. It
is hoped that with this methodology it will be possible to
anticipate equipment obsolescence and make the corre-
sponding substitution at the best time according to the
possibilities of each institution, based on quantitative
data. The methodology is based on the evaluation of eight
parameters that include the technical, economic and
clinical part of each equipment.

Keywords
Equipment replacement � Developing country
Equipment evaluation

1 Introduction

Medical technology management is nowadays an important
tool available for a biomedical engineering department,
because due to this it is possible to have a certain order in all
the processes that are carried out within a hospital.

Medical equipment: medical devices requiring calibra-
tion, maintenance, repair, user training and decommission-
ing. Medical equipment is used for the specific purposes of
diagnosis and treatment of disease or rehabilitation follow-
ing disease or injury [1]. Once the equipment stops solving
the above it´s said that it is obsolete and must be submitted
to the aforementioned evaluations to plan its replacement or
withdrawal from the service.

1.1 Nowadays

The evaluation of technologies is a rare practice among health
institutions in developing countries, especially in public sec-
tor. Nowadays in the world there are several methodologies
that evaluate the status of medical equipment, from subjective
methodologies that consider the experience of the personnel in
the departments of biomedical engineering of hospitals, to
quantitative methodologies that evaluate a considerable
number of parameters and through a numerical analysis it is
determined if for a medical equipment its replacement must be
soon planed or it is still in good condition.

The main problem of any methodology designed in a
developed country attends the realities that these countries
live, for example, the AHA has an average life document of
all medical equipment that serves as a reference in many
methodologies, however, equipment such vital signs
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monitors, anesthesia machines, linear accelerators have an
average age of 6, 8 and 10 years respectively [2]. For
developed countries that acquire the technology as it goes to
market, or even it is manufactured within the same country,
it is easier to follow this standard of time, due to they have
the level of planning and resources to be able to make a
substitution within the suggested times, totally away from
the reality of developing countries, since in most cases the
equipment reach or even exceeds the dates of useful life that
the manufacturer gives to the institutions. Another situation
that could prevent these methodologies work in public
institutions in developing countries is that they include the
cost-benefit part of the analysis, this is because the public
health sector of a developing country usually does not show
economic benefits due to the using level of the equipment or
the degree of attention provided.

The biggest problem of the above is not that the dates of
life suggested by the AHA are exceeded, as the correct
functioning of an equipment does not necessarily depend on
the age, the problem is that the evaluation methodologies
that currently exist can´t be used by developing countries,
this has as consequences: equipment obsolescence, poor
budgeting, purchase of non-priority equipment.

2 Methodology

A suggested form in which an evaluation model should be
designed is in a personalized way, because each institution
will have differences in terms of the information it has about
its medical equipment, considering that is waited that the
methodology be universal, the design was done by a dif-
ferent way, choosing parameters that can be obtained by any
biomedical department, this allows to use the methodology
in more than just one hospital. The main reference to make
the present methodology was Fennigkoh and his model for
replacement [3].

For the design of the methodology, the following objec-
tives were considered:

• A methodology that can evaluate medical equipment of
high and medium technology within any institution.

• A quantitative, objective and simple methodology to be
used by the inventories staff.

• Evaluate the equipment from the technical (T), economic
(E) and clinical (C) aspects, at the same time and not
separately.

The methodology includes eight parameters to be evalu-
ated, these cover the three aspects: T, E and C. These
parameters were chosen from a large number of possibilities
[4] because these eight can be obtained by any biomedical
department.

To carry out the evaluation of the parameters it was
decided not to group them according to their nature, they
will not necessarily be grouped according to the aspect they
belong (T, E, C), but to the specific weight they have at the
time of evaluating the equipment. A main differentiator of
this methodology against the rest of methodologies is that it
has a maximum priority group made up of two parameters
that depending on them scores, can determine the final
result. The groups that were defined for the model are the
“technical-economic” (TE), the “maximum priority” group
(MP) and the “clinical” group (C). Each group includes, as
previously mentioned, some of the eight parameters chosen
for the methodology.

The methodology is based on a system of scores, medical
equipment can obtain different values depending on the
parameter that is being evaluated, at the end these values that
the equipment obtained will be introduced in a mathematical
model.

2.1 Parameters

2.1.1 Age
Time that a medical equipment can be in operation in some
developed countries is often based on a period of seven
years, where by official norm they must be replaced, how-
ever, as mentioned, due to in developing countries it is very
complicated to give a life of seven years to an equipment
that is expected even twenty years of use, it has been decided
to use the average useful life that the manufacturer grants, if
the age of the equipment exceeds that suggestion will get a 1
in the model, otherwise it will have a 0.

2.1.2 Maintenance Cost
An equipment that is part of a maintenance program in a
hospital can extends its time of correct operation and avoid a
period of long downtime. The maintenance program can be
through external companies or by the biomedical depart-
ment. The most important is to try that the cost of such
maintenance (including costs of spare parts) does not exceed
a considerable percentage of the value of the new equipment.
Therefore, an equipment whose average maintenance cost of
the last 3 years exceeds 15% of the total value of itself will
get a 1 in the model, otherwise it will have a 0.

2.1.3 Downtime
Medical equipment must be available for use as much as
possible, since any equipment that is not available when
needed can detonate a dangerous situation and even threaten
the lives of patients. It has been decided that an equipment
must have at least an Uptime of 90%, the above is calculated
as Eq. (1), if having a downtime greater than 10% obtains a
1, or a 0 otherwise for the model.
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hours not available for clinical use

number of clinical hours of use
� 100 ¼ Downtime ð1Þ

2.1.4 End of Support
An equipment can begin to present difficulties for a
biomedical department when the manufacturing company
stops supporting it, since from that moment any repairs that
are required will have to be solved by the biomedical
department, everything that implies spare parts will also
leave of being manufactured and distributed by the manu-
facturer. If the equipment no longer has support get a 2, in
case the equipment has support for a year or less it gets a 1,
having support for 2–3 more years, gets 0.5, and if having
more than 3 years of support the model gets a 0.

2.1.5 Availability of Consumables and/or Spare
Parts

There is many equipment whose operation depends on the
use of consumables, sometimes there is the possibility of
obtaining consumables and spare parts with external sup-
pliers, once the manufacturer has stopped supporting the
equipment and it is even impossible to get them externally,
the equipment despite working correctly will go to its
obsolescence and will have to be considered an immediate
replacement. If there are no consumables and/or spare parts
available, the equipment will get a 1, otherwise it will be
awarded 0. This parameter is closely related to the previous
one, since obtaining a 1 the model immediately considered
that in “end of support” it gets a 2.

2.1.6 Clinical Efficiency
The opinion of the professional responsible for operating an
equipment has an important value in the evaluation, even if it
is a subjective aspect, it can give us important information
about how accepted an equipment is for its use within the
institutions. Those equipment that according to the profes-
sionals give the best possible care to the patients, in matters
of form, time, quality, will be considered as meeting a
clinical efficiency and will get a 0 in the model, if profes-
sional thinks the device has a medium efficiency it gets 1,
and 1.5 if it does not have clinical efficiency.

2.1.7 User Preference
An equipment that is liked by professionals is one that can
be understood is fulfilling its purpose in the best way,
therefore, if the preference is high the model gets a 0, if it is
medium gets a 0.5, and if it is low it will be 1.

2.1.8 Frequency of Use
The equipment, as mentioned has a suggested lifespan to
be in operation, and although, giving them continuous
maintenance these times can be extended, it is necessary
to evaluate the use that is given, because if it is intensive it
could affect the time of life that it may have, the objective
of this last parameter is to guarantee that an equipment
with continuous use does not represent problems at the
moment of its operation. If an equipment has a high use it
will get a 1, medium use gets a 0.5, and low use gets a 0 to
the model.

2.2 The Model

Every group of parameters has a percentage in the total result
of 100% from the model. As follows: TE (40%), MP (40%)
and C (20%).

The complete model is a linear sum (2) of each group and
its possible scores of each parameter:

RI ¼ 0:4 � TEþ 0:4 �MPþ 0:2 � C ð2Þ
where RI is the Replacement Index, confined to the range:
0.2 < RI < 3.0

2.2.1 Replacement Thresholds
Replacement index represents the value of the equipment´s
status within a replacement plan, as follows:

1.0 > RI Re-evaluate in two years

1.0 < RI < 1.3 Re-evaluate in one year

1.4 < RI < 1.7 Replace following year

1.8 < RI Replace immediately

This model and its thresholds only represents a recom-
mendation as a tool for a biomedical department, and does
not represents a replacement mandate.

3 Conclusion and Results

The methodology was designed to be a support for health
institutions in developing countries, especially those in the
public sector. It is expected that this helps biomedical

RI ¼ 0:4 ageþ costþ downtime½ � þ 0:4 end of support½
þ availability of consumables� þ 0:2 clinical efficiency½
þ user pref:þ freq: of use�

ð3Þ
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departments to justify the request of budget to acquire new
equipment when it is really necessary (having the quantita-
tive fundament) and avoid purchases of non-priority equip-
ment. The methodology offers objective information for
making medical devices replacement decision, it is based on
the economic, clinic and technical aspect, this offers the
chance to know the complete status of every equipment. The
methodology was tested on some of the medium and high
technology equipment of the Instituto Nacional de Cancer-
ología (INCan), in Mexico City, and the obtained results are
shown below:

The results (Fig. 1) indicate that the most of the evaluated
devices are in an acceptable status and should be

re-evaluated in two years, 6 devices should be re-evaluated
in one year, 3 should be replaced the following year at the
latest and only 2 should be replaced immediately. Compar-
ing the obtained results with Fennigkoh´s model (designed
in a developed country) where results were: 25 should be
re-evaluated in one year, 12 should be replaced next year
and finally 5 must be urgent replaced, it is concluded that the
methodology shown in this paper is less rigorous and can be
applied to developing countries, since it adapts better to their
reality.
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Toward a Novel Medical Device Based
on Chromatic Pupillometry for Screening
and Monitoring of Inherited Ocular Disease:
A Pilot Study
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and Francesca Simonelli

Abstract
Chromatic pupillometry is a relatively novel research tool
for retinal function evaluation and may be an appropriate
and easier way to diagnose and monitor inherited retinal
diseases in paediatric population. Nevertheless, although
the method is clinically feasible in paediatric populations,
as shown by several non-ocular studies, only few studies,
on a small size sample of paediatric subjects, are
available. To the best of the authors’ knowledge, no
medical device based on chromatic pupillometry was
CE-marked for diagnosis and/or monitoring of these
conditions. Therefore, we designed a pilot study in order
to evaluate clinical feasibility, reliability and utility of
chromatic pupillometry. The study sample consists of
sixty patients, affected by inherited ocular diseases.

A pupillometric system, including definition of pupillo-
metric protocols, have been set up. In the current paper,
we present the comparison between the measurements
obtained in one patient affected by Retinitis Pigmentosa
and a healthy age-matched control in order to disclose
differences in chromatic pupillometry parameters between
case and control.

Keywords
Chromatic pupillometry � Inherited retinal diseases
Pilot study

1 Introduction

Inherited Retinal Diseases (IRDs) represent a significant, and
often overlooked, cause of severe visual deficits in children.
Both accurate diagnosis and proper clinical management and
treatment are impaired by the high genetic heterogeneity of
these conditions (with over 200 causative genes) and by the
necessity to perform complex and sometime invasive clinical
tests that are of difficult application in young children.

White light stimulus pupillometry has been developed to
characterize lowest level of visual perception [1, 2] and then
this test was successfully adopted as outcome measurement
in gene therapy clinical trial for IRD [3–5]. More recently,
chromatic pupillometry has been proposed as a highly sen-
sitive and objective test to quantify the function of different
light-sensitive retinal cells. Nevertheless, although the
method is clinically feasible in pediatric populations and
instrumentations are commercially available, only few cases
of its application to pediatric ophthalmic patients are
described in literature and to the best of the authors’
knowledge, no medical device based on chromatic pupil-
lometry was CE-marked for diagnosis and/or monitoring of
IRDs.
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2 Primary Research Goals

The primary research goals of the pilot study are to:

1. evaluate the clinical feasibility of the chromatic pupillo-
metric protocol in a paediatric population;

2. estimate the repeatability and reproducibility of chro-
matic PLR parameters in cases and controls;

3. assess the differences in chromatic PLR between oph-
thalmic paediatric patients with the target disease and
healthy paediatric subjects.

3 Design of the Pilot Study

The study was designed as a multicentric case—control pilot
study. The study was approved by the Ethics Committee of
the University of Campania Luigi Vanvitelli, carried out in
compliance with the Declaration of Helsinki, and an
informed consent was obtained from all participants. The
study schedule establishes a baseline visits, including
informed consent, assessment of inclusion/exclusion criteria
and pupillometry, and a 28 (±7) days follow-up visit to
repeat pupillometry.

The study sample consists of sixty patients (cases),
affected by inherited ocular diseases, and twenty healthy
subjects (controls). Both cases and controls should be
recruited provided they satisfy the following conditions: age
between 8 and 16 years; willing to participate to this pilot
study by subjects’ assent and relatives’ informed consent.
Cases should have a clinical diagnosis of: non-syndromic
inherited retinal dystrophies (i.e., Retinitis Pigmentosa;
Leber Congenital Amaurosis) or inherited macular degen-
eration (i.e., Stargardt disease; Cone dystrophy), or optic
disk pathologies (i.e., Leber hereditary optic neuropathy).
Controls should have no known ocular diseases and a
refraction error in absolute value lower than 5 dioptres.

The pupillmetric protocol is performed by using a
multi-chromatic laboratory pupillometer with binocular/dual
camera system that tracks both pupils and can stimulate right
or left or both eyes. The video stream is captured at 30 Hz
and the video frame is digitized into 640 � 480 pixels with
8-bit gray level resolution. Light is emitted through a dif-
fusing screen (approx. 50° � 35° of visual angle). Light
intensities are defined in Lux and correspond to the scotopic
CIE human luminosity sensitivity function.

The protocol for chromatic pupillometry was defined on
the basis of existing literature data [2, 6–10]. The measure-
ments started under scotopic conditions after 10 min of
dark-adaption. The protocol was based on 1 s stimuli pre-
sented to both eyes in three different conditions as follows:

(a) 0 log Lux stimuli in the dark with a 15-s inter-stimulus
interval, in order to evaluate rods; (b), 3 log Lux stimuli in
the dark with a 30-s inter-stimulus interval, in order to
evaluate cones, (c) after a 3-min adaption to blue back-
ground, 3 log Lux stimuli on the blue background, in order
to evaluate intrinsically photosensitive retinal ganglion cells
(ipRGCs). Each stimulus was repeated three times in order
to assess short-term repeatability of the measures and at each
condition, red stimuli were followed by matched blue stimuli
(Table 1).

For each stimulus, the following parameters were
computed:

• Maximum diameter (Max) ¼ pupil diameter baseline
before the constriction

• Minimum diameter (Min) ¼ pupil diameter at the peak of
the constriction

• Delta ¼ Max–Min
• Maximum constriction ¼ (Max–Min)/Max, given in

percentage
• CLAT ¼ latency of the constriction (delay of the onset of

the pupil constriction)
• CV ¼ mean constriction velocity
• MCV ¼ maximum constriction velocity
• DV ¼ mean dilation velocity (recovery after the

constriction).

4 Preliminary Results

In the current paper, we present a comparison between the
measurements obtained in one patient affected by a typical
form of Retinitis Pigmentosa and a healthy age-matched
control. The pupil responses were visualized as graphs and
an example for each stimulus is reported in Fig. 1. As
reported in Table 2, the case showed a range of lower value
of CH compared to the control, particularly, in response to
stimuli 1 and 2.

5 Discussions

In this paper, an objective measurement technique, i.e., chro-
matic pupillometry, was presented to evaluate the
light-sensitive retinal cell populations in pediatric patients.
A pilot study has been designed based on the previously pub-
lished protocols and results. The preliminary results seems to
confirm a clinically significant difference in the pupil response:
for instance, a case affected by Retinitis Pigmentosa showed a
lower pupil response, compared an age-matched control, par-
ticularly, to stimulus eliciting rods, consistently with the
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unrecordable scotopic and markedly reduced photopic ERG.
We selected the case here presented, since the patient showed a
typical form of Retinitis Pigmentosa (i.e., classic fundus
appearance, e.g. intraretinal pigment deposits, thinning and
atrophy of the Retinal Pigment Epithelium in the mid- and far
peripheral retina, with relative preservation in themacula, waxy

pallor of the optic disc, attenuation of the retinal vessels;
reduced and delayed ERG responses; visual field constriction),
and consequently, would be a paradigmatic representative of
the entire population affected by Retinitis Pigmentosa. Further
developments of the current work include the analysis of cases
with other inherited retinal diseases.

Table 1 Summary of chromatic pupillometric protocol

# Color Intensity Background

1 RED (622 nm) LOW (0 log Lux) Dark (after 10-min dark adaptation)

2 BLU (463 nm) LOW (0 log Lux) Dark

3 RED (622 nm) HIGH (3 log Lux) Dark

4 BLU (463 nm) HIGH (3 log Lux) Dark

5 RED (622 nm) HIGH (3 log Lux) Blue (after 3-min light adaptation)

6 BLU (463 nm) HIGH (3 log Lux) Blue
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Fig. 1 Examples of pupil responses to each stimulus taken from the selected case

Table 2 Summary of comparison between the case and the age-matched control

Stimulus # Maximum Diameter (mm2) Minimum Diameter (mm2) Maximum constriction (%)

Case Control Case Control Case Control

1 6.97–7.23 6.6–6.79 4.58–4.95 3.45–3.63 29–35.3 45–48.4

2 6.85–7.06 6.18–6.64 4.86–5.11 3.55–3.9 27.6–29.1 36.9–46.1

3 6.72–6.8 4.48–6.4 1.77–3.28 2.45–2.91 51.6–74 45.3–61.7

4 6.42–6.87 6.47–7.6 3.02–3.13 2.71–3.01 53–54.4 54.4–64.2

5 3.27–3.84 3.94–4.46 1.93–2.17 2.12–2.29 37.9–46.2 46.2–49.6

6 3.44–3.51 4.1–5.01 2.1–2.21 2.22–2.51 37–39 41.5–55.8
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Since the pupil response to the lower stimulus was
detectable also when the scotopic ERG was below the noise
level, chromatic pupillometry could be adopted not only to
support the diagnosis but also to monitor the disease pro-
gression and eventually to assess amelioration in visual
function after an experimental therapy.
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Design Model for Risk Assessment
for Home-Care Lung Ventilation

Ivana Kubátová, Martin Chlouba, and Ondřej Gajdoš

Abstract
Introduction: The study consists of two objectives. The
first objective is to assess the risks associated with the
whole process of treatment using home-care lung venti-
lation (HLV). The main source for describing such risks
were foreign studies. The other objective is to compare
risk assessment methods based on the current situation in
the Czech Republic and in the world. Methods: The
selected methods—Failure Mode and Effects Analysis
(FMEA), Health Failure Mode and Effects Analysis
(HFMEA), Fault Tree Analysis (FTA) and Root Cause
Analysis (RCA)—were compared using comparative
analysis, and subsequently examined, in the specific area
of home-care lung ventilation. Results: The final objective
is to design a model for risk assessment in the field of
home mechanical ventilation based on the existing
knowledge. This model includes both a prospective and
a retrospective analysis. Their appropriateness of use is
documented in this paper; according to their specificities
they are used in a variety of areas. Discussion: Imple-
mentation of risk analyses in this area can contribute to
increasing the safety and quality of provided care, and at
the same time help attract more support to the home-care
lung ventilation program.

Keywords
Risk analysis � FMEA � HFMEA � RCA
FTA � Model � Home-care lung ventilation

1 Introduction

At present, there is increasing emphasis on relocating
patients to home care in those cases where immediate hos-
pitalization is not required. This model of treatment in the
home environment brings a number of benefits. One of these
benefits is to reduce costs that are significantly higher when
hospitalizing in a healthcare facility. Another indisputable
advantage is the psychosocial effect on the patient and his
family. In the home environment, the risk of hospitalization
is reduced, self-sufficiency increases, and there is also a
natural opportunity to engage in activities that are essential
for the person. Due to a constant modernizing of health
technologies, it is possible to move a wider range of people
to the home care than in the past.

One of the state-of-the-art technologies of the present
time, which allows moving patients from healthcare facilities
to the home environment, is the home ventilator. By means
of this technology it is possible to replace, partially or
completely, spontaneous breathing in people with this need.

The aim of this study was to identify and describe the
risks that are associated with the entire process of home
pulmonary ventilation. On the basis of the findings, another
aim was also designing a suitable model to identify and
assess the risks in providing the treatment method. The core
of the model is to support the process of moving patients to
and providing home-care lung ventilation (HLV). To design
this model, it was necessary to test individual risk analyzes
and then identify their specific area of use. Verification of
modulation, risk identification and appropriate use was car-
ried out in cooperation with experts involved in home pul-
monary ventilation issues.
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2 Methods

In order to be able to design appropriate analyzes for the
implementation of risk assessment for HLV, it is necessary
to take into account the nature of the individual methods.
Each method has its own specifics and is more or less
suitable for each area of use. Figure 1 describes the char-
acteristics of each analysis and its advantages and
disadvantages.

Failure Mode and Effect Analysis (FMEA) is a systematic
method whose purpose is to identify potential disorders,
their causes and consequences. To initiate this analysis, it is
necessary to define a specific system (process) and create a
functional flowchart. This analysis should be the result of the
work of a team of experts who are able to recognize and
assess the degree and consequences of various kinds of
potential deficiencies in the process. FMEA is considered to
be a method of assessing the severity of potential failure
modes and creating possibilities for their mitigation, which
reduces risk. The principle of this analysis can be used for
any work process that takes place in hospitals, healthcare
facilities, and schooling systems and other areas [1].

Healthcare Failure Modes and Effects Analysis (HFMEA)
is a prospective analysis, developed by the VA National
Center for Patient Safety (NCPS), which combines elements
of several different methods. In HFMEA an interdisciplinary
team of experts is formed similarly as is the case of FMEA.
The analysis uses a graphical representation identifying the
failure and its cause, an array of values to determine risks
and a decision tree algorithm to reveal the riskiest places in
the process. This also includes an introduction of measures
and their ex-post evaluation [2].

Fault Tree Analysis (FTA) serves to determining the
cause of an adverse effect. In a deductive way, possible
causes or failures are detected at successively lower func-
tional levels of the system. A gradual deductive

identification, undesirable functions within the system, leads
to finding the required level of the entity to which risk
control measures may be applied. Such a procedure can
reveal the continuity of the failures that most likely lead to
the consequence [3].

Root Cause Analysis (RCA) is a method for finding
causes for failures. This method, unlike proactive methods,
is used when a specific failure has already occurred. RCA is
therefore considered to be retrospective and reactive. In
addition, the JCAHO requires this method to be performed
in all accredited health facilities in the event an adverse
event occurs [4].

These analyzes can serve as an effective tool for reducing
risk factors in the field of healthcare processes, when
implemented appropriately. Each of the individual analyzes
uses a different strategy to achieve the desired results.
However, the general purpose of these methods is the same.
This goal is to minimize the risks arising in the sector and
thereby improve the quality of care provided.

3 HLV Risk Assessment Model

To assess the health risks that may arise with HLV, HFMEA
would be used by this proposal to prepare a nursing plan
when a future HLV user is hospitalized. At this time, this
person, together with an informal caregiver (in most cases a
family member), could participate in the creation of the
given analysis. The patient and the informal nurse, together
with an expert team, could assess what risks are serious and
likely for him. For these risks, appropriate measures could be
put in place, even before being placed in home care. If any of
the potential failures posed a subjectively excessive risk, an
FTA would be used to identify more accurately the specific
causes of the default. This method would also be used for
those failures that offer a large number of primary causes.

Method Time process Type of 
Analysis

Determining 
the severity 

level

Identification 
of causes

Focus 
methods Advantages Disadvantages

FMEA Prospective Inductive Yes Yes Process A proven and often used method 
applicable in many areas

Ability to ignore the most serious 
failures through RPN (10/1/1); The 

possibility of choosing a too 
extensive process circle -

congestion by quantity to the 
detriment of quality

HFMEA Prospective Inductive Yes Selected 
failures Process

Possibility of double verification of 
the nature of the risk through the 

decision tree; A clear representation 
of the individual steps of the process 

using letters and numbers

Limited ability to evaluate the 
effect of the measure

RCA Retrospectice Deductive No Yes One episode
Creating measures based on actual 

causes of failure; Recommendations 
of SAK and JCAHO

The necessary presence of all 
stakeholders; Insufficient analysis, 

if used alone - prevents only 
repetition of an already failed 

failure

FTA Prospective/Retrospective Deductive No Yes One episode Clear visualization of the issue
With a high degree of identified 
causes, it is difficult to correctly 

identify the priority of action

Fig. 1 Comparison of risk analysis
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Using this method, it would be possible to clearly visualize
the potential causes and then develop the necessary
measures.

The FMEA, according to the proposed model, was used
to identify the risks associated with the technical equipment
needed for HLV. Using this analysis, it would be possible to
analyze in detail the risks of each technical item the patient
would use in the home care. In the same way, an FTA
analysis could be used to identify the potential causes of
individual failures. The essence of this analysis would be to
create appropriate measures to prevent the consequences of
technical equipment failure.

The latest risk analysis in this process is RCA. This
analysis would be used in the case of rehospitalisation of the

patient for unexpected reasons. It would then be possible to
identify the root causes that led to the event. This part of the
process is analogous to the treatment of undesirable events in
accredited healthcare facilities where RCA is required to
produce these events.

The whole process would be in charge of the same
professional team that prepares the patient for the HLV in
the given health facilities. With this team, the patient and
the informal caregiver would work closely together.
Analysis of technical risks would fall under the direction
of companies that provide the equipment themselves.
JCAHO recommends doing this method at least once a
year (Fig. 2).

Fig. 2 Model of risk analysis
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4 Discussion

In order to ensure an appropriate treatment process, it is
necessary to identify as wide as possible range of potential
risks and to create measures that would reduce the chance of
these failures. Only in this way it would be possible that the
quality and safety was increasing constantly and that this
method fully utilized its undisputed potential.

At present, countless risk analyzes are being used
worldwide to improve processes in a wide range of indus-
tries. The use of these methods is not left behind by the
health sector. Organizations such as the World Health
Organization or the Joint Commission on Accreditation of
the Healthcare Organization are involved in implementing
already existing methods from other areas, modifying these
methods for healthcare needs, or developing new methods
[5].

Individual analyzes are more or less suitable for imple-
mentation in a variety of areas of the healthcare sector. If the
use of one analysis is not sufficient and therefore does not
cover the broad range of risk identification in general, it is
possible to use a combination of multiple analyzes. Incor-
porating a larger number of methods also adds to the
potential for detection of possible risks, with a consequent
possibility of action [6].

For this study it was necessary to describe the risk ana-
lyzes that are currently most commonly used in the health-
care sector. Subsequently, these analyzes were applied to the
HLV field to verify their suitability for the above-stated
treatment method.

One of the frequently used methods is the Failure Mode
and Effect Analysis (FMEA). This method was developed by
NASA, and has continued to expand into a variety of sectors
over the years. It has been used in the health sector since
1999 [5]. Due to its potential in the field of technical risk
identification, the method was also used for the purposes of
this study.

The particular area studied was the identification of the
risks associated with a technical failure of a self-contained
fan for the home care. After consultations with service
technicians having years of experience with technical trou-
bles of fans, it was possible to create a schematic overview
of the device. For specific components, the most common
failures have been identified with the help of the
above-mentioned experts. After identifying the potential
causes of these failures and assessing them according to the
magnitude of the risk, it was possible to propose remedial
measures that would be given further attention in accordance
with established priorities. The results of this analysis have
shown that a frequent problem that leads to fan failures is the
clogging of the components. As opposed to a sterile hospital
environment, the device is exposed to a greater stress,

resulting in a faster wear and consequent defects. This factor
was also described in a study by R. Gershon, where the
purity and hygiene conditions of the home environment were
assessed in patients with HLV. A surprisingly frequent
phenomenon is the clogging of the fan turbine with cigarette
smoke, which was confirmed not only by the service tech-
nicians, but also by the aforementioned study [7]. Frequent
disturbances are then inherent mechanical damages that arise
from the human factor. Such failures include breaking down
some parts of the fan, falling over, exposing to excessive
heat, or using non-original parts and consumables. Appro-
priate measures result primarily from sufficient awareness
and caution of persons coming into contact with the instru-
ment. It is also important to carry out functional tests and
calibrations to verify a correct operation of the fan and detect
possible malfunctions.

Another method used in this study is the Healthcare
Failure Mode and Effect Analysis. This method, proposed in
2002 under the auspices of the National Center for Patient
Safety, is a modification of the classic FMEA method. The
advantage over conventional FMEA lies in its approach to
assessing the degree of risk of individual failures. In the
classic FMEA analysis, the main problem is the evaluation
of the risk level for very serious but unlikely failures. Such
situations may have fatal consequences for the patient but,
due to their low probability of occurrence, they can be
assessed by the FMEA as less risky. Such a failure would
not be addressed in the FMEA case, despite being a
life-threatening condition. For this reason, the implementa-
tion of the classic FMEA is not entirely appropriate for
identifying and assessing health risks. This idea was proved
by G. Faiella in her study carried out in Portugal in 2014 [5].

For the modified version, on the other hand, this situation
is addressed by several tools, such as the decision tree, to
verify the actual risk based on the expert opinion of those
experienced in the field. The HFMEA method was therefore
used in our study as a tool to analyze just the health risks.
A specific process is the nursing plan that is tailored to each
applicant for HLV. That is why each nursing plan is indi-
vidual. Such a plan contains a number of different steps,
varying according to the nature of the care itself. Some
patients are dependent on continuous care and need to be
aware of potential invasive inputs such as PEG. Therefore
the level of action required is individual, and at the same
time there may be different risks according to the state of
health. To develop this method it was necessary to consult
the whole issue with experts in the respective field. A con-
sultation was conducted with the head of the Motol
University Hospital Nursing Department concerning the
follow-up intensive care and long-term intensive nursing
care, a nurse from the same department, a professor at the
Anaesthesiology and Resuscitation Clinic, and a
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co-ordinator of the Civic Association Life of Life, who also
has practical experience in nursing care.

With the help of these people, a graphic design of the
nursing process was created, which contains the generally
valid steps in this treatment procedure. In individual steps,
the identified potential failure was subsequently evaluated
according to the degree of the risk posed to the patient. The
above-mentioned fact that it is possible to verify and pay
more attention to those failures that would not be considered
risky due to a low probability of the risk, is confirmed by a
failure associated with the tracheostomy cuff. Excessive
pressure in the cuff may cause its damage and a subsequent
rupture. This situation is very serious, however very unli-
kely. Hence, insufficient attention would be paid to the
creation of measures for this failure when using the classic
FMEA analysis. However, despite the low probability of
using the tools modified by HFMEA, it is possible to assess
this failure as a sufficient risk to continue to pay further
attention to the design and implementation of the measures.
A frequent cause that can result in a failure to compromise
patient’s health condition is a human factor again. In this
case, there may be insufficient education of informal carers
or a decrease in the quality of care provided due to their
psychological and physical exhaustion. As a result of this
analysis, it is possible to regularly monitor education of
informal careers. Such a check could take place, for exam-
ple, 6 and 12 months after the patient was moved to the
home environment. The medical staff would then be able to
verify the level of experience of these people and, if nec-
essary, provide more information on the problem. The need
for an adequate control of education is described in the 2006
study by A.K. Simonds. This study describes the frequent
inadequate experience of informal carers with the operation
of HLV techniques and the risks associated with this
factor [8].

Another frequent risk is the lack of appropriate equipment
to support smooth running of the whole home care process.
Such a piece can be, for example, a pressure gauge which
measures the pressure of the tracheostomic cuff. There may
also be a shortage in supplies that HLV users receive from
health insurance. This problem factor was confirmed by
members of the expert team and also described by A. Ger-
shon in his study [7].

The third method, the suitability of which was tested in
this study for use in the HLV field, is the Fault Tree
Analysis (FTA). This method was used to decipher the
causes of failure in the HLV treatment process. One of the
investigated failures was the rupture of the tracheostomy
cuff, which was identified by the above-mentioned
HFMEA method. Using the FTA, it was possible to
identify the causes of the failure related to the defect of the
cuff resulting from the manufacturing process or its

introduction, as well as the causes of its misuse, in this
case by exposing the cuff to excessive pressure due to the
impossibility of measuring it. Another failure that was
subjected to this analysis was the failure to supply lungs
with air from the fan. Here, a number of causes have been
identified that are related both to the defect of the tech-
nical equipment and to the problem in the pace of the
airway, for example obstruction. Using the FTA method,
it was possible to identify the causes of potential failures
in both cases and to create a clear graphical representa-
tion. Based on the above verification, it can be said that
this method is very suitable for deeper identification of the
causes of potential failures. A similar conclusion was
reached by W. Hyman and E. Johnson of University of
Texas, who tested this analysis in the field of medical
alarms and subsequently recommended its use in this field
[9].

The latter method, which has been applied in terms of
suitability for use, is the retrospective Root Cause Analysis
(RCA). The Ministry of Health published this method in
their Journal 8/2012 as an appropriate method for reporting
adverse events. For this reason, the RCA method is currently
used in the Czech healthcare system, however, mostly only
in accredited health facilities [10]. Its use, in the field of
HLV risks, was described in this study in four situations.
The nature of these situations consisted of a period of
undesirable events. In these cases, either the patient died or
was hospitalized from his/her home environment. In all these
cases at least one cause was due to the absence of a sec-
ondary technical equipment that the HLV patient needs
immediately.

After verifying the suitability of all the above-mentioned
analyzes, it was possible to design a model for risk assess-
ment in the HLV area. Individual analyzes come into this
model with different goals, i.e. different perspectives for risk
assessment. The designed model contains all of the above
described analyzes. The use of several complementary ana-
lyzes was also described in the study by K. Shaqdan in 2014.
Here, RCA and HFMEA were used, combined in a more
effective model for risk assessment in the health sector [6].
The model designed in this work combines the same meth-
ods as the study and contains also two further analyzes that
extend the area of risk assessment in the area under
consideration.

In the proposed model, the FMEA method is a tool for
identification and evaluation of technical risks. It has a
potential to be used for all technical equipment associated
with HLV treatment. The implementation of this analysis
would fall under the direction of manufacturers and suppliers
of technical equipment. Not only would this analysis serve to
reduce the risks to patients, but at the same time it could
contribute to a competitive advantage from the point of view
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of technical equipment innovations. The HFMEA method
serves to assessing health risks that arise from the nursing
plan. Creating this method would be done at a time when the
patient is still hospitalized, and a nursing plan is being cre-
ated for him.

With a larger number of people involved in the process of
making the analysis, the range of opinions would increase.
This view is described in the study by J. Derosir, who
mentions the need to include as many experts as possible in
the process of making this method [2]. The model proposed
in this study, however, introduces an attempt not only to
involve experts in the field when applying this method, but
also patients and their families. If these persons were ready
to carry out a detailed risk analysis, it would be possible to
prevent potential failures even before the patient is released
to his/her home environment, and thus before any chance of
such risks to arise. It would be possible to focus on measures
lowering those risks that are, according to a subjective
opinion of the patient and informal caregivers, most likely
and that the family is most concerned about. The benefits of
such modifications to the composition of HFMEA team
members are supported by R.G. van Kesteren in his 2001
study, where he presents the HLV risk assessment directly
from patient´s and family member´s perspective, and dis-
cusses them on the basis of their recommended potential
action [11].

The FTA method, in the developed model design,
serves as a tool for deepening the analysis of root causes
of the problem. This method could be used both on the
basis of previous HFMEA and FMEA results, but also on
any other revelation of significant potential risks. The
latest validated method, the RCA, is conceived in the
design as a means of retrospective assessing root causes of
patient rehospitalization, a failure leading to a deteriora-
tion of patient’s health condition, or an unexpected death
unrelated to the progression of the disease. Using this
analysis, it would be possible to avoid recurring faults that
have already occurred and to increase the safety of the
care provided.

As mentioned above, many risks arise from the fact that
patients are not entitled to a contribution for a secondary
equipment which they are often dependent on. This situ-
ation may result in a hospitalization, which would not be
necessary if the devices were duplicated. The solution in
the form of reimbursement of this equipment, which is
standard in some European countries, is still only a
speculative opinion in the Czech Republic [12]. The only
way to contribute to the option of duplicate equipment
from health insurers is to demonstrate indisputable bene-
fits of this solution in all respects. One of the necessary
parts, apart from demonstrating savings in the cost of
potential hospitalization, is to reduce the risk of this
therapy. In an effort to prove all the benefits that this

option offers, we are faced with the problem of evaluating
the necessary data that would clearly demonstrate the
benefits. There is currently a problem in communication
between the parties entering the HLV process. On the one
hand, these are medical facilities that are responsible for
the released patient. On the other hand, there are providers
of technical equipment, especially of the fan. However,
there is currently no authority to facilitate the necessary
communication between these two parties, while at the
same time obtaining valuable data on the course of this
method. An example of such an authority are HLV Cen-
ters, which are established, for example, in the Nether-
lands, and which collect all necessary information about
patients using home ventilators. This information on
health, statistical data and, last but not least, risks can be
used to further develop and support HLV [12].

5 Conclusion

The main goal of the study was to design a Risk Model for
the HLV, applying all reasonable risk analyzes, in order to
support the transfer and delivery process for the treatment
options. This model includes both prospective and retro-
spective analyzes. The HFMEA method in the proposed
modulation serves to evaluating health risks that arise from
the nursing plan. The FMEA method includes the identifi-
cation and assessment of risks associated with the technical
equipment needed to provide HLV. The FTA method
deepens the possibility of identifying causes of individual
failures that can be detected in the previous two methods.
The last method is the RCA, the use of which in is analogous
to its current use in accredited healthcare facilities—a ret-
rospective tool for creation of measures for undesirable
events. These events may be defined as an unexpected
hospitalization, serious deterioration of the state of health or
death of the patient for reasons unconnected with the natural
course of the illness.
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Rapid Manufacturing and Virtual
Prototyping of Pre-surgery Aids

Magdalena Żukowska, Filip Górski, and Gabriel Bromiński

Abstract
Progressive development of rapid manufacturing and
virtual prototyping have a significant influence not only in
the industry and transport, but also in the medicine.
Presurgical support and preparation of a surgeon with use
of these technologies, especially in complex cases, can
help prepare more precise plan of surgery and perform a
simulated operation. The aim of these studies was to
develop a methodology and manufacture an anatomical
model of a kidney with a tumour, using rapid manufac-
turing technologies and virtual prototyping techniques.
The model was a part of a presurgical support, allowing a
doctor to become acquainted with an organ and a tumour
and was also used for a simulative operation of partial
nephrectomy. Due to the fact that model has two
functions (preoperative planning and simulative opera-
tion), an important part during the production process was
to consult procedures like cutting or suturing. Combina-
tion between technology of 3D printing and vacuum
casting and silicon usage allowed to create a model,
which imitates living tissues, especially the renal cortex
and tumour. Transparency, which is a property of both
models—physical and virtual—also plays a relevant role.
Transparency helps surgeons in precise planning before
operation. Doctors can familiarize themselves with
arrangement of internal structures and pathologically
altered areas. The collected information and tests per-
formed with a cooperating hospital helped evaluation of
created models, their usefulness and future implementa-
tion possibilities.

Keywords
Pre surgical support � Rapid prototyping � Virtual reality

1 Introduction

Rapid Prototyping and Addictive Manufacturing have
become a big player in production and industry. Based on
EY’s Global 3D printing Report 2016, Pharma and Medical
companies are on 3rd place in using 3D printing to create
their own products and components. Authors of the report
make a point of main benefits which are improved product
quality (44%) and customized products as well (41%) [1]. It
shows that Addictive Manufacturing is a technology which
could help surgeons and patients. Rapid Prototyping in
medicine can be used to create customized implants [2],
prosthetics [3], surgical instruments [4] and personalized
medical models as a pre-surgical support [5].

Virtual Reality and Augmented Reality are relatively new
technologies, they have a significant influence on medicine
and are part in creating new methods of treatment (Virtual
Reality therapy) and can support surgeons work. Recent
development in virtual prototyping allows to create appli-
cations, that also help doctors in many areas, like in psy-
chological or occupational therapy, educational programs for
future surgeons and digital models for pre-surgical planning
[6, 7].

Presurgical support with use of these technologies,
especially in complex cases, can help prepare more precise
plan of surgery and perform a simulated operation.

The aim of the studies presented in the paper was to
develop a methodology and manufacture an anatomical
model of a kidney with a tumor, using rapid manufacturing
technologies and virtual prototyping techniques.
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2 Methodology

Methodology of producing anatomical models is divided
into two parts. First one is common for physical and virtual
models. It includes stages of image segmentation and a
spatial digital model creating. Depending on type of the
model (physical or virtual), the second part of methodology
is different. The diagram in Fig. 1 gives a summary of stages
in methodology.

Process of model design begins with CT/MRI images of
patient’s abdomen (in case of kidney) or other body parts.
Images are in the DICOM format (Digital Imaging and
Communications in Medicine). In the next stage, images are
imported to medical software like Mimics or InVesalius, that
enables segmentation. Using automatic or manual segmen-
tation, spatial digital model of a selected organ is created.
Afterwards, model in STL format is imported to CAD
software, where it is possible to remove compression arti-
facts and improve model quality. At this point, methodology
is common for both models (physical and virtual) [8].

Finished digital model is then sent to Rapid Manufac-
turing systems and prepared for 3D printing. The model is
sliced by software dedicated for 3D printers and saved in the
G-Code format. Ready physical model needs post processing
like smoothing and removal of support structures. Post
processing is mostly contingent on technology of 3D print-
ing [8].

In case of creating an application in Virtual Reality, fin-
ished digital model is import to software like Unity (game
engine) or EON Studio. Then animation of model’s parts,
lights and visual effects are programmed [9].

The models prepared as described above can be part of a
pre-surgical planning process.

3 Studies

Produced models were a part of presurgical support (as a
test), allowing a doctor to become acquainted with an organ
and a tumor. The physical model was also used for a sim-
ulative operation of partial nephrectomy. Due to the fact that
model has two functions (preoperative planning and simu-
lative operation), an important part during the production
process was to consult procedures like cutting or suturing.

Transparency, which is a property of both models—
physical and virtual—also plays a relevant role. Trans-
parency helps surgeons in precise planning before the
operation. Doctors can familiarize themselves with
arrangement of internal structures and pathologically altered
areas.

3.1 Physical Model

Production process of physical model was determined by its
dual functionality. Combination between a technology of
additive manufacturing and vacuum casting and silicone
usage allowed to create a model, which imitates living tis-
sues, especially the renal cortex and tumor.

First stage of building the model was 3D printing of
internal parts: tumor, veins and arteries. All components
were manufactured with use of FDM technology (Fused
Deposition Modeling). Used materials was different for
blood vessels (ABS in colors red and blue) and tumor
(NinjaFlex in skin color). Decision about using other mate-
rials was made as an attempt to imitate appearance of living
tissues for the tumor. The renal cortex was cast out of
transparent silicone. Mold for the Vacuum Casting was 3D

CT/MRI images
Medical software 

(MIMICS, InVesalius)
Digital 

post processing 
(CAD software) 

Digital model 
– STL file

Rapid Prototyping 
and Manufacturing 

systems

Post Processing 
of physical 

model 

Virtual Reality 
software (Unity, 

EON Studio) 

Programming  
animation and 
visual effects

Fig. 1 Methodology of
production anatomical models
(physical and virtual) with the use
of rapid manufacturing and
virtual prototyping (based
on [8, 9])
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printed. The mold was designed in CAD software, on the
basis of STL Files. It was made by performing a Bool
subtraction of the kidney with all components from a box
shape. The mold was smoothed by covering its internal
surface with a layer of polyurethane resin.

The Vacuum Casting process was crucial, because it was
a moment when all the components were connected together
by the silicone material filling the mold. Before casting,
blood vessels and tumor had to be stably secure inside the
mold cavity. Afterwards parts of the mold were closed. The
mold contained a functioning gating and ventilation system.
The silicone, which was used is a transparent material
with *45 Shore A toughness. The mold was poured with
silicone and it was solidified after 24 h. Finished model
needs slight post processing (smoothing). After this process,
the anatomical model (Fig. 2) was ready to verify by the
surgeons and test the planning and simulative operation.

3.2 Virtual Model

Digital model in the STL format, which was used in creating
the physical model, has become base to produce a virtual
model. The EON Studio 8 software was used to create a
Virtual Reality application. Imported model was built from 4

separate elements: body of kidney (renal cortex), tumor,
veins and arteries. All elements had the same zero point, so it
was easy to place them together in a virtual scene. The first
operation was creating a navigation system for the model.
That helps moving virtual camera to view kidney under
various angles, during planning operation. All the elements
were textured for better realism and three light sources were
added.

Second stage of creating the application was program-
ming its interface. There were two interaction possibilities—
transparency manipulation and exploded view animation of
internal parts of the kidney (including tumor). After that, the
application was slightly adjusted—a background image was
added. Finished application (Fig. 3) was presented to sur-
geon for verification and testing.

4 Discussion

Based on tests and interview with a surgeon, the most
important feature of both models (physical and virtual) was
transparency. It increased precision in planning before
operation. Doctors can familiarize themselves with
arrangement of internal structures and pathologically altered
areas. What is interesting, the virtual model was put by the

Fig. 2 The finished physical model—from left to the right: anterior, medial and inferior surfaces of kidney
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surgeon in first place, as a tool for planning before the
operation. However, the physical model has an advantage of
possibility of performing a simulated operation (Fig. 4).

Depending on the type of operation (open/laparoscopic)
demand for the models is different. The presented virtual
application has only basic function and was easy to produce,
but it does not allow any type of surgery. However, devel-
opment of the application would allow to perform virtual
laparoscopic nephrectomy with use of haptic technology.
Unfortunately, it creates huge costs. Physical models are
cheaper but there is still need to improve level of imitation of
living tissues and accuracy.

In terms of accuracy, it has been observed to be depen-
dent on few things. First of all, the most important are source

CT/MRI images. When segmentation is realized on soft
tissues, gap between images cannot be higher than 0.5–
1 mm. Larger gap can deform view of organ and create
mistakes in model, further resulting with problems in
pre-surgical planning. In authors’ opinion, this is a reason
why anatomical physical models cannot be independently
used in planning. Models accomplish a task only when they
are used in planning together with CT/MRI scans, interview
with patients and other medical procedures.

Produced mold was slightly too large and it caused
problems with airtight closing of its halves. In consequence,
the model had air bubbles and it was partially deformed. In
the future, design changes should be introduced. The used
silicone was also too hard. During simulative operation, one

Fig. 3 Finished virtual model
with adjustable transparency

Fig. 4 Process of performing
simulative operation
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of sutures was broken, and two weeks after the procedure, all
the sutures loosened and cut parts of the model. Next studies
should involve testing other materials, like resins for 3D
printing and other silicones to create better imitation of
living tissues.

Programming applications in Virtual Reality enables to
make more expanded models with structures smaller than
1 mm. It gives chance to precisely inspect an organ and its
parts.

In general, it must be stated that procedures like seg-
mentations and selection of rapid prototyping technology
need good communications between doctors and engineers,
to bring the doctors the most satisfying solution.

5 Conclusion

Presented studies show that rapid manufacturing and virtual
prototyping are technologies worth using in medicine,
especially in pre-surgery planning. Prepared anatomical
models could help surgeons in preoperative planning and in
performing simulated operations. It also could be part of
education of students at medical studies and future special-
ists. Anatomical models are personalized and dedicated to a
particular case. It increases patient’s safety and reduces time
necessary to perform an operation. Both virtual and physical
models are useful, although urgency of operations rarely
allows preparing both on time, therefore a decision must be
made which type of model should be used to a given case.
A simple virtual model is shorter and less costly than the
physical one, but it does not allow touching and performing
an actual operation activities.

Technologies like 3D printing and virtual reality are the
future in biomedical engineering and that is why their
medical applications should be developed continuously.
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Cobalt-60 Radiotherapy Units, Assessment
of the Utilization or Disinvestment in Latin
America

Daniel Martínez Aguilar, Alejandra Prieto-de la Rosa,
Esteban Hernández San Román, Arturo Becerril Vilchis,
Francisco Ramos Gómez, and Alessia Cabrera Yudiche

Abstract
Objectives: To assess whether the criteria for disinvest-
ment in health technologies—clinical, technological
advantage, safety, lifecycle, human factor and costs—
are applicable for the withdrawal of cobalt-60 radiother-
apy units (Co-60 RTUs) in Latin America, considering
health outcomes, and that the economic context, replacing
this technology with linear accelerators (LINACs) is not
always feasible. Methods: A systematic review of articles
published between 2003 and 2017 in PubMed, Cochrane
Library and CRD on the current use of Co-60 RTUs and
publications comparing them with LINACs has been
made. With a manual search of the references of selected
articles. Results: The clinical results indicate that Co-60
RTUs have a significant role in treatment of patients with
tumors of head, neck, breast and some types of superficial
soft tissue sarcomas of the extremities. The comparison
between Co-60 RTUs and LINACs results in advantages
for linear accelerators in: the variety of cancer type that
can be treated, the delivery of treatment, lifecycle and
safety. In terms of acquisition costs, although Co-60
RTUs are comparable to a low-energy LINACs. Consid-
ering the number of existing Co-60 RTUs in Latin

America, their effectivity and safety in the treatment of
some types of cancer and the shortage of skilled
professionals, its use can still be beneficial. Conclusions:
Whereas in Latin America more than 26% of radiotherapy
equipment are Co-60 RTUs, available economic
resources and staff are limited. A recommendation is to
continue utilizing such equipment in some types of cancer
where they can be used: head, neck, breast and superficial
sarcomas extremity soft tissue and allocate the use of
existing LINACs for other types of cancer and in special
cases like pediatric patients.

Keywords
Cobalt-60 radiotherapy unit � Co-60 RTUs
Linear accelerator � LINAC � Latin America
Radiotherapy

1 Introduction

The Pan American Health Organization (PAHO) reports that
cancer is the second cause of mortality in the Americas and
that the capacity to respond to this public health problem is
limited, especially in Latin America and the Caribbean
(LAC) [1]. In 2012, in the Americas 2.8 million new cases
and 1.3 million deaths were recorded as a result of cancer
[2]. Cervical cancer mortality rates are 3 times higher in
LAC than in Canada and the United States of America,
reflecting large inequalities in health resources (health pro-
motion, disease prevention, opportune diagnosis and
treatment).

Radiotherapy, along with surgery and drug therapy, is
one of the cornerstones of cancer treatment and it is con-
sidered a cost-effective treatment [3]. However, radiotherapy
is the least considered treatment due to lack of access to the
technology [4]. It is estimated that between 40 and 60% of
patients with cancer will require treatment with radiotherapy
for tumor control or as palliative therapy at some point
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during the course of the disease [3, 5, 6], either alone or in
combination with surgery, drug therapy, hormonal therapy
or immunotherapy [7].

In addition, it is estimated that the demand for radio-
therapy services in developing countries will increase dra-
matically in the next 20 years [8].

Among the radiotherapy devices for cancer treatment are
Cobalt-60 radiotherapy units (Co-60 RTUs, 1.2 meV)
available since 1948, and the linear accelerators (LINACs,
4–25 MV) in use since 1952 [9]. In the decade of 1950
there were 1700 teletherapy devices worldwide, 90% were
Co-60 RTUs installed and functioning. For 30 years, Co-60
RTUs were the main technology for radiotherapy [3]. As a
result of diverse technological developments, in the 1980s,
more than 90% of the radiotherapy units in the United
States were LINACs and by 1990 Co-60 RTUs practically
disappeared [10]. The situation in other developed coun-
tries is practically the same; in Japan and Korea Co-60
RTUs represent 1.4% of the cancer treatment teletherapy
devices [11]. However, according to data from the Inter-
national Atomic Energy Agency (IAEA) in 29 Latin
American countries in 2017 there were 651 radiotherapy
centers with 1,033 radiotherapy devices, of them 763
(73.9%) are LINACs and 270 (26%) are Co-60 RTUs [12].
In Mexico, there are currently 164 radiotherapy devices, 30
(18.2%) are Co-60 RTUs with an average age of the
devices of 22.1 years and with an average remaining life of
the cobalt sources of 4.1 years, considering a life time of
two half-lives (10 years) of the source [13].

Although the use of Co-60 RTUs has decreased due to
the development of safer and more efficient technologies,
Co-60 RTUs are still used in Latin America due to its lower
need of resources with respect to costs in training, treatment
delivery, planning and maintenance [8, 14, 15], However,
the production cost of Co-60 sources have increased in
recent years and there is a growing concern about safety.
Also, there has been a relative decrease in the cost of low
energy LINACs (6 MV) [16], making these devices being
more or less comparable by combining initial and subse-
quent costs.

The incorporation of new medical technologies into the
market makes some equipment inefficient or changes its
usage patterns; hence the need to assess whether the criteria
for disinvestment in health technologies—clinical results,
technological advantage, safety, durability, human factors
and costs—are still effective in the use of Co-60 RTUs in
Latin America considering health results. Due to economic
reasons and the availability of trained human resources, the
replacement of this technology is not always feasible [16,
17], although in some cases it will lead to the restriction of
its use and the redefinition of its indications.

2 Materials and Methods

A systematic review of the literature was performed using
PubMed, CRD and Cochrane Library of publications from
January 2003 till September 2017 about the current use of
Co-60 RTUs and publications comparing Co-60 RTUs with
LINACs. A search in international health agencies and
nuclear safety agencies was also made. The search returned
247 results excluding duplications across databases, all the
abstracts were revised, from those, 35 articles were obtained
in full text. The obtained articles were reviewed manually
and consultations were made to experts to expand the
selection criteria of the literature. A final filter was made
where only 24 items that met the following criteria were
taken into account: articles comparing results in patients
treated with LINACs or Co-60 RTUs; articles that mention
international trends in radiotherapy units; articles that detail
the technical characteristics of LINACs and Co-60 RTUs
and articles that describe the operating costs of radiotherapy
units.

3 Results

3.1 Clinical Effectiveness Results

Radiotherapy is used in patients diagnosed with cancer in at
least one stage of cancer [18]. The recommendation of use of
a Co-60 RTU or a LINAC depends on the type, location of
cancer and characteristics of the patient. Given the physical
properties present in the radiation emitted by each device, a
classification of cases can be made in which it is recom-
mended to use one or another technology.

Co-60 RTUs still play a significant role in the treatment
of patients with neck, head, breast tumors and some types of
superficial soft tissue sarcomas in the extremities [6, 19].

Head and neck cancer. A retrospective analysis of the
results of treatment in 1452 patients with head and neck
cancer using Co-60 RTUs and low energy LINACs
demonstrated that Co-60 RTUs has better local control in
patients with neck lesions and with a high relapse tendency
[20]; the dose distribution provided by LINACs is not suf-
ficient in superficial lesions, an alternative to compensate
this is with the use of beam-compensating materials for
LINACs.

Breast cancer. The results in the treatment of breast
cancer showed that Co-60 RTUs are a useful alternative
since there are only little differences from those obtained
with low energy LINACs as they present a slight increase in
non-homogeneities without exceeding the limits established
by the International Commission on Radiation Units and
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Measurements (ICRU) [14]. Co-60 RTUs can generate an
increase in the dose absorbed by the contralateral breast, a
greater dose absorbed by the skin, or non-homogeneities in
the treated breast, especially in the breast-conservation
therapies. However, these disadvantages could be mitigated
with an appropriate treatment plan and with simple acces-
sories such as filters, wedges or blocks [14]. On the other
hand, Co-60 RTUs are inadequate for procedures where
esthetic results are sought, in these cases the use high energy
X-rays (10–25 MV) is required.

Superficial sarcomas. The treatment of superficial soft
tissue sarcomas in the extremities is recommended with
Co-60 RTUs [6, 19], although it is not recommended in
deeply located tumors since the maximum dose is reached at
a depth of 0.5 cm for the average energy of cobalt
(1.25 meV) [6]. In addition, the dose interval is directly
proportional to the activity of the cobalt source contained in
the device and it is not possible to regulate it, unlike
LINACs. Because the penumbra of Co-60 RTUs is greater
than 1 cm, damage to adjacent tissues is common.
Low-energy LINACs can be used to treat superficial lesions
and have a penumbra less than 0.5 cm, because of this
property the damage to adjacent tissues is less.

3.2 Comparison of Technologies

LINACs allow more precise treatments and to treat deeper
tumors, properties not shared by Co-60 RTUs; this is
accomplished because the use of electron beams or X-rays
with a wide range of energies: low energy 4–6 MV, medium
energy 8–10 MV and high energy 15–25 MV, all of them of
an order of magnitude higher than the one offered by Co-60
RTUs, which offers a single energy of 1.25 meV and is an
inherent property of the source of Co-60 [21].

In LINACs the dose rate per minute can be modified, in
Co-60 RTUs the dose rate (which decreases with time due to
radioactive decay) is determined at the beginning of the
treatment session and cannot be regulated. In addition,
LINACs technology presents advantages regarding colli-
mation of the beam and the diversity of treatment techniques
such as conformal radiation therapy, intensity-modulated
radiation therapy and other more sophisticated techniques, in
the most recent treatment and planning modes [21].

Advantages of LINACs when compared to Co-60
RTUs. (a) the beam produced with Co-60 RTUs has a
greater penumbra than the one produced by LINACs [19],
which is one of the main arguments to consider this tech-
nology as obsolete; (b) treatment with cobalt produces
higher superficial doses that can produce skin reactions
(radiodermatitis) due to the contamination of low energy
electrons; (c) the beam of Co-60 RTUs have a very low dose
rate when compared with low energy LINACs, and is less

penetrating than the higher energy beams of 10 and 20 MV
[10].

The radiation beam generated by Co-60 RTUs is com-
parable to that produced by the low energy LINACs.
However, the number of patients that can be treated in one
day is three to four times lower in comparison to LINACs of
medium and low energy, because LINACs have the ability
to treat larger areas without the need to use multiple treat-
ment fields [22].

Advantages of Co-60 RTUs when compared to
LINACs. During the treatment, the dose rate of Co-60 RTUs
remains constant and continues while the dose rate of
LINACs presents variations that are adjusted electronically
during the treatment [23, 24].

3.3 Normal Life-Expectancy of Devices

Co-60 RTUs have a life span of 20 years (can be up to
30 years) [12]. The Co-60 radiation source gradually loses
activity; the dose rate drops about 1% per month [19]. Dif-
ferent authors say that the source should be replaced every
half-life (between 5 and 7 years) and can reach up to 2
half-lives (10 years), after which it still emits radiation,
although not clinically useful [9, 11]. For the purposes of
this article, CENETEC “Centro Nacional de Excelencia
Tecnológica en Salud” adopts the criterion that one half-life
of the Co-60 radiation source is 5 years and that LINACs
have a life span of 10 to 12 years [8].

3.4 Safety

The first safety issue of Co-60 RTUs is the ecological one,
since the cobalt source presents a risk of accidental exposure
during its transfer, use, storage and disposal until it ceases
emitting radiation [19]. During its life span the risk of leak of
radiation from the device increases in the event of earth-
quakes, acts of sabotage and in any scenario where the
source is retracted. The disposal of the source of Co-60 is a
major problem, due to the lack of trained personnel to
manage the source at the end of its useful life, the misuse
that can be given, its inadequate disposal as well as the risk
of storing this type of materials in hospitals and centers with
insufficient safety measures [6].

Regarding patient safety, special emphasis should be
placed on the protection systems of the structures adjacent to
the treatment area in both technologies. The lack of patient
position verification, dose delivered verification, and beam
collimation devices for irregular fields that allow complex
therapies represents limitations in Co-60 RTUs and a
potential risk for the patient due to the probable damage
during treatment. Besides, the clinical staff could receive
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more indirect radiation doses during their activity in Co-60
RTU treatment room (accidental exposure) with respect to
LINACs.

LINACs can be “turned off” when they are not in use, in
contrast, the constant radiation emission from the Co-60
source represents a latent risk of a radiological accident due
to a possible failure of the movement mechanism of the
source during the displacement from a safe source storage
position to an exposed position and vice versa [19].

3.5 Costs

Along with surgery, radiotherapy remains the most
cost-effective treatment for cancer [6]. While high energy
dual LINACs are expensive, low-energy LINACs compare
favorably with Co-60 RTUs in terms of cost, as well as life
span [6]. The costs of the Co-60 RTUs are raised by
including the disposal and replacement of the source, so it
presents a similar acquisition cost to the low energy LINAC,
however the training, staff and maintenance costs and
physical infrastructure are lower for Co-60 RTUs [6].

For Co-60 RTUs, in addition to its initial cost, the cost of
replacing the source of Co-60 every 5 years (half-life) or up
to 10 years (two half-lives) must be considered. For
LINACs, the cost of capital is high and its implementation,
operation, training, quality control programs and mainte-
nance requirements are more complex and expensive.

The acquisition cost of Co-60 RTUs varies from
$400,000 to $1,000,000 USD (2017) [7, 14]. LINACs are in
a range of $3,500,000 USD (2017) with all the peripheral
equipment needed. Among the international literature
obtained from the systematic review there is no available
information about the cost linked to the clinical result with
both technologies and their diverse applications. There is
only information about the combined cost components per
fraction delivered (in USD) and range from $1.29 to $34.23
for Co-60 RTUs with a median of $4.87 and from $3.27 to
$39.59 for LINACs with a median of $11.02 [25].

3.6 Human Factors

The IAEA recommends a staff of around 20 professionals
(4–5 radiotherapeutic oncologists, 3–4 medical physicists, 7
radiotherapy technicians, 3 radiotherapy nurses, and a
maintenance engineer) to operate a basic radiotherapy center
to treat up to 1000 patients per year [7]. However, the global
shortage of qualified radiotherapy professionals is recog-
nized, and even more so in Latin America [8]. The learning
curve in the use of technology is an important factor in the
acquisition of LINACs since it is considered to be “easier to
learn to use a Co-60 RTU” [24]. It is suggested that if there

is a substitution of technology (Co-60 RTU by LINAC), to
maintain for a certain period of time the current technology,
taking into account the time it will take to learn how to use
the new technology [24].

3.7 Health Context

The technology used in Latin America is diverse and in
general terms is unfavorable when compared with technol-
ogy used in developed countries, nevertheless, the CON-
CORD 2 study concludes that inequity in access to timely
diagnosis and treatment services is probably the cause of the
wide dispersion in survival rate observed in countries
regardless of whether they are high or low-income countries
[25, 26]. The same study mentions that the lowest survival
rate observed in Europe, in comparison with the United
States, has been associated with GDP, health expenditure,
investment in health technology and the suboptimal location
of available resources [25].

4 Discussion

The efficacy and safety of Co-60 RTUs in the clinical
domain are well defined, since this device delivers the pre-
scribed dose limiting the associated radiotoxicity at accept-
able levels in superficial tumors in the head and neck, breast,
and soft tissue sarcomas in extremities. The energy provided
by Co-60 RTUs is not adequate to treat tumors at deeper
levels.

LINACs presents technological advantages over Co-60
RTUs, by having greater precision in the dose delivered, a
greater range of depths for radiation delivery in tumor
treatment, from superficial to deep in the thoracic or
abdominal cavity tumor, moreover LINACs have a higher
and variable dose rate.

Despite the technical disadvantages, Co-60 RTUs cannot
be considered as an obsolete technology since they are used
for some types of cancer with good results in well selected
cases, being equivalent to a low energy LINAC [18]. In
addition, modern Co-60 RTUs have multiple Co-60 sources
that deliver higher dose rates, with penumbra reducers that
decreases the dose to the critical structures adjacent to the
tumor to be treated and some of them include a multileaf
collimation systems. The development of more modern
Co-60 RTUs is a research topic, these new devices try to
minimize the disadvantages of Co-60 RTUs with regard to
LINACs and at the same time try to maximize the advan-
tages over them, such as the use of imaging systems that do
not use ionizing radiation [27–32].

Considering that in Latin America more than 26% of
radiotherapy equipment are Co-60 RTUs [12], and that
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financial and personnel resources are limited, the recom-
mendation is to continue using these equipment in cancers of
the head, neck, breast and soft tissues sarcomas in the
extremities and allocate the use of LINAC for other types of
cancer and for pediatric patients.

5 Conclusions

Considering the current infrastructure, costs and availability
of specialized personnel in LAC, the actual need of radio-
therapy units cannot be satisfied only with Co-60 RTUs or
only with LINACs. To reduce the burden of disease both in
cost of diagnosis and in treatment incurred by individuals and
the health system of each country, it is convenient that the
specialized radiotherapy units of the public system use both
technologies to achieve the maximum benefit and the lowest
cost, procuring the sense of equity in health care. Even in
places where several public health institutions from different
organizations are located, it is recommended to ensure that
the investment is coordinated in terms of the acquisition and
use of these technologies that are ultimately complementary
in the treatment of pathologies associated with cancer.

Co-60 RTUs remains a viable and cost-effective option in
well-selected clinical cases, a cost beneficial alternative for
the treatment of at least 25% of cancer patients [3] requiring
radiation therapy. In times of economic restriction, it is even
more important to achieve a delicate balance between the use
of LINACs and the Co-60 RTUs with the combined and
complementary use of both technologies. Under ideal con-
ditions of availability of resources, it is recommended the
progressive replacement of Co-60 RTUs by LINACs,
meanwhile Co-60 RTUs that are already installed must be
kept operational until the end of their lifespan.
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Incorporating the Local Biological Effect
of Dose Per Fraction in IMRT Inverse
Optimization

Brígida da Costa Ferreira, Panayiotis Mavroidis, Joana Dias,
and Humberto Rocha

Abstract
In intensity modulated radiation therapy (IMRT), the dose
in each voxel of the organs at risk (OAR) can be strongly
reduced compared to conformal radiation therapy (RT).
Due to the sensitivity of late side-effects to fraction size, a
smaller dose per fraction in the normal tissues represent
an increased tolerance to RT. This expected reduction in
biological effect may then be used as an additional degree
of freedom during IMRT optimization. In this study, the
comparison between plans optimized with and without a
voxel-based fractionation correction was made. Four
patients diagnosed with a head and neck (HN), a breast,
a lung or a prostate tumor were used as test cases.
Voxel-based fractionation corrections were incorporated
into the optimization algorithm by converting the dose in
each normal tissue voxel to EQD2 (equivalent dose
delivered at 2 Gy per fraction). The maximum gain in the
probability of tumor control (PB), due to the incorporation
of the correction for fractionation in each voxel, was 1.3%
with a 0.1% increase in the probability of complications
(PI) for the HN tumor case. However, in plan optimiza-
tion and evaluation, when tolerance doses were compared
with the respective planned EQD2 (calculated from the

3-dimensional dose distribution), PB increased by 19.3%
in the HN, 12.5% in the lung, 6.2% in the breast and 2.7%
in the prostate tumor case, respectively. The correspond-
ing increases in PI were 2.3%, 6.2%, 1.0% and 0.7%,
respectively. Incorporating voxel-based fractionation cor-
rections in plan optimization is important to be able to
show the clinical quality of a given plan against
established tolerance constraints. To properly compare
different plans, their dose distributions should be con-
verted to a common fractionation scheme (e.g. 2 Gy per
fraction) for which the doses have been associated with
clinical outcomes.

Keywords
Radiation therapy � IMRT optimization
Voxel-based fractionation corrections

1 Introduction

Historically, the dose tolerances to RT of the OAR were
mostly derived from dose distributions irradiating tissues
homogeneously with the conventional fractionation of 2 Gy
per fraction. Tabulated dose tolerance values are closely
followed during treatment plan optimization as if the organ
would be irradiated homogeneously or with the same dose
distribution as those who were used to derive such toler-
ances. However, with 3D Conformal RT and more recently
with IMRT, most OAR are heterogeneously irradiated with
large portions of their volumes receiving fractional doses
lower than 2 Gy. Additionally, the tri-dimensional dose
distributions vary greatly between patients and alternative
fractionations are becoming increasingly used. Due to this
variety of fractionation schedules and scarcity of patient
clinical data, tolerance doses are derived from converting all
delivered treatments to a 2 Gy fractionation schedule.

Late RT side-effects are radiosensitive to fraction size.
Thus, normal tissue voxels irradiated with a dose per fraction
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much lower than 2 Gy will have a larger tolerance to radi-
ation than those regions irradiated with doses equal or higher
than 2 Gy. With IMRT, high dose gradients are produced in
the target volume borders and OARs located outside the
planning target volume (PTV) will be irradiated with max-
imum fractional doses much smaller than 2 Gy. For instance,
in a HN cancer patient prescribed to 70.2 Gy in 33 fractions,
the tolerance dose of 45 Gy for the spinal cord was previ-
ously used [1]. In this case, the maximum dose per fraction
in that organ will be 1.36 Gy and the tolerance dose would
be 49.5 Gy (a/b of 3 Gy). For parallel organs the correction
of the tolerance dose for fractionation is not as straightfor-
ward, as the biological effect depends on the 3D dose dis-
tribution irradiating the organ. During plan optimization and
evaluation, the comparison between tabulated tolerance dose
values and the planned dose for each structure should
therefore be done using a common fractionation scheme.

In particularly difficult cases needing to improve the
probability of tumor control, taking into account the dose
per fraction at the voxel level may be an additional degree
of freedom during inverse IMRT optimization to improve
the quality of RT. Increased normal tissue tolerance to
radiation due to the heterogeneity in the fractional dose
map, associated with a reduced dose in the OAR obtained
with typical IMRT dose distributions, may allow the
improvement in target volume coverage and thus treatment
outcome.

In this study, a comparison between treatment plans,
which were optimized with and without voxel-based frac-
tionation correction was made. In this context, the physical
dose loses its meaning and plan evaluation should then be
based on EQD2 values. The gain obtained with this
approach was then also quantified.

2 Materials and Methods

Four test patients diagnosed with HN, breast, lung or pros-
tate tumors were included in this study. All cases were
planned with simultaneous integrated boost techniques using
7 or 9 equidistant beams, except for the breast tumor case
where 5 beams placed around the target breast were used. In
the HN tumor case, the prescription dose was 70.2 and
63.0 Gy delivered in 33 fractions to the primary tumor and
adenopathies (PTV-T) and high risk lymph nodes (PTV-N),
respectively. In the lung tumor case, the prescription dose
was 70.0 and 56.0 Gy to gross disease and enlarged plan-
ning target volume, respectively delivered in 31 fractions. In
the breast case, the prescription dose was 66.0 Gy to the
tumor bed and 50.0 Gy to the whole breast delivered in 25
fractions; and in the prostate tumor case, the dose prescrip-
tion was 74.2 and 56.0 Gy to gross disease and involved
lymph nodes, respectively. The tolerance doses followed

Emami et al. 2013 [2] recommendations, except for the
spinal cord where the tolerance dose of 45 Gy was used [1].

Corrections for fractionation were performed in each
voxel of the normal tissues, for each plan obtained in each
optimization iteration, using the Biologically Effective Dose
(BED) concept [1]. a/b values of 10 were used for the HN
and the lung tumors, 4 for the breast tumor and 3 for the
prostate tumor and OARs. Repopulation was considered
using a potential doubling time of 3 days and kick-off time
of 28 days for the HN cancer, 5 days and 14 days for the
lung cancer, and 4 days and 29 days for the prostate tumor,
respectively. For the breast tumor case a potential doubling
time of 15 days was used [3–6].

Plan comparison was made using conventional dose
statistics and radiobiological metrics such as the uncompli-
cated tumor control probability (P+), the probability of tumor
control (PB) and the probability of normal tissue complica-
tions (PI). The relative seriality model and the
linear-quadratic-Poisson model were used to determine the
probability of response of the OARs and targets [7]. The
model parameters used for each tumor volume are listed in
Table 1. The dose-response parameters for the OARs are
summarized in Mavroidis et al. [8].

The open access treatment planning system matRad
(developed by DKFZ) was used for inverse IMRT opti-
mization [9]. The voxel-based fractionation correction was
additionally implemented into the code by identifying the
target or OAR to which each voxel belongs. Thus, the
evaluation of the objective function was based on the dose
matrix converted to 2 Gy, instead of the physical dose
matrix, to drive the optimization algorithm.

Three plans were simulated for each patient: (1) the initial
plan, which was conventionally optimized based on physical
dose (noVC); (2) a new plan which was re-optimized using
the voxel-based fractionation correction and the same
objective function, i.e., no adjustments were made on
objectives and penalties (VC); and (3) a final plan, using the
voxel-based fractionation correction, which was
re-optimized adjusting objectives and penalties based on
planned biological dose (VC+EQD2).

3 Results

By comparing VC with noVC, the maximum gain in the
probability of tumor control for the patient with an HN
tumor, was 1.3% with a 0.1% increase in probability of
complications (Table 2). This was mostly due to an
improvement in the irradiation of PTV-N. No significant
differences in the dosimetry or in the response probabilities
of the OARs were obtained except for a small increase in the
minimum and mean dose in the oral cavity, which however
did not result in an increase in the probability of injury.
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When plan optimization and evaluation were based on
planned EQD2 values (VC+EQD2), compared to conven-
tional optimization, the probability of tumor control
increased by 19.3% in the HN tumor case. This was mostly
due an 9.5 Gy increase in the near-minimum biological dose
in PTV-N and about 3 Gy in PTV-T. An increase of less
than 0.6% in the probability of xerostomia and mucositis
was obtained.

The most critical OAR in HN cancer RT is the spinal
cord. For the plan noVC, the spinal cord had a maximum
physical dose of 44.5 Gy and an EQD2 value of 38.7 Gy
given some freedom to improve tumor coverage. Thus, in
plan VC+EQD2 the probability of tumor control increased
from 61.7% to 81.0% for a final EQD2 value to spinal cord
of 44.5 Gy (physical dose of 49.5 Gy).

When applying the voxel-based fractionation correction
by itself negligible benefits were obtained for the other
tumor cases. For the lung, breast and prostate tumor case, the
differences in PB between the plan VC and noVC were

0.3%, 0.02% and -0.3%. However, when the optimization
was based on EQD2 planned values, gains in P+ of 6.4%,
5.2% and 1.9% for the lung, breast and prostate tumor,
respectively, were obtained due to increased PB by 12.5%,
6.2% and 2.7% and in PI by 6.2%, 1.0% and 0.7%,
respectively.

The improvements obtained in the lung cancer case with
the plan VC+EQD2, compared to noVC plan, were mostly
due to improvements in the probability of tumor control of
the external PTV and CTV by 9.5% and 5.0%, respectively,
due to an increase of about 6 Gy in the near-minimum dose
in these volumes. Simultaneously, an increase in the prob-
ability of injury in the ipsilateral lung by 5% was obtained.
The difference in the probability of RT side-effects for the
heart, liver, spinal cord and esophagus between VC+EQD2
and noVC was below 1%. Similarly, for the breast cancer
case, the largest improvements were obtained by the better
CTV and PTV irradiation increasing the probability of tumor
control from 58.9% with noVC to 65.1% with VC+EQD2

Table 1 Dose-response parameters for the tumor cases used in this study

ROI D50/Gy c ROI D50/Gy c

Head and neck Prostate

GTV-T 55.0 8.0 Prostate 74.0 7.5

PTV-T 54.0 7.5 PTV-T 73.0 6.0

PTV-N 46.0 4.8 PTV-N 42.0 3.5

Lung Breast

GTV 52.0 7.5 Tumor bed 50.0 4.0

CTV 50.0 5.0 CTV 35.0 2.0

PTV 40.0 4.0 PTV 30.0 1.0

*GTV is gross tumor volume and CTV is the clinical target volume

Table 2 Results for the HN cancer case. The first group of columns report the difference between the results obtained with plan VC and plan
noVC. The second group of columns report the differences between plan VC+EQD2 and noVC. Dosimetry reports differences in biological the
dose, i.e., corrected to a dose per fraction of 2 Gy

ROI VC − noVC VC+EQD2 − noVC

DP+/% DPB/% DPI/% DP+/% DPB/% DPI/%

1.1 1.3 0.1 17.0 19.3 2.3

DPB/I/% DD98/Gy DDmean/Gy DD2/Gy DPB/I/% DD98/Gy DDmean/Gy DD2/Gy

GTV-T 0.1 0.2 0.1 −1.7 1.4 3.1 1.6 1.9

PTV-T 0.0 0.2 0.0 −0.1 1.1 3.8 1.5 1.8

PTV-N 1.3 1.1 0.2 −0.1 18.6 9.5 3.6 3.0

Spinal cord 0.0 0.0 0.4 −0.3 0.0 0.0 4.0 5.6

Ips. Parotid 0.0 0.0 −0.1 0.4 0.6 0.3 5.3 9.4

Ctr.Parotid 0.0 −0.4 0.0 1.5 0.3 0.6 4.3 7.7

Oral cavity 0.0 2.4 3.0 1.0 0.1 0.4 3.5 3.1

RVR 0.1 0.0 0.2 0.0 1.2 0.0 0.5 1.9

*D98 and D2 is the near-minimum and near-maximum dose, respectively and Dmean is the mean dose
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while probability of complications in heart, lungs, and
contralateral breast remained almost the same.

For the prostate cancer case, the gains by using these two
new approaches were small. The gain in using EQD2 values
for plan evaluation, compared to conventional optimization,
was about 1.8% for both PTVs due to an increase in the
minimum dose in these volumes while the difference in the
probability of complications in the rectum, bladder and
femoral heads between the two methods remained below
0.4%.

4 Discussion

The heterogeneity obtained with IMRT dose distributions,
reducing not only the total dose but also the dose per
fraction delivered to the OARs, suggests that there might be
room for improving target volume coverage. The numerical
correction of tabulated tolerance doses to different frac-
tionation schedules is not sufficient during IMRT planning
as the dose distribution changes in each optimization iter-
ation. Furthermore, incorporating voxel-based fractionation
corrections allows a compatible comparison between
planned doses and established tolerances doses using a
common fractionation scheme. In this study, when this
correction was incorporated into the optimization algo-
rithm, the gain, obtained by just re-optimizing the plan
without adjusting any of the objectives and penalties, was
small. This comparison demonstrated the shortcomings of
evaluating plan quality based on physical dose objectives
and constraints. This emulates clinical procedures that do
not take into account the full potential of RT fractionation.
This can be though as a reverse double-trouble effect that is
being completely overlooked.

When plans, optimized based on fractionation corrected
biological dose, were compared against plans produced
based on physical tolerance doses, the gain in probability of
uncomplicated tumor control was substantial especially for
the most difficult tumors cases. When dose per fraction in
each voxel of the normal tissues was considered, and it was
smaller than 2 Gy, the values of the biological dose in the
OAR allowed to raise the minimum dose in the (outer) target
volume significantly improving the probability of tumor
control. Inevitably this also resulted in an increase in the
probability of complications. However, the gain obtained in

the probability of tumor control outweighed the loss in the
probability of RT side-effects.

For tumor cases with OARs partially located in the PTV,
irradiated with simultaneous integrated boost techniques, the
effect is the opposite as these OARs will be irradiated with a
dose per fraction larger than 2 Gy. In this case, voxel-based
optimization algorithms will take this into account investing
its efforts in trying to reduce the dose in those voxels.

This work followed the assumption that each OAR is
characterized by a homogenous radiosensitivity. The ability
to determine the internal organization of the OARs in a more
precise and quantitative manner would bring additional
benefits for treatment planning. Normal tissue response to
RT needs to be thoroughly investigated to maximize treat-
ment individualization and the success of delivered
therapies.

Conflicts of Interest None.
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Accurately Evaluating Settling Responses
of Ionization Chambers Used in Radiation
Therapy Depend on the Accelerating Tube

Tetsunori Shimono, Yasuyuki Kawaji, Tatsuhiro Gotanda,
Rumi Gotanda, and Hiroshi Okuda

Abstract
The growing use of multiple small fields in radiotherapy
treatments such as intensity-modulated radiation therapy
has increased the importance of small-field dosimetry. In
this study, we investigate the settling response of a set of
ionization chambers exposed to 4, 6, and 10 MV
stereotactic radiotherapy X-ray fields. Previous studies
had reported that lack of pre-irradiation could result in
settling response errors of up to several percentage points.
While the use of ionization chambers does contribute to
this behaviour, the most obvious factors affecting the
settling response appear to be the area of the insulator, the
material used for the central collector electrode, and the
accelerating tube. The results of this study show that
Farmer-style ionization chambers with electrode connec-
tions that are guarded up to an active air volume settle
quickly (within five minutes); moreover, the changes in
their responses are small. On the other hand, small
ionization chambers exhibit settling times of 11–24 min.
In this study, the settling times of small ionization
chambers were found to be dependent on the accelerating
tube.

Keywords
Small ionization chamber� Response �Accelerating tube

1 Introduction

TG-51 and IAEA TRS-398 recommend that ionization
chamber measurements should be performed repeatedly until
a stable reading is obtained [1, 2]. Ionization chambers
exhibit a settling response that depends on the time elapsed
since the previous irradiation [3–5]. This pre-irradiation
depends on whether the settling is dose-rate dependent or
time dependent and whether irradiation is required if the
instrument is biased for an extended period or not. Previous
studies have reported on the required total dosage and period
of this pre-irradiation [6].

It has been observed that an NE2571 ionization chamber
exposed to a 60Co beam settles after approximately 15 min
of irradiation [7]. This suggests that the settling behaviour
mechanisms of ionization chambers vary depending on the
material and construction. During pre-irradiation, large
changes in the response appear to arise from several mech-
anisms that are dominated by the effects of irradiation on the
unguarded portions of the insulated stem. Ionization cham-
bers designed by different manufacturers exhibit settling
curves of different shapes. Small chambers exhibit longer
settling times. Because access to radiation facilities in a
radiotherapy clinic is often limited, the additional time
required for ionization chamber stabilization is starting to
become a concern. For settling to occur, an ionization
chamber must be exposed to radiation. The settling times
observed are specific to the ionization chambers and the
accelerating tube. This study investigates the effects of
pre-irradiation on a variety of typically small radiotherapy
chambers and attempts to relate the observed behaviour to
the design of the small ionization chambers and to the
accelerating tubes.
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2 Materials and Methods

In this study, commercially available similar ionization
chambers were used for evaluating the pre-irradiation effect.
A wide variety of commonly used ionization chambers was
irradiated using various X-ray beams, and their responses
were monitored until stabilization occurred. We used two
commercial Farmer-type ionization chambers and three
small ionization chambers, to compare the magnitudes of the
pre-irradiation effects in the different types of ionization
chambers, as well as in individual chambers. In the TG-51
protocol of AAPM, %dd(10)� was adopted, which was
defined as the photon component of the percentage depth
dose at a depth of 10 cm for a field size of 10 � 10 cm2 on
the surface of a water phantom at a source–surface distance
of 100 cm. It was also used as the beam quality index for
high-energy photon radiation. Measurements were per-
formed using a microtron electron accelerator (HTM2210;
Hitachi), an Elekta Synergy medical linear accelerator, and a
Varian’s Clinac iX system linear accelerator. Table 1 shows
the physical characteristics of the following ionization
chambers, which were used in this study: PTW30001,
PTW31015, PTW31016, PTW31006 (PTW Co., Freiburg,
Germany), and NE2571 (Nuclear Enterprises, Reading,
United Kingdom). The chambers were connected to RAM-
TEC 1000D and RAMTEC 1000plus (Toyo Medic, Tokyo,
Japan) electrometers. All measurements were defined by a
Microtron HTM2210 on the beam central axis at a depth of
10 cm in water, obtained at an SCD of 100 cm. Ion chamber
readings were obtained by maintaining the bias voltage
constant at −300 V. The ion chambers were exposed to
photon beams for just the 100 MU measurement. The dark
current was measured with and without the ionization
chamber in the charge mode for 15 min. In this study, the
dark current constituted approximately ±0.01% of the
measured current.

3 Results

Figure 1 shows the relative responses of the NE2571 and
PTW30001 ionization chambers to a constant dose of
10 MV photon beam measured at a dose rate of
300 MU/min. A voltage of −300 V was applied to the
ionization chambers. The two chambers were placed at a
depth of 10 cm in a field of size 10 � 10 cm2. The ioniza-
tion chamber that contained the chamber stem and connector
was exposed to the radiation beam and was shielded with
lead blocks of thickness 20 cm and area 10 � 10 cm2. The
scattering from the lead shield was measured and was found
to be negligible. The settling times of the NE2571 ionization
chamber for microtron, Synergy, and Clinac iX were
10 min, 8 min, and 7 min, respectively (Fig. 1). The
PTW30001 ionization chamber demonstrated a settling time
of 5 min for all of microtron, Synergy, and Clinac iX
(Fig. 2). The PTW31015 ionization chamber demonstrated
settling times of 13 min, 12 min, and 11 min for microtron,
Synergy, and Clinac iX, respectively (Fig. 3). The settling
times of the PTW31016 ionization chamber for microtron,
Synergy, and Clinac iX were 16 min, 14 min, and 13 min,
respectively (Fig. 4), and that of the PTW31006 ionization
chamber were 24 min, 22 min, and 20 min, respectively
(Fig. 5). The percentages of decrease in the settled readings
of the NE2571 and PTW30001 ionization chambers, from
the first reading, were 0.50% to 0.60%, while that of the
PTW31015, PTW31016, and PTW31006 ionization cham-
bers were 0.90% to 1.80%.

Figure 6 shows the response of the PTW31016 chamber
to a 10 MV photon beam for various dose rates. Depending
on the dose rate, the response changes just after the mea-
surement begins. It is different, and the measurement back
show, in particular, a large change in the value at 50 MU,
when compared to the stable measurements in the case of
other dose rates.

Table 1 Characteristics of the ionization chambers used for the study

Chamber Cavity volume (cm3) Thimble Electrode Insulator Unguarded distance (mm)

NE 2571 0.68 Graphite Aluminum PCTFE(KEL-F)a 26

PTW 30001 0.6 PMMA Aluminum PE/PFb 0

PTW 31015 0.03 PMMA Aluminum PE/PFb 0

PTW 31016 0.016 PMMA Aluminum PE/PFb 0

PTW 31006 0.015 PMMA Steel PE/PFb 0
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The central electrodes in the stem of the PTW31015 and
PTW31016 ionization chambers were aluminium and that of
the PTW31006 ionization chamber was steel. Small
air-volume thimble chambers require a longer initial settling
time.

Fig. 1 Response of a NE2571 ionization chamber (Farmer-type) used
to a constant dose of 10 MV photon beam from a Microtron, Synergy,
and Clinac iX

Fig. 2 Response of a PTW 30001 ionization chamber (Farmer-type)
used to a constant dose of 10 MV photon beam from a Microtron,
Synergy, and Clinac iX

Fig. 3 Response of a PTW 31015 small ionization chamber used to a
constant dose of 10 MV photon beam from a Microtron, Synergy, and
Clinac iX

Fig. 4 Response of a PTW 31016 small ionization chamber used to a
constant dose of 10 MV photon beam from a Microtron, Synergy, and
Clinac iX

Fig. 5 Response of a PTW 31006 small ionization chamber used to a
constant dose of 10 MV photon beam from a Microtron, Synergy, and
Clinac iX

Fig. 6 Response of the PTW31016 chamber to a 10 MV photon beam
for variousdose rates
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4 Discussion

The settling behaviours in five ionization chambers were
observed. In this study, the magnitude of the average settling
effect was a typical settling time of 11–24 min in the three
small ionization chambers. The 0.6 cm3 NE 2571 and
PTW30001 chambers demonstrated short average settling
times but displayed a wide variety of settling behaviours
depending on the individual ionization chamber. The change
in the measurements of the small ionization chamber volume
was specific, unlike that of the other ionization chambers.
Figures 3, 4 and 5 illustrate the wide variety in the settling
times and magnitudes of the responses for different chamber
models. When an ionization chamber is exposed to a radi-
ation beam, the instrument requires a significant period to
settle. The settling time required can vary from 5 to 24 min,
and the magnitude of the change can vary from <0.1% to
1.8%. Individual chambers must be measured to determine
the magnitude of the change in the response. Variations in
the material of the ionization chamber produce variations in
the ionization chamber response. The accelerator of Synergy
is a traveling-wave acceleration tube, whereas Clinac’s
accelerator is a standing-wave electron linear accelerator.
The microwave power sources of Synergy and Clinac are
magnetron and klystron, respectively. The electron beam
energy W at the accelerator exit is e (electronic charge) � E
(electric field strength) � S (distance). The length S of the
standing-wave linear acceleration tube is shorter than that of
the traveling-wave linear acceleration tube. In the case of the
same energy, the electric-field intensity is large when the
acceleration tube is short. In this study, the settling time of
the standing-wave linear accelerating tube was short.

5 Conclusion

Our study of ionization chamber settling behaviours was
time consuming, and each chamber required a significant
amount of time for configuration. The settling behaviours

varied among different chambers of the same model, making
the identification of the causes difficult. Small ionization
chambers that were fully guarded typically exhibited settling
times of 11–24 min and the associated changes in response
of up to 1%. Most models of small ionization chambers
showed time-dependent settling behaviours that were inde-
pendent of the beam quality or dose rate. Large changes in
the response appeared to arise from different mechanisms,
and were dominated by the linear accelerating tubes. Small
ionization chambers exhibited large pre-irradiation effects. In
addition, large pre-irradiation effects were observed when
steel was used as a central electrode, instead of polymer.
Therefore, in order to eliminate inadvertent errors,
pre-irradiation of ionization chambers is necessary.
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Monte Carlo Dosimetry of Organ Doses
from a Sweeping-Beam Total Body
Irradiation Technique: Feasibility
and First Results

Levi Burns, Tony Teke, I. Antoniu Popescu, and Cheryl Duzenli

Abstract
Total body irradiation (TBI) is a radiation treatment often
purposed to suppress the immune system prior to a bone
marrow transplant. Several toxicities can arise in TBI, and
high-quality dose volume data for organs at risk are
required if one is considering any change from a
well-established technique. We present a novel Monte
Carlo (MC) dosimetry technique to acquire this data
based on our current TBI technique that accounts for a
sweeping-beam Cobalt-60 delivery, a stationary flattening
filter, patient-specific lung compensators, and two patient
treatment positions. For each patient, a virtual MC
phantom is created including the planning CT image in
each treatment position (supine and prone). The results
from dose simulations on each phantom were summed
together geometrically with a deformable registration
tool. Dose volume statistics for lungs, liver, thyroid, and
kidneys are obtained. The preliminary results of a retro-
spective study using this technique on patients who have
received TBI at our clinic indicate that, for a total body
prescription dose of 12 Gy ± 10%, the mean body dose
ranged from 11.19 to 12.15 Gy with smaller patients
receiving lower mean body doses than larger patients.
The mean dose delivered to the thyroid was the highest of
the contoured organs receiving up to 12.84 Gy, and the

lung doses were the most heterogeneous, with standard
deviations up to 0.73 Gy in individual patients. This
high-quality dose data shows promise for use in both
routine quality assurance of our current technique, and to
provide baseline data for development of a new tech-
nique. The technique could also be adapted to TBI
techniques at other clinics that include compensators,
flattening filters, moving beams, and/or multiple treatment
positions.

Keywords
Total body irradiation � Monte Carlo � Dosimetry
Cobalt � Sweeping beam � Organ dose

1 Introduction

Total body irradiation (TBI) entails the delivery of a uniform
radiation dose to the entire patient. Its use is often part of a
conditioning regimen to prevent the onset of
graft-versus-host disease (GvHD) in patients who will
receive a bone marrow transplant (BMT) [1, 2]. A recent
survey across Canadian cancer centres estimates that TBI is
received by roughly 400 people nation-wide per year [3].
This study, in conjunction with an international survey of a
similar nature [4], illustrates a large amount of diversity in
how TBI is delivered, with approaches including translating
treatment couches, parallel-opposed pair treatments, and
volumetric modulated arc therapy (VMAT). Several toxici-
ties are reported from TBI, the most important of which is
interstitial pneumonitis which can be fatal. It is important to
acknowledge the difficulty in discerning whether toxicities
following TBI are due to the radiation treatment or other
aspects of the patient’s care, such as concurrent
chemotherapy or the BMT itself [5], although precautions
may still be taken during TBI to reduce the incidence of
these effects.
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Our clinic currently uses a sweeping-beam Cobalt-60
technique to deliver TBI. While our treatment is effective,
we are considering an upgrade to a linac-based method that
will improve the patient experience and open the door to
possible customization of organ doses through intensity
modulation. To ensure continuity of clinical care, it is
desirable to establish dosimetric equivalence of any new
technique with the current technique, prior to implemen-
tation. We thus require accurate, high-quality organ dose
data from the current treatment which has, until recently,
been unavailable for individual patients. The gold standard
for obtaining this data would be Monte Carlo
(MC) dosimetry. Some efforts at implementing MC pro-
cedures into the TBI treatment planning pipeline have been
described in the literature, primarily to evaluate the
homogeneity of the dose distribution and the effectiveness
of flattening filters, but organ dose data from TBI has yet to
be reported [6–9].

In this paper, we present a technique for TBI dosimetry
using Monte Carlo simulations based on our sweeping-beam
technique, including a deformable registration to add toge-
ther doses from two different treatment positions. We
demonstrate proof of principle with initial findings for a
small retrospective series of patients who have received TBI
at our centre.

2 Methods

2.1 Description of TBI Technique

Patients in our clinic receive TBI from a repurposed
Cobalt-60 unit (Theratron 780C, Atomic Energy of Canada
Ltd., Ottawa, Canada). An early version of our technique is
described by Sherali and El-Khatib [10]. A schematic of the
treatment is given in Fig. 1. The patient is positioned at an
extended SSD, typically around 160 cm, depending on the
size of the patient. The field (70 � 70 cm2 at 160 cm from
the source) covers a section of the patient at a given time,
and the gantry repeatedly sweeps out a 90-degree angle
during treatment to irradiate the entire body. Each fraction is
delivered in two parts, with the patient lying in supine and
prone positions. Before each treatment, CT image volumes
are collected from the patient in both positions, from the
level of the pelvis to the level of the chin. These are used to
design patient-specific lead lung compensators for each
treatment position for each patient to bring the lung dose
down to prescription level. The positions of the lung com-
pensators are verified by a physicist at the first treatment
with a digital imaging panel placed underneath the treatment
bed. A stationary polystyrene flattening filter is centered
beneath the Cobalt source to ensure a uniform dose is
delivered to the whole patient.

2.2 Monte Carlo Phantom Production

To run a Monte Carlo simulation, a phantom corresponding
to the modelled system must first be created in the simula-
tion software. We have designed a method to produce these
phantoms using Python, Matlab, and C++ codes. The
phantoms are designed for use with the EGSnrc Monte Carlo
simulation software [11, 12]. A complete phantom for a
patient is shown in Fig. 2.

The patient CT image is converted to a MC phantom
using the software CTcreate [13] in the EGSnrc platform.
The lung blocks for the patient treatment are retrieved and
converted to a phantom with an in-house Matlab script.
A phantom for the polystyrene flattening filter was created
by taking a CT scan of it and using CTcreate. The phantoms
of the lung blocks, flattening filter, and the plastic sheet on
which the lung blocks rest are appended as new slices above
the original patient phantom at a height and position corre-
sponding to the treatment specifications. Variable resolutions
are used in the beam axis direction to model the large air
gaps between phantom components as single air voxels. This
reduces the computational time that would be required to
simulate histories through large areas of air voxels. The
resolution in the other directions is 0.25 � 0.25 cm2 for all
phantom components.

2.3 Patient Selection and Ethics Approval

Patient cases selected for this retrospective study had been
prescribed a TBI treatment of 1200 cGy in 6 fractions since
August 2015. Cases were excluded from the study if the CT
images revealed resected organs. For this initial study, both
male and female patients with a variety of body sizes were
included, including pediatric patients. The study has been
approved by our institutional Research Ethics Board.

2.4 Monte Carlo Simulations and Deformable
Registration

A model of the Cobalt source and housing was produced by
Mora et al. [14] and is used in our simulations. Simulations
of this source while the beam is sweeping are made possible
by Source 21 of DOSXYZnrc [15]. Three billion particle
histories are simulated for each treatment position with
maximum dose uncertainties below 2% in the body and
below 3% in the lungs. The simulations are run in parallel in
up to 256 jobs simultaneously (8 GB RAM, 2.00 GHz
processors) and take between 60 and 90 min to complete
depending on the size of the phantom.

After the simulations are performed, the flattening filter,
lung blocks, and plastic compensator tray are removed from
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Fig. 1 Schematic of our sweeping-beam total body irradiation technique

Fig. 2 Axial (left) and sagittal (right) slices of a Monte Carlo phantom
for a TBI patient in the supine position. The three structures above the
patient are the flattening filter, the lung compensators (white), and the
plastic tray on which the lung compensators rest. The visualization

software used is unable to display variable resolutions, although this
depiction remains useful to conceptualize the geometry of the MC
phantoms used. In the simulations, these structures are positioned at
appropriate distances as indicated in Fig. 1
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the phantom to restore a uniform resolution along the beam
direction for analysis. Dose distributions are de-noised with
a 3D Savitzky-Golay filter [16].

The doses given by an EGSnrc MC simulation are given
in units of Gy per particle incident on a linear accelerator
head target [17], which is not the circumstance for our
purposes. To scale the relative doses from the simulation to
real doses, a calibration measurement was undertaken by
irradiating a solid water phantom at TG-51 conditions [18],
with an ion chamber dosimeter at the standard reference
point. An identical geometry was modelled as an EGSnrc
phantom and simulated with two billion particle histories.
The computed dose and the measured dose at the calibration
point from this experiment were used to scale patient doses
to Gy. Our sweeping Monte Carlo source has been validated
in water tank measurements in previous work [19] to be
described in an upcoming report.

To add the doses from each treatment position in an
appropriate manner, the simulated dose files from supine and
prone treatments are transferred to MIM Maestro™ v6.6.8
(MIM Software Inc., Cleveland, OH) where a deformable
registration tool is available. The deformable registration is
intensity-based and fully automatic.

2.5 Analysis

Organ dose data is analyzed in MIMMaestro™ following the
deformable registration. The contoured organs are the kid-
neys, lungs, liver, and thyroid. Additionally, the whole body
dose was considered for all patients. In the body contour,
because the clinical protocol for CT simulations only covers
part of the patient, three axial slices were removed from each
of the superior and inferior edges of the body contour, as
these doses are missing a scatter dose contribution from the
rest of the body not included in the CT image volume. For a
similar reason, the arms are removed manually from each
body contour because the simulations do not incorporate
bolus material that is used in patient positioning, and thus the
arms are missing a scatter dose contribution in the simula-
tions in comparison to the actual treatment. Moreover, the
different positions of the arms between the supine and prone
positions render this a challenging area for deformable reg-
istration of dose distributions.

3 Results

The TBI treatments of 11 patients were simulated and the
dose results for organs and the whole body were collected.
The supine and prone dose distributions for a patient are
shown in Fig. 3 along with the final distribution after
deformable registration.

In Fig. 4, the mean body dose is plotted against the size
of the patient, as measured by the patient mid-separation
depth at the level of the umbilicus. All mean body doses fall
within the 12 Gy ± 10% prescription (range: 11.19–
12.15 Gy), but within this constraint, the data suggest that
smaller patients receive lower mean body doses.

Preliminary organ dose statistics are shown in Table 1,
representing the results across the 11 simulated treatments.
In addition to this data across the patient population, indi-
vidual organ doses were examined on a case-by-case basis.
For each patient, the doses to the thyroid and kidneys were
consistently above the mean body dose, while the doses to
the liver and lungs were consistently below, and the lung
doses appear to be the most heterogeneous with standard
deviations up to 0.73 Gy in one case. A further discussion of
these results is being prepared in an upcoming publication.

4 Discussion

First and foremost, we have demonstrated the feasibility of
employing Monte Carlo dosimetry for a sweeping-beam
Cobalt-60 TBI technique incorporating lung blocks, a flat-
tening filter, a moving beam, and two treatment positions.
This data will be invaluable for setting clinical dose con-
straints in the design of a new TBI technique. The Monte
Carlo technique has potential to be implemented as a routine
quality assurance tool. Further studies are underway to
optimize and streamline simulations, and to simulate a
diverse patient population and obtain further information
about organ doses.

In this study, three billion histories per phantom simu-
lated were used. This number was chosen based on the
authors’ previous experience with MC simulations. Experi-
ments are currently underway to determine if simulations
with a lower number of particle histories per phantom could
be used to obtain results of similar quality, in the interest of
reducing simulation times.

The technique to produce these phantoms currently
requires about 75 min of manual work per patient by an
expert user. For clinical implementation, this would be an
unacceptable amount of time for quality assurance of more
common treatments, but it is not unfathomable given that the
average number of TBI cases in our clinic is less than one
patient per week. There is potential to further streamline the
phantom production workflow and this is a current area of
focus.

Validating the algorithm for a prone-to-supine deform-
able registration is a challenging task and is beyond the
scope of this work. However, the RegReveal tool in MIM
Maestro™ allows for qualitative inspection of local perfor-
mance of the registration algorithm, and the CT images
contain a large amount of bony anatomy to guide the
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registration, including the entire spine. It should also be
noted that the quality of the registration can be improved
further by the use of “locks” by adept users of MIM Maestro

which allow for iterative deformations of challenging areas
while preserving existing deformations in successful areas.
Because the placement of locks would vary by user, we have

Fig. 3 The simulated dose distribution is shown for the supine
(top) and prone (middle) simulations separately, and the final distri-
bution after deformation is projected onto the supine image (bottom).

The prone image (middle) is displayed upside-down for comparison
purposes with the supine images

Monte Carlo Dosimetry of Organ Doses from a Sweeping-Beam … 425



not made any attempt to implement them at this stage in the
interest of the reproducibility of our results.

Finally, it can be noted that our technique in producing
MC phantoms, where material slices such as plastic filters
and lead compensators are appended slice-by-slice at
appropriate heights above a patient CT scan, could be
applied to TBI techniques at other clinics, or to other treat-
ments where physical objects lie in the path of the beam,
with minor adjustments.

5 Conclusions

We have created a method to obtain Monte Carlo organ dose
information of our sweeping-beam TBI technique, and it
could feasibly be implemented as a routine quality assurance
tool for our treatments in the future. Preliminary retrospec-
tive results indicate that patient doses are consistent with

their prescriptions with some patterns of variation within the
clinically acceptable dose limits for each organ.
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Organ Mean dose
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Minimum dose
(Gy)

Maximum dose
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Rapid Prototyping, Design and Early Testing
of a Novel Device for Supine Positioning
of Large Volume or Pendulous Breasts
in Radiotherapy

Levi Burns, Scott Young, Joel Beaudry, Bradford Gill, Robin Coope,
and Cheryl Duzenli

Abstract
Here we describe the development of a novel device for
breast positioning in supine radiotherapy that reduces
breast sag and skin folds for patients with large or
pendulous breasts. The overall aim of this work is to
provide a practical and robustmeans of reducing high grade
skin toxicity (moist desquamation) which tends to occur in
skin folds. Participants with breast cup size D or greater
were recruited to this ethics board approved prototype
design study. Brassiere size, cup size, breast diameter, body
mass index, height, weight, skin folds and torso dimensions
were measured. Participants were positioned in treatment
position on a breast board, with arms above the head and
skin folds were identified and measured. 3D optical surface
imaging provided initial design ideas and a rapid proto-
typing process using 3D printing was employed to arrive at
a suitable design. The final clinical device consists of a
curved carbon fibre breast support scoop suspended from a
rigid frame that is compatible with commercially available
breast boards. In addition to reducing skin folds, the device
better positions the breast on the chest wall to help
minimize the volume of normal tissue being irradiated and
facilitates rapid setup. We present results of preliminary
testing of the device, including dose buildup incurred by
the carbon fibre scoop, skin fold reduction data and
treatment planning data from CT simulations with and
without the device. Surface dose with the device in place

remains less than 80% of the prescription dose to the breast.
Skin folds were reduced and reductions in irradiated
volumes of lung and body were achieved compared with
clinical plans without the supportive device. The novel
breast support shows great potential to address a
long-standing problem for a significant population of
patients undergoing radiotherapy for breast cancer.

Keywords
Breast radiotherapy � Supine positioning
Rapid prototyping � Carbon fibre � Skin toxicity

1 Introduction

Acute radio-dermatitis is a frequent complication of whole
breast radiation therapy. Previous studies [1–8] have shown
that approximately 60–80% of all breast patients undergoing
whole breast radiation therapy experience grade 2 or higher
skin toxicity according to Radiation Therapy Oncology
Group (RTOG) toxicity criteria [9] and 15–40% experience
moist desquamation depending on the patient population and
radiotherapy technique. For patients with large, pendulous or
ptotic breasts, skin toxicities in the infra-mammary skin fold
and axilla regions are of particular concern. If skin folds can
be minimized and skin sparing restored to these areas, a
reduction in moist desquamation should be achievable.

IMRT works well to improve the homogeneity of dose
within the breast, but does not address the problem of high dose
in skin folds and only a marginal improvement in skin toxicity
has been attributed to IMRT [10, 11]. Prone patient positioning
is another technique that has recently received significant
attention.While prone positioning may eliminate skin folds for
somepatients, it is known to introduce additional problems, and
is not a viable option for the majority of patients [12–14].

The variation in the size and shape of women’s breasts
creates a challenge when designing accessories to achieve
good breast position for RT. Suggested supine breast
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positioning devices include brassieres, plastic breast cups,
plastic rings, and thermoformed plastic supports. Despite
many attempts to solve this problem, there is a lack of evi-
dence to indicate that any of the current devices makes a
clinical difference [13] in skin toxicity.

Here we present a novel device for breast positioning in
supine radiotherapy that supports the breast and reduces skin
folds for patients with large or pendulous breasts. A curved
carbon-fiber breast support is suspended from a rigid frame
that is compatible with commercially available breast
boards. The device also re-positions the breast to help
minimize the volume of normal tissue, heart and lung being
irradiated. A rapid prototyping process using human models
and 3D printing was used to arrive at this design. We present
the design and results of preliminary testing of the device,
including a dosimetric study of dose buildup incurred by the
positioning device and early treatment planning data.

2 Materials and Methods

2.1 Study Participants

Participants (both patients and non-patients) with breast cup
size D or greater, or having skin folds greater than 1 cm
depth, were recruited under ethics board approval to par-
ticipate in an initial design study (9 participants), followed
by an early testing study (4 patients) of the prototype breast
support. The range of body size and shape represented in this
sample was adequate to cover � 80% of the population
expected to benefit from improved breast positioning. Par-
ticipants were placed in supine treatment position on a breast
board, with one or both arms above the head. In the initial
design phase, body and skin fold measurements, photos and
optical 3D scans were taken. In the early testing phase,
patients undergoing whole breast adjuvant radiotherapy
underwent a second CT simulation with the breast support in
place, in addition to their standard CTsim for treatment
planning. Treatments were performed without the support,
pending results of this planning study. The current standard
clinical breast support at our institution consists of either a
small foam wedge placed in the infra-mammary fold, a
thermoplastic shell, or no support.

2.2 Prototyping

A multi-disciplinary team of oncologists, radiation therapists
and medical physicists developed the following design
requirements:

1. Maintain a skin dose to � 80% of the prescribed dose to
the planning target volume

2. Minimize skin folds while fitting the largest possible
range of breast sizes with one device each for left and
right breasts

3. Clear the bore of a GE Lightspeed RTTM 16 CT scanner
(60 cm diameter)

4. Assembled support device to weigh <1 kg and be con-
venient to affix and remove in 5 min or less

5. Support device to be reusable, cleanable and indexed for
individual patient settings

Computer aided design (CAD) was done in Solidworks
2016TM (Dassault Systèmes, Waltham, MA). Breast sup-
port and frame connector initial rapid prototypes were 3D
Printed (Stratasys uPrint SE plus) from ABS plastic. The
clinical version of the breast support was made from layers
of 0.4 mm heat cured carbon fiber sheet (Prepreg 3 K, Fibre
Glast Developments Corporation, Brookville, Ohio). A sup-
port frame and indexed brackets were made from 30 mm
square carbon fiber tubes (Dragon Plate Inc., Elbridge, NY)
with machined Delrin™ connectors.

2.3 Surface Dose Measurement

The carbon fibre sheet pre-preg material is 37% resin (resin
density 1.2 g/cm3) with the remainder being carbon fibre, for
an overall density of 0.634 g/cm3. Preliminary studies were
performed using a MarkusTM (PTW Freiburg GmbH) par-
allel plate ionization chamber and Solid WaterTM (CSP
Medical, Sarnia, Ont) to measure dose buildup properties of
the carbon fibre sheet. This data guided decision making on
the number of carbon fibre sheets to use in construction of
the support to meet design criteria. Dosimetric measure-
ments on the final carbon fiber support were performed using
EBT3 GafChromicTM (Ashland) film with and without the
support in contact with a silicone model of the breast.

2.4 Early Clinical Testing

Subsequent to the initial support prototyping, the fully
assembled carbon fibre support was tested on 4 patients. In
this phase of testing, patients undergoing breast radiotherapy
participated in an evaluation study to compare treatment
plans with and without the support, to assess patient setup
reproducibility from treatment planning to treatment unit, to
measure the time required to set up the breast support on
patients and to confirm that skin folds could be reduced. We
report here on two left breast and two right breast cancer
patients undergoing adjuvant whole breast radiotherapy. CT
scans were performed with and without the support in place
with the patient in treatment position. Treatment plans
consisted of tangents alone (2 patients) or wide tangents plus
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supraclavicular and axilla fields (2 patients) to include nodal
regions. In the case of breast plus nodal irradiation, a wide
tangent arrangement was used to include the internal mam-
mary nodes. Skin fold depth and dose volume statistics for
ipsilateral lung, heart and body were measured. Field size,
beam energy and monitor units were also compared for
treatment plans with and without the support. Setup time was
recorded at both CTsim and treatment unit where portal
images with the support in place were acquired. The new
breast support was not used in treatment delivery at this
phase of the study. Day to day setup reproducibility will be
the subject of future testing.

3 Results

3.1 Design

The final design prototype for the supine breast positioning
support is shown in Fig. 1. The breast support “scoop”
follows the curve of the body laterally across the chest and in
the superior-inferior direction. The shape across and along

the chest wall was modelled from the 3D surface imaging
and CT data. The fit is snug to the skin along the
infra-mammary and lateral breast-chest wall. The scoop is
angled laterally such that the wall of the scoop is approxi-
mately perpendicular to the treatment beam and is con-
structed of three layers of carbon fibre sheet, heat curved
over an aluminum mold.

The lateral, superior-inferior and vertical position of the
scoop is indexed and adjustable for each patient. The frame
fits within the CT simulator bore and does not collide with
the linear accelerator. The support fit all participants in the
study and visibly eliminated all inferior and lateral skin
folds. Radiation therapists’ experience when testing the
support has been positive. The current assembled support
prototype weighs 870 g. The frame clears the abdomen of
the largest participant in the study. The setup with and
without the support in place on a patient is shown in Fig. 2.

3.2 Surface Dose Measurement

Dose buildup data for the carbon fibre sheet for 6 and 10 MV
X-ray beams, is shown in Fig. 3. Buildup in the carbon fibre
sheet occurs less rapidly than buildup under the same depth
in solid water. Each data point on the carbon fibre curve
corresponds to an additional sheet of the material. 3 sheets of
carbon fibre increases the surface dose from 26 to 48.6% in
the 6 MV beam and from 18.2 to 38.4% in the 10 MV beam.

Surface dose maps with and without the carbon fibre
scoop in contact with a silicon beast phantom are shown in
Fig. 4, for 6 MV photons. A single lateral tangential field at
100 cm SAD delivered dose normalized to 100% at a depth
of 5 cm. The curvature of the scoop results in a longer
radiation path length through the device as it curves around
the inferior portion of the breast. To assist with interpretation
of this data, the experimental setup is shown in Fig. 5.
Maximum dose buildup is observed at the inferior edge of
the breast due to the curve of the scoop and tangential beam
incidence. The maximum increase in surface dose due to the
support is 30%, compared with no support.

3.3 Early Clinical Testing

Skin folds were successfully removed on all patients using
the carbon fibre breast support, as demonstrated for a patient
shown in Fig. 6. Note that the plastic elbow holding the
scoop of the prototype breast support is visible in the right
image inferior to the breast. The carbon fibre scoop is not
visible in this image. All components of this support
assembly will be ultimately be constructed from carbon fibre
material.

Fig. 1 Lateral and angled views showing: a The carbon fiber breast
support “scoop”; b The carbon fibre support frame with Delrin™ joints
and locking devices; c Existing supine breast board back support; and
d existing head rest, wing-board and hand grip
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The treatment plans for the same patient with and without
the support are shown in Fig. 7. Dose volume statistics and
skin fold depth for the first 4 study patients are shown in
Table 1.

4 Discussion

The carbon fibre material is less dense than water and pro-
duces less buildup than water equivalent material of the
same thickness. This has distinct advantages over thermo-
plastic materials that have been suggested as solutions to the
problem of breast positioning. For normal beam incidence,
the carbon fibre scoop increases the entrance dose by
approximately 20% compared with the bare surface for a 6
MV beam. For tangential incidence at the inferior edge of
the breast, the carbon fibre support increases the entrance
dose for the lateral beam by up to 30%. Despite the increase
in entrance dose for the lateral beam, the total combined skin
dose for a lateral and medial tangential pair of 6 MV beams
with the support in place meets the design criteria of � 80%
of the prescribed target dose, since exit dose from the medial
beam is not significantly impacted by the support and
accounts for more than 40% of the lateral surface dose.

Skin folds in all patients in this study were effectively
reduced below what could be measured. Tangential field

Fig. 2 Demonstration of the carbon fibre support device used on a patient. Left: without the support; Right: with the support
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Fig. 3 Dose buildup data in carbon-fibre sheet versus solid water for 6
and 10 MV X-rays, measured with the Markus ionization chamber. All
data is normalized to dmax in solid water
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lengths were reduced by amounts corresponding to the
infra-mammary skin fold depth. Tangential field widths
increased by up to 1.5 cm with the breast supported, how-
ever this had no negative impact. While the clinical utility is
currently being tested on a larger patient population, our

hypothesis is that radiation tangent field borders are exten-
ded inferiorly and/or posteriorly to include all of the breast
tissue when the breast sags. This can result in more lung,
heart and body in the field than would be necessary had the
breast been supported. Monitor units did not change sig-
nificantly in this study, however with the support in place,
acceptable plans could be achieved using more 6 MV beam
weighting compared with 10 MV.

Many left breast patients are currently treated using the
deep inspiration breath hold (DIBH) technique in order to
reduce dose to the heart. The carbon fibre support is com-
patible with the DIBH technique, however, in order to keep
the number of repeat CT scans to a minimum in this study,
DIBH scans were not obtained with the support in place.
Without DIBH, absolute irradiated lung volumes and body
volumes were reduced using the support but heart dose was
not. An ongoing study is evaluating the impact of DIBH
combined with the carbon fibre support for left breast cases.

The device designed in this study supports the breast,
removes skin folds and can be expected to reduce the vol-
ume of normal tissue irradiated. It remains to be seen how
much reduction in moist desquamation and dose to organs at
risk is achievable for a larger patient population. Future
studies are planned to determine day to day setup repro-
ducibility and clinical outcomes. Compatibility with MRI
will also be assessed.

Fig. 4 2D surface dose
distribution a without the “scoop”
in contact with the breast
phantom surface and b with the
“scoop”. The colour scale and
number labels indicate the
measured dose as a percentage of
the dose prescribed at depth 5 cm
in phantom. The irradiation was
performed using a 6 MV
tangential beam. The values on
the horizontal axis correspond to
the angular position of the film
corresponding to the angles
shown in Fig. 5

Fig. 5 Schematic showing setup for the EBT3 GafChromicTM film
measurements corresponding to the data in Fig. 4
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5 Conclusions

A novel supine breast support and positioning device has
been designed, constructed and preliminarily tested. This
device has the potential to be universally adopted to reduce
skin folds and to better position the breast for women with
large volume, pendulous or ptotic breasts who are under-
going radiation therapy. Testing of the device in the clinical
setting is currently ongoing.
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Fig. 6 Sagittal CT images demonstrating the removal of a 5 cm infra-mammary skin fold. The contralateral breast without support is shown in
(a), and in (b) the treated breast is supported using the device. The patient was symmetric left to right

Fig. 7 Treatment planning images for the same left breast patient
shown in Fig. 6, without support in (a) and with the support in (b).
Note that the image on the left was taken during deep inspiration breath

hold, resulting in larger lung volume and a more inferior position of the
heart visible on this CT slice

Table 1 Treatment planning parameters for the 4 study patients with
and without the breast support. The numbers in the table represent the
difference in each parameter with the support compared to without
support. Thus, negative numbers indicate reductions in irradiated
volumes and skin fold depths achieved with the support

With support—without support

Left breast Left breast + nodes

Tangents only Wide tangents

V50% body −9.6 cc −218.3 cc

V20 Gy ipsilateral lung −58.9 cc −90.3 cc

Skin fold depth −5.1 cm −2.0 cm

Right breast Right breast + nodes

Tangents only Wide tangents

V50% body −39.7 cc −645.2 cc

V20 Gy ipsilateral lung −113.3 cc −55.5 cc

Skin fold depth −0.7 cm −1.5 cm
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Radiotherapy Quality Assurance Using
Statistical Process Control

Diana Binny , Craig M. Lancaster , Tanya Kairn , Jamie V. Trapp ,
and Scott B. Crowe

Abstract
Statistical process control (SPC) is an analytical
decision-making tool that employs statistics to measure
and monitor a system process. The fundamental concept
of SPC is to compare current statistics in a process with
its previous corresponding statistic for a given period.
Using SPC, a control chart is obtained to identify random
and systematic variations based on the mean of the
process and trends are observed to see how data can vary
in each evaluated period. An upper and lower control
limit in an SPC derived control chart indicate the range of
the process calculated based on the standard deviations
from the mean, thereby points that are outside these limits
indicate the process to be out of control. Metrics such as:
process capability and acceptability ratios were employed
to assess whether an applied tolerance is applicable to the
existing process. SPC has been applied in this study to
assess and recommend quality assurance tolerances in the
radiotherapy practice for helical tomotherapy. Various
machine parameters such as beam output, energy, couch
travel as well as treatment planning parameters such as
minimum percentage of open multileaf collimators
(MLC) during treatment, planned pitch (couch travel
per gantry rotation) and modulation factor (beam inten-
sity) were verified against their delivery quality assurance
tolerances to produce SPC based tolerances. Results
obtained were an indication of the current processes and
mechanical capabilities in the department rather than a
vendor recommended or a prescriptive approach based on
machine technicalities. In this study, we have provided a
simple yet effective method and analysis results to

recommend tolerances for a radiotherapy practice. This
can help improve treatment efficiency and reduce inac-
curacies in dose delivery using an assessment tool that
can identify systematic and random variations in a
process and hence avoid potential hazardous outcomes.

Keywords
Radiation therapy � Statistical process control
Quality assurance � Tomotherapy

1 Introduction

Recent advances in radiotherapy have sparked the need to
reform quality check processes and tighten specifications set
on treatment delivery systems [1]. Quality assurance (QA) of
radiotherapy systems is a process to identify Type A and
Type B errors against baseline or tolerance levels and is
generally performed according to published guidelines and
recommendations to ensure that the process quality con-
forms with existing standards [2–4]. The increased com-
plexity of the treatment planning and delivery process
requires thorough evaluation of QA procedures and subse-
quent dosimetric measurements to make informed decisions
in the practice of radiation oncology [5, 6]. However, it is
also necessary to determine the treatment system capabilities
prior to imposing tolerances recommended by local or
national standards [2, 7, 8]. With evolving treatment tech-
niques, QA programs that ensure treatment dose is within a
clinical tolerance are no longer sufficient and the process of
quality assurance should include identifying and improving
underlying uncertainties in the process to minimise varia-
tions [9].

Computational methods [10–12] have been applied in
radiotherapy to verify if systems operate within their speci-
fications. Statistical process control (SPC) [13] is one such
tool that converts data into information to document, correct
and improve system performance by testing if the mean and
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the dispersion of the measured data is stable over the period
of analysis.

TomoTherapy Hi-Art II system (Accuray, Inc., Sunny-
vale, CA) is a hybrid between a 6 MV linear accelerator and
a helical megavoltage CT (MVCT) scanner capable of
helically delivering intensity modulated radiation therapy
(IMRT) combined with the advancing translational motion
of a treatment couch [14]. The ratio of maximum to average
of non-zero leaf open times is restricted to a particular value
(also known as the modulation factor) between unity and
five to enable optimised treatment delivery [14, 15].

Planning studies have demonstrated dosimetric advan-
tages of using helical tomotherapy for sites such as breast,
prostate, brain and head and neck over non-rotational treat-
ment techniques [16–19]. However, delivery aspects of the
treatment plan rely heavily on the user’s TPS input param-
eters, such as modulation factor (MF), field width (FW) and
pitch [14, 20]. These parameters are modified in the TPS to
produce an optimal plan.

Despite the numerous amount of tomotherapy planning
studies [14, 21–25] to recommend optimal parameters, no
consensus was observed in recommendations to derive
optimal plan parameters based on SPC methods. Addition-
ally, no published data were found to recommend optimal
dosimetric and mechanical tolerances in regard to machine
output and tomotherapy couch position accuracy respec-
tively. Knowledge of such a relationship would benefit
quality assurance to improve treatment deliverability and
detect possible flaws in the machine behaviour before an
unforeseeable event.

In this work, we demonstrate SPC utilisation for
(i) dosimetric, (iii) mechanical and (iii) patient-specific QA
for tomotherapy.

2 Method and Materials

During an SPC analysis, a control chart is obtained that
shows how a process varies over time [1, 26]. A bold center
line (CL) in this control chart corresponds to the mean of the
process which is also the reference for data point dispersion.
The upper control limit (UCL) and lower control limit
(LCL) indicate the range of the process. When the data fall
within the UCL and LCL, the process is said to be within
control (with only random or Type A causes affecting the
process) and out of control (due to Type B or non-random
causes) when the points fall outside the range. The control
limits are calculated from Eqs. (1–3) [27].

UCL ¼ Xþ 3
mR

d2
ffiffiffi

n
p ð1Þ

CL ¼ X ð2Þ

LCL ¼ X� 3
mR

d2
ffiffiffi

n
p ð3Þ

where R is the range of the group, d2 is a constant and
depends on the continuous set of n measurements. For all
cases considered in this study, n is 1 and d2 is 1.128 [28]. mR
is the average of the moving range or the absolute values of
the difference between two consecutive measurements
ðmRi ¼ xi � xi�1jj Þ and X is the mean of the dataset. As a
pre-requisite to use control charts the data was tested for
normal distribution. The Ander-Darling [29, 30]
(AD) statistic was used to test the hypothesized distribution
F(x) for normality according to the below Eq. (4):

A2
n ¼ �n�

Xn

i¼1

2i� 1
n

ln FXið ÞÞþ ln 1� F Xnþ 1�ið Þð Þ½ �
ð4Þ

where (X1 < … < Xn) are the ordered sample data points
and n is the number of data points in the data distribution. In
the AD test, the decision to reject a null hypothesis (H0) is
based on comparing the p-value [31] for the hypothesis
(h) test with the specified significance level of 5% such that a
h value of 0 would indicate that the distribution is normal
and 1 otherwise. The process capability, cp is used to
compare the variation process of the data with respect to the
upper and lower specified limits relative to the dispersion of
process data and is calculated from Eq. (5) [12].

cp ¼ USL� LSL
6r

ð5Þ

where, USL and LSL are upper and lower user specified
limits and r is the standard deviation of the data distribution.
A cp value of 1 would indicate that the process is within
action limits and a cp [ 1 would mean that the process is
well within specification limits. A cp value less than 1
indicates the process is outside a permissible range for a
given action limit. However, in some cases a high cp process
can still perform poorly [1, 12, 28], therefore process
acceptability index cpk is also used to assess if the process
center is relative to the user specified limit and is calculated
from Eq. (6) [12]

cpk ¼ min
USL� X

3r
;
X� LSL

3r

� �

ð6Þ

SPC was used to assess tomotherapy rotational and static
beam output and energy. Rotational output difference for
two tomotherapy machines T1 and T2 were plotted against
time for a period of three years. Out of process control points

438 D. Binny et al.



were investigated and post correction control charts were
obtained again to verify process stability.

TomoTherapy translational couch movement was also
tested using SPC and variations (offsets) in its IEC X, Y and
Z directions were assessed using SPC over a four-year
period. Baseline comparisons for IEC offset measurements
using the Step-wedge Helical module were set at user
specified action levels of ±2 mm and process indices for
action levels of ±1 mm. Since there is no current protocol to
adhere to for these limits, process indices cp and cpk were
employed to quantify the process behaviour.

SPC was also used on set of 28 head and neck, 19 pelvic
and 23 brain pre-treatment plans verified using 3D diode
array ArcCHECK (Sun Nuclear Corporation (SNC), Mel-
bourne, FL) and an Exradin A1SL ionisation chamber
(Standard Imaging, Middleton, WI) placed at the center of
the ArcCHECK in a polymethyl methacrylate (PMMA)
cylinder for relative fluence and absolute dose measurements
respectively. Gamma [32] and point dose variations (planned
versus measured dose) were compared against parameters
such as %LOT, sinogram segments, gantry period, modu-
lation factor actual, etc.

The normality, capability and acceptability values with
their corresponding probability were calculated from the
measurement data using the MATLAB 2016a program (The
MathWorks, Natick, NA, USA).

3 Results and Discussion

3.1 Dosimetric QA

Figure 1 shows tomotherapy output variations for a
six-week period in which a magnetron was changed.
A Type B or systematic uncertainty was observed and was

subsequently investigated. Analysis and machine log book
recordings found this to be a malfunctioning magnetron
which was replaced following which the system appeared to
be back in control.

3.2 Mechanical QA

Figure 2 shows T2 IECZ axis offset measurements were
retrospectively assessed using SPC for the first 180 obser-
vations. Machine logbooks indicated that the z-axis encoder
was calibrated when the system reported an out of tolerance
measurement at the end of first 90 observations. Calculated
cp and cpk indices showed that ±2 mm was the most
appropriate tolerance for the given dataset.

SPC analysis performed on the dataset showed that
systematic variations (as indicated by the data points
greater than the calculated LCL of −1.6 mm in Fig. 2a)
were present prior to the out of tolerance behaviour
(>2 mm) and could have been repaired prior to couch
failure. This further demonstrates the need for a statistical
process control QA.

Table 1 shows calculated LCL and UCL limits derived
using SPC for the existing couches for T1 and T2 which are
lower than the pre-set tolerance of 2 mm on the system.

3.3 Patient-Specific QA

Based on SPC analysis on planning parameters, it was
concluded that different treatment sites have varied MLC
distribution patterns and hence different parameters to aid in
achieving optimal dose distribution. Recommendations were
provided based on machine performance (assessed using
gamma delivery and point dose variations from plan) for

Fig. 1 T2:SPC analysis for static
output measurement variation
during a six-week period before
and after magnetron replacement.
Red circle indicates a higher
output during the period which
the magnetron was replaced.
(Adapted from Binny et al.
Investigating output and energy
variations and their relationship to
delivery QA results using
Statistical Process Control.
Physica Medica 38 (2017): 105–
110.)
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each patient specific site analysed in this study. An example
of the difference in a plan parameter (Modulation factor
(actual)) specific to treatment site is shown in Figs. 3 and 4.

Therefore, a single recommendation for gamma % pass rate
or % point dose tolerance in addition to various plan
parameters may not be sufficient.

Fig. 2 Retrospective (a) pre-and (b) post-z-axis encoder calibration
measurements assessed using SPC for unit T2 for the first 180
observations. Black arrows indicate out of control points below the
user-specified limit of ±2 mm. Red circle indicates out of control point

above ±2 mm action limit. Blue dashed lines represent the user
specified limit of ±2 mm. (Adapted from Binny et al. Statistical
process control and verifying positional accuracy of a cobra motion
couch. Journal of applied clinical medical physics 18.5 (2017): 70–79.)

Table 1 Control chart based parameters for a three-monthly couch analysis period for units T1 and T2. (Adapted from Binny et al. Statistical
process control and verifying positional accuracy of a cobra motion couch. Journal of applied clinical medical physics 18.5 (2017): 70–79.)

SPC parameters IEC offsets

T1 T2

X Y Z X Y Z

UCL (mm) 0.65 0.342 0.566 0.818 0.539 0.236

LCL (mm) −0.775 −0.421 −1.298 −0.725 −0.192 −1.996

CL (mm) −0.062 −0.039 −0.366 0.046 0.174 −0.88

r 0.3436 0.165 0.377 0.295 0.171 0.542

AD* Not normal Normal Not normal Normal Normal Normal

No. of observations 90
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4 Conclusion

This study investigated the usefulness of SPC methods for
dosimetric, mechanical and patient-specific QA parameters
for tomotherapy. Our results have highlighted that treatment
and machine specific tolerances should be used in addition to
conforming to various clinical standards. SPC analysis can
help in identifying special cause of variations thereby opti-
mising tomotherapy system maintenance and aiding in
improved treatment delivery outcomes.
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Stereotactic Radiosurgery for Multiple Brain
Metastases: A Dose-Volume Study

Tanya Kairn, Somayeh Zolfaghari, Daniel Papworth, Mark West,
David Schlect, and Scott Crowe

Abstract
A substantial number of cancer patients develop brain
metastases, which often present as multiple lesions.
Stereotactic radiosurgery (SRS) can be used to treat brain
metastases, with some incidental dose to the healthy
brain. This study evaluated the effect of the number and
combined volume of metastatic lesions on the dosimetric
quality and the deliverability of a small sample of SRS
test treatments. Five simulated static conformal arc
treatments of 4–12 brain metastases were planned for
linac-based multi-isocentre delivery to a head phantom.
Film measurements were used to verify dose calculation
and treatment delivery accuracy. Several of the treatment
plans were considered clinically acceptable when local
dose prescriptions (14–18 Gy) were used, but when the
prescription dose to all metastases was increased to match
the RTOG 0320 recommended value of 24 Gy, no plans
resulted in a V12 less than 10 cm3. Agreement between
planned and measured dose was poorest for the treatments
of 10 and 12 metastases, due to increased disagreement in
out-of-field regions. Using the multi-isocentre static
conformal arc method, it is possible to deliver treatments
to relatively large numbers (at least 12) and total volumes
(at least 8 cm3) of brain metastases without excessive
radiation doses being delivered to the healthy brain,
provided that reduced prescription doses are acceptable.

Keywords
Radiation therapy � Dosimetry � Stereotactic

1 Introduction

A substantial number of cancer patients develop brain
metastases, 50–60% of which present as multiple lesions.
Stereotactic radiosurgery (SRS) can be used to treat brain
metastases with tightly conformal radiation beams, with the
aim of sparng the healthy brain tissue and potentially
avoiding many of the neurocognitive effects of surgery or
whole brain radiotherapy [1].

Generally, the more metastases a patient has, the higher the
dose delivered to the healthy brain by the radiosurgery treat-
ment. For patients with very large numbers of metastases,
whole brain radiotherapy may be the only acceptable option.
However, the threshold at which linac-based stereotactic tech-
niques become untenable remains debatable: treatments of 10–
14 metastases within a single course of radiosurgery have been
reported in the literature [2, 3], while many centres limit the
number of radiosurgically treated metastases to 3 or 4 [1, 4].

The volume of healthy brain receiving a dose of 12 Gy is
widely recognised as a useful predictor of radionecrosis and
consequent neurocognitive decline [5, 6]. QUANTEC
reported a significant risk of radiation injury from radio-
surgery when the volume of brain tissue receiving 12 Gy
exceeds 5–10 cm3 [7] and Blonigen et al. recommend a
specific limit of 7.9 cm3 [5].

In this study, a small number of test treatment plans were
used to investigate the effects of the number and combined
volume of metastatic lesions on the dosimetric quality and
the deliverability of linac-based multi-isocentre SRS treat-
ments, with particular emphasis on the volume of healthy
brain planned to receive 12 Gy.

2 Method

Five simulated cranial metastases cases were created by
contouring planning target volumes (PTVs) on a CT scan of
a head phantom (model 605, CIRS Inc, Norfolk, USA). The
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number of metastases per case ranged from 4 to 12, with
minimum and maximum diameters of 0.5 and 2.0 cm and
total volumes ranging from 4.4 to 8.1 cm3 (see Table 1). All
of these volumes were subtracted from the brain contour
(plus a 1 mm dose fall-off margin) to produce a “healthy
brain” contour.

Five corresponding SRS treatments were planned for
delivery as non-coplanar static conformal arcs, with one
isocentre for each PTV, using a Varian iX linear accelerator
(Varian Medical Systems, Palo Alto, USA) with a Brainlab
m3 micro-multileaf collimator (Brainlab AG, Feldkirchen,
Germany). The Brainlab iPlan RT Dose (v. 5.4) treatment
planning system (TPS) was used, with reference to published
small field beam data [8].

PTV doses of 14–18 Gy were prescribed to a 90% cov-
ering isodose, according to local practise. After the volumes
of healthy brain receiving 12 Gy from these treatment plans
were found to be within acceptable limits (less than 7.9 cm3

[5]) for four out of the five treatment plans, the prescriptions
for all PTVs in all treatment plans were increased 24 Gy.
The 24 Gy prescription was taken from the protocol for

RTOG 0320, which was a clinical trial designed for cases
with 1–3 brain metastases [4].

Treatment delivery was verified using Gafchromic EBT3
film (Ashland Inc., Covington, USA) placed in a transverse
plane through the head phantom, which was immobilised,
imaged and treated as though it was a cranial SRS patient.
Film analysis and comparisons with planned dose planes
were completed using established techniques [9, 10].

3 Results and Discussion

Dose profile comparisons shown in Fig. 1 indicate that the
dose calculation provided by the TPS accurately represented
the delivered dose when the number of metastases was less
than or equal to eight. When the number of metastases was
increased to ten or twelve, disagreement between the film
measurement and the TPS dose calculation increased, with
the TPS generally predicting higher out-of-field doses than
the measurements showed. These results suggest that the
TPS dose calculation can be used as a worst-case-scenario
estimate of the healthy brain dose.

The treatment plan information listed in Table 2 shows
the increasing numbers of beams and monitor units that were
needed to treat the increasing numbers of metastases. These
results highlight the challenges encountered when planning
multi-isocentre linac-based SRS treatments for increasing
numbers of metastases. More treatment targets means more
challenging geometric and dosimetric constraints, as beams
need to enter and exit each PTV without intersecting with
the beams used to treat the other PTVs.

Dose-volume data listed in Table 2 indicate that reduc-
tions in prescription dose that are needed (compared to a
prescription suited to the treatment of just 1–3 metastases
[4]) in order to limit the volume of healthy brain treated to
12 Gy, as the number of metastases increases. Table 2
shows that several of the test plans examined in this study
resulted in clinically acceptable 12 Gy coverage of the
healthy brain (less than 7.9 cm3 [5]), when local dose pre-
scriptions (14–18 Gy) were used, but when the prescription
dose to all metastases was increased to match the RTOG
0320 recommended value of 24 Gy, no plans resulted in a
V12 less than 10 cm3.

As the number of metastases per case increased, so did
the amount of time required to plan and deliver the treat-
ments. The four metastases treatment plan was completed in
less than half a day, whereas devising the complex beam
arrangements for the ten and twelve metastases cases
required one to two days of treatment planning time (no
inverse planning was used). Delivering the treatments to the

Table 1 Diameters (numbers, in cm) and volumes (numbers in
parentheses, in cm3) of PTVs used to create test treatment plans

Structure 12 met
plan

10 met
plan

8 met
plan

6 met
plan

4 met
plan

PTV1 2.0 (4.19) 2.0
(4.19)

2.0
(4.19)

2.0
(4.19)

2.0
(4.19)

PTV2 1.0 (0.52) 1.0
(0.52)

1.0
(0.52)

1.0
(0.52)

0.5
(0.07)

PTV3 1.0 (0.52) 1.0
(0.52)

1.0
(0.52)

0.5
(0.07)

0.5
(0.07)

PTV4 1.0 (0.52) 1.0
(0.52)

1.0
(0.52)

0.5
(0.07)

0.5
(0.07)

PTV5 1.0 (0.52) 1.0
(0.52)

0.5
(0.07)

0.5
(0.07)

PTV6 1.0 (0.52) 1.0
(0.52)

0.5
(0.07)

0.5
(0.07)

PTV7 1.0 (0.52) 0.5
(0.07)

0.5
(0.07)

PTV8 1.0 (0.52) 0.5
(0.07)

0.5
(0.07)

PTV9 0.5 (0.07) 0.5
(0.07)

PTV10 0.5 (0.07) 0.5
(0.07)

PTV11 0.5 (0.07)

PTV12 0.5 (0.07)

Total (8.12) (7.07) (6.02) (4.97) (4.39)
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phantom (including phantom setup and repeated imaging)
increased from three to eight hours of linac time, as the
number of metastases increased from four to twelve. This

treatment time would need to be divided over several days,
to minimise physical discomfort and short-term side effects,
if real human patients were involved.

Fig. 1 Dose profiles from TPS (dotted lines) and film measurements
(solid lines), from a and b the treatment plan for four metastases, c and
d the treatment plan for eight metastases, and e and f the treatment plan

for twelve metastases. Insets show film dose planes with lines
indicating profile locations

Table 2 Treatment plan parameters: Number of PTVs per treatment (NPTV ), total volume of PTVs per treatment (VPTV ), number of arc beams per
treatment (“Arcs”), local and RTOG prescription doses (P, in Gy), total numbers of MU per treatment using local and RTOG prescriptions,
volumes of healthy brain irradiated to 12 Gy when using local prescriptions and when using the RTOG prescription (Vð12Þ, in cm3)

NPTV VPTV Arcs Plocal MUlocal Vð12Þlocal PRTOG MURTOG Vð12ÞRTOG
4 4.39 21 16–18 11,343 5.26 24 15,538 12.45

6 4.97 34 16–18 16,517 6.38 24 22,823 16.03

8 6.02 44 16 19,992 7.26 24 30,004 21.85

10 7.07 58 16 25,217 9.58 24 37,686 28.60

12 8.12 69 14 26,361 5.22 24 45,295 35.44
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4 Conclusion

Using a multi-isocentre static conformal arc method, it is
possible to deliver treatments to relatively large numbers and
total volumes of brain metastases without excessive radia-
tion doses being delivered to the healthy brain, provided it is
possible to compromise the prescription dose. If prescription
doses above 18 Gy are required for such cases, the decision
to use SRS and the particular SRS method selected for use
may both need to be reconsidered.

Compliance with Ethical Standards The authors declare that they
have no conflict of interest. This article does not contain any studies
with human participants or animals performed by any of the authors.
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Retrospective Audit of Patient Specific
Quality Assurance Results Obtained Using
Helical Diode Arrays

Liting Yu, Tanya Kairn, and Scott B. Crowe

Abstract
A retrospective audit was performed for existing patient
specific quality assurance (PSQA) results measured on
two ArcCheck helical diode arrays (Sun Nuclear Corpo-
ration). Twenty-five volumetric modulated arc therapy
(VMAT) and thirty-two helical tomotherapy (HT) treat-
ment plans were re-analysed using SNC patient software
(version 6.2) and in-house gamma analysis code (devel-
oped in Python). Global gamma analyses were performed
on the measured and calculated data (2%/2 mm) to
identify the registration shift which provided the greatest
gamma agreement index (GAI). Audit results indicated
that when the ArcCheck devices were used for VMAT
and HT, 1 mm longitudinal (Y) registration shifts
frequently provided better GAI results than no shift.
Specifically, the SNC and Python codes both identified a
significant trend for longitudinal shifts for both ArcCheck
devices. No significant trend was observed for roll
(X) registration shifts. Measurements performed with
physical shifts of the ArcCheck device improved the GAI
results with no shift applied, suggesting that unless there
is a co-incidental offset in the position of the radiation
isocentre on both the TomoTherapy unit and the linac,
there may be an actual displacement of the centre of the
diode array and the marking lines on the two ArcCheck
devices. This behaviour is dependent on gamma evalu-
ation criteria used. The results of this study confirm the
necessity of undertaking regular audits of QA results, as
well as the need to consider sources of geometric
uncertainty when selecting gamma evaluation criteria

and when applying automatic geometric shifts to mea-
sured data.

Keywords
ArcCheck � Shift � PSQA � VMAT � Tomotherapy

1 Introduction

Routine patient specific quality assurance (PSQA) testing of
modulated radiotherapy treatment plans can produce large
numbers of test results and reports. These results should be
periodically reviewed and audited as part of continuous
quality improvement in radiotherapy treatment delivery.
Regular auditing of QA results is an integral component of a
QA program. Published retrospective audits of PSQA results
have described the relationship between QA pass rates,
treatment parameters [1, 2] and evaluation criteria [3, 4]. The
characterisation of QA trends allows refinement of QA
processes.

ArcCheck (AC) helical diode arrays (Sun Nuclear Cor-
poration) are used at our clinic for routine PSQA of modu-
lated radiotherapy treatments, including volumetric
modulated arc therapy (VMAT) and helical tomotherapy
(HT). It was noticed that the auto-shift function in the SNC
patient software (version 6.2.2; Sun Nuclear, Melbourne,
FL) was sometimes used in order to improve the gamma
agreement index (GAI), however no certain protocol is yet in
place.

In the manufacturer specification, it was stated that the
AC placement accuracy is within 0.5 mm. Several studies in
the literature have investigated the sensitivity of AC to
translational and rotational offsets [5–7]. Studies by Yang
et al. [8] and Fan et al. [9] both investigated AC performance
when introducing a 1 mm translational shifts in major axes,
and concluded that AC is sensitive to this shift magnitude
especially in longitudinal directions.
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It is believed that it could be beneficial to conduct a
retrospective audit on a random sample of the recent PSQA
results. The aim of this study is to re-evaluate the previous
QA results, perform auto-shifts, and identify whether there is
a trend in the proposed shift values. The findings of this
study could be useful as a guide for improving clinical
practice in the future. This study also exemplifies the
important and actionable information that can be obtained
from such auditing.

2 Methods

A retrospective audit was performed for 85 existing PSQA
results measured on two AC devices. The AC, model 1220,
is a cylindrical water-equivalent phantom with 1386 diode
detectors arranged in a spiral pattern. The detector array has
its diameter and length of 21 cm. Measurements were taken
when a solid PMMA insert is placed in the central cavity.
The AC was setup against the external lasers for
VMAT PSQA and by image registration for HT PSQA.
Dose distribution was calculated by Eclipse treatment plan-
ning system (TPS) (version 13.7) and TomoTherapy TPS
(version 4.2.5) on a virtual AC dataset provided by the
manufacturer using 2 and 2.5 mm resolution dose grid
respectively.

Twenty-five VMAT treatment plans, including 53 indi-
vidual arcs, and 32 HT treatment plans were re-analysed
using the SNC patient software (version 6.2.2) and validated
against the in-house gamma analysis code (developed in
Python 3.5.2). All VMAT and HT plans were previously
delivered on one of the three beam-matched Varian iX linear
accelerators (Varian Medical Systems, Palo Alto, CA) and
two Hi-Art TomoTherapy units (Accuray Incorporated,
Sunnyvale, CA, USA). 2D global gamma analyses were
performed on the AC measured dataset and the SNC
extracted calculated dataset using gamma criteria of 2%/
2 mm with a 5% lower dose threshold (LDT). Absolute dose
comparisons were performed for VMAT and relative dose
comparisons were performed for HT.

In the SNC patient software, roll (X) and longitudinal
(Y) alignment shifts were calculated to identify the optimal
alignment shift between the measured and calculated data-
sets, that is, the shift which provided the greatest gamma
agreement index (GAI). The optimal alignment was identi-
fied using the 1 mm search interval provided in the SNC
auto-shift function. In the in-house gamma code, search
intervals of 1 and 0.1 mm were used to identify the optimal
shift within a ±2 mm window. GAI was calculated between
each shifted and the measured dataset until the optimal shift
(producing the highest GAI, with minimum shift magnitude)
was found. Where more than one shift produced the highest
GAI value, the average of values with the minimum shift

magnitude was taken. Regression analyses were performed
on the GAI and calculated Y shift values of all the beams.

As suggested by the analysis results of most VMAT plans
from the SNC software, measurements were repeated with a
1 mm longitudinal shift applied to the AC device, achieved
with a couch shift following conventional laser positioning,
in order to identify whether the calculated shift values were
actual physical shifts or merely software bugs. Same shift
analyses were performed on the repeated measurements.

3 Results

Table 1 summarised the GAI values calculated using both
the SNC and the in-house software. From the original
measured datasets of 25 VMAT plans (53 beams) in this
study, a −1 mm Y shift was suggested for 30 beams (56.6%)
by the SNC software and 34 beams (64.2%) by the in-house
gamma code.

Where a −1 mm optimal Y shift was identified, the mean
GAI was improved by 1.3% (from 97.8 ± 1.5% to
99.1 ± 0.9%) in SNC and by 1.2% (from 97.7 ± 1.4% to
98.9 ± 0.8%) in the in-house gamma code. GAI values
calculated before and after −1 mm Y shifts were signifi-
cantly different (p < 0.001). The mean optimal Y shift for all
data was −0.57 ± 0.50 mm using the SNC,
−0.63 ± 0.48 mm using the in-house software with a 1 mm
search interval. These shifts were not significantly non-zero.

Of the 32 HT plans, SNC software showed 21 plans
(65.6%) having a −1 mm Y shift and the average Y shift was
−0.84 ± 0.57 mm, whereas the gamma code calculated 24
plans (75%) having a −1 mm Y shift and the average Y shift
was −0.91 ± 0.59 mm.

Figure 1 (left) presents the optimal X and Y shifts cal-
culated using the in-house code with a 0.1 mm search
interval. The mean optimal Y shift calculated with a 0.1 mm

Table 1 Mean and standard deviation (SD) of GAI, best GAI from
SNC and calculated shifts from SNC and gamma code for 53 VMAT
arcs and 32 HT plans

VMAT HT

Mean SD Mean SD

GAI % 98.18 1.48 93.58 4.45

Best GAI % 99.02 0.94 95.76 3.54

SNC mean shift x 0.47 0.80 0.16 0.63

SNC mean shift y −0.57 0.50 −0.84 0.57

Gamma code mean shift x
(1 mm resolution)

0.38 0.86 0.31 0.93

Gamma code mean shift y
(1 mm resolution)

−0.64 0.48 −0.91 0.59
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search interval was significant (p < 0.005) at
−0.49 ± 0.33 mm. No significant X shift was observed.

From the repeated measurements where the AC has been
offset by 1 mm in the Y direction, as suggested for most
plans by both SNC and gamma code, analyses performed by
SNC showed that the average Y shift increased by 0.65 mm
(from −0.57 ± 0.50 to 0.08 ± 0.27 mm). The gamma code
gave comparable results where the average Y shift increased
by 0.78 mm (from −0.63 ± 0.48 to 0.15 ± 0.46 mm) for
1 mm search interval and by 0.59 mm (from −0.49 ± 0.33
to 0.10 ± 0.37) for 0.1 mm search interval). As shown by
Fig. 1 (right), the overall GAI improved when the AC is
offset by −1 mm in the longitudinal Y direction.

4 Discussion

According to our results from both SNC and the in-house
gamma code, applying shifts may significantly increase GAI.
This trend might not have been recoginised without an audit
as most plans in this study are previous clinical passed plans
which have initial high GAI. In these cases usually physi-
cists will not attempt to perform a shift to look for better GAI
since they have already passed. It is worth mentioning that
this trend could impact local practices especially for bor-
derline QA results where a calculated shift may improve the
GAI from below to just above the action level. In these cases
care must be taken to decide whether the calculated shift
should be accepted, taking into account potential setup dif-
ferences and alignment tolerances. For example, if a

calculated optimal shift is in the opposite direction of the
observed trend, perhaps this would less likely to be accepted.

Templeton et al. [10] studied HT PSQA deliveries and
followed the same setup procedure as our clinical practice.
They reported that with the help of imaging guided setup,
auto-shifting should not significantly improve GAI for
clinical plans, though may result in substantial improve-
ments for plans introduced with manufactured errors, where
auto-shifting could mask positional errors. However they did
not describe what improvements might have been produced
with auto-shifting for those clinical plans. We found that
applying a 1 mm shift in the Y direction, as suggested by the
software, has made the mean GAI increase by approximately
1–2% for most of the already clinically passed plans, which
given the action level (95%), is quite high. And this is true
for both VMAT plans (where the AC was setup using the
lasers) and HT plans (where the AC was setup using the
MVCT image registration). It is worth mentioning that the
arbitrariness of the selection of the PSQA plans in this study
has excluded the possibility of any biased results on any
specific linac. Our repeated measurements on VMAT have
confirmed the calculated shifts are real, although the cause is
still unknown.

The −1 mm Y shift was observed for 2 modalities, using
2 positioning techniques (lasers and MV imaging), and was
corrected by physically shifting the AC, which implied a
systematic behavior. Ahmed et al. [11] have reported a new
AC model replacing the old model in 2014. They mentioned
electronics, interfaces and material changes in the new
model. No literature has been found comparing differences

Fig. 1 Left: Optimal shift values for 25 VMAT plans (53 arcs) calculated using the in-house gamma code with a 0.1 mm resolution. Right: GAI
individual and mean values (dashed lines) from 53 VMAT arcs when AC was at original and offset positions
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between the new and old models. Unless there is a
co-incidental offset in the position of the radiation isocentre
on both the TomoTherapy unit and the linac, it is possible
that there may be a physical offset of approximately 0.5 mm
between the centre of the diode array and the surface
markers, for our two older-model AC devices, which hap-
pens to be the accuracy of the detector locations after
attachment to the cylinder that stated in the manufacturer
specification.

It was tested that the AC was sensitive to interpolation.
By interpolating the resolution of SNC extracted TPS cal-
culated dataset from 1 to 0.1 mm resolution, the mean GAI
of VMAT plans increased by 2%. Our observations were
consistent with Templeton et al. that auto-shifting should not
be conducted blindly as part of the analysis process just to
find a better GAI, especially in cases where the phantom has
been setup by the aid of image registration, which on HT
generally achieves the tolerance of 1 mm accuracy to the
radiation isocentre.

Our findings are not solely dependent on SNC software
analysis tool as it is like a black box. Manufacturers of
commercial analysis software generally do not disclose
detailed information how the gamma calculation is com-
puted in their package [12]. The in-house gamma code acted
as an important additional tool and independent check which
provided us with confidence of the results acquired from
SNC.

5 Conclusion

Audit results indicated that when the AC devices were used
for VMAT and HT, 1 mm longitudinal (Y) registration
shifts frequently provided better GAI results than no shift.
This trend might not have otherwise been identified without
an audit. The SNC and Python in-house gamma code both
identified a significant trend for longitudinal shifts for both
AC devices (mean values of −0.57 and −0.64 mm for
VMAT, and −0.84 and −0.91 mm for HT). No significant
trend was observed for roll (X) registration shifts. The
results indicated that the actual shift is 0.5 mm in the SI Y
direction.

Measurements performed with physical shift of the AC
device improved the overall GAI results, suggesting the
displacement to be systematic. The results of this study

confirmed the necessity of undertaking regular audits of QA
results, as well as the need to consider sources of geometric
uncertainty when selecting gamma evaluation criteria and
when applying automatic geometric shifts to measured data.
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Optimising a Radiotherapy Optical Surface
Monitoring System to Account for the Effects
of Patient Skin Contour and Skin Colour

Candice Milewski, Samuel Peet, Steven Sylvander, Scott Crowe,
and Tanya Kairn

Abstract
Optical surface monitoring systems (OSMSs) are
designed to assist patient setup and patient motion
management during radiotherapy treatments. Systems
use projected and reflected patterns of coloured light on
the patients surface and therefore depend on the skin’s
optical absorbance and reflectance properties, which can
vary with surface shape and colour. This study aimed to
identify optimal operating parameters for the Catalyst HD
OSMS (C-rad, Uppsala, Sweden) when used to monitor
the surfaces of 3D-printed objects with various convex
and concave surfaces, one of which was painted in six
different colours with various levels of red and black
saturation (from light pink to dark grey). The degree of
surface detection was assessed via the Catalyst HD
interface, with different levels of gain (100–600%) and
signal integration time (1–7 ms). The OSMS was able to
detect horizontal and convex shapes more consistently
than vertical or steeply angled surfaces. The OSMS was
not able to detect the darkest surface at all, even with the
highest gain and the longest integration times. Mid-grey
surfaces were detectable only when the integration time
was increased to 2 s. All pink surfaces were easily
detectable at the shortest integration time, with the OSMS
performing best when red saturation was highest. Further
work is recommended, as the red undertone of all human
skin may lead to improved results for real patients.

However, these preliminary results indicate that careful
commissioning and optimisation of OSMS systems may
be required before they can be used in radiotherapy
treatments for a broad patient cohort.

Keywords
Radiation therapy � Surface monitoring � Quality
assurance

1 Introduction

Optical surface modelling systems (OSMSs) have been
under development for radiotherapy applications for more
than a decade [1], but have only begun to be widely adopted
in recent years [2–8]. Today, OSMSs that identify and track
the position of the patient’s external surface are being
investigated and used for treatment setup and motion mon-
itoring for breast radiotherapy with and without breath holds
[1, 6], stereotactic body radiotherapy [4] and cranial
stereotactic radiosurgery [2, 3, 5] as well as for motion
phantom development [8].

OSMSs operate by projecting patterns of coloured light
onto the patient’s surface and detecting the reflected signal
optically. Early systems used only one camera [7] or two
closely-spaced cameras [1], but contemporary systems gen-
erally use three cameras spaced around the treatment room
[3, 5] to read the optical information and provide compre-
hensive stereo photogrammetry. Displacements or distor-
tions of the resulting two-dimensional images are analysed,
to provide a real-time indication of patient positioning
accuracy [3, 5, 6].

Because the operation of these systems depends on the
optical absorbance and reflectance properties of the patient’s
surface, the results and reliability of using an OSMS can be
affected by visible features of the patient’s skin, such as
contour shape and skin colour. Mancosu et al. found that the
geometric uncertainty of the Varian OSMS (Varian Medical
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Systems, Palo Alto, USA) was increased by 0.5 mm when
one of the three cameras used by the system was blocked [3];
steeply varying contours may have a similar affect, degrad-
ing the performance of the OSMS by limiting the surface
information that is visible to all of the OSMS cameras.
Similarly, the optical information detectable by the cameras
may be affected by the colour of the patient’s skin, as the
optical reflectance of darker skin is dramatically reduced
compared to lighter skin [9]. This effect is visible in a
photograph published by Mancosu et al., which showed that
the red speckle pattern produced by the Varian OSMS sys-
tem was reflected cleanly by the light-coloured regions of the
head phantom used in the study, as well as the white surface
on which it was placed, but was largely absorbed by the
dark-coloured region at the base of the phantom [3].

While these effects have not been specifically investigated
using a three-camera (stereo-photogrammetric) OSMS,
Stieler et al. provided a detailed examination of the effects of
using test objects with varying geometries and colours with
the Catalyst single-camera OSMS (C-Rad, Uppsala, Swe-
den) [7]. Stieler et al. found that the single-camera system
was able to reliably detect lighter-coloured objects with
horizontal surfaces more reliably than darker-coloured
objects or surfaces oriented away from the camera [7].

This study used the Catalyst HD three-camera system
(C-Rad, Uppsala, Sweden) to repeat and expand upon some
of the phantom tests completed by Stieler et al. [7], to pro-
vide an assessment of the sensitivity with which a contem-
porary OSMS system is able to detect surfaces with various
contours and colours, with the goal of identifying optimal
operating parameters for monitoring surfaces with different
optical properties.

2 Method

Catalyst HD is an OSMS designed to assist radiotherapy
patient setup, monitor intra-fraction motion, and to hold the
radiation beam in response to out-of-tolerance patient
movements or during respiratory-gated radiotherapy treat-
ments. Catalyst HD uses three ceiling-mounted
projector/camera units that project/detect a pattern of blue
light to/from the patients surface. Each unit employs three
high-power LEDs to project a pattern of blue light (450 nm)
which is reflected from the patient and detected at a rate of

202 frames/second using monochrome charge-coupled
device (CDD) cameras. This optical information is used to
reconstruct the surface of the patient and compare with a
reference image.

Six differently-shaped test objects were created from
white polylactic acid (PLA), using a 3D printing technique
[10], for use in evaluating the systems sensitivity to skin
contour. White was chosen as the PLA colour due to its high
reflectance (being expected to give the best results in terms
of spatial accuracy and visibility) and due to the frequent
local use of white thermoplastics, tape, pillows and sheets,
during patient setup. The chosen shapes were curved and
rectilinear, concave and convex, covering the range of
shapes used by Stieler et al. [7] plus two additional
clinically-likely contours (a wedge and a half-cylinder).

After the white half-cylinder test object was found to be
easily detectable by the OSMS at the shortest integration
time, it was selected for use in the skin colour study and
painted six different colours with various levels of red and
black saturation (from light pink to dark grey) shown in
Fig. 1. These particular colours were selected to provide
some consistency and comparability with the work of Stieler
et al. [7].

The ability of the OSMS to detect the test objects was
evaluated using a visual indicator of exposure built into the
system’s software, which allowed a subjective assessment of
the accuracy of the detection of the object to be completed
simultaneously with an objective assessment of the suit-
ability of the level of exposure detected by the OSMS (see
Fig. 2). The degree of surface detection achieved by the
OSMS was assessed and optimised by adjusting the imaging
gain (100–600%) and signal integration time (1000–
7000 ms). Optimal settings of these parameters must be
determined by the user; gain and integration time cannot be
set by the system automatically.

3 Results and Discussion

Results presented Fig. 3 show that the three-camera-based
OSMS achieved full detection of all white test objects with the
lowest integration time (1000 ms). As the integration time
was increased the reliability of the system decreased, espe-
cially for the higher gain settings, due to over-exposure of the
test objects. Over-exposure causes insensitivity to surface

Fig. 1 Test palette used to assess the OSMS’s response to different colours (Color figure online)
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Fig. 3 Imaging parameter test results for six white test objects, stratified by surface type (Color figure online)

Fig. 2 Screen-shots of OSMS interface showing 3D printed test
objects with different levels of detected exposure. Regions of optical
over-exposure are shown as red and regions of under-exposure are

shown as grey. Objects that are not detected at all (e.g. the black surface
of the treatment couch) are shown as blue (Color figure online)

Fig. 4 Imaging parameter test results for coloured half-cylinder test object, stratified by surface colour (Color figure online)
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contours (over-exposed regions appear flat) and therefore
compromises the positioning accuracy of the system. Evi-
dently, when using this system to image white objects such as
sheets, thermoplastics and marker-tapes, the use of minimal
integration times and low gain settings is advisable.

Generally, the OSMS was able to detect horizontal and
convex shapes more consistently than vertical or steeply
angled surfaces. However, comparing the result shown in
Fig. 3 with the results reported by Stieler et al. [7] indicates
that the use of Catalyst HD, with three cameras spread
around the ceiling of the treatment room, instead of Catalyst,
with one camera attached to the ceiling at the end of the
treatment couch, leads to an obvious improvement in the
system’s ability to detect vertical or slanted surfaces that are
not directly facing the end of the couch.

Figure 4 shows that the OSMS performed well when the
half-cylinder was painted pink. For all three shades of pink
the test object was easily detected with the shortest image
integration time. When the test object was painted with the
two lighter shades of pink, the OSMS performed similarly to
when it was used to monitor the white test objects;
increasing the integration time and the gain quickly led to
over-exposure. When the half-cylinder test object was
painted a darker shade of pink, with increased red saturation,
it remained fully detectable by the OSMS even with mod-
erate increases in gain and integration time.

Figure 4 shows that after the half-cylinder object was
painted dark grey, the OSMS was not able to detect it at all,
even with the highest gain and the longest integration times.
A similar result was obtained by Stieler et al. [7] when they
attempted to detect a horizontal, black surface with their
one-camera system. Figure 4 also indicates that when the
test object was painted medium-grey it was detectable only
when either the integration time was increased to at least
2000 ms or the gain was increased to at least 400%, whereas
when the object was painted light-grey it was detectable
across a broad range of imaging parameters.

4 Conclusion

During clinical use of the Catalyst HD OSMS, it is advisable
to select short integration times and low gain settings when
monitoring patients with light skin or white immobilisation
equipment, regardless of contour shape. For patients with
darker skin, longer integration times may be needed. If the
skin surface cannot be detected at all, then light coloured
(high reflectance) markers may be needed.

Further work is recommended in this area, as the red
undertone of all human skin may lead to improved results for

real patients. However, these preliminary results indicate that
careful commissioning and optimisation of OSMS systems
may be required before they can be used in radiotherapy
treatments for a broad cohort of patients.

There may be patients for whom the use of an OSMS is
unsuitable, due to the geometry of the targeted anatomy or
low skin reflectance at the optical imaging wavelength of the
chosen system. For such patients, more-conventional image
guidance techniques, based on matching of internal (not
external) anatomy, would be preferable.

Compliance with Ethical Standards The authors declare that they
have no conflict of interest. This article does not contain any studies
with human participants or animals performed by any of the authors.
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Absolute Calibration of the Elekta Unity MR
Linac Using the UK Code of Practice
for High-Energy Photon Dosimetry

G. Budgell , P. Gohil, J. Agnew, J. Berresford, I. Billas, and S. Duane

Abstract
Absolute dosimetry for MR Linacs is complicated by
non-standard reference conditions, the non-suitability of
the UK secondary standard chamber for use in water and
the effects of the magnetic field on the response of Farmer
field chambers. Measurements were made on a
pre-clinical 7 MV Elekta Unity MR Linac. Reference
conditions were chosen as isocentre (143.5 cm SAD),
10 cm deep, 10 � 10 cm2

field and gantry angle 90° to
avoid output variation from liquid helium levels dropping
in the surrounding annulus. TPR 20/10 was measured as
0.698 at isocentre. Measurements on a conventional linac
demonstrated that TPR 20/10 does not vary between SAD
100 cm and 143.5 cm. The UK National Physical Lab-
oratory (NPL) provides calibration factors, ND, for the
secondary standard NE 2611A thimble chamber in terms
of absorbed dose to water. ND was taken for the value of
the measured TPR 20/10. Independent intercomparisons
were made at 6 MV on a conventional linac between the
NE2611A and two PTW waterproof Farmer 30013
chambers. The response of these chambers varies very
slowly with energy hence it is reasonable to assume this
introduces minimal uncertainty. Ion recombination and
polarity correction factors measured on the MR Linac
were unchanged by the magnetic field. An additional
correction factor to account for the 1.5 T magnetic field
on the Farmer chambers was measured as 0.986 taking
the ratio of TP corrected readings before and after
ramp-up of the magnetic field. An orientation parallel to
the magnetic field (along the bore of the MR Linac) was
chosen to minimise the magnitude of this factor. An
independent audit was performed by the NPL using
alanine pellets and Farmer chambers calibrated via a

water calorimeter from the Netherlands primary standards
laboratory which operates within the MR Linac. This
gave agreement with our calibration to within 1.0%.

Keywords
MR linac � Absolute dosimetry � Reference dosimetry

1 Introduction

Absolute dosimetry for MR Linacs is complicated by a
number of factors. These include:

• The use of non-standard reference conditions compared
with international dosimetry protocols such as the UK
Code of Practice normally used in our centre [1].

• Not being able to make direct inter-comparison mea-
surements in the clinical beam between field Farmer
chambers and secondary standard chambers. This is a
particular issue in the UK since the only recognized
secondary standard chamber is the NE 2611A thimble
chamber which is not waterproof and air gaps around ion
chambers in magnetic fields are known to cause errors in
dose measurement.

• The effects of the magnetic field on the response of
Farmer field chambers, which are dependent on the ori-
entation of the chambers relative to the magnetic field
and beam.

• The effects of the magnetic field on the photon beam,
which need to be understood in order to correctly
determine magnetic correction factors.

• The practical difficulties of setting up ion chambers in
water phantoms to measure in an MR Linac bore without
lasers or cross-wires or physical pointers to assist
alignment.

The purpose of this work was to establish absolute
dosimetry for the Elekta Unity 1.5 T MR Linac installed in
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our centre via the UK Code of Practice for high-energy
photon dosimetry.

2 Methods

A pre-clinical 7 MV Elekta Unity 1.5 T MR Linac has been
installed in our clinic—a variety of measurements as speci-
fied below have been made on this machine to determine and
verify the chain for absolute dosimetry based on the UK
National Physical Laboratory’s (NPL) absorbed dose cali-
bration service. The field chambers chosen were two PTW
waterproof Farmer 30013 chambers used with a voltage of
+250 V, the secondary standard chamber used was the NE
2611A thimble chamber recommended in the UK Code of
Practice.

2.1 Reference Conditions

The isocentre of the Unity MR Linac is at a larger distance
than on a standard linac due to the linac wave-guide having
to be being positioned outside the envelope containing the
MR coils. Reference conditions were chosen as isocentre
(143.5 cm SAD), 10 cm deep, 10 � 10 cm2

field and gantry
angle 90°. This gantry angle is chosen to avoid output
variation from liquid helium levels dropping in the sur-
rounding annulus through which the beam passes during
delivery. This would first affect beams at gantry angle zero
and could potentially create a dose change of around 0.7%
compared with a full annulus.

The 10 cm depth is deeper than the recommended depth
for this energy of 5 cm in the Code of Practice, which is also
the depth at which Intercomparison measurements were
made on a standard linac. However, the difference in depth is
expected to have minimal effect on the Intercomparison ratio
and 10 cm is the preferred standard depth for planning
systems.

In addition, the Farmer chamber alignment has been
chosen to align parallel with the magnetic field (along the
bore of the magnet in the in-plane direction). This orienta-
tion has been shown to minimize the size of the magnetic
field correction [2] and must be consistently used in order to
avoid introducing errors into output measurements.

2.2 Equipment and Measurement Set-Up

A water phantom has been custom made to carry out output
checks under the stated reference conditions (Fig. 1). A QA
platform has also been custom made which attaches to the
treatment couch using the positioning bar at a specified
position. The phantom is positioned on a block of solid

water on the QA platform and driven to a predetermined
couch position. This method provides a quick and consistent
way of setting up the phantom with the ion chamber at
isocentre. The MR Linac MV imager is then used to acquire
portal images at gantry angles 0° and 90°—the x and y pixel
values at the centre of the chamber are visually identified in
each image by placing the cursor at the centre of the visible
air volume and checked to be within 3 pixels (0.7 mm) of
the known isocentre pixel values. This checks that the
phantom and chamber set-up is correct. Output measure-
ments can then be acquired.

2.3 Energy Specifier

The energy specifier used in the Code of Practice is the
Quality Index or TPR 20/10, the ratio of corrected instru-
ment readings with the chamber at 20 and 10 cm depths in a
water phantom with a 10 � 10 cm field at the chamber and a
constant source-chamber distance (SCD). The Quality Index
can be directly measured in the MR Linac since the SCD is
not specified and the Quality Index is assumed to be inde-
pendent of SCD. However, normal clinical practice would
be to measure TPR 20/10 at 100 cm SCD—the MR
Linac SCD of 143.5 cm is significantly different from this.
To check that the assumption still holds TPR 20/10 mea-
surements were made at SCDs of 100 and 143.5 cm on a
conventional Elekta linac at energies of 6 and 10 MV and
compared against each other.

TPR 20/10 measurements were made on the MR linac
using the 143.5 cm SCD in the water phantom shown in
Fig. 1 but with the chamber orientation changed to point
straight down (Fig. 2), aligned perpendicular with the
magnetic field and beam directions. The same QA platform,
solid water and MV imaging technique were used to set up
the phantom—the gantry angle of 90° is still used but the

Fig. 1 30 cm � 20 cm � 20 cm water phantom used for quality
index and output measurements. The Farmer chamber is oriented
correctly for output measurements in this picture; the 30 cm dimension
would be positioned along the bore of the MR Linac
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phantom is positioned across the bore and then rotated
through 180° to achieve the two required depths of 10 cm
and 20 cm.

2.4 Calibration Factors

The NPL provides energy specific calibration factors, ND,
for the secondary standard NE 2611A thimble chamber in
terms of absorbed dose to water. ND was taken from the
current valid calibration certificate for the value of the
measured TPR 20/10 on the MR Linac. This assumes that
the spectrum of the 7 MV FFF beam of the MR Linac is
sufficiently close to the spectrum of the conventional
Elekta SL linac used by NPL for providing absorbed dose
calibrations to make no significant difference, This is a
reasonable assumption given that ND varies slowly with
energy and differences of less than 0.6% are seen between
conventional and FFF beams in Monte Carlo calculations
[3]. The validity of this assumption will be proved by the
results of the independent audit (Sect. 2.6) which did not
rely on the same assumption.

UKguidance on FFF beams suggests application of a 0.997
correction factor for FFF beams [3] due to the lighter filtration
in an FFF beam. However, in the MR Linac the beam travels
through additional material—the annulus containing helium
and structural walls of the MR system. Hence it is expected
that the beam will be harder than a standard FFF beam. This
correction factor has therefore not been applied.

Two sets of independent Intercomparisons were made at
6 MV on a conventional linac between the NE2611A sec-
ondary standard and the two PTW waterproof Farmer 30013
chambers and these values were used to transfer the cali-
bration to the field chambers. Again, this assumes that the
Intercomparison ratio is the same between the 6 MV clinical
beam and the MR Linac beam. Given that the response of
these chambers is known to vary very slowly with energy

(essentially no change between 6 and 10 MV) it is reason-
able to assume this introduces minimal uncertainty.

2.5 Correction Factors

Ion recombination and polarity correction factors were
measured for the Farmer chambers under the reference
conditions in the water phantom both during installation of
the MR Linac before the magnetic field was turned on and
after the magnetic field was switched on.

A magnetic field correction factor, kB, was derived for
each field Farmer chamber by measuring the temperature
pressure corrected readings from the chambers under the
reference conditions both before (during installation) and
after the magnetic field was turned on.

However, the simple ratio of these two values cannot be
taken directly and used as the magnetic field correction
factor because the beam itself is shifted when the magnetic
field is turned on. There is a lateral shift in the beam in the
cross-plane direction. However, at 10 cm deep this shift has
negligible effect on the output at the isocentre. There is also
a shift in the percentage depth dose curve, resulting in a dose
reduction of around 0.5% at the 10 cm reference depth. This
value has been calculated using Monte Carlo simulations by
O’Brien et al. [2]. We independently checked this value by
modelling reference conditions in the Elekta Monaco TPS
which incorporates a magnetic field calculation in its Monte
Carlo dose calculations.

The magnetic field correction factor, kB is therefore cal-
culated as the ratio of the Farmer chamber corrected readings
corrected for the change in dose at isocentre when the
magnetic field is on.

2.6 Independent Audit

An independent audit was performed by the NPL using both
alanine pellets and Farmer chambers calibrated via a water
calorimeter from the Netherlands primary standards labora-
tory which operates within the MR Linac. Both these
methods avoid using transfer of correction factors via a
conventional linac and allow the assumptions used in our
method to be validated by an independent dosimetry chain.

3 Results

3.1 Energy Specifier

The TPR 20/10 measured for our Unity MR Linac was
0.698; this value remained constant at both zero magnetic
field and the clinical 1.5 T magnetic field.

Fig. 2 30 cm � 20 cm � 20 cm water phantom with Farmer cham-
ber oriented correctly for TPR 20/10 measurements; in this case the
30 cm dimension would be positioned across the bore of the MR Linac
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TPR 20/10 measurements at SCDs of 100 and 143.5 cm
on the conventional Elekta linac were within 0.5% at both 6
and 10 MV, confirming the validity of using this Quality
Index at extended SCDs.

3.2 Correction Factors

Ion recombination was measured as 1.005 for the Farmer
chambers at +250 V at both 0 and 1.5 T hence the magnetic
field did not affect the ion recombination correction. Polarity
was measured as 1.001 at 0 T and 1.000 at 1.5 T, which
again shows no significant difference with magnetic field.

The ratio of temperature/pressure corrected readings for
the Farmer chambers at +250 V was 0.986 (0 T/1.5 T
readings) for the chosen reference conditions. When cor-
rected for the shift in depth dose this gives a value for kB of
0.981.

Absorbed dose to water, Dw, under the reference condi-
tions measured with a Farmer chamber can therefore be
expressed as

Dw ¼ Reading� ND � kB � felec � TPC � ICRraw

� fion;sec 6MVð Þ � fpol;sec 6MVð Þ
fion;field 6MVð Þ � fpol;field 6MVð Þ

� fion;field 7MVð Þ � fpol;field 7MVð Þ
Where:

ND is the secondary standard calibration factor for the
measured TPR 20/10

kB is the magnetic correction factor, 0.981 for these
chambers at +250 V

felec is the electrometer correction factor
TPC is the standard temperature and pressure

correction
ICRraw is the ratio of raw readings made between the

secondary standard and field chamber at 6 MV on
a conventional linac

fion (6 MV) are the ion recombination factors for the
secondary standard and field chambers on the
conventional linac at 6 MV

fpol (6 MV) is the polarity factors for the secondary
standard and field chambers on the conventional
linac at 6 MV

fion,field (7 MV) is the ion recombination factor for the
field chamber on the MR Linac at 7 MV

fpol,field (7 MV) is the polarity factor for the field chamber
on the MR Linac at 7 MV.

3.3 Independent Audit

This gave agreement with our calibration to within 1.0%,
providing reassurance that the assumptions made in this
calibration process are valid.

4 Conclusion

It is possible to establish absolute dosimetry for the Elekta
Unity 1.5 T MR Linac via the UK Code of Practice for
high-energy photon dosimetry using standard waterproof
field Farmer chambers given careful attention to the mea-
surement of the magnetic field correction for the chambers.
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Calibration Seed Sampling for Iodine-125
Prostate Brachytherapy

Scott Crowe and Tanya Kairn

Abstract
Use of iodine-125 seeds for intraoperative planning and
delivery of low dose rate brachytherapy treatments for
prostate cancer requires that the air kerma strength of the
seeds be checked against the vendor-supplied calibration
certificate at the beginning of the surgical procedure. In
practise, activity checks of multiple sources are difficult to
achieve in surgery. This study therefore investigated the
reliability of a calibration method that sampled only one
seed, or a small number of seeds, by evaluating the
consistency the air kerma strengths of all seeds in three
small batches of 10, 20 and 30 iodine-125 seeds and
calculating the probability of achieving results represen-
tative of each batch, within different levels of uncertainty.
For the cartridges containing 10, 20 and 30 seeds, the
mean differences between the source strengths identified
by physical measurement and their decay-corrected
calibration certificate values were respectively
5:0%� 4:4%, �2:7%� 3:7%, and 0:4%� 2:8%. Assays
of 5 randomly sampled seeds were shown to produce
results within 3% of the mean air kerma strength of each
batch, with larger assays producing less uncertainty. For
these seeds, there was a greater than 30% chance that a
randomly selected seed would have an activity that
differed by more than 3% from the mean activity of all
seeds in the cartridge. Although attractive as an efficiency
measure, the testing of just one seed from a cartridge of
iodine-125 seeds has a significant probability of

producing an activity measurement that is not represen-
tative of the activity of the other seeds in the cartridge,
potentially leading to substantial inaccuracies in implant
dosimetry.

Keywords
Radiation therapy � Brachytherapy � Quality assurance

1 Introduction

Implanted iodine-125 seeds can be effectively used for low
dose rate (LDR) brachytherapy treatments for localised
adenocarcinoma of the prostate, using intraoperative
pre-planning with trans-rectal ultrasound. This intraoperative
technique requires that the air-kerma strength of the seeds be
checked against the vendor-supplied calibration certificate
prior to implantation. In practise, air-kerma strength checks
of multiple sources are difficult to achieve when seeds are
packaged in a sterile cartridge, as test seeds must be
extracted at the beginning of the surgical procedure. The
number of seeds checked, i.e. the assay size, should be
optimised to minimise checking time and seed expense,
while ensuring a satisfactory level of uncertainty is met.

Detailed statistical studies of source strength homogene-
ity, assaying methods and clinical impact of source strength
inhomogeneity have been presented by various authors [1–
5]. Ramos and Monge [2] produced recommendations on the
assay size required to achieve uncertainties (two standard
deviations) of 1–0.05%, for batch sizes up to 160 seeds;
based on historical data consisting of 2030
normally-distributed in-air kerma measurements. Yue et al.
[3] described a method by which the standard deviation in
the assay source strength mean could be used to estimate
potential deviation from the batch source strength mean, for
normally distributed source strengths.

However, the AAPM’s Low Energy Brachytherapy
Source Calibration Working Group have specifically
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recommended that the results of statistical modelling not be
used to identify the required assay size, because detailed
information about the distribution of source strength as a
function of radionuclide and manufacturer is lacking [6].
A normal distribution of source strengths cannot be assumed
without substantial knowledge of the source production
process and its potential fallibilities. Rather, AAPM report
098 [6] recommends the testing of 10% of the seeds or 10
seeds, whichever number is larger, if sources are loose or
non-sterile. For sterile source assemblies, the report recom-
mends testing of 5% of the seeds or 5 seeds, whichever
number is smaller [6].

In an effort to comply with the AAPM’s published rec-
ommendations while producing results efficiently enough to
avoid surgical delays, the Nucletron SeedSelectron after-
loader (Elekta, Stockholm, Sweden) contains and array of
diodes that assay all seeds as the implant is delivered, as a
backup system, allowing the manufacturer to claim that only
one seed from each batch needs to be assayed before the
implantation procedure commences [4]. This ambitious
system has been criticised for providing results that are too
imprecise to satisfy AAPM recommendations, due to the
inconsistency of the afterloader’s diode response [4].
Specifically, Perez-Calatayud et al. [4] devised an alternative
system for calibrating 125I seeds from the Nucletron
SeedSelectron system, using an attachment for the PTW
SourceCheck flat ionisation chamber (PTW Freiburg GmbH,
Freiburg, Germany) that allowed ten seeds to be assayed
simultaneously and averaged.

This study used experimental (rather than statistical)
measurements to investigate the consistency of the strength
of all seeds in three small batches of 10, 20 and 30 125I
seeds, with the aim of identifying the optimal assay sizes
required to achieve the AAPM recommended tolerance of
3% uncertainty [6] and exemplifying the uncertainty that
may be introduced if only one seed is assayed.

2 Method

Three cartridges of 10, 20 and 30 seeds from three different
batches of 125I seeds were obtained from the vendor. The
seeds were manually extracted from the cartridges, and their
air-kerma strengths ðSKÞ were measured using a calibrated
PTW SourceCheck ionisation chamber mounted in a PMMA
block, using a method similar to that described by
Perez-Calatayud et al. [4] except that the strength of each
seed was measured separately.

Results were analysed by calculating

(a) the difference between the measured SK for each seed
and the decay-corrected air kerma strength calibration
certificate value for the batch ðSCi

K Þ,
(b) the difference between the measured SK for each seed

and the mean of all SK values for the batch ð�SKÞ,
(c) the mean of all the differences (a), calculated over each

batch and over all three batches combined, and
(d) the mean of all the differences (b), calculated over each

batch and over all three batches combined.

For each set of measurements, statistical sampling
methods were used to characterise the 2r standard deviation
ðdÞ in the mean deviation between two values: the mean of
SK measurements for assays of size n between 1 and N� 1
ð�SK;assayÞ and the mean of corresponding batch-specific data
ð�SKÞ. That is, the 2r uncertainty for assay size n ðdnÞ can be
defined as:

dðnÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

i2S
�SK;i � �SK
� �2

n� 1

v

u

u

t

� 2 ð1Þ

where i is a possible assay of size n, of all possible combi-
nations S.

For the 10 seed and 20 seed measurement data, these
values were calculated by iterative evaluation of all possible
assay combinations (1,022 and 524,286 combinations,
respectively). For the 30 seed and combined measurement
data, random sampling (Monte Carlo) methods were used to
simulate the selection of 107 random-sampled assays of
random size n between 1 and N� 1.

The 2r standard deviation was selected for evaluation
because it would correspond to a confidence interval of
approximately 95%, if the seed strengths were normally
distributed, or a confidence interval of at least 75% (by
Chebyshev’s inequality), if the seeds strengths were not
normally distributed. That is, regardless of the true distri-
bution of the source strengths, the mean air kerma strength
of a sample assay should be within 2r of the cartridge (or
batch) mean air kerma strength at least 75% of the time.

3 Results and Discussion

The method of extracting seeds one at a time and measuring
them separately was relatively slow and inefficient, espe-
cially since three 60 s readings per measurement were found
to be necessary, to average out small variations in elec-
trometer response. Only 19 measurements were obtained for
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the cartridge containing 20 seeds, due to difficulty extracting
one of the seeds from the cartridge.

Figure 1 presents differences between measurements
ðSKÞ and decay-corrected calibration certificate data ðSCi

K Þ,
for each batch.

For the cartridges containing 10, 19 and 30 seeds, the mean
differences ð�1rÞ between SK and SCi

K were respectively
5:0%� 4:4%, �2:7%� 3:7%, and 0:4%� 2:8%, with 80,
53 and 17% of seeds disagreeing with SCi

K by more than 3%. If

a normal distribution had been assumed, these results would
suggest there was a greater than 30% chance that a randomly
selected seed would have an activity that differed by more
than 3% from the mean strength of all seeds in the cartridge.

These results are consistent with those reported by
Perez-Calatayud et al. [4], using the same dosimetry system
and sources from the same vendor; where a systematic
deviation of −2.1% ± 0.7% (mean �1r) was observed
when analysing single-seed calibration data from over 48
implants.

Figure 2 presents 2r standard deviations ðdðnÞÞ for each
set of source strength measurements. These results show that
when a random sample of 5 seeds from each batch is
assayed, the resulting air kerma strength measurement
ð�SK;assayÞ can be expected to be within � 3% of the batch
�SK, supporting the AAPM recommendations [6]. Values of
�SK;assay within 1% of the batch �SK are likely to be achieved
with an assay of between 7 and 9 sources, with uncertainty
decreasing with the number of seeds assayed.

The assay size required to meet 1% uncertainty (7–9
seeds from a population of 10–59 seeds) was found to be
greater when evaluated using these physical measurements
of clinical (vendor-supplied) 125I seeds than the assay sizes
(e.g. 3 seeds from a population of 30 seeds) reported to
achieve 1% uncertainty when a statistical sampling method
assuming a normal distribution was used [2].
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Fig. 1 Percent deviation between activity measurements and
decay-corrected calibration activity values
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Fig. 2 2r for relative deviation between mean assay source strength (�SK;assay, for size n) and mean cartridge source strength (�SK, for size N),
presented against a assay sample size and b assay sample size as a percentage of batch
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4 Conclusion

The results of this experimental study broadly support the
AAPM recommendation that when checking the air kerma
strength of LDR brachytherapy sources prior to implanta-
tion, an assay size of at least 5 seeds is needed to reduce
uncertainty to within 3%. A larger assay size of 7–9 seeds
may be advisable, to reduce uncertainty due to assay size
(and source strength variation) to within 1%, given the
numerous other uncertainties affecting measurements of air
kerma strength in a surgical setting.

While the measurement results produced in this study
suggest that a normal distribution of 125I air kerma strengths
cannot be assumed, especially if the number of sources in the
batch is small, it is nonetheless possible to use an analysis of
standard deviations to conclude that there may be a greater
than 30% chance of one randomly selected seed having an
activity that differs by more than 3% from the mean strength
of all seeds in the cartridge. The use of one seed per LDR
procedure as an indicator of the activity of all implanted
seeds is inadvisable and may lead to substantial errors in
implant dosimetry.

Acknowledgements This work was made possible by the thoughtful
ordering and preservation of seed cartridges that was provided by
Candice Deans, Mark West and George Warr.

Compliance with Ethical Standards The authors declare that they
have no conflict of interest. This article does not contain any studies
with human participants or animals performed by any of the authors.

References

1. Rosenzweig, D.P., Schell, M.C., Yu, Y.: Toward a statistically
relevant calibration end point for prostate seed implants. Med. Phys.
27(1), 144–150 (2000). https://doi.org/10.1118/1.598877

2. Ramos, L.I., Monge, R.M.: Sampling size in the verication of
manufactured-supplied air kerma strengths. Med. Phys. 32(11),
3375–3378 (2005). https://doi.org/10.1118/1.2089627

3. Yu, N.J., Haffty, B.G., Yue, J.: On the assay of brachytherapy
sources. Med. Phys. 34(6), 1975–1982 (2007). https://doi.org/10.
1118/1.2734723

4. Perez-Calatayud, J., Richart, J., Guirado, D., et al.: I-125 seed
calibration using the SeedSelectron® afterloader: a practical solu-
tion to fulfill AAPM-ESTRO recommendations. J. Cont. Bra-
chyther. 4(1), 21–28 (2012). https://doi.org/10.5114/jcb.2012.27948

5. Nuñez-Cumplido, E., Perez-Calatayud, J., Casares-Magaz, O.,
Hernandez-Armas, J.: Influence of source batch SK dispersion on
dosimetry for prostate cancer treatment with permanent implants.
Med. Phys. 42(8), 4933–4940 (2015). https://doi.org/10.1118/1.
4926848

6. Butler, W.M., Bice Jr., W.S., DeWerd, L.A., et al.: Third-party
brachytherapy source calibrations and physicist responsibilities:
Report of the AAPM Low Energy Brachytherapy Source Calibra-
tion Working Group. Med. Phys. 35(9), 3860–3865 (2008). https://
doi.org/10.1118/1.2959723

462 S. Crowe and T. Kairn

http://dx.doi.org/10.1118/1.598877
http://dx.doi.org/10.1118/1.2089627
http://dx.doi.org/10.1118/1.2734723
http://dx.doi.org/10.1118/1.2734723
http://dx.doi.org/10.5114/jcb.2012.27948
http://dx.doi.org/10.1118/1.4926848
http://dx.doi.org/10.1118/1.4926848
http://dx.doi.org/10.1118/1.2959723
http://dx.doi.org/10.1118/1.2959723


Automated VMAT Treatment Planning
for Complex Cancer Cases: A Feasibility
Study

Savino Cilla, Anna Ianiro, Gabriella Macchia, Alessio G. Morganti,
Vincenzo Valentini, and Francesco Deodato

Abstract
Treatment plans for high-risk prostate and endometrial
cancer are highly complex due to large irregular-shaped
pelvic target volumes, multiple dose prescription levels
and several organs at risk (OARs) close to the targets. The
quality of these plans is highly inter-planner dependent.
We aimed to assess the performance of the Auto-Planning
module present in the Pinnacle treatment planning system
(version 16.0), comparing automatically generated plans
(AP) with the historically clinically accepted
manually-generated ones (MP). Twenty consecutive
patients (10 for high-risk prostate and 10 for endometrial
cancer) were re-planned with the Auto-Planning engine.
Planning and optimization workflow was developed to
automatically generate “dual-arc” VMAT plans with
simultaneously integrated boost. Primary target (PTV1)
included the prostate and seminal vesicles or the upper
two thirds of vagina; PTV2 included the lymph-nodal
drainage. PTVs were simultaneously irradiated over 25
daily fractions at 45 Gy for the PTV2 and 65/55 Gy to the
prostate/endometrial PTV1. For AP plans, a progressive
optimization algorithm is used to continually adjust initial
targets/OARs objectives. Tuning structures and objectives
are automatically added during optimization to increase
the dose fall-off outside targets and improve the dose

conformity. Various dose and dose-volume metrics, as
well as conformity indexes and healthy-tissue integral
dose were evaluated. A Wilcoxon paired-test was
performed for plan comparison (p < 0.05 as statistical
significance). All AP plans fulfilled the clinical dose
criteria for OARs and PTV coverage. Dose coverage
metrics for both PTVs were very similar with AP showing
slight better results for PTV1. For both anatomical sites,
differences in DVHs were no significant in overall dose
range for rectum, bladder and small bowel. However, AP
plans provided significant better conformity and an
average decrease in Integral Dose of 6–10%. The
Pinnacle Auto-Planning module is capable of efficiently
generating highly consistent treatment plans, meeting our
institutional clinical constraints.

Keywords
Automatic planning � VMAT
Simultaneous integrated boost

1 Introduction

The advanced developments in external beam radiation
therapy over the past few decades have greatly improved
plan quality in terms of dose conformity to the target while
minimizing dose to the surrounding healthy tissues. How-
ever, complex treatment planning with intensity-modulated
radiotherapy (IMRT) or volumetric modulated arc therapy
(VMAT) can be challenging in order to achieve clinically
acceptable plans and several trial-and-error optimization
processes are usually required.

Despite the obvious benefits of IMRT and VMAT, the
planning and quality assurance processes required for these
advanced techniques are more and more complex and
time-consuming and can have a significant impact on
departmental resources.
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Previous studies [1] have also shown that the planner
experience has a large impact on plan quality, prompting the
need to automate the planning process in order to improve
best practice [2–4].

In this study we hypothesized that automated radiother-
apy treatment planning have the potential to increase con-
sistency, improve plan quality and reduce workload. The
current study aims to validate the performance of the
Auto-Planning module implemented for clinical use in the
clinical version of Pinnacle 16.0 treatment planning system
(Philips Healthcare, Fitchburg, WI). This module is designed
to be “one button planning”, able to create quality treatment
plans using a single optimization preset (including beam
set-up, dose prescription, objectives and priorities for target
volumes and organs at risk). In order to investigate the
potential of Auto-Planning engine, this strategy was applied
to complex high-risk prostate and endometrial cancer, where
large irregular-shaped pelvic target volumes, multiple dose
prescription levels and several organs-at-risk close to the
targets represent a challenge for the generation of high
quality plans. The treatment plans generated by
Auto-Planning were then compared with historical, clinically
accepted VMAT treatment plans generated by experienced
physicists.

2 Materials and Methods

The Auto-Planning software was evaluated by replanning
twenty previously delivered clinical plans for high-risk
prostate (10 patients, group 1) and endometrial cancer (10
patients, group 2). All patients were treated with an accel-
erated SIB approach. Primary targets (PTV1) included the
prostate and seminal vesicles (group 1) or the upper two
thirds of vagina (group 2); nodal targets (PTV2) included the
lymph-nodal drainage. Target volumes were simultaneously
irradiated over 25 daily fractions at 45 Gy for the PTV2 and
65 Gy to the prostate and 55 Gy to the endometrial PTV1 s.
This resulted in daily fractions of 1.8 Gy for the PTV2 and
in 2.6 Gy and 2.2 Gy for the prostate and endometrial
PTV1, respectively. The main organs-at-risk (OARs) were
the small bowel, the rectum, the bladder and the femoral
heads. Small bowel was contoured as individual loops.

The original clinical manually optimized plans were
created using the Oncentra MasterPlan TPS for 6-MV beams
from an Elekta Precise linac (Elekta Ltd., Crawley, UK).
SIB-VMAT plans were created by means of the “dual-arc”
feature and generated using the optimization process
described by Cilla et al. [5]. The entire gantry rotation is
described in the optimization process by a sequence of 86
control point, i.e., every 4°. Collimator was set at 10° to
minimize the tongue-and-groove cumulative effect. Since
SIB-VMAT planning is challenging when highly

concave-shaped target volumes are present [5], some
non-anatomic dummy volumes were also defined to guide
the optimization process and to prevent dose dumping in
undefined areas.

Each of the 20 treatment plans were transferred to Pin-
nacle 16.0 TPS and re-planned with the Auto-Planning
engine without knowledge of the clinically delivered treat-
ment plans. Auto-Planning is fully integrated into Pinnacle
v.16.0 TPS to automate the inverse planning process [4].
The core Auto-Planning algorithm is based on the regional
optimization concept introduced by Cotrutz and Xing [6]. In
the Auto-Planning engine, a template of configurable
parameters (the so-called “Technique”) was defined for each
treatment protocol and tumour site. The Techniques include
the definition of all beam parameters and planning goals.
The Auto-Planning module uses the Technique definition to
iteratively adjust VMAT planning parameters to best meet
the planning goals. During optimization, Auto-Planning uses
a progressive optimization algorithm to continually adjust
targets/OARs optimization objectives based on the initial
values set by the user to meet or further decrease OARs
doses with minimal compromise to PTV coverage. Addi-
tionally, planning structures and objectives are automatically
added during optimization to manage targets uniformity and
conformity by reducing cold/hot spots and controlling dose
fall-off outside targets. Each Technique was defined
according to local standards, including prioritization
between target coverage and dose to organs at risk. Each
Technique was tuned on the basis of previous five pilot
patients for each anatomical sites, independent of the 20
study patients. In each Techniques, the definition of beam
parameters and planning goals was the same used for manual
optimized plans. All plans were calculated using the Pin-
nacle3 collapsed cone algorithm with a dose grid resolution
of 3 mm.

The quality of automated plans was evaluated comparing
the target coverage, homogeneity, conformity, and OARs
sparing with respect to manual plans. DVHs were calculated
for all involved structures. Target dose distribution was
evaluated using mean dose (Dmean), near-maximum dose
(D2%), near-minimum dose (D98%), dose irradiated to 95%
of target volumes (D95%) and conformity indexes (CI).

For both PTVs, the CI is defined as the volume encom-
passed by the 95% isodose cloud of each dose prescription
divided by the PTV volumes.

CI ¼ V95%
PTV

To quantify the ability to deliver highly heterogeneous
doses as requested for SIB, a metric called Dose Contrast
Index (%DCI) was calculated [5]. The ideal DCI (iDCI) was
defined as the ratio between the prescription doses to the
PTV1 and PTV2. An actual DCI was defined as the mean
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dose to the PTV1 divided by the mean dose to the PTV2.
The ratio of DCI and iDCI multiplied by 100 defines the
percentage DCI (%DCI) quantifying the deviation of the
actual DCI from the ideal iDCI. A %DCI value closer to
100% indicates a better dose contrast.

Last, the integral dose (ID) received by non-tumor tissue
(NTT = whole body minus PTV2) was calculated as:

ID ¼ average dose � volume Gy � ccð Þ
For the OARs, metrics included the mean dose for each

structure and the values for the percentage of the OARs
volumes irradiated at various dose levels (Vx), converted to
equivalent dose at 2 Gy/fraction. The differences between
manual and automated plans were quantified using Wil-
coxon matched-pair signed rank with a statistical signifi-
cance at p < 0.05.

3 Results

Figure 1 shows the dose distributions for the original clinical
plan and automated plan for a representative high-risk
prostate cancer patient. Tables 1 and 2 present the results of
the comparison of all patient plans for PTVs and OARs.
All AP plans fulfilled the clinical dose criteria for OARs and
PTV coverage. Dose coverage metrics for both PTVs were
very similar with AP showing slight better results for PTV1.
For both anatomical sites, differences in DVHs were no
significant in overall dose range for rectum, bladder and
small bowel. However, AP plans provided significant better
conformity for nodal targets (CI2) and, although not statis-
tically significant, an average decrease in Integral Dose of
about 6–11%. A slight increased number of monitor units
was found in the AP plans that probably reflect a larger
degree of MLC modulation.

4 Discussion

Comparison of automated plans and previous clinical man-
ual plans showed only small dosimetric differences in target
coverage and dose irradiation to OAR. In particular, we
showed that in complex treatments as high-risk prostate or
endometrial cancer, the AutoPlanning optimization is suit-
able for clinical practice. While the small differences in
tumor coverage will certainly have no clinical impact, the
reduced integral dose to normal tissue could be of clinical
impact for the patients. Integral dose is an important
parameter to evaluate the delivery efficiency of a planning
system. In the present study, AP plan reported a mean
decrease of integral dose of 6–10% indicating that the
AutoPlanning module represent a treatment platform with an

optimal physical efficiency. AP plans provided also a better
conformity to concave-shaped target volumes with respect to
MP plans. Manual SIB-VMAT planning is challenging for
complex tumor cases and it’s necessary to define some
irregular dummy volumes in anterior and posterior areas of
axial slices to prevent areas of high doses in healthy tissues.
This way, not only the volume definition process itself can
be significantly more time consuming, but also the overall
optimization and calculation time may be longer, as
dose-volume constraints and penalty factors to dummy
volumes are interactively determined during the optimization
process. On the contrary, the Auto-planning engine is able to
automate, during the optimization process, the implementa-
tion of several tuning structures (up to 25–30 structures in
pelvic tumor cases). These include expanded structures of
PTVs and OARs, residual OAR structures where overlaps
between targets are removed, residual targets structures
where overlaps between non compromised OARs are
removed, body structures used to control body dose, ring
structures to control dose falloff and structures to control
target uniformity by reducing the areas of hot and/or cold
spots. The integration of all these tuning structures in the
optimization process has the potential to greatly improve the
overall dose distribution.

It must be emphasized that original clinical plans were
performed by experienced medical physicists with a very
high level of planning skills, gained in almost ten years of
experience with VMAT. As a result, also the inter-planner
variation become very limited over time. Despite this aspect,
our results show a slight improvement in plan quality for
Auto-Planning versus the clinical plans. Other studies
reported different results showing a more substantial
improvement [2, 3]. In addition, automated plans also
reported a lower variance, thus reducing the inter- and
intra-planner variability and achieving higher plan consis-
tency. Although clinically acceptable automated plans were
already obtained in a “one-button click” procedure without
planner intervention, all automated plans underwent a sec-
ond optimization to further increase dose conformity
because of the complex clinical anatomical sites. Thus, in
our perception, in challenging clinical cases, the automated
plans should be considered a high quality starting point for
further optimization. In other words, our initial experience
show that the impact of Auto-Planning seems likely to be a
tool to increase the overall quality of dose planning, rather
than a tool that could completely remove the need of manual
optimization.

It must be also underlined that the Autoplanning engine
requires a training set before its clinical implementation. The
Technique, including all the beam geometries, settings,
optimization options and goals, must be accurately imple-
mented by experienced medical physicists or dosimetrists.
Then, the optimization of the Technique undergoes an
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iterative process in which the autoplanning engine is per-
formed on test patients for each specific anatomical site. The
optimization goals in the Technique are eventually adjusted
until the overall results reached the expected outcomes.

Finally, the overall treatment planning time with
Auto-Planning was reduced to less than 1 h, with only few

interventions from the planner for the second round opti-
mization. This strategy reduces the need for multiple plan
reviews and frees the planner from the long manual
trial-and-error planning process.

In conclusion, automated treatment planning can be
adopted as the current standard workflow in a radiation

Fig. 1 Dose distributions in axial, sagittal and coronal plans of an automatic plan and a clinical manual plan for a representative high-risk prostate
patient

Table 1 Summary of results for PTVs

High-risk prostate (n = 10) Endometrial (n = 10)

Manual Autoplan p Manual Autoplan p

PTV1

D98% (%) 96.0 ± 1.0 97.3 ± 1.5 0,023 98.6 ± 1.6 98.7 ± 0.7 0,636

D95% (%) 97.5 ± 1.2 98.6 ± 1.2 0,034 99.5 ± 1.5 99.6 ± 0.6 0,713

D50% (%) 102.3 ± 1.1 102.3 ± 0.5 0,821 104.0 ± 1.5 102.6 ± 0.6 0,027

D2% (%) 104.5 ± 1.3 105.2 ± 0.4 0,290 106.5 ± 1.0 105.4 ± 0.9 0,074

CI1 1.20 ± 0.09 1.27 ± 0.10 0,111 1.71 ± 0.24 1.56 ± 0.15 0,600

PTV2

D98% (%) 94.7 ± 0.7 94.1 ± 1.0 0,212 94.6 ± 3.9 93.8 ± 3.1 0,401

D95% (%) 96.7 ± 0.4 96.5 ± 0.9 0,406 97.6 ± 1.4 97.1 ± 1.1 0,318

D50% (%) 102.5 ± 1.1 104.6 ± 0.9 0,002 104.2 ± 1.0 104.8 ± 1.1 0,208

CI2 1.59 ± 0.09 1.44 ± 0.08 0,002 1.63 ± 0.13 1.35 ± 0.06 0,001

%DCI 96.2 ± 3.3 96.5 ± 1.1 0,450 90.1 ± 0.8 89.0 ± 0.7 0,021

ID (*10^3) 263 ± 38 248 ± 38 0,131 320 ± 69 288 ± 62 0,248

MUs 528 ± 69 534 ± 43 0,050 540 ± 122 599 ± 98 0,141
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oncology clinic to generate high quality treatment plans for
prostate and endometrial cancer. Future studies are needed to
expand automated treatment planning to other tumour sites,
such as head-and-neck, and to other treatment techniques
such as extracranial stereotactic radiotherapy.
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Table 2 Summary of results for OARs

High-risk prostate (n = 10) Endometrial (n = 10)

Manual Autoplan p Manual Autoplan p

Rectum

Dmean (Gy) 40.9 ± 2.0 40.0 ± 1.9 0,226 42.0 ± 1.8 39.5 ± 2.0 0,046

V50 Gy (%) 31.9 ± 8.5 30.7 ± 7.5 0,406 24.6 ± 7.3 24.4 ± 6.1 1,000

V60 Gy (%) 21.2 ± 6.4 20.8 ± 5.2 0,705 12.4 ± 5.3 13.3 ± 4.2 1,000

V65 Gy (%) 15.5 ± 5.3 15.9 ± 4.4 1,000 4.9 ± 3.7 6.4 ± 2.8 0,462

Bladder

Dmean (Gy) 44.2 ± 5.9 43.2 ± 5.7 0,496 44.4 ± 4.0 42.7 ± 3.0 0,529

V65 Gy (%) 19.2 ± 12.7 19.7 ± 11.6 0,762 9.9 ± 6.7 9.7 ± 6.4 0,916

V70 Gy (%) 14.8 ± 10.0 15.9 ± 9.9 0,650 0.7 ± 0.8 0.6 ± 1.1 0,224

Small bowel

Dmean (Gy) 12.9 ± 5.2 12.5 ± 4.5 0,762 17.9 ± 8.3 17.2 ± 7.1 0,753

V15 Gy (cc) 115 ± 42 120 ± 58 0,174 119 ± 44 128 ± 51 0,123

V50 Gy (cc) 0.1 ± 0.2 0.1 ± 0.2 0,256 0.4 ± 0.8 1.1 ± 3.9 0,168
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Monte Carlo Validation of Output Factors
Measurements in Stereotactic Radiosurgery
with Cones

Nicolas Garnier, Régis Amblard, Rémy Villeneuve, Rodolphe Haykal,
Cécile Ortholan, Philippe Colin, Joël Herault, Sarah Belhomme,
Mourad Benabdesselam, and Benjamin Serrano

Abstract
The purpose of this work is to assess 8 detectors variation
performance for output factor (OF) determination, in a
clinical 6 MV Varian Clinac 2100C stereotactic radio-
surgery mode for cone irradiation using Monte Carlo
simulation as reference. We study 10 cones with diam-
eters between 30 and 4 mm. The evaluated detectors were
ionization chambers: pinpoint and pinpoint 3D (PTW),
diodes: SRS, P and E (PTW), Edge (Sun Nuclear),
microdiamond (PTW) and EBT3 radiochromic films
(Ashland). The OF were normalized with the 30 mm
cone and compared to Monte Carlo (MC). For the 8
detectors, the OF measurements reproducibility was very
high: r = 0.99 and p < 0.0001. The uncertainty of the MC
calculation was lower than 0.8% (type A). The results
show: pinpoints (axial position) underestimate OF until
−2.3% for cone diameter � 10 mm and down to −12%
for smaller cones. Non-shielded (SRS and E) and shielded
(P and Edge) diodes overestimate OF respectively up to

3.3% and 5.2% for cone diameter � 10 mm but in both
case >7% for smaller cones. Microdiamond slightly
overestimates OF, 3.7% for all the cones and EBT3 film
is the closest to MC with maximum difference ±1%
whatever the cone size. Film is the more accurate detector
for OF determination of stereotactic cones but it is
restrictive to use. Pinpoints and diodes, respectively due
to inappropriate size of sensitive volume and composition
do not seem appropriate without corrective factors below
10 mm diameter cone. Microdiamond appears the best
detector for all cones despite its sensitive volume size.

Keywords
Output factor � Stereotactic cone � Monte Carlo
Detectors

1 Introduction

Effectiveness of linac-based in stereotactic radiosurgery
(SRS) with small cone sizes (few millimeters) bring to more
and more frequent use, especially for treatment of brain
(metastases, trigeminal neuralgia, AVM and other brain
localizations) [1–3]. To ensure the quality of these treat-
ments with small field sizes, measurements of percentage
depth-dose curves, tissue-phantom ratios, profiles and output
factor should be well achieved in spite the size and com-
position of the detectors [4–7]. In this study we will focus on
a high precision of the dosimetry measurements of output
factors (OF) for application of small photon fields in SRS
cone irradiation with diameters between 30 and 4 mm.

The requiring determination of OF will not target on
correction factors of the OF as study in several research
groups [4, 8]. Our purpose is to assess the variation in per-
formance of 8 detectors for OF calculation in a clinical 6 MV
linear accelerator photon beam using the Monte Carlo
(MC) Penelope [9] simulation as reference.
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2 Materials and Methods

2.1 Conventional LINAC-Based Device

The measurements performed for this study were conducted
by means of a linear accelerator Clinac 2100C (Varian Med-
ical System) at 6 MV photon beam with an energy index
(TPR20,10) of 0.669. Linac is equipped with the accessory slot
mounted cone system developed by BrainLAB. The cone set
consists of 10 cones with diameters of 30, 25, 20, 17.5, 15, 7.5,
5 and 4 mm at the isocenter. The field size defined by the jaws
behind the cones was set to 4 � 4 cm2. The Linac nominal
dose rate was fixed at 600 MU/min.

Output factor was measured at source to surface distance
(SSD) of 90 and 10 cm depth. In this work, the output factor
(OFcoll) was defined by (1):

OFdet
coll ¼

Ddet
coll

Ddet
30mm

ð1Þ

Where Dcoll represents the measured dose for each colli-
mator and D30mm the reference dose measured with the
30 mm diameter collimator. The latter was used for refer-
ence instead of the standard 10 � 10 cm2

field for two
reasons: (i) it is closer to the small fields whilst there is still
sufficient electronic equilibrium and good agreement
between measurements made with various types of detectors
[10]. (ii) in this way, we do not move jaw’s size and
therefore it is not necessary to take into account the jaw back
scattered in Monte Carlo simulation.

2.2 List of Used Detectors

Seven active detectors and a passive detector (Radiochromic
film EBT3) were used for output factor measurements in this
study (Table 1).

Diode and microdiamond detectors were used in axial
orientation. Ionization chambers were used in both axial and
radial orientations.

2.3 Setup and Measurements

Active detectors. Measurements with active detectors were
made using a PTW MP3 scanning water phantom controlled
by Mephysto software. “True Fix” system was used to
position detectors. This system allows precise positioning of
effective points of measurement of various detectors on the
surface of the water phantoms. After each detector or cone
change, In-plane and Cross-plane profiles were made to
center the detector. Dose measurement was performed with
PTW UNIDOS Webline electrometer.

All measurements were achieved with 100 MU and
averaged over a series of at least three repeated runs.

Passive detector. Measurements with GAFCHROMIC
EBT3 were made in a solid water equivalent phantom with
dimensions of 30 cm � 30 cm � 30 cm. Films were cut
into 5 � 5 cm2 24 h before irradiation. The upper right
corner was marked at the time the film was cut to define
orientation. Since the relation between pixel value and
absorbed dose is non-linear, a calibration dose is necessary.
The calibration of EBT3 films is performed by doing eight
expositions for the dose range varying from 0 to 500 cGy
with 6 MV beam. For films response stabilization, 48 h
standby times are observed and scanned with Epson
11000XL flatbed scanner in transmission mode with a res-
olution of 150 dpi and 48-bit RGB format. Exploitation of
the films was performed with Film QA Pro software (Ash-
land) including multichannel correction [11]. The red color
channel was used to calculate absorbed dose on EBT3 films.
In order to find the beam center of the film and to place
automatically a region of interest (ROI), a computer code
was written on MATLAB software. The code search along
the in-plane and cross plane directions to find out the beam
center from full width at half maximums (FWHM) of pro-
files. The ROI size was 0.6 mm for the 4 mm cone diameter
and 1 mm for the other cone. The film absolute dose was
evaluated by taking the average of the voxels dose on the
ROI. Films measurements were averaged over a series of
thirteen times.

UM number issued for each cone was calculated in order
to obtain an absorbed dose in the film of about 4 Gy
whatever the cone size is (Table 2).

This method allows to work in ideal dose range for the
film and to obtain the same signal to noise ratio and thus the
same uncertainty whatever the cone size is. For films, the
output factor (OFcoll) was defined by (2):

OFEBT3
coll ¼ DEBT3

coll

DEBT3
30mm

� UM30mm

UMcoll
ð2Þ

Where Dcoll represents the EBT3 measured dose for studied
collimator, D30mm the reference EBT3 dose measured with
the 30 mm collimator. UM30mm is the UM number used with
the 30 mm collimator and UMcoll the UM number used for
studied collimator.

2.4 Monte Carlo Simulation

The PENELOPE code [9] is one of the several
general-purpose MC packages available intended for simu-
lation of particle transport in radiation therapy. This code is
reliable mostly due to the advanced physics and algorithms
for their electron transport component. Here, the user-code
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penEasy [12] was used. PenEasy is a modular,
general-purpose main program for the PENELOPE Monte
Carlo system including various source models, tallies and
variance-reduction techniques (VRT). The code includes a
new geometry model for performing quadratic and voxelized
geometries.

The treatment heads of the Clinac 2100C were simulated
according to manufacturer specifications. The geometry of
the accelerator is composed of: target, primary collimator,
flattening filter, monitor chambers, mirror, beryllium plate,
jaws and collimator cone. Source characteristic for the 6 MV
photon beam was determined iteratively by varying the
energy of the primary electron beam, its energetic dispersion
and its shape [13–16]. Parameters used for the primary
electron beam was based on monoenergetic 5.95 meV
impinging on the target with a Gaussian spatial distribution
and a full width at half maximum (FWHM) of 1 mm. With

these parameters, PDD and profile comparison between
simulation and measurement does not exceed ±1% in
homogenous water phantom for field sizes comprised
between 2 � 2 cm2 and 20 � 20 cm2.

Interaction forcing variance reduction and Phase Space
File (PSF) techniques were used in the simulation of the
treatment head. Bremsstrahlung event is forced in target with
factor equal to 20. The phase space was realized just before
collimator cone because geometry is not modified upstream.
PSF is read several times (between 2 and 5 times) in order to
obtain the desired statistical uncertainty. All the variance
reduction techniques applied were tested in order to prove
that they do not change the physics of the calculation and
they provide an unbiased estimate of any scored quantity

The transport energy cut-off of photon and charged par-
ticle were respectively 10 and 100 keV. The threshold
energies for charged radiative particle and inelastic collisions

Table 1 Summary of detectors characteristics. (water: Zeff = 7.42)

Label Type Active volume dimensions Material Zeff

PinPoint 31014
PTW

Air filled ionization chamber Ø 2 mm
5 mm height
15 mm3

Wall: 0.57 mm PMMA
0.09 mm graphite
Electrode: Ø 0.3 mm Al

7.64

PinPoint 3D 31016
PTW

Air filled ionization chamber Ø 2.9 mm
2.9 mm height
16 mm3

Wall: 0.57 mm PMMA
0.09 mm graphite
Electrode: Ø 0.3 mm Al

7.64

Diode SRS 60018
PTW

Unshielded
diode

Disk,
Ø 1.13 mm
250 lm thick
0,3 mm3

Silicon 14

Diode P
60008
PTW

Shielded
diode

Disk,
Ø 1.13 mm
2.5 lm thick
0,0025 mm3

Silicon 14

Diode E
60017
PTW

Unshielded
diode

Disk,
Ø 1.13 mm
30 lm thick
0,03 mm3

Silicon 14

Diode Edge
Sun Nuclear

Shielded
diode

Square,
0.8 � 0.8 mm2

30 lm thick
0,019 mm3

Silicon 14

MicroDiamond 60019
PTW

Synthetic diamond Disk,
Ø 2.2 mm
1 lm thick
0,004 mm3

Diamond 6

EBT3 Film
GAFCHROMIC
Ashland

Radiochromic film 278 lm thick H(56.8), Li(0.6), C(27.6), O(13.3), Al (1.6)
(% of each atom)

7.26

Table 2 Number UM delivered according to the cone diameter

Cone diameter (mm) 30 25 20 17.5 15 12.5 10 7.5 5 4

UM number 576 586 599 607 619 639 668 721 830 925
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were set equal to 10 keV. The parameters C1 and C2,
modulating the limit between detailed and condensed
charged particle simulation, were set to 0.05.

The small volumes of water used for the calculation of
Dcoll in Eq. (1) were taken to be a rectangular parallelepiped
with 1 mm side and 1 mm height centered in the beam axis.

3 Results

Table 3 presents the results of the OF measurements for
cone diameters between 30 and 4 mm, performed with the
passive detector, the active detectors and the Monte Carlo
simulations on a Clinac 2100C linear accelerator. Figure 1

shows the comparison between the OF measured by all the
detectors and the OF simulated by Monte Carlo considered
as the reference.

We can observe large variations: −35 to +10% (Fig. 1) as
described in considerable numbers of publications [4–8].

3.1 Statistical and Reproducibility Aspects
of the OF Determination

For the OF determination with the Monte Carlo simulations
the statistical uncertainties (type-A) were lower than 0.8%.

In the case of active detectors (diodes, ionization cham-
bers and microdiamond) we repeat 3 times the measurements

Table 3 OF measured with all the active detectors, the passive detector and simulated with Penelope for different cone size diameters on a Clinac
2100C linear accelerator. All the OF were calculated with the 30 mm cone diameter as normalization value

Detector Cone diameter

30 25 20 17.5 15 12.5 10 7.5 5 4

PinPoint // 1.000 0.982 0.958 0.941 0.915 0.875 0.824 0.741 0.605 0.512

PinPoint ┴ 1.000 0.982 0.954 0.933 0.905 0.860 0.801 0.699 0.509 0.379

PinPoint3D // 1.000 0.982 0.956 0.938 0.910 0.870 0.816 0.727 0.580 0.474

PinPoint3D ┴ 1.000 0.985 0.955 0.933 0.903 0.854 0.793 0.693 0.529 0.415

Diode SRS 1.000 0.983 0.963 0.949 0.931 0.901 0.863 0.799 0.694 0.623

Diode P 1.000 0.984 0.967 0.955 0.940 0.914 0.878 0.822 0.710 0.615

Diode E 1.000 0.983 0.963 0.950 0.930 0.900 0.863 0.798 0.694 0.626

Edge 1.000 0.985 0.965 0.954 0.936 0.910 0.872 0.808 0.698 0.622

Microdiamond 1.000 0.983 0.962 0.948 0.928 0.896 0.855 0.788 0.672 0.597

EBT3 1.000 0.986 0.961 0.945 0.924 0.884 0.838 0.758 0.652 0.579

MC simulation 1.000 0.983 0.959 0.944 0.920 0.885 0.835 0.764 0.648 0.581
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Fig. 1 Comparison of all the OF
measured for the passive and
active detectors with the gold
standard Monte Carlo simulation
OF. The OF measurements of the
pinpoint and pinpoint 3D
detectors were done by
positioning them parallel and
perpendicular to the axis of the
photon beam
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in a water tanker at 3 different days. The uncertainty based
on the TRS-398 report uncertainties [17] were respectively
0.1% for the pinpoint chambers, 0.2% for the diodes (SRS,
P, E and Edge) and less than 0.3% for the microdiamond.

EBT3 radiochromic film measurements for OF estimation
were averaged over a series of thirteen irradiations. This
passive detector is known to have noise uncertainty [11, 18]
but in accordance with film dosimetry multichannel correc-
tion [11, 19, 20] we obtained a relative error uncertainty less
than 1.5%.

3.2 Ionization Chambers: Pinpoint and Pinpoint
3D

We used two different orientation of the pinpoint chambers,
perpendicular: PinPoint (┴), and parallel: PinPoint (//) of
the beam irradiation. The pinpoint and the pinpoint 3D are
quite similar in their characteristics with a very similar
sensitive volume. The difference is on the isotropic size of
the pinpoint 3D which must induce for radial (┴) and axial
(//) positions a same answer. In fact Fig. 1 shows better
results of the OF measurements in parallel (axial) position
for the both detectors. The difference between PinPoint (┴)
and PinPoint (//) on the OF measurements are, for cone less
than 10 mm diameter, 3% (cone 10 mm) up to 23% (cone
4 mm) and for pinpoint 3D 2.8% (cone 10 mm) up to 10%
(cone 4 mm). One can observe a smallest gap for the pin-
point 3D.

The detectors, in radial position, show in comparison with
the MC simulation an underestimation of the OF until
−2.3% for cone diameter � 10 mm and down to −12% for
smaller cones only for the pinpoint.

3.3 Diodes: E, P, SRS and Edge

The non-shielded diodes (SRS and E) and the shielded ones
(P and Edge) overestimate OF measurements in comparison
with MC simulation respectively up to 3.3% and 5.2% for
cone diameter � 10 mm but in both case >7% for smaller
cones. In Fig. 1 one can see that the shielded diodes further
overestimate the OF than the non-shielded ones. The shiel-
ded component that is interesting for large fields (>10 cm
10 cm) is rather a handicap for our study with small cones
[21].

3.4 Microdiamond

The output factor measured with the microdiamond slightly
overestimates the value, in comparison with the MC simu-
lation, up to 3.7% for all the cones (Fig. 1). This

over-response as observed by Ralston and et al. [5] is in this
study less important. This active detector for the smallest
cones (4 and 5 mm) has promising results.

3.5 Radiochromic EBT3 Film

Using radiochromic EBT3 film to determine OF is com-
monly accepted and validated in the literature [6, 8, 22].
Then, as expected, the OF measurement with this passive
detector, compared to active ones, is closest to MC simu-
lations. The maximum difference with MC is ±1% whatever
the cone size is.

4 Discussion

Figure 2 shows a 1D perpendicular dose profile of a 4 mm
diameter cone for a 6 MV photon beam, and the size of the
different active detectors: microdiamond, pinpoint, diodes
SRS, P, E and Edge. For a smallest field size one can easily
consider that first of all we are in a non-equilibrium condi-
tions in SRS treatment inducing a lack of charged particle
equilibrium on detectors and secondly the crucial importance
of the size of the detector used for OF estimation. At the
same time the variation of the electron spectrum induces
changes in the stopping power ratios [23, 24]. This effect
will be directly in relation with the detectors composition
(Table 1) and the non-water equivalent. In Fig. 1, one can
class the detectors as those which overestimate the OF
(diodes and microdiamond), those who underestimate the
OF (ionization chambers) and the film whose answer is
equivalent of the MC as reference values. Whereas as
explained by Charles et al. [25], the definition of the small
field size, as for cone in SRS treatment, output factor mea-
surements should be considered. So, for cone diameter
size > of 12.5 mm all the detectors used in this study are
able at ±2% to estimate OF. For smaller cones the size of
the detectors is the main reason of the underestimation of
OF: it is the case of the pinpoint ionization chambers due to
a largest air cavity volume and the partial volume effects
induced [7, 21].

Diodes in Fig. 2 are the smallest detectors and are com-
monly used for dosimetry because of their high spatial res-
olution and small sensitive volume. The overestimation
answers of these detectors for OF determinations results
from the energy, angular, dose rate dependences and the
high density of silicon (Table 1) in comparison with water
[4, 8, 26, 27]. For the shielded diodes (Edge, P) the deviation
with the MC simulations on the OF measurements is greater
than that obtained for the unshielded ones (SRS, E) due to
the poor estimation of the scattered radiation in the small
field cones [8]. Finally, one can see that the major studies
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using diode for SRS treatment with circular cone definitely
introduces correction factors for the OF determination [4, 8,
27, 28].

The microdiamond detector which is a synthetic diamond
material overestimates a little bit the OF. This detector has a
good signal to noise ratio and a much better water equiva-
lence than diode detectors studied here, its size (Fig. 2) is
small and supplied it a good spatial resolution. Morales and
et al. [29] show, in a 6 MV SRS Novalis Trilogy linear
accelerator equipped with BrainLAB circular cone (30–
4 mm diameters) that microdiamond possesses good dosi-
metric properties. Chalkley and et al. [30] made the same
study on a CyberKnife system and concluded that the
microdiamond is an excellent detector. These findings are in
agreement with the present work.

The very good results of the film EBT3, confirmed in
many publications [6, 8, 22], is close to being a perfect
detector: dosimetrically water equivalent, high spatial reso-
lution, minimal energy dependence [31]. However, it is
complicated to use and is not a real-time dosimeter and can
have uncertainties linked to film polarization, scanner
non-uniformity and handling techniques [26]. But for the
first determination of OF for a new machine (Cyberknife,
linear accelerator) it is an unavoidable detector with recog-
nized accuracy.

5 Conclusions

Monte Carlo simulation, as our gold standard, help us to
determine on the wide range of detectors we used which are
the most appropriate for measuring the OF. It is known that
the radiochromic film, especially EBT3 film is the more

accurate detector for OF determination of stereotactic cones
but it is restrictive to use. Pinpoints and diodes, respectively
due to inappropriate size of sensitive volume and composi-
tion does not seem appropriate without corrective factors
below 10 mm diameter cone. MicroDiamond seems to be
the best detector for all cones despite its sensitive volume
size.
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Sensitivity of Electronic Portal Imaging
Device (EPID) Based Transit Dosimetry
to Detect Inter-fraction Patient Variations

Omemh Bawazeer, Sivananthan Sarasanandarajah, Sisira Herath,
Tomas Kron, and Pradip Deb

Abstract
The sensitivity of EPID-based transit dosimetry to detect
patient variations between treatment fractions is examined
using gamma analysis and a structural similarity (SSIM)
index. EPID images were acquired for 3-dimensional
conformal (3DCRT) and dynamic intensity modulated
(dIMRT) radiation therapy fields in multiple fractions.
Transit images were converted to doses, transit dose in the
first fraction considered the reference dose. Variations in
patient position or weight were then introduced in the
subsequent fractions. Positional variations were examined
using a lung and a head and neck phantoms. Anatomical
variations were examined using a slab phantom in three
scenarios, with solid water simulating tissue,
medium-density fiberboard simulating fat, and Styrofoam
simulating lung. The dose difference between the first and
subsequent fractions was computed using various gamma
criteria and the SSIM index. Using a criterion of 3%/

3 mm, EPID can detect positional variations � 4 mm,
and tissue and fat variations � 1 cm, whereas it cannot
detect lung variations up to 4 cm. The sensitivity for
3DCRT is higher than for dIMRT. EPID can detect the
most variations when using 3%/1 mm. With the SSIM
index, EPID can detect a 2 mm positional variation and
1 cm of lung variation. The factor that optimized the
sensitivity of EPID was a reduction in the distance to the
agreement criteria. Our study introduces the SSIM as an
alternative analysis with high sensitivity for minimal
variations.

Keywords
Transit EPID dosimetry � Patient variation
SSIM index

1 Introduction

Inter-fraction patient variations, particularly positional and
anatomical variations, have been reported as a relevant type
of error in radiotherapy [1, 2]. One study conducted over a
10-year period showed that a 40.4% of all the radiotherapy
errors were caused by patient setup errors [3]. The move-
ment of the isocenter point by 1 cm was reported to yield a
dose difference in organ-at-risk (OAR) of up to 84.2% [4].
Discrepancies of 20% in dose were reported due to mor-
phological changes [5].

The electronic portal imaging device (EPID) has
demonstrated its value in transit dosimetry [2], however,
studies are limited in the literature regarding the threshold
of detectability using EPID for patient variations. Most
studies have adopted a common gamma criterion of 3%/
3 mm [6, 7]. The aim of the present study was to quantify
the sensitivity of EPID transit dosimetry for detecting patient
variations using various gamma criteria. Variations that
cannot be detected by gamma analysis were examined using
a structural similarity index (SIMM).
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2 Methods

An a-Si-500 EPID mounted to a Varian linear accelerator
21iX (USA) was used. The EPID was irradiated with 6 MV
using a dose rate of 600 and 400 MU/min, at a
source-to-detector distance of 150 cm, and with the gantry
and collimator set to zero. The cine acquisition mode in the
IAS3 software (version 8.2.03) was used to acquire images,
and multiple cine image results from each delivery were
summed to give one image. The reproducibility of EPID
signal were measured and it was less than ±0.2% (1 SD) in
two months’ time intervals.

Transit images were converted to dose based on the
method introduced by Sabet [8], with modification.
Raw EPID images were multiplied pixel by pixel with a
backscatter correction matrix, and followed by a 2D in-field
area correction. The resulting images have been subtracted
by an out-field correction factor. Finally, the relative dose
images were multiplied by an absolute dose calibration
factor. These corrections were applied using an in-house
program written in MATLAB (VR2012). A total of two
hundred transit EPID images were converted to doses.

Positional variation was examined using head and neck
(Alderson RANDO, USA) and stationary lung (CIRS, USA)
phantoms. The position of the phantom was moved 2, 3, 4,
or 5 mm to the right of the isocenter using the couch position
indicators. For anatomical variations (e.g. reduced weight), a
phantom consisting of twenty slabs of solid water, each 1 cm
in thickness, was examined for three scenarios. Twenty slabs
of solid water mimicked tissue. Five slabs of
medium-density fiberboard embedded in fifteen slabs of
solid water mimicked fat. Five slabs of Styrofoam embedded
in fifteen slabs of solid water mimicked lung. Variations
were introduced by removing slabs of 1, 2, 3, or 4 cm in
each scenario. For each variation, four 3-dimensional con-
formal (3DCRT) and four clinical dynamic intensity mod-
ulated (dIMRT) radiotherapy fields were delivered.

The dose difference between the first and subsequent
fractions were computed using gamma analysis. The SNC
Patient software (Sun Nuclear Corporation, USA) was used
to run the gamma analysis in absolute dose mode, using a
global analysis with a 10% threshold and a criterion of 3%/
3 mm. The additional criteria of 3%/2 mm, 3%/1 mm, 3%/
2 mm, 2%/2 mm, 2%/1 mm, and 1%/1 mm were subse-
quently applied. A pass rate less than 98% was considered as
a detection threshold. Variations that could not be detected
by 3%/3 mm were evaluated using the SSIM index for
comparisons between reference and variations doses using
MATLAB. SSIM index is a method for measuring the
similarity between two images. It provides a decimal value
from 1 (high similarity) and less if there is dissimilarity.
The SSIM index is defined as a product of three comparison

elements: luminance(L), contrast(c), and structural image
quality (s), and described by the following equation [9].

SSIM x;yð Þ ¼ 1 x;yð Þ
� �a� c x;yð Þ

� �b� s x;yð Þ
� �c

Where a > 0, b > 0, and c > 0 are parameters used to adjust
relative importance of three elements, a default setting in
MATLAB was used for these parameters.

3 Results

3.1 Sensitivity of EPID Using Gamma Analysis

The sensitivity of EPID for positional variations using a
criterion of 3%/3 mm is shown in Fig. 1a, b. The smallest
positional variation that can be detected is 4 mm, with pass
rates of 97.7% ± 2.6% (1SD) for the H&N site and
97.2% ± 2.9% (1SD) for the lung site. EPID shows a
slightly higher sensitivity for the lung than for the H&N
treatment site, with pass rates of 92.19% ± 3% (1SD) and
97.7% ± 1.46% (1SD), respectively, when a 5 mm posi-
tional variation was introduced. In addition, EPID exhibits
higher sensitivity for 3DCRT than for dIMRT fields, as pass
rates for a positional variation of 5 mm were
93.97% ± 5.12% (1SD) and 95.9% ± 4.05% (1SD),
respectively. Figure 1c, d shows the sensitivity of EPID
using various gamma criteria. Result demonstrated that the
pass rates depend on the tolerance of the distance to an
agreement more than the tolerance of dose difference. Cri-
teria of 3%/3 mm and 2%/3 mm yield pass rates higher than
criteria of 3%/2 mm and 2%/2 mm. The lowest gamma pass
rates correspond to the lowest distance tolerances, which are
3%/1 mm, 2%/1 mm, and 1%/1 mm.

The sensitivity of EPID using 3%/3 mm for anatomical
variations is illustrated in Fig. 2a EPID can detect tissue and
fat variations � 1 cm, with higher sensitivity for 3DCRT
than for dIMRT fields. In contrast, it cannot detect lung
variations up to 4 cm in either type of field. Using various
criteria in Fig. 2b, c and d, EPID was unable to detect lung
variations unless a criterion of 1%/1 mm was applied. The
results were similar for positional variations; the lowest
gamma pass rates were linked to the lowest distance
tolerances.

3.2 Sensitivity of EPID Using the SSIM Index

Figure 3 shows that EPID could detect the smallest posi-
tional variation (2 mm), and the SSIM indexes were
0.92 ± 0.01(1SD) and 0.95 ± 0.02(1SD) for H&N and lung
sites, respectively. EPID shows a higher sensitivity for the
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H&N treatment site than for the lung site. For anatomical
variations (lung), EPID can detect minimal lung variations
(1 cm), with SSIM indexes of 0.97 ± 0.001(1SD) obtained
for 3DCRT and 0.94 ± 0.01(1SD) for dIMRT fields, with
higher sensitivity observed for dIMRT than for 3DCRT
fields.

4 Discussion

The analysis method described here could increase or
decrease the sensitivity of EPID for detecting dosimetry
errors. Study found there is difference between an
image-based evaluation method (SSIM) and a typical

dose-based evaluation method (gamma analysis) using the
EPID. The use of gamma analysis, when introducing posi-
tional variations, confirmed that EPID has a slightly higher
sensitivity for lung than for H&N treatment sites. One
explanation might be that the H&N site consists mainly of
bony structures, whereas the lung phantom consists mainly
of air cavity structures. A shift in an air cavity will change
the transmission dose to a much larger extent than will a
shift in a bony structure [7]. Interestingly, EPID had a higher
sensitivity for 3DCRT than for dIMRT. This is associated
with the uniformity of 3DCRT versus the non-uniformity of
dIMRT, and gamma analysis normalized the points to a
maximum dose. Investigation of the beam profiles shows a
flat profile for 3DCRD, and most points in the field area is

Fig. 1 Average gamma pass
rates for positional variations
a and b with a criterion of 3%/
3 mm. c with various gamma
criteria for a H&N treatment site.
d with varied gamma criteria for a
lung treatment site. Error bar
represents the standard deviation
of the gamma pass rates of the
fields

Fig. 2 Average gamma pass
rates for anatomical variations
a with a criterion of 3%/3 mm.
b with varied criteria for tissue
variation, c with varied criteria for
fat variation d with varied criteria
for lung variation. Error bar
represents the standard deviation
of the gamma pass rates of the
fields
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similar to the maximum dose. Application of gamma anal-
ysis gave all these points similar passing or failing criteria.
By contrast, with dIMRT, considerable variation in dose
profile is encountered across the field area, so the application
of gamma analysis yields some points with passing and
others with failing criteria. A decrease in the distance to
agreement tolerance increases the sensitivity of detecting
errors with EPID, and a criterion of 3%/1 mm detected the
most variations.

With the SSIM index, the sensitivity of EPID increases to
enable detection of small variations, such a 2 mm variation
in position or a 1 cm anatomical variation. Unlike gamma
analysis, EPID using the SSIM index has a higher sensitivity
for lung than for H&N treatment sites, and for dIMRT
compared to 3DCRT fields. This could be because the SSIM
index computes the contrast between images. The contrast
will be more dominant in bony structures in the H&N than in
the air cavities in lung sites, and the contrast is greater in the
dIMRT field than in the 3DCRT field. However, interpre-
tation of error outcomes from SSIM may require further
work to optimize the SSIM algorithm parameters.

5 Conclusion

When using gamma analysis, the sensitivity of EPID transit
dosimetry for patient variations depends on the treatment
site, the type of delivered technique, and the tissue hetero-
geneities. Using a gamma analysis tool, the main factor that
optimized the sensitivity of EPID is reducing the tolerance of
distance to agreement. However, gamma analysis has limi-
tations with respect to detecting a minimal positional vari-
ation of 2 mm and anatomical lung variations. Our study
offers baseline information about the use of the structural
similarity index as an alternative analysis method that has
higher sensitivity for these variations.
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A Study of Single-Isocenter for Three
Intracranial Lesions with VMAT-Stereotactic
Radiosurgery: Treatment Planning
Techniques and Plan Quality Determination

Wisawa Phongprapun, Janjira Petsuksiri,
Puangpen Tangboonduangjit, and Chumpot Kakanaporn

Abstract
Objective: To compare a modified single-isocenter tech-
nique between (1) 6 MV and 6FFF and (2) fixed
collimator angles and adjusted collimator angles for three
intracranial lesions by using VMAT-SRS. Materials and
methods: Twenty patterns of three intracranial lesions
varying in size and location were generated. The VMAT
plans using Eclipse version 13.6 were initially generated
according to the University of Alabama, Birmingham’s
(UAB’s) guidelines. Planning parameters including
6 MV, 6FFF, and collimator angles were further modi-
fied. All plans were normalized to achieve a 99% dose
coverage with 20 and 24 Gy to 5 mm and 10 mm lesions,
respectively. Dosimetric parameters, including CIRTOG,
CIPaddick, GI, HI, mean dose to the normal brain, and
V5Gy and V12Gy, were analyzed using Wilcoxon or paired
t-test. Results: The 6 MV plans with adjusted collimator
angle provided better CIRTOG (1.217 vs. 1.266,
p = 0.007) and CIPaddick (8.30 vs. 8.13, p = 0.007), while
the 6FFF plans were not statistically different. For both
energies, the adjusted collimator angles were less than
V5Gy (p < 0.01), V12Gy (p < 0.01) and GI (p < 0.001)
compared to the fixed collimator angles of UAB protocol,
while the HI index was similar. The plans with 6FFF
offered superior plan quality than 6 MV for target
coverage (CIRTOG 1.222 vs. 1.266, p = 0.005 and
CIPaddick 0.832 vs. 0.813, p = 0.002), dose fall off (GI
7.246 vs. 8.264, p < 0.001) and normal brain sparing
(V12Gy 3.802 vs. 4.224, p < 0.001 and V5Gy 22.092 vs.
24.966, p < 0.001). Conclusion: The optimization of
collimator angles show an improvement in dose fall-off

and normal brain sparing relative to the fixed collimator
angles. Plans with 6 FFF provide a better plan quality
than 6 MV.

Keywords
Stereotactic radiosurgery � Single isocenter VMAT
Brain metastases

1 Introduction

Brain metastasis is the most common brain tumor. Most
patients with brain metastases present with multiple lesions.
In general, treatment of brain metastasis involves whole
brain radiation therapy (WBRT), which leads to acute and
late toxicities. Thus, stereotactic radiosurgery (SRS) has
been implemented to reduce complications. Gamma
Knife SRS is a preferred treatment for multiple intracranial
lesions due to its dose characteristic of achieving rapid dose
fall off in the adjacent normal tissues. However, the major
limitation of Gamma Knife is it is only for use in treating the
head and upper neck regions. Also, the invasive rigid fixa-
tion system is undesirable for most patients. Therefore, lin-
ear accelerator (Linac) has been implemented for SRS
treatment to treat not only brain lesions but also other disease
sites, utilizing stereotactic body radiation therapy (SBRT).

Many studies have compared the plan qualities of Gamma
Knife and the single iso-center VMAT technique by using a
LINAC machine for multiple brain metastases treatment [1,
2]. The results showed that the conformity index (CI) of the
single isocenter technique was better than that of the Gamma
Knife technique However, the gradient index (GI) and low
dose area were inferior to the Gamma Knife technique. In
2012, Clark et al. [3] demonstrated quality plans and pro-
vided treatment planning guidelines for single isocenter
VMAT-SRS for multiple brain lesions. However, there was
no beam energy determination for the techniques.
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In addition, the effects of collimator angles to achieve
quality plans were studied. Wu et al. [4] studied the opti-
mization of beam geometry for multiple lesions, using single
isocenter VMAT. The results showed that optimal beam
geometry selection would be able to improve rapid dose fall
off by reducing the amount of island blocking problems [5].

Therefore, the major objective of our study was to
determine the optimal collimator angle for single isocenter
VMAT-SRS by using the dynamic conformal arc
(DCA) technique. The secondary objective was to compare
the plan qualities of 6 megavoltage flat beam (6 MV) and 6
megavoltage flattening filter free (6FFF).

2 Methods and Materials

2.1 Simulated Lesions on CT Image Set

Eight spherical targets with a diameter of 0.5 cm and eight
spherical targets with a 1.0 cm diameter were delineated and
prepared for treatment planning on an anonymous patient
CT data set using Eclipse treatment planning system version
13.6 (Varian medical system, Palo Alto, USA). All targets
were equally distributed inside the brain and separated into
four quadrants. The lesions were synchronously divided into
2 spherical layers, of which the inner layer was within 5 cm
of the center of the brain. The lesions outside the inner layer
were classified as the outer layer lesions. We randomly and
manually divided these lesions into 20 subsets of three
lesions.

2.2 Treatment Planning

Twenty plans were randomly generated, using single
isocenter non-coplanar VMAT, with 3 lesions per plan. All
treatment plans were performed with the Eclipse treatment
planning system. The machine was a Varian TrueBeam STx
linear accelerator with 120 high definition multileafs colli-
mator (MLC). The anisotropic analytical algorithm
(AAA) was used for dose calculations with 6 MV and 6FFF
beams, at a 600 MU/min and 1400 MU/min maximum dose
rate, respectively.

For the isocenter placement, we used the inverse volume
centroid (presented by Stanhope et al. [6]) for our study. We
created a spherical contour of 1.4 cm diameter around each
lesion. Then, the spherical contour was subtracted with tar-
get lesions. After that, we combined three subtracted
spherical contours of target lesions for isocenter placement
and treatment planning. All plans used jaw tracking, an
optimization grid of 1.25 mm minimum grid, and a 1 mm
calculated grid for dose calculation. The dose prescriptions
were 20 and 24 Gy for irradiated targets with a 1.0 and

0.5 cm diameter, respectively. The objective was to achieve
at least a 99% dose coverage for each lesion.

Initially, we used the UAB’s guidelines [3], which rec-
ommended using 4 arcs comprised of 1 coplanar full arc and
3 non-coplanar partial arcs, as shown at Table 1.

Subsequently, we modified the specific planning parame-
ters, including the collimator angle and beams, with and
without flattening filter, to achieve quality plans. Thus, there
were four planning techniques in this study, namely, 6 MV
photon with fixed collimator angle (6 MV-Fixed coll.) fol-
lowing UAB’s guidelines; 6FFF photons and fixed collimator
angles (6FFF-Fixed coll.); 6 MV photons with adjusted col-
limator angle (6 MV-Adjusted coll.); and 6FFF photons with
adjusted collimator angle (6FFF-Adjusted coll.).

For each arc, the collimator angle was adjusted to mini-
mize the “island blocking problem” by the MLCs between
the targets. The adjusted collimator angles were generated by
DCA for every arc. The adjusted collimator angle was
defined as minimal island blocking compared to other col-
limator angles with the DCA technique.

2.3 Plan Comparisons

We quantitatively assessed plan qualities [7] with CIRTOG,
CIPaddick, GI, HI (heterogeneity index), mean dose to the
normal brain, V5Gy andV12Gy. Doses to the critical structures
were evaluated, including the brainstem, optic nerves, optic
chiasm and bilateral hippocampi. In addition, the total
monitor unit (MU) and beam-on time were evaluated.

The RTOG and Paddick conformal index, GI and HI were
calculated for each lesion for all plans. CIRTOG was defined
as the ratio of prescription isodose volume (VPI) to tumor
volume (TV; CIRTOG = VPI/TV). CIPaddick was defined as
the ratio of tumor volume within the prescription isodose
volume squared to the tumor volume multiplied by the
prescription isodose volume [CIPaddick = (TV in VPI)

2/
(TV � VPI)].

GI was defined as the ratio of half of the dose prescription
volume (V50%) to VPI (GI = V50%/VPI). HI was the ratio of
the maximum dose to the dose prescription. We compared
the plan qualities of 6 MV-Fixed coll. versus 6FFF-Fixed
coll., and 6 MV-Fixed coll. versus 6 MV-Adjusted coll.
The Wilcoxon signed test was used to compare CIRTOG,
CIPaddick, GI, and HI. Moreover, other indices were com-
pared by paired sample t-test.

3 Results

A summary of the plan quality evaluation for all plans is at
Table 2. Our study showed that the conformity indices were
superior with a 1 cm lesion than a 0.5 cm lesion. The dose
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comparison to normal organs is illustrated at Fig. 1. The
total MU and beam-on time is at Table 3.

3.1 Fixed Coll. Versus Adjusted Coll.

The adjusted collimator angles of each arc were obtained
from the DCA planning technique by manual adjustment.
Table 2 shows that the CIRTOG and CIPaddick of the 6 MV
plans with an adjusted collimator angle were significantly
better than those of the plans with a fixed collimator (CIRTOG
1.217 vs. 1.266, p = 0.007; CIPaddick 8.30 vs. 8.13,
p = 0.007), while the 6FFF plans were not statistically dif-
ferent. As for the GI, the 6 MV and 6FFF plans with
adjusted collimator angle were significantly superior to the
plans with a fixed collimator (p < 0.001). Nonetheless, HI
was not statistically different.

In the case of normal organ sparing, the adjusted collimator
angle plans provided a lower mean brain dose, brainstem
dose, D40% of the hippocampus, V12Gy, and V5Gy than the
fixed collimator angle plans (p � 0.015; Fig. 1 and Table 3).
The percentage reduction of the V12Gy, V5Gy, and mean dose
of the normal brain were 10.8%, 14.8%, and 6.7% for the
6 MV plans, and 6.4%, 9.6%, and 4.5% for the 6FFF plans,
respectively. In addition, the total MU and beam-on time of
the plans were not statistically different (p � 0.173).

3.2 6 MV-Fixed Coll. Versus 6FFF-Fixed Coll.

The dose conformity for the 6FFF-Fixed coll. plans
(CIRTOG = 1.222, CIPaddick = 0.832) were significantly bet-
ter than for the 6 MV-Fixed coll. plans (CIRTOG = 1.266,
CIPaddick = 0.813), p = 0.005 and p = 0.002, respectively.
Furthermore, the HI and GI of 6FFF-Fixed coll. plans
(GI = 7.246, HI = 1.439) were significantly superior to the
6 MV-Fixed coll. plans (GI = 8.264, HI = 1.374),
p < 0.001 (Table 2). In terms of normal organ sparing,
6FFF-Fixed coll. allowed lower mean brain doses, D40 of
bilateral hippocampi, V12Gy, and V5Gy than 6 MV-Fixed
coll. (p � 0.032). However, the doses to the other organs
were not statistically different (p > 0.05), as shown at Fig. 1
and Table 3. The beam-on time with 6FFF was less than
6 MV, while the mean total MU increased.

3.3 6 MV-Adjusted Coll. Versus 6FFF-Adjusted
Coll.

The CIRTOG and CIPaddick were not statistically different
(p � 0.707), while the HI and GI of 6FFF-Adjusted coll.
plans were significantly better than the 6 MV-Adjusted coll.,
p < 0.001. Moreover, the 6FFF-Adjusted coll. plans were
able to reduce the dose to the normal organ (Fig. 1).

Table 1 Field geometry following the UAB guidelines for single-isocenter VMAT

Field Arc length
(degree)

Couch angles
(degree)

Collimator angle
(degree)

Arc
direction

Start angle
(degree)

Stop angle
(degree)

1 360 0 45 CW 181 179

2 180 315 45 CCW 179 359

3 180 45 315 CCW 1.0 181

4 180 90 45 CW 181 1.0

Table 2 The plan evaluation for single isocenter VMAT multi-lesions according to lesion sizes

Lesions size Planning
techniques

Mean CIRTOG Mean CIPaddick Mean GI Mean HI

0.5 cm diameter lesions 6 MV-Fixed coll 1.484 ± 0.403 0.697 ± 0.126 12.652 ± 2.474 1.219 ± 0.062

6FFF-Fixed coll 1.402 ± 0.319 0.727 ± 0.112 10.373 ± 1.887 1.275 ± 0.070

6 MV-Adjusted 1.397 ± 0.229 0.719 ± 0.097 10.522 ± 1.944 1.253 ± 0.087

6FFF-Adjusted 1.367 ± 0.170 0.727 ± 0.112 10.737 ± 1.887 1.307 ± 0.085

1.0 cm diameter lesions 6 MV-Fixed coll 1.088 ± 0.037 0.907 ± 0.028 4.674 ± 0.333 1.501 ± 0.065

6FFF-Fixed coll 1.073 ± 0.027 0.918 ± 0.022 4.390 ± 0.387 1.573 ± 0.123

6 MV-Adjusted 1.069 ± 0.031 0.920 ± 0.024 4.390 ± 0.370 1.460 ± 0.151

6FFF-Adjusted 1.075 ± 0.029 0.915 ± 0.023 4.254 ± 0.352 1.573 ± 0.123

All lesions 6 MV-Fixed coll 1.266 ± 0.335 0.813 ± 0.136 8.264 ± 4.333 1.374 ± 0.155

6FFF-Fixed coll 1.222 ± 0.269 0.832 ± 0.123 7.246 ± 3.434 1.439 ± 0.181

6 MV-Adjusted 1.217 ± 0.225 0.830 ± 0.121 7.149 ± 3.347 1.367 ± 0.163

6FFF-Adjusted 1.207 ± 0.186 0.831 ± 0.108 6.524 ± 2.774 1.445 ± 0.155
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4 Discussion

This study shows that single isocenter VMAT plans can
produce high quality plans with an optimized collimator
angle and beam energy as follows:

4.1 Effect of Collimator Angle on Plan Quality

Wu et al. showed that optimization geometry of treatment in
a single isocenter VMAT-SRS could decrease the mean and
volume dose to normal brain tissues [4]. They reported that
V4, V6, V12, and the mean dose of normal brain were
reduced by 17.6%, 13.7%, 3.1%, and 8.4%, respectively
with the optimization geometry. Our study confirmed that
the plans with an adjusted collimator angle presented supe-
rior dose conformity V12Gy, and V5Gy than plans with a fixed
collimator angle. In contrast, the total MU and beam-on time
were increased with an adjusted collimator angle by the
effect of field size reduction with tumor-shaped MLC.
Another difficulty with MLC is the island blocking in
between the lesions. The adjusted collimator angle was able
to reduce island blocking problems. Moreover, the planning
time was increased from manually adjust collimator angle by
the DCA technique by approximately 30–45 min.

4.2 Effect of Photon Beam Energy to Plan
Quality

As for the beam energy, themaximumdose rate of 6FFF (1400
MU/min) was more than that of 6 MV (600 MU/min). Thus,
the range of dose rate modulations for VMAT optimization of
6FFF was superior to 6 MV. Based on those characteristics,
our results showed better dose conformity, dose fall off, V12Gy,
andV5Gywith 6FFF than 6 MV. In addition, the beam-on time
with 6FFF was less than with 6 MV.

Dzierma et al. [8] studied the dose comparisonof intracranial
lesions for 6 MV and 7FFF beams. Their results showed no
significant difference in dose conformity. However, the 7FFF
plans provided better dose fall-off, normal organ sparing, vol-
ume of 40 and 5% prescription doses than 6 MV plans. Those
results were similar to the findings in our study.

Nonetheless, the beam profile of the 6 MV and 6FFF
beams showed no difference in the small field size [9].

4.3 Effect of Lesion Size and Location to Plan
Quality

The other factors to affect the dose conformity were the size
and location of the lesions. Audet et al. revealed a worse
conformity index for smaller lesions than larger lesions [7].

Fig. 1 Comparison of doses to normal organs

Table 3 Plan evaluation of planning parameter for each technique

Plans V12Gy (cc) V5Gy (cc) Total MU Beam-on time (min)

6 MV-Fixed coll. 4.224 ± 0.766 24.966 ± 3.869 6339.7 ± 759 10.550 ± 1.290

6 MV-Adjusted coll. 3.769 ± 0.915 21.281 ± 4.325 6677.6 ± 1410 11.179 ± 2.316

6FFF-Fixed coll. 3.802 ± 0.835 22.092 ± 4.374 7314.2 ± 1213 5.203 ± 0.862

6FFF-Adjusted coll. 3.561 ± 0.965 19.971 ± 4.458 7253.2 ± 1757 5.188 ± 1.256
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Also, the conformity index was impaired for lesions that
were close to normal structures. Our results confirmed those
findings by having a wide variation of CI and doses to
normal organs. The plan qualities of our study showed
similar results with the study by Clark et al. [3].

5 Conclusion

The results of this study show that a single-isocenter tech-
nique for 3 intracranial lesions with adjusted collimator
angles by DCA provided improved dose conformity, dose
fall-off and normal brain sparing than fixed collimator
angles. 6FFF also offered better plan qualities than 6 MV
beams. Additionally, V5Gy, V12Gy, and doses to normal
organs were improved with 6FFF.
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Evaluation of Time Delay and Fluoroscopic
Dose in a New Real-Time Tumor-Tracking
Radiotherapy System

Masayasu Kitagawa, Ayaka Hirosawa, and Akihiro Takemura

Abstract
A combined system comprising the LINIAC TrueBeam
(Varian Medical Systems, Palo Alt, CA) and a new
real-time tumor-tracking radiotherapy system, SyncTraX
FX4® (Shimadzu Co., Kyoto, Japan), was installed in our
institution. It consists of four pairs of an X-ray tube and a
flat panel detector. The system was assessed on beam-on
time delay between TrueBeam and SyncTraX FX4 and
fluoroscopic dose during a real-time tracking. Delay time
was measured by using a tumor-tracking radiotherapy
phantom (CALIB PHANTOM ASSY, Shimadzu Co.,
Kyoto, Japan), in the cases of flattening filtered
(FF) 6 MV photon beam, flattening filter-free
(FFF) 6 MV photon beam, FF-10 MV photon beam,
and FFF-10 MV photon beam with the LINAC True-
Beam. Half-value layer (HVL) in mm Al, effective kVp,
and air-kerma rate during fluoroscopy were measured
using a solid-state detector for the tube voltage (70–
110 kV) and the current (50–100 mA). The LINAC
delayed from the real-time tumor tracking system on
beam-on by 140.9 ± 8.5, 119.8 ± 3.8, 126.1 ± 3.2 and
116.8 ± 9.7 ms for FF-6 MV, FFF-6 MV, FF-10 MV
and FFF-10 MV, respectively. The HVL, effective kVp
and air-kerma rates from X-ray tube #1 (X-ray tube #1
and #2 were embedded in the patient’s head side floor)
were 4.98 ± 0.00 mm, 111.2 ± 0.1 kV and
9.14 ± 0.04 mGy/min for 110 kV X-ray at 100 mA.
The HVL, effective kVp and air-kerma rates from X-ray
tube #3 (X-ray tube #3 and #4 were embedded in the

patient’s feet side floor), were 5.20 ± 0.00 mm,
110.0 ± 0.1 kV and 11.87 ± 0.06 mGy/min for
110 kV X-ray at 100 mA. These tube voltage and current
are the maximum conditions of this study. The time delay
of the real-time system is longer than the old system that
used image intensifiers. The air-kerma rate from X-ray
tube #3 was higher than that from X-ray tube #1.

Keywords
Real-time tumor tracking � Time delay
Fluoroscopic dose

1 Introduction

In radiation therapy, tumor motion during respiration results
in significant geometric and dosimetric uncertainties and
these lead varying dose of a target in thorax and abdomen.
Conventionally, large internal margins (IMs) are required to
fully cover the varied tumor positions in free breathing [1].
Techniques for managing respiratory-induced tumor motion,
breath-holding [2], tumor-tracking radiotherapy [3], and
dynamic tumor tracking delivery techniques [4] are effective
in reducing the IMs to reduce normal tissue dose.

A combined system comprising the TrueBeam (Varian
Medical Systems, Palo Alt, CA) linear accelerator and a new
real-time tumor-tracking radiotherapy system, SyncTraX
FX4® (Shimadzu Co., Kyoto, Japan), was installed in our
institution. The concepts of SyncTraX FX4 are almost the
same as those of the previous Mitsubishi-developed RTRT
system (Mitsubishi Electronics Co., Ltd., Tokyo, Japan) [5].
This system consists of four pairs of an X-ray tube and a flat
panel detector (Fig. 1). The system perform fluoroscopy
using two of four pairs for tumor tracking therapy. The
combination of two pairs is selected from the presets which
are preconfigured four combinations of these two pairs. The
combinations of the X-ray tube #1 and #3 (see Fig. 1) and
the X-ray tube #2 and #4 (see Fig. 1) is not preconfigured as
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a preset. Some studies have been conducted on real-time
tumor-tracking radiotherapy systems, however those systems
used image intensifiers [1, 5] and no study have investigated
this system.

The aims of this study were to evaluate time delay and
fluoroscopic dose of this new real-time tumor-tracking
radiotherapy system.

2 Materials and Methods

2.1 Evaluation of Time Delay Using Oscilloscope

Time delay measurement was performed using the oscillo-
scope (DSO6054A, Agilent Technologies Inc., Santa Clara,
CA). The oscilloscope was used to record the timing of
beam-on signal from the TrueBeam and gate signal from the
SynTraX FX4 together during the tumor-tracking radio-
therapy. The calibration phantom CALIB PHANTOM
ASSY (Shimadzu Co., Kyoto, Japan) in which eight fiducial
markers were embedded was used in the tumor tracking
examination. The TrueBeam irradiated radiation at flattening
filtered 6 MV photon beam (FF-6 MV), flattening filter-free
6 MV photon beam (FFF-6 MV), flattening filtered 10 MV
photon beam(FF-10 MV) and flattening filter-free 10 MV
photon beam(FFF-10 MV). The dose rates were set to
300 MU/min for FF-6 MV and FF-10 MV, 600 MU/min for
FFF-6 MV, and 1200 MU/min for FFF-10 MV, which are
the maximum dose rates in tumor-tracking radiotherapy.

Figure 2 shows a schematic of the oscilloscope image
during tumor-tracking radiotherapy using SyncTraX FX4.
The yellow line corresponds to the fluoroscopic X-ray
beam-on signal from SyncTraX FX4, the green line corre-
sponds to the gate signal from SyncTraX FX4, and the
purple line corresponds to the beam-on signal from
TrueBeam.

The beam-on delay (Dtbeam-on) was defined as;

Dtbeam�on ¼ Dtsync�pre þDtgate�on # ð1Þ

Dtsync�pre ¼ tSgate�on � tSmrk�in # ð2Þ

Dtgate�on ¼ tTbeam�on � tSgate�on # ð3Þ
where Dtsync-pre is time duration that SyncTraX FX4 prepares
the gate-on signal; from the time that a tracked fiducial marker
go into the gating area (tSmrk-in) to the time at the gate-on signal
(tSgate-on). Dtgate-on is time duration from gate-on signal to
TrueBean generated beam-on signal (tTbeam-on). The beam-on
signal is displayed on the oscilloscope when TrueBeam is
permitted to irradiates by SyncTraX and actually irradiates
photon beams in tumor-tracking radiotherapy. Those time and
time delay were measured three time.

2.2 Measurements of Half-Value Layer
(HVL) in mm AL, Effective kVp, and Air
Kerma Rate

Figure 1 shows arrangement of X-ray tubes and flat panel
detectors. The source-to-isocenter distance (SID) of the X-ray
tube #1 is the same as X-ray tube #2 and the SID is equal to
2353 mm. Similarly, that of X-ray tube #3 and #4 was
2081 mm. Thus, all the measurements were performed with
X-ray tube #1 and #3. The solid-state detector (AGMS-DM,
Radcal Accu-Gold, Monrovia, CA), which can analyze HVL,
effective kVp, and air kerma rate of X-ray at the same time, was
set at the isocenter. The measurement duration of HVL, effec-
tive kVp, and air kerma rate was 60 s. The tube voltage was set
to 70, 80, 90, 100, or 110 kV, and the tube current was set to 50,
63, 80, 90, or 100 mA. The frame rate offluoroscopy was set toFig. 1 Positions of X-ray tubes and flat panel detectors

Fig. 2 Output from the oscilloscope. The yellow line corresponds to
the fluoroscopic X-ray beam-on signal from SyncTraX FX4 (a), the
green line corresponds to the gate signal from SyncTraX FX4 (b), and
the purple line corresponds to the beam-on signal from TrueBeam (c)
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30 frames per second, and the pulse duration was 4.0 ms.
The HVL, effective kVp, and air kerma rate were measured
three times and the mean ± SD for three measurements was
calculated at each combination of the X-ray tube voltage and
current.

3 Results

3.1 Evaluation of Time Delay

Table 1 shows the Dtsync-pre, Dtgate-on, and Dtbeam-on for each
beams. The Dtsync-pre is stable among the beams and the time
was about 59 ms. However, the mean values of the Dtgate-on
for the four beams were varied from 81.9 ms to 57.9 ms.
The Dtbeam-on was also varied depending upon the variation
of the Dtgate-on. The Dtgate-on and Dtbeam-on of the FF beams
were longer than that of the FFF beams.

3.2 HVL, Effective kVp, and Air Kerma Rate
Measured Using Solid-State Detector
for Various Fluoroscopic Conditions

Tables 2 and 3 show the results of the HLVs and effective
kVp measurement. The HVLs and effective kVp were con-
sistent with the nominal voltage. However, the HVL values
at the tube current of 50 mA seemed to have lower than
these at other tube currents each tube voltage.

Figures 3 and 4 show relationship between the X-ray tube
current and air-kerma rate (mGy/min) from the X-ray tube
#1 and #3. The relationship of the air-kerma rate and tube
current had linear relation. However, the air-karma rate for
the Tube #3 at the tube current of 50 mA seemed to have
lower air-karma rate than the regression line.

4 Discussion

Shiinoki et al. [1] reported the Dtsync-pre of SyncTraX were
45.3 ± 0.5 ms, 45.6 ± 0.5 ms, 45.2 ± 0.4 ms, and
45.7 ± 0.4 ms in the case of FF-6 MV, FFF-6 MV,
FF-10 MV, and FFF-10 MV photon beams, respectively. The

mean values of Dtsync-pre of SyncTraX were shorter than these
of SyncTraXFX4. Thiswas due to the difference of the imaging
processing between image intensifiers and flat panel detectors.

The Dtbeam-on includes Dtsync-pre, so the variation of the
Dtbeam-on among the beams was similar to that of the
Dtbeam-on. These of FF beams (low dose rate) were longer
than FFF beams (high dose rate). TrueBeam keeps out-
putting beam-on signal pulse during tumor-tracking radio-
therapy, however, the beam is held by SyncTraX FX4 if the
tracked fiducial marker is out of the gating area. When the
tracked fiducial marker return in the gating area, SyncTraX
FX4 permits TrueBeam beam-on. TrueBeam starts irradia-
tion at the moment of the next beam-on pulse timing. In
addition, the oscilloscope begun to display the beam-on
signal. So, the Dtgate-on were influenced by the timing of the
tracked marker into gating area and the beam-on pulse fre-
quency. The beam-on pulse frequency at the high dose rate
is shorter than that at the low dose rate. Thus, the Dtgate-on
and Dtbeam-on are influenced by the dose rates of the beams.
Smitn et al. [6] reported increase of target velocity and time
delay lead to increase in IM in tumor-tracking radiotherapy.
In tumor-tracking radiotherapy with SyncTrax FX4, using
the FFF beams could employ thinner IM than the FF beams.

HVL depends on the target material and filters of the
X-ray tube, and the tube voltage. In this study, only tube
voltage has changed in the range of 70–110 kV. The HVLs
and the effective X-ray energy increased related to the tube
voltages. The HVLs at the current 50 mA were lower than
these at other tube currents each tube voltage. There is some
possibility X-ray energy was changed at the current 50 mA.
Japanese industrial standards 4702 recommends that the
difference between a nominal tube voltage and effective tube
voltage peak should be less than 10% [7]. The kVp values of
SyncTraX FX4 meet the requirement.

The solid-state detector can measure a kVp value with the
error of 2% or less and a HVL with the error of 10% [8].
The HVL values errors between the X-ray tube #1 and #3
were range of 1.1–4.4%, these were within the solid-state
detector’s maximum possible percent errors. The kVp values
errors between the X-ray tube #1 and #3 were range of 1.1–
5.9%, some of values were out of the solid-state detector’s
error. We think that the difference of the effective kVp
between X-ray tube #1 and #3 were caused by manufac-
turing variation of the X-ray tubes.

The air-kerma rates increased corresponding to the
increment of the tube current. These were consistent with
previous study [1]. The air-kerma rate from X-ray tube #3
was higher than that from X-ray tube #1 because the SID of
the X-ray tube #1 was longer than that of the X-ray tube #3.
Almost of all differences between the air-karma rates of the
X-ray tube #1 and #3 followed the inverse-square law.

The maximum air-kerma rate values in this study was
11.87 ± 0.06 mGy/min for 110 kV at 100 mA of X-ray

Table 1 The time delay of the combined system TrueBeam and
SyncTraX FX4

Energy of
photon

Dtsync-pre
[ms]

Dtgate-on
[ms]

Dtbeam-on

[ms]

FF-6 MV 59.1 ± 0.6 81.9 ± 9.0 140.9 ± 8.5

FFF-6 MV 59.0 ± 0.3 60.8 ± 3.6 119.8 ± 3.8

FF-10 MV 59.0 ± 0.5 67.1 ± 2.9 126.1 ± 3.2

FFF-10 MV 59.0 ± 0.5 57.9 ± 9.4 116.8 ± 9.7
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Table 2 The HVLs of each nominal tube voltage and current

Voltage [kV] X-ray tube Current [mA]

50 63 80 90 100

70 Tube #1 3.13 ± 0.00 3.22 ± 0.01 3.19 ± 0.00 3.19 ± 0.00 3.18 ± 0.00

Tube #3 3.21 ± 0.00 3.27 ± 0.00 3.28 ± 0.00 3.28 ± 0.00 3.28 ± 0.00

80 Tube #1 3.55 ± 0.00 3.70 ± 0.00 3.66 ± 0.00 3.67 ± 0.00 3.68 ± 0.00

Tube #3 3.64 ± 0.01 3.74 ± 0.00 3.77 ± 0.00 3.79 ± 0.00 3.79 ± 0.00

90 Tube #1 3.89 ± 0.00 4.09 ± 0.00 4.10 ± 0.00 4.11 ± 0.00 4.11 ± 0.00

Tube #3 3.98 ± 0.00 4.21 ± 0.00 4.25 ± 0.00 4.26 ± 0.00 4.27 ± 0.00

100 Tube #1 4.27 ± 0.00 4.55 ± 0.00 4.55 ± 0.00 4.57 ± 0.00 4.57 ± 0.00

Tube #3 4.39 ± 0.00 4.67 ± 0.00 4.71 ± 0.00 4.72 ± 0.00 4.74 ± 0.00

110 Tube #1 4.55 ± 0.01 4.93 ± 0.00 4.96 ± 0.00 4.98 ± 0.00 4.98 ± 0.00

Tube #3 4.68 ± 0.00 5.10 ± 0.00 5.16 ± 0.00 5.18 ± 0.00 5.20 ± 0.00

Unit [mm]

Table 3 The effective kVp values of each nominal tube voltage and current

Voltage [kV] X-ray tube Current [mA]

50 63 80 90 100

70 Tube #1 69.6 ± 0.1 70.1 ± 0.0 69.2 ± 0.1 69.3 ± 0.1 69.0 ± 0.1

Tube #3 67.2 ± 0.1 67.3 ± 0.1 67.3 ± 0.1 67.0 ± 0.1 66.9 ± 0.1

80 Tube #1 80.1 ± 0.1 82.1 ± 0.1 80.0 ± 0.1 79.8 ± 0.1 80.0 ± 0.1

Tube #3 77.3 ± 0.1 77.4 ± 0.1 77.6 ± 0.1 77.7 ± 0.1 77.6 ± 0.1

90 Tube #1 91.3 ± 0.1 93.6 ± 0.1 91.2 ± 0.1 91.1 ± 0.1 90.9 ± 0.1

Tube #3 88.7 ± 0.1 88.1 ± 0.0 88.8 ± 0.1 88.7 ± 0.1 88.9 ± 0.3

100 Tube #1 102.1 ± 0.1 103.8 ± 0.1 101.7 ± 0.1 101.5 ± 0.1 101.3 ± 0.3

Tube #3 99.9 ± 0.1 99.8 ± 0.1 99.7 ± 0.2 99.4 ± 0.1 99.7 ± 0.1

110 Tube #1 112.9 ± 0.2 114.2 ± 0.1 111.8 ± 0.1 111.8 ± 0.1 111.2 ± 0.1

Tube #3 110.7 ± 0.2 110.4 ± 0.1 110.4 ± 0.2 109.9 ± 0.1 110.0 ± 0.1

Unit [kV]

Fig. 3 Air-kerma rate of X-ray tube #1 Fig. 4 Air-kerma rate of X-ray tube #3
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tube #3. International atomic energy agency (IAEA) rec-
ommends fluoroscopic dose should be 25 mGy/min or less
[9]. All combinations of tube voltage and tube current
examined in this study were under the recommended dose.

5 Conclusions

We evaluated time delay and fluoroscopic dose in real-time
system using the TrueBeam linear accelerator and the Sync-
TraXFX4 system. The time delay of the SyncTraXFX4 system
were 140.9 ± 8.5 ms, 119.8 ± 3.8 ms, 126.1 ± 3.2 ms, and
116.8 ± 9.7 ms in the case of FF-6 MV, FFF-6 MV,
FF-10 MV, and FFF-10 MV photon beams. The time delay of
FF beams longer than that of FFF beams. The air-kerma rate
from the X-ray tube #1 and #3 of SyncTraX FX4 was
9.14 ± 0.04 and 11.87 ± 0.06 mGy/min. The air-kerma rate
at the isocenter from X-ray tube #3 is higher than that from
X-ray tube #1. The fluoroscopic dose of SyncTraX FX4 were
lower than IAEA guidance level.
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Stereotactic Radiotherapy for Choroidal
Melanoma: Analysis of Eye Movement During
Treatment, Eye Simulator Design and Automated
Monitoring System Development

F. Souza, J. Valani, O. D. Gonçalves, D. V. S. Batista, S. C. Cardoso,
and D. D. Pereira

Abstract
Malignant choroidal melanoma is a choroidal tumor
arising in the layer of blood vessels located beneath the
retina. It is a rare occurrence, affecting five to every
million inhabitants and rapidly evolving into metastasis.
The stereotactic radiotherapy is one of the possible
treatments for the disease, it consists in the application of
small photon beams directed to the PTV, the prescribed
dose is delivered in multiple sessions. The success of
treatment depends directly, among others biomedical
factors, on the precision of the application and how the
treatment method can hold still the patient’s eye. This
study aims: (a) to analyze the eye’s movement during the
treatment for choroidal melanoma and the non-invasive
method for fixating the patient’s eye; (b) to develop a
monitoring software for patient eye gaze; (c) design a
mechanical eye to verify the monitoring system. As a
result, it is expected that the system will be improved,
raising the precision and accuracy of application and
reducing the damage to healthy tissues and side effects.
After analyzing the positions of the iris center and
calculating its displacements relative to the orthophoria
point the standard deviation values of 0.368 mm and
0.364 mm were found for the X-axis and Y-axis,
respectively. The LED lamp is enough for a noninvasive
fixation of the patient’s eye during treatment. The
mechanical eye now is able to verify the monitoring
system software, as both work with resolutions within the
limit given by the eye movement analyzes.

Keywords
Stereotactic radiotherapy � Choroidal melanoma
Eye simulator

1 Introduction

1.1 Malignant Choroidal Melanoma

Malignant choroidal melanoma is a tumor arising in the layer
of blood vessels, named choroid, located beneath the retina.
It is a type of uvea melanoma and rapidly evolves into
metastasis [1, 2].

The incidence of uvea melanoma is estimated to be 6–7
occurrences per million inhabitants per year in Europe [3].
Choroidal melanoma accounts for 68–91% of melanomas
occurring in the uvea [4].

There are several types of treatments for this pathology,
the choice of which one will be performed is related, among
other factors, to the location and size of the tumor.

Radiotherapy has become the most common treatment
used when it is intended to preserve the eye with the mel-
anoma and its vision. This technique uses ionizing radiation
to interact with cellular environment. It modifies the intra-
cellular elements, causing harmful biological effects to the
cell. By delivering the right amount of radiation in the tumor
tissues, it can destroy malignant cancer cells as well as helps
to preserve healthy tissues surrounding the tumor [5].

External beam radiotherapy has been applied for decades
in order to treat tumors that cannot be treated by
brachytherapy [6]. Dunavoelgyi R. et al. showed that the
tumor control rate of the EBRT after a 20 months period did
not have significant difference when compared to results
obtained using other types of treatments such as gamma
knife, brachytherapy and proton therapy [7].

There are some obstacles that prevent the treatment from
achieving the maximum precision in case of choroidal
melanoma by EBRT. The doses are delivered in multiple
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sessions, so that the patient needs to be accurately reposi-
tioned between them. Another problem is that the eye moves
during treatment and without a system to fix the eye, the
PTV needs to be larger, increasing the damage to healthy
tissues and consequently, to the vision.

Hence, the success of this treatment depends directly,
among other biomedical factors, on the precision of the
application and how the treatment method can hold still the
patient’s eye.

Therefore, this work aims:

(a) To analyze the movement of patient’s eye during
treatment of choroidal melanoma using a led lamp as a
non-invasive method for immobilize the patient’s gaze;

(b) To develop a software to monitoring the patient’s gaze;
(c) Design a mechanical eye to calibrate the monitoring

system.

2 Materials and Methods

2.1 Radiotherapy Equipments

The data to develop the prototype of the monitoring system
was obtained from a radiotherapy section performed on a
Novalis® equipment from Brainlab® with the patient’s skull
immobilized using a stereotactic mask made of thermo-
plastic material (a) and positioned under a structure called
array (b), both manufactured by Brainlab®.

In order to analyze the iris displacement during the
radiotherapy treatment a webcam (c), a ten meters HDMI

cable (d) and a laptop located on the outside of the treatment
room (see Fig. 1) were adapted to the standard setup.

In addition, during the treatment the patient was
instructed to look with the dis-eased eye at the LED light
(e) located on the same vertical axis of the isocenter and
positioned above the webcam.

2.2 Motion Analysis Method

The video of the patient’s eye was recorded and later the
displacements were analyzed. The videos were transferred to
the software Tracker [8], a motion analysis software, and
separated as their lighting quality.

In the analysis software, the video was digitally processed
to increase the contrast between the iris and the conjunctiva.
As a result, it was possible to locate the center of the iris by
calculating the centroid of an ellipse and then following the
movement of the iris center in an automated way, returning
the values of the position in the x and y axis (horizontal and
vertical, respectively) in each frame of the video.

Displacement Analysis. With the position of the iris
center in each frame xi and yi where ‘i’ represents the frame
of the video, it was possible to calculate its displacement
relative to the first frame of the video. In other words, the
displacement between each frame and the beginning of
treatment. As the subject was instructed to look at the LED
at the beginning of treatment, the eye on this frame is con-
sidered the orthophoria point, the condition of normal
equilibrium of the eye muscles or muscular balance.

2.3 Automated Monitoring Software

To automatically monitoring the eye movement during the
choroidal treatment, a software was developed using Python
programming language. The software detects the center of
the iris calculating the centroid of an ellipse coincident with
the iris.

The algorithm for this procedure converts red-green-blue
(RGB) video to grayscale, so each pixel is an element of an
m � n matrix (where m � n is the resolution of the video)
with an intensity ranging from 0 (totally black) to 255 (to-
tally white). In each frame, this value is read, and if it is a
given threshold, that element is stored. After a scan through
each element of the array, the centroid position for the ele-
ments that have been stored is calculated (see Fig. 2).

2.4 Mechanical Eye Simulator

To calibrate the monitoring system, a mechanical eye model
was developed. The mechanical structure of the model was

Fig. 1 Equipment setup for stereotactic radiotherapy for choroidal
melanoma
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printed in a 3D—cube 3D 3rd generation printer. Cylindrical
bearing were used to perform the coupling between the
moving parts, thereby reducing friction and possible
misalignments. The eye itself was doll eye with similar
dimensions to those of a human eye, according to Gullstrand
Schematic Eye [9].

The movement of the structure is performed by two 5 V
28BYJ-48 step motors (vertical and horizontal movements),
both in a half-step mode, controlled by a Raspberry Pi 3
Model B that sends control information to an ULN200 chip
on the controller board.

A home button was made using gold foiled copper plates
attached to the structure base, linked to the GPIO ports of the

Raspberry Pi 3 Model B and a metal rod connected to the
drive shaft and connected to the ground.

3 Results

3.1 Displacement of the Iris Center Relative
to the Orthophoria Point

After analyzing the positions of the center of the iris in the
software and calculating its displacements, the cumulative
displacement distribution relative to the orthophoria point
and displacement histogram were plotted as shown in

Fig. 2 Algorithm flowchart

Fig. 3 Cumulative distribution of displacements and displacement histogram relative to the orthophoria point
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Fig. 3. The standard deviation values of 0.368 mm and
0.364 mm were found for the X-axis and Y-axis,
respectively.

3.2 Monitoring Software

In preliminary tests, the program proved to be stable being
able to detect the centroid of a circumference, store the
values and return them to the user. It was also possible to
detect variation of the position of the centroid over 1 unit of
pixel for both the vertical axis and the horizontal axis.

With this precision, it was possible to calculate the
required distance between lens and object equivalent to
104.2 mm which allows 1 pixel in the recording to have a
dimension of 0.10 � 0.10 mm.

3.3 Mechanical Eye

Two pitch motors were coupled to the independent turning
system controlled by a Raspberry Pi 3 Model B (see
Fig. 4a). The PLA is a lightweight material and was used to
print the simulator [10]. The advantage of having a light
system is lower resistance from friction (see Fig. 1b).

Because of the gyroscope-based design, the simulator can
independently move on both horizontal and vertical axis,
performing movements similar to that of a human eye (see
Fig. 4b, c) [11].

The motors (see Fig. 4e) are used in a half-step mode,
which increases the resolution of the mechanism, reaching
approximately 0.1 degree in each half-step.

A home button was planned in order to remove accu-
mulated errors. Besides that, it is used to ensure that the
system has a pre-established origin (see Fig. 4d).

4 Conclusion

A person, when oriented to look at the LED, moves his eye
within a certain limit. The data showed that this variation is
compatible with other similar studies [12] and that it is
within the safety margin established by the radiotherapists,
which is 3.5 mm for all sides of GTV.

The LED lamp is enough for a noninvasive fixation of the
patient’s eye during treatment. Besides that, it is known that
during the treatment the visual acuity of the patient decays as
a side effect [13], consequently decreasing his ability to
locate the LED lamp as the therapy progresses. An alterna-
tive to the current system would be necessary due to the loss
of visual acuity of the eye affected by the disease.

The eye tracking software is able to read centroids with a
resolution of 0.10 � 0.10 mm (1 pixel) when using a cam-
era with resolution of 720 � 480 pixels, positioned
104.2 mm away from the center of the eye. The recording
speed was set to 60 fps, the maximum allowed due to
software and hardware limitations. Future studies should be
performed to determine a minimum interval between frames.

Themechanical eyemoves in both axes, which can perform
movements comparable to those of the patient’s eye during
treatment. The resolution of 0.2 degrees of rotationalmotion is
equivalent to a 0.04 mm translation of the iris center into a
projection in a plane parallel to the plane of the camera
(considering the eyeball as a sphere of 24.00 mmof diameter).

The resolution of the mechanical eye is compatible to the
eye movement of the patient treatment allowing the verifi-
cation of results and the traceability of the measurements.

In case of successful verification of the software, it will be
possible to develop a new algorithm causing the radiation to
be stopped giving an unintended movement of the eye. In
other words, stop the radiation when the patient moves the
eye away from the treatment position for a given time. The
displacement time needs further studies in order to ignore the
blink of the eye, for example. This new algorithm will allow
the reduction of damage to healthy tissues present in the
eyeball, reducing the side effects.

Conflict of Interest The authors declare that they have no conflict of
interest.

References

1. Chauvel P, Sauerwein W, Bornfeld N et al. Clinical and technical
requirements for proton treatment planning of ocular diseases. In:
Wiegel T, Bornfeld N, Foerster MH, et al. Editors. Radiotherapy of
ocular disease. Basel: Karger; 1997, Pp. 133–142.

2. Dieckmann K, Georg D, Zehetmayer M et al. LINAC based
stereotactic radiotherapy of uveal melanoma: Four years clinical
experience. Radiother Oncol 2003;67:199–206.Fig. 4 Mechanical eye simulator and its components

496 F. Souza et al.



3. Cruz, D. P. & lopes, J. M. Características clínico-laboratoriais e
sobrevida em doentes com melanoma. Arquivos de medicina vol.
23, nº 2, pp. 45–57.

4. Bicas, H. E. A. Oculomotricidade e seus fundamentos, Arq. Bras.
Oftalmol. 2003;66:687–700.

5. Bernhard Petersch, K. D. Automatic real-time surveillance of eye
position and gating for stereotactic radiotherapy of uveal
melanoma. Medical Physics, pp. 3521–3527.

6. Freire, J.E., Brady, L.W., DePotter, P. et al. Malignant melanoma
of the posterior uvea. in: C.A. Perez, L.W. Brady et al, (Eds.)
Principles and practice of radiation oncology. 3rd ed.
Lippincott-Raven, Philadelphia, PA; 1997:871–874.

7. Dunavoelgyi R., Dieckmann K., Gleiss A., Sacu S., Kircher K.,
Georgopoulos M. et al. (2011). Local tumor control, visual
acuity, and survival after hypofractionated stereotactic photon
radiotherapy of choroidal melanoma in 212 patients treated
between 1997 and 2007. I. J. Radiation Oncology Biology
Physics, pp. 199–205.

8. Loo W, Tze L. Video Analysis and Modeling Performance Task to
Promote Becoming Like Scientists in Classrooms. American
Journal of Educational Research. 2015; 3(2):197–207.

9. D. A. Robinson the mechanics of human saccadic eye movement,
j. Phy8iol. (1964), 174, pp. 245–264.

10. Bose S.,Vahabzadeh S. and Bandyopadhyay A. Bone tissue
engineering using 3D printing 2013;16;496–504.

11. Robinson, D. A., Gordon, J. L. & Gordon, a. S. (16 de Abril de
1986). A Model of the Smooth Pursuit Eye Movement System.
Biological Cybernetics Springer-Verlag, p. 15.

12. Joachim B, Bernhard P, Dietmar G et al. A noninvasive eye
fixation and computer-aided eye monitoring system for linear
accelerator-based stereotactic radiotherapy of uveal melanoma.
Int J Radiation Oncology Biol Phys 2003;56:1128–1136.

13. Dunavoelgyi R, Dieckmann K, Gleiss A et al. Radiogenic side
effects after hypofractionated stereotactic photon radiotherapy of
choroidal melanoma in 212 patients treated between 1997 and
2007. Int J Radiation Oncology Biol Phys 2012;83:121–128.

Stereotactic Radiotherapy for Choroidal Melanoma … 497



Configuration of Volumetric Arc
Radiotherapy Simulations Using PRIMO
Software: A Feasibility Study

Jorge Oliveira, Alessandro Esposito, and João Santos

Abstract
Volumetric Modulated Arc Therapy (VMAT) uses
non-uniform intensity fields allowing volumetric complex
dose distributions. The simultaneous MultiLeaf Collima-
tor (MLC) motion and Gantry rotation pose difficulties in
the dose distribution calculation by Treatment Planning
Systems (TPS). Furthermore, a dedicated Quality Assur-
ance (QA) program and patient-specific dose verifications
are requested. Monte Carlo dose calculation in Radio-
therapy (RT) is a gold standard due to its most detailed
description of radiation-matter interaction. Recently, the
PRIMO software was proposed, providing several built-in
RT units models, including TrueBeam. Nevertheless,
VMAT is not implemented yet. In this work, TrueBeam
was simulated in PRIMO using 6 and 10 MV in Flatness
Filter Free (FFF) mode and at 15 MV with Flatness Filter
inserted. The results were validated by Gamma Function
(2%, 2 mm) based on reference measurements in water
tank. The VMAT complex dynamic delivery is divided
into a customizable number of probabilistically sampled
static configurations of jaws, leaves and gantry angles.
In-house algorithms were developed to interpolate the
LINAC geometrical information along the process once
the planned information is retrieved from the TPS output
DICOM file. A Graphical User Interface (GUI) was
developed to assist the user to configure PRIMO to
simulate complex deliveries. Static simulations in refer-
ence conditions showed always >97% of Gamma

points <1 for PDD and profiles at various depths and
fields sizes for the 6, 10 and 15 MV primary beam
respectively. The GUI properly read, manipulated and
wrote the configuration data in a “ppj” format, which was
accepted by PRIMO. The dynamic jaws, MLC and gantry
motion were positively assessed by visual inspection of
the static beam configuration in PRIMO. Dynamic
irradiations were simulated and the gamma function tests
against reference dose distributions showed good agree-
ment with typical QA criteria. A GUI to configure
PRIMO for VMAT irradiations allowed to enable a
flexible workflow for simulating a general dynamic
treatment.

Keywords
External beam radiotherapy � VMAT
Monte Carlo simulation � PENELOPE � PRIMO

1 Introduction

In External Radiotherapy (RT), the idea of modulating the
radiation field through a dynamic collimation system,
developed into highly complex treatment modalities such as
Intensity Modulated Radiation Therapy (IMRT), that makes
use of collimation system movement to modulate the radi-
ation field in intensity, and Arc Radiotherapy (ART) or
Volumetric Modulated Arc Therapy (VMAT) technique,
which extends the IMRT concept introducing the rotation of
the gantry synchronized with Mulitleaf Collimator
(MLC) motion during the treatment [1]. The introduction of
continuous motion of the beam modifiers components and
treatment delivery, introduces uncertainties and presents
complexity in the dose distribution calculation by Treatment
Planning Systems (TPS). In order to deal with the introduced
uncertainties, a dedicated Quality Assurance (QA) program
and patient-specific dose verifications [2] are mandatory.
The patient specific QA and the necessary occasional
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corrections are time consuming procedures The use of
Monte Carlo (MC) methods [3] can be a useful tool to
provide an independent dose calculation to understand the
reasons of occasional fail of the QA verifications. Several
codes have been available for simulation of linacs, such as
GEANT4, EGSnrc/BEAMnrc, PENELOPE, FLUKA and
MCNP [4] but the not so trivial set-up of the RT model and
treatment added to the generally long calculation time, have
prevented its routinely clinical use. Recently, a new software
simulation system named PRIMO, based on PENELOPE
features, was developed [5]. It is provided with several
built-in linac models, including a TrueBeam model, named
FakeBeam [6], used along this work since a new unit has
been recently commissioned at our institute. This software
has a user-friendly approach, which is a suitable and com-
petitive characteristic for clinical activity. Although
advanced features such as IMRT/ART are not introduced
yet, PRIMO can simulate a maximum of 180 static fields per
simulation. This feature can be used to implement dynamic
procedures simulations according to the Static Component
Simulation (SCS) [7] or Position Probability Sampling
(PPS) [8] strategies for dynamic treatment simulation. In this
regard, previously promising results to test the feasibility of
study of PRIMO to simulate an IMRT [9] provided the
motivation to extend the feasibility study of PRIMO usage to
simulate a VMAT treatment.

In order to close the gaps in a possible workflow that
integrates the TPS and PRIMO to simulate the dynamic
treatments, tools were developed and the code encapsulated
in a Graphical User Interface (GUI) application.

2 Methods

2.1 Monte Carlo PRIMO Simulation

PRIMO makes use of the PENELOPE code calculation fea-
tures. It follows a user-friendly approach and provides dif-
ferent linac heads and MLC models. In addition, PRIMO
allowsmulti-beam simulations, with different geometric setup
for each beam. The complete simulation is organized in a
pipeline consisting in three stages, named s1, s2 and s3. Stage
s1, is the tuning of the primary beam parameters in order to get
agreement with the experimental measurements set and out-
puts a Phase Space file (PHSP), phsp1, calculated at a position
immediately above the movable jaws. Stage s2, simulates the
transport of the particles in phsp1 through the collimation
system, including jaws and MLC, and outputs a phps2 cal-
culated at the entrance of the phantom. Stage s3, tracks the
particles stored in phsp2 into the phantom.While the s1 and s2
outputs PHSP files that follow the IAEA standard [10], the s3
outputs a 3D dose distribution in a specific PRIMO output.

All the simulations in this study were performed with
PRIMO version 0.1.5.1307 installed on a machine with an
Intel®Xeon® CPU E5-2660 V3@2,60 GHz with 16 Gb of
RAM and with 32 CPU cores available.

2.2 PRIMO Models Validation

TrueBeam Linac head. To get a working model of the
TrueBeam linac head and taking advantage of the PHSP
importation functionality of PRIMO, a set of PHSP files
pre-calculated with GEANT4, available from Varian, were
imported into a PRIMO project based on a Varian 2100
geometry model as recommended in the software user
manual [11]. The final s1 output phsp1 consisted on the
composition of 10 Varian files to represent a number of
primary histories in the order of 109. In order to validate the
stages s2 and s3 simulations, they were modeled to match
the commissioning conditions. The evaluation of the simu-
lations quality was performed for the PDD and dose profiles
of 6FFF, 10FFF and 15X MV energies using the intrinsic
PRIMO Gamma analysis tool. The pre-established passing
criterion was >95% point with gamma <1 and tolerances of
2%–2 mm as the Gamma parameters.

Collimator. For validation purposes, a particular arrow
shape pattern, Fig. 1, was defined using a 120HD MLC and
a setup with the geometry and materials usually used in QA
measurements was simulated (i.e. a 15 cm height RW3
multi-slab phantom with Source Surface Distance—SSD—
of 95 cm). Both simulations and acquired experimental data
was compared. In the experimental case, a Gafchromic film
was inserted between two adjacent slabs at 5 cm depth in the
phantom. This process was performed for the 6FFF and
10FFF MV energies.

2.3 Dynamic Simulation Workflow Validation

Movement sampling. In a typical VMAT procedure the
beam is always on, while the linac gantry, jaws and MLC
components perform a continuous synchronized motion.
At the planning phase, the TPS defines a set of control
points relating the position of every component with the
cumulative Monitor Units (MUs) delivered. From this, it
is created a corresponding normalized MUindex set that
spans between 0.0 and 1.0. Following a Probability
Position Approach (PPS) this cumulative distribution
function is randomly inversely sampled. The end result is
a custom number of static beams configurations, that
represent the dynamic procedure. Each beam contributes
with a different weight, proportional to the sampled MU
interval.
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2.4 Graphical User Interface Application (GUI)

Building on previous results [9], in order to expand the
procedure to VMAT simulations, some open gaps and
missing links in the workflow between TPS and PRIMO
were approached with new MATLAB® code. The main
application features were: to import of DICOM RT-Plan or
the TrajectoryLogFile, to create a PRIMO input file by
randomizing static configurations to reproduce the dynamic
delivery and to export 2D dose distributions.

VMAT like plan. For the validation of the proposed
workflow, of the sampling algorithms and of the developed
functionalities, a 6FFF TPS pre-planned VMAT treatment,
calculated with Accuros XB dose algorithm in a Varian
Eclipse TPS, with a resulting 216 control points, was
exported from the TPS in DICOM format and reimported
into the GUI application where a sampling of 180 randomly
interpolated fields was generated. The sampled configuration
was exported to the corresponding “ppj” PRIMO project file
created for this simulation. The simulation was taken in a 2
steps way. First, the validated PHSP for the 6FFF energy at
s1 was used as the radiation source for the s2 stage. The
simulation of the s2 was carried out followed by the s3 stage
of dose deposition calculation in a phantom OCTA-
VIUS4D®. A CT scan of the phantom was imported by
PRIMO and treated as a homogeneous RW3 material. The
same plan in the same set-up was irradiated with a film
inserted at the position corresponding to the middle of the
phantom, in vertical direction, and sandwiched between
RW3 slabs.

Calculated dose evaluation. Each irradiated Gafchromic
film was scanned with an Expression 10000XL scanner
(Seiko Epson Corp.) and processed with DoseLab from
PTW where the corresponding dose calibration curve was
applied in order to obtain the 2D dose distributions. The
resulting output.tiff file from process was subsequently
converted to DICOM format. On the other hand, with the aid
of the GUI, a slice corresponding to the film location was
extracted from the simulation integrated dose distribution

and exported as a DICOM file. The DICOM files were then
imported by the Verisoft PTW software for a gamma 2D
evaluation. All the dose distributions originated from the
simulation, film measurement and TPS calculation were
compared with each other using Verisoft software.

3 Results

3.1 Models Validation

Truebeam Linac head. The PDD and dose profiles were
evaluated with the Gamma analysis tool available in PRIMO
that in all cases reported more than 95% of gamma points
within the mentioned accepted criteria. In general, small size
fields report a lower number of accepted gamma points on
the beam profiles, and the percentage of accepted points for
the energies of 10 and 15 MV is higher than for the energy
of 6 MV. Hereafter, the validated PHSP of the PRIMO linac
model can be confidently used for all the MC in future
simulations related to this unit and using these validated
energies.

Collimator. The evaluation of the dose distributions,
Fig. 1, of the MLC conformation simulated with MC and
calculated with the TPS are resumed in Table 1.

3.2 Dynamic Simulation

After the s1 phase, the set-up with the GUI and the simu-
lation of the collimation and dose deposition stages for the
present VMAT like case took about 12 h. The splitting

Fig. 1 From left, Gafchromic measurement, PRIMO calculation, gamma evaluation

Table 1 Collimator model evaluation with Gamma criteria 2%–2 mm

Energy MC versus Gaf. film (%) TPS versus Gaf. film (%)

6FFF 94,9 89,8

10FFF 98,0 93,7
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factor in phantom was set at 64, and 180 sampled static
fields were configured to reproduce the dynamic procedure.
The final average uncertainty on dose was 0,78%. The
Gamma evaluation of the MC simulation and TPS calcula-
tion, Fig. 2, of the VMAT like plan used in the validation
test showed an agreement of 92,2% with a Gamma criteria of
2%–2 mm between the MC simulation and the Gafchromic.
The same analysis between the TPS calculation and the
Gafchromic measurement showed 96,1% of accepted
Gamma points.

4 Discussion

For a feasible usage of PRIMO in a workflow capable of
simulate dynamic procedures, some essential questions had
to be addressed: can PRIMO properly simulate the linac
model? Can the dynamic motion be implemented in PRIMO
and simulated with sufficient accuracy? Can the overall
PRIMO Monte Carlo simulation be fast and easily
configured?

For the present study, the physical system consisted of a
Varian TrueBeam with a 120HD MLC operating with
energies of 6FFF and 10FFF MV. The PRIMO model of the
linac was based on the Varian 2100 geometry model but
pre-calculated PHSP were imported and used as the radiation
source. The Gamma evaluation of the models against the
commissioning data resulted in their validation since for all
tested situations, more than 95% of Gamma points were <1
in PDD and dose profiles in water tank. As for the PRIMO
120HD MLC model the results show that it is reliable with
94,9 and 98,0% 2D Gamma points for the static simulation
with energies 6FFF and 10FFF respectively.

The algorithm used to implement the PPS approach to
allow PRIMO to simulate a dynamic procedure when tested
with a VMAT like case, resulted in a 92,2% of accepted
Gamma points. Although less than the usual 95% criteria
used in the QA validation, the passing gamma rate is within
an acceptable range of comparison and gives reliability to
the used sampling algorithm used, reinforced by the results
obtained in parallel works with less modulated and IMRT

cases. However, inferior results like the one shown here may
point to the need that, in some cases, more than the 180
number of fields per simulation should be used. This is still
not allowed by PRIMO itself, which imposes a maximum of
180 fields per project, but may be overcome in the near
future.

Finally, although PRIMO does not have intrinsically this
possibility, it could be successfully integrated in a dynamic
treatment simulation workflow. The workflow was encap-
sulated in a MATLAB GUI application with the aim of
facilitate a future clinical implementation.

5 Conclusion

With the aid of PRIMO, complete and reliable models of the
Varian TrueBeam linac with a MLC 120HD were validated.
The PRIMO possibility to simulate multiple fields in the
same project is a suitable characteristic that allowed imple-
menting dynamic deliveries simulations. This was possible
by implementing a visual application that bypassed the
necessity of any code generation by the final user. As a
result, unlike what is generally offered by the common MC
codes, an easy, visual and unified workflow was developed
to drive the PRIMO to simulate dynamic procedures.
However, some open issues remain, as it is the case of the
possible limitations that the 180 maximum fields can
impose, which affects the best optimized simulation results
achievable. These questions will be addressed in future
on-going work, including detailed description of the GUI
developed and used in this work. Meanwhile, the GUI,
which visually helps automatic and fast retrieval of TPS
information and PRIMO configuration, can play the role of
implement the workflow, providing the link between the
TPS, user and the PRIMO. This is a precious characteristic
that perfectly matches the clinical demanding and that con-
tributes to push forward the Monte Carlo use in the daily
routine.
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Evaluation of Deformable Image
Registration Between High Dose Rate
Brachytherapy and Intensity Modulated
Radiation Therapy for Prostate Cancer

Noriomi Yokoyama, Akihiro Takemura, Hironori Kojima,
Kousuke Tsukamoto, Shinichi Ueda, and Kimiya Noto

Abstract
High risk prostate cancer is treated with a combination of
intensity-modulated radiation therapy (IMRT) and high
dose rate brachytherapy (HDR-BT). Deformable image
registration (DIR) techniques used for dose accumulation
sums dose distributions. The accuracy of DIR would get
worse when density of an organ in a pair of registering
two images differs greatly each other. Needles and
contrast medium are used in HDR-BT. In this study, the
effect of needles and contrast medium for DIR accuracy
was evaluated. Six patients with prostate cancer were
enrolled, who were treated with the combination of
HDR-BT and IMRT. In the HDR-BT plan, needleless
image (NI) and needleless and no-contrast medium image
(NCI) were created from the original HDR-BT plan image
(OI) to investigate the influence of needles and contrast
medium. Both DIR and rigid registration (RR) were
performed on the OI, NIs and NCIs by using MIM
Maestro ver. 6.7.6 (MIM software Inc, Cleveland, USA)
and after that the dose distribution of HDR-BT (used as
the reference image) and IMRT were accumulated. The
Dice Similarity coefficient (DSC) between DIR and RR
were analyzed and compared each other. The mean DSC
values of the prostate with DIR on OI, NI and NCI were
0.51, 0.57 and 0.73, respectively. The DSC with DIR on
NCI was higher than DSC with DIR on OI and NI.
The DSC values improved by removing the contrast
medium.

Keywords
Radiotherapy � Brachytherapy
Intensity-modulated radiation therapy
Deformable image registration

1 Introduction

Adaptive radiotherapy technique (ART) which requires
several radiotherapy planning, is used to reduce the side
effects in many institution. Deformable image registration
(DIR) became important technology in ART because it helps
delineation of organs and targets in re-planning, which is a
time-consuming task. DIR techniques can be used for reg-
istration between different planning CT images, and dose
accumulation which sums several dose distributions.
Registration and dose accumulation with DIR were applied
for various clinical sites, such as head and neck, prostate. For
prostate cancer, the DIR techniques register and sums a dose
distribution of intensity-modulated radiation therapy (IMRT)
and a dose distribution of high dose rate brachytherapy
(HDR-BT).

Brock KK et al. evaluated the accuracy, reproducibility,
and computational performance of deformable image regis-
tration algorithms at multiple institutions on common data-
sets and reported that organ position change decreased the
DIR accuracy [1]. In addition, Ikeda et al. evaluated the
accuracy of DIR with a digital phantom of the pelvic
regarding changes in contrast using the commercial software
MIM Maestro ver. 6.7.6 (MIM software Inc, Cleveland,
USA) and reported that the DIR accuracy got worse related
to the HU difference of the prostate between two images [2].

High risk prostate cancer is treated with a combination of
IMRT and HDR-BT. In the HDR-BT, metal needles place
into a prostate and contrast medium filled in a bladder. This
has the potential to make DIR accuracy worse because large
difference of CT value occurred between a reference image
and a source image.
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In this study, we evaluated the effect of needles and
contrast medium to DIR accuracy.

2 Materials and Methods

2.1 Patients and Treatment Plans

Pairs of an IMRT plan and a HDR-BT plan from six patients
with prostate cancer were collected for this study. The
average age of six patients was about 68 years (ranging from
63 to 74 years). All patients were classified as high risk
prostate cancer. Five patients were treated with IMRT for the
whole pelvis in which the total dose was 46 Gy and daily
fractions was 2 Gy. One patient was treated with IMRT for
the prostate in which the total dose was 40 Gy and the daily
fractions was 2 Gy. In addition, all patients treated with 192Ir
HDR-BT to the prostate. These prescribed doses were varied
depending on patients. Three patients were received 13 Gy
once. Three patients were received 19 Gy in twice. Even
though the prescribed dose of 192Ir HDR-BT was different,
there were no differences in dose constraints of rectum and
bladder. The dose constraint of the rectum for the HDR-BT
was that V75% was less than 1 cc and V100% was zero. To the
bladder, V75% was less than 1 cc. To the prostate, V100% was
more than 95% volume of the prostate, V150% was less than
40% and D90 of the prostate received more than 90–95% of
the prescription dose.

The treatment planning system Monaco (Elekta AB,
Sweden) was used for IMRT planning and Oncentra Brachy
(Elekta AB, Sweden) for HDR-BT planning. The Monaco
applies Monte-Carlo algorithm as the dose calculation
algorithm and Oncentra Brachy applies the collapsed cone
algorithm.

2.2 Image Processing for Needles and Contrast
Medium

The needles in the original CT images (OI) for HDR-BT
were painted by the density of the prostate and were erased
the high density area to create needleless images (NI).
Addition to the needles, the density of bladder wall and the
density of contrast medium in a bladder (about 400 HU)
were also replaced to 30 and 10 HU to create needleless and
no-contrast medium images (NCI).

2.3 Dose Accumulation

A process workflow for creating the DIR-based dose accu-
mulation is shown in Fig. 1. The planning CT images for the
HDR-BT, as source images, were deformed to match the

planning CT images for the IMRT, as reference images in
the RR and DIR process. The DIR software MIM Maestro
ver. 6.7.6 (MIM software Inc, Cleveland, USA) executed
both the RR and DIR procedures.

In the RR procedure, the planning CT images for the
HDR-BT were roughly aligned by shifting and rotation
according to bone structures by hand, then the automatic RR
was performed. The RR procedure was performed on the
pair of the CT images for IMRT and the OI, NI or NCI, and
after that the dose distributions of the HDR-BT plan were
moved according to the RR results and each of these dose
distribution was summed with the dose distribution of the
IMRT plan.

In the DIR procedure, once the RR was finished, then
DIR was performed. The pairs of images were the same as
the RR. Deformation vector field (DVF), which is one of the
DIR results indicates corresponding voxels between the
IMRT planning CT images and the OI, NI or NCI. Based on
the DVF, the delineate organs and the dose distributions of
the HDR-BT plan were deformed, and then accumulated to
obtain a total dose distribution.

2.4 Evaluation

The D98, D50, D2 and Dmean for the prostate, rectum and
bladder were calculated from the accumulated dose
distribution.

The Dice similarity coefficient (DSC) [3] of the bladder,
prostate and rectum was used to evaluate the RR and DIR
accuracy. The DSC results were tested by Tukey’s honestly
significant difference test. Statistical analysis was performed
with IBM SPSS Statistics Version 24 (IBM COMPANY,
Chicago, USA).

3 Result

3.1 Evaluation of Effect of Needles and Contrast
Medium for DIR Accuracy

The results of the DIR using the OI as the HDR-BT plan
image were denoted as DIR-OI, and the results of the DIR
using the NI and the NCI were denoted as DIR-NI and
DIR-NCI as well. The mean DSC values of bladder for the
RR, DIR-OI, DIR-NI and DIR-NCI were 0.63, 0.42, 0.41
and 0.73, respectively, these of prostate were 0.75, 0.51,
0.57 and 0.73, respectively, and these of rectum were 0.46,
0.48, 0.48, and 0.55, respectively (Fig. 2). Overall, for all
structures, the difference in DSC value were seen among
DIR-OI, DIR-NI and DIR-NCI. This results showed that
needle hardly affect DIR accuracy. The DSC of bladder in
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the DIR-NCI was better than that in DIR-NI, and the results
for the prostate and rectum were similar to those for bladder.

Comparing RR and DIR-NCI, the DSC of the bladder and
rectum in the DIR-NCI was better than these in the RR. In
contrast, for the prostate, the RR was slightly better than the
DIR-NCI.

For the prostate, there was significant difference between
RR and DIR-OI (p < 0.05). Also, it was between DIR-NCI
and DIR-OI (p < 0.05).

3.2 Evaluation of DVH Parameters

The D2 of rectum for the RR, DIR-OI, DIR-NI and DIR-NCI
were 54.1, 47.1, 48.1 and 49.3 Gy, respectively, and these of
bladder were 55.9, 58.6, 61.2, and 51.7 Gy, respectively
(Fig. 3). For the D2 of the rectum, the accumulated dose by the
RR produced higher D2 value than the DIR-based dose accu-
mulation (p < 0.05). For the D2 of the bladder, the DIR-NI has
the highest D2 values of 61.2 Gy and the DIR-NCI has the
lowest value of 51.7 Gy. There was significant difference in
bladder D2 between DIR-NI and DIR-NCI (p < 0.01).

4 Discussion

We evaluated the impact of needles and contrast medium in
the planning CT image for the HDR-BT for DIR accuracy as
the DIR was performed with the CT images of IMRT and
HDR-BT. From Fig. 2, the DSC values was greatly decreased
when the contrast medium existed in the planning CT image
for HDR-BT. There were two reasons for this; first, large
difference (>400 HU) occurred between the CT images for
IMRT and the CT images for HDR-BT because of the contrast
medium in bladder. Ikeda et al. reported that the DSC
decreased by approximately 0.1 when the difference in CT
value of the prostate between the reference image and the
source image was 40 HU [4]. The result in this study was
consistent with the results of that study. In addition, the
bladder volume in the resulting deformed images shrunk
because of the contrast medium in bladder. Tanner, C et al.
evaluated the volume and shape preservation of enhancing
lesions when applying non-rigid registration to a time series of
contrast enhancing MR breast images and reported that vol-
ume reduction of the contrast medium part in the image after
DIR occurred because of free form deformation of elements
constituting DIR algorithm [4]. In the study, MIM Maestro
employs a Demons based free form deformation algorithm.
Thus, the DIR accuracy decreased due to volume reduction.

Comparing RR and DIR-NCI, the DSC of the prostate
with the RR was slightly better than that with the DIR-NCI.
The reason would be that artifacts generated by the needles
could not be completely removed from the planning CT
image for the HDR-BT, thus, the artifact made the DIR
accuracy worse.

Regarding D2 of the rectum, the RR resulted in higher D2

value in the accumulated dose distribution than the DIR-OI,
DIR-NI andDIR-NCI. The reasonmight be that the rectumwas
deformed by the DIR and was moved to the low dose region.

Fig. 1 A process workflow for
creating the DIR-based dose
accumulation

Fig. 2 Dice similarity coefficients for the bladder, prostate and rectum
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Regarding D2 of the bladder, the D2 of the bladder for
RR, DIR-OI, DIR-NI and DIR-NCI were 55.9, 58.6, 61.2
and 51.7 Gy, respectively. The DIR-NI has the highest D2

values of 61.2 Gy and the DIR-NCI has the lowest value of
51.7 Gy. DSCs of the bladder for RR, DIR-OI, DIR-NI and
DIR-NCI were 0.63, 0.42, 0.41 and 0.73, respectively. The
DIR-NI has the highest DSC value of 0.73 and the DIR-NCI
has the lowest value of 0.41. The lower D2 of the bladder
was related to the DSC value. These results suggested that
DIR accuracy affected the accuracy of the accumulated dose.
Thus, we should pay attention to the DIR accuracy for dose
accumulation.

5 Conclusion

We investigated the effect of needles and contrast medium
for DIR accuracy. We found that contrast medium affected
DIR accuracy more than needles. The DIR accuracy affected
the accuracy of the accumulated dose. Thus, the DIR accu-
racy should be checked carefully for dose accumulation.
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Intensity Modulated Radiotherapy (IMRT)
Phantom Fabrication Using Fused
Deposition Modeling (FDM) 3D Printing
Technique

John Paul Bustillo, Roy Tumlos, and Randal Zandro Remoto

Abstract
Design and fabrication of patient-specific radiotherapy
phantom is now more accessible and cost-effective using
3D printing technology. This study fabricates a 3D
printed radiotherapy phantom for quality assurance of
Intensity Modulated Radiotherapy (IMRT). Using an
IMRT Thorax anthropomorphic phantom (CIRS) as a
substitute for an actual patient, a 3D printed radiotherapy
phantom was designed based on a patient computed
tomography (CT) scan during treatment planning. Before
printing the phantom, the tissue equivalence of Acryloni-
trile Butadiene Styrene (ABS) and Polylactic Acid
(PLA) polymers used in 3D printing was characterized
by quantifying its CT number and relative electron
density to water. In the 3D printed phantom fabricated, it
was shown that soft tissue and lungs can be simulated

using PLA 100% infill q130kVe;w ¼ 0:99
� �

and 20% infill

plastic q130kVe;w ¼ 0:20
� �

.

Keywords
IMRT � 3D printing � Radiotherapy phantom

1 Introduction

The success of a complex radiotherapy treatment lies in the
accuracy of the treatment delivery [1]. Radiotherapy
modalities such as Intensity Modulated Radiotherapy
(IMRT) are validated before the actual treatment.
A pre-treatment verification in phantom is done to check the
treatment delivery accuracy. In-phantom dosimetry is an
indirect method of measuring the radiation dose that will be
delivered to the patient during the actual radiotherapy. It
uses a patient simulator (phantom) with good tissue equiv-
alence that can act as the patient [2]. This is part of the
clinical quality assurance to validate the dose given to the
target tumor and to the organs at risk near it [3, 4].

Due to the complex nature of IMRT delivery, a precise
pre-treatment phantom dose measurement should be done
[5]. However, anthropomorphic phantoms are expensive and
usually not readily available in the facility. Thus, water
equivalent slabs, which are not accurate to patient’s anat-
omy, are used as substitutes to anthropomorphic phantoms.
In addition, standard homogeneous phantom does not sim-
ulate accurately the actual heterogeneity in patient anatomy
[6].

This study fabricates a 3D printed patient-specific phan-
tom as a tool in radiotherapy quality assurance. The 3D
printing material characteristics important in radiation
interaction and dosimetry were assessed to check the
coherence of the phantom material with the tissue being
simulated. The criticality of correct phantom geometry and
the accuracy of tissue equivalence of the materials are sig-
nificant to represent the actual radiotherapy patient well.
This will help professionals in radiation oncology depart-
ment in checking the accuracy of their dose delivery with the
planned treatment. Moreover, this can give us a
cost-effective alternative to assess the planned treatment
other than using standard commercial phantoms.

The Fused Deposition Modeling (FDM) 3D printing
technique was utilized in simulating soft tissue and lung
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while bone was not simulated in this study. All the current
limitations of FDM 3D printing technology (long printing
time, presence of shells and holes, thermal warping) were
considered during the experiment.

2 Materials and Methods

2.1 Characterization of 3D Printing Polymers

Two 3D printing polymers were characterized prior to the
fabrication of the 3D printed phantom. Acrylonitrile Buta-
diene Styrene (ABS) and Polylactic acid (PLA) are the two
commonly used materials in 3D printing. ABS plastic have
been investigated by various studies [7–9] as a material for
3D printed phantom. On the other hand, PLA plastic has
been investigated as a building material of bolus in con-
forming radiation beams [10]. The infill percentages (ratio of
thermoplastic volume to air volume) are varied during fab-
rication. This study uses 20, 40, 60, 80, and 100% infill
percentages. Thus, this parameter changes the physical
density of the printed object.

ABS and PLA blocks of 5 � 5 � 5 cm3 was designed
using Autodesk 123D (Autodesk, Inc., California, USA).
Once the 3D design is done, it was exported into a Stere-
olithography (STL) file format. This STL file was then
transferred to slicer software. The said file was then con-
verted into a G-code that the 3D printer directly understands.

After the actual printing of the blocks, it was scanned in
CT using the standard protocol of the hospital for IMRT
radiotherapy simulation. The cubes were scanned in three
different orientations relative to its printing position. This
was done to check for possible orientation dependence
especially for printed objects with infill percentages less than
100%.

The following physical properties of the samples were
identified in the CT scan images: CT number (HU), physical
density (q), and relative electron density (qe,w) relative to
water. These material properties were identified by creating a
30 � 30 cm2 region of interest (ROI) inside the set of
images of sample blocks. In addition, CT number profiles
were acquired at the middle of each samples for all the
orientations scanned to check the uniformity of printing.

Using the image analysis software ImageJ (National
Institute of Health, Bethesda, Maryland, USA), the CT
number in Hounsfield units (minimum, maximum, mean and
standard deviation) was acquired in the created ROI on each
axial image of the sample. By checking the CT number at
different slices, the uniformity of the printed object can be
assessed. Also, the relationship of the average CT number
and infill percentage of the block was obtained [11].

2.2 Fabrication of 3D Printed Phantom

This study used an anthropomorphic phantom with various
tissue equivalent inserts (CIRS IMRT Thorax Phantom) as
the ‘patient’. This methodology, shown in Fig. 1, is adopted
from a previous study [8]. It was done because it is not
possible to directly measure the dose in vivo for a real
patient. Moreover, it avoids ethical issues due to the privacy
of patient data.

The CT scan images acquired during the treatment
planning were imported into 3D Slicer software (www.sli-
cer.org). Using the ‘volume rendering’ module of the soft-
ware, a volumetric model was created as shown in Fig. 2.
The ROI for the images was adjusted to remove the phantom
holder from the 3D design generated using the ‘crop vol-
ume’ module of the program.

Moreover, the ‘model maker’ module of the program was
utilized to create a stereolithography (STL) file. A marching
cube algorithm was used in forming a polygonal mesh (in-
cludes vertices, edges, and faces) from a three dimensional
array of medical data such as the voxels of CT. Then, the
smoothing and decimation were also defined during the
process.

The model was modified further using available 3D
graphics software (Autodesk Netfabb) to separate the model
into sub-sections. In addition, the holder of the detectors was
designed by creating a plain cylinder and a 3D model of the
two ionization chambers (FC65-G and CC01). The plain
cylinder and the chamber STL files were then subtracted to
each other using Boolean Operation algorithm of Autodesk
Netfabb.

3 Results and Discussion

3.1 CT Number Tissue Equivalence
Characterization

Proper calibration of the CT number using a material with
known relative electron density values is essential in treat-
ment planning system commissioning. Accurate mapping of
electron density distribution increases the accuracy for dose

Fig. 1 Flowchart in creating a STL file (3D CAD Model)
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calculation. In addition, it enables determination of electron
density in vivo.

In this study, the Siemens Somatom Emotion 16-slice
CT is used in scanning the 3D printed cubes and phantom
for characterization. Its CT number is calibrated for
130 kV using the electron density reference plugs (lung,
bone, muscle adipose) of CIRS IMRT Thorax phantom.
The CT calibration curve of the relative electron density is
shown in Fig. 3. The calibration was done by creating a
circular ROI with 1 cm diameter to record the HU mea-
sured with the known value of relative electron density
and mass density.

3.2 Electron and Mass Density of 3D Phantom
Material

The 3D printed cubes with varying infill percentages were
scanned first in a 16-slice CT Somatom Emotion using
RT_Thorax CT protocol (exposure of 90mAs, peak voltage
130 kV, 1 mm slice thickness and convolution kernel type
“B41 s”). These factors are being used for radiotherapy
patients of NKTI.

CT images were imported into ImageJ image analysis
software (National Institute of Health, Bethesda, Maryland,
USA). Using this program, the dimension, profile and the
CT number statistics of the images can be acquired.
A 30 � 30 mm2 region of interest (ROI) was made at the
middle portion of every slice to acquire CT number readings.
The pixels at the boundary of the cube were avoided due to
possible partial volume averaging CT artifact that can affect
the average CT number [12].

There are 45 square ROIs acquired from each sample
cubes. To ensure that the acquired means are representative
to the sample, the recorded mean CT number per slice was
averaged over the volume of the material. The summary of
the data gathered is shown in Table 1.

The mean CT number measured for the solid ABS plastic
(100% infill) gives an HU value of −99.96 HU. This value is
approximately the same with the values acquired by Bibb
et al. which are −110.38 and −98.31 HU for two ABS
plastic samples. ABS material has already been used in
fabricating a tissue equivalent IMRT phantom [7, 8]. The
effect of high standard deviation (SD) was investigated

Fig. 2 Volume rendering of the
CT images using 3D Slicer:
a Axial View. b Reconstructed
3D model. c Sagittal View.
d Coronal View
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Fig. 3 Graph of relative electron density for Siemens Somatom
Emotion CT (130 kV)
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further by doing a t-test using the scanned cubes in different
orientations. It was identified that the there is no significant
difference (p > 0.05) between the mean CT number for
different scanning orientation. The presence of high SD is
expected given that the printed objects have pores.

The equivalent relative electron densities of the mean CT
number per sample were interpolated using the lookup table
of the CT machine used (CIRS). In doing so, the tissue
equivalence of the 3D printed cubes was then identified.
Figure 4 shows the experimental relative electron density in
reference to water for each infill percentages. In addition,
PLA 100% polymer q130kVe;w ¼ 0:988 is more water equiva-
lent in terms of relative electron density than ABS 100%
polymer q130kVe;w ¼ 0:915.

Moreover, the graph of relative electron density of the
cubes against the infill percentages is observed to have a
linear correlation. A Pearson product-moment correlation

coefficient was calculated to assess the relationship of rela-
tive electron density with the infill percentages of the sam-
ples. There is a positive linear correlation between the infill
percentages and qe;w for ABS 130 kV (r = 0.996,
p = 0.000), and PLA 130 kV (r = 0.994, p = 0.001). This
linear relationship is consistent with the result of a previous
study for high impact polystyrene 3D printing polymer that
used the same methodology for characterization [11]. The
tissue equivalence of each cube is further shown in Table 2.

All the samples investigated have a relative electron
density less than 1 (ideal water). It shows that tissues with
higher electron density relative to water such as bone, liver
and brain cannot be simulated using ABS and PLA material.
In this study, lung and solid water equivalent materials were
used in fabricating a radiotherapy phantom due to this lim-
itation. Thus, denser 3D printing materials such as
cyano-acrylate and polyphenylsulfone should be considered
in future studies [12].

3.3 3D Printed Phantom Fabrication

3.3.1 Construction of 3D Surface Model
of Phantom

The soft tissue and the lung part of the CIRS phantom were
segmented using the editor module of the program. The
spine part of the phantom was not simulated because denser
3D printing filament is not readily available. The threshold
technique was utilized during contouring by defining a range
of CT number values.

After segmentation, a marching cubes algorithm was run
for the two segmented parts (soft tissue and lungs) of the CT
images to create a triangulated 3D mesh. A smoothing
iteration of 30 using Laplacian filter and 0.25 decimation

Table 1 Mean CT number and SD for each cube scanned using
130 kV

Sample 130 kV

Mean SD

ABS 100% −99.96 3.20

ABS 80% −287.58 8.79

ABS 60% −402.68 23.09

ABS 40% −641.27 1.44

ABS 20% −804.98 2.59

PLA 100% −18.88 12.55

PLA 80% −236.06 6.01

PLA 60% −346.11 8.39

PLA 40% −615.75 6.19

PLA 20% −798.03 2.43
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Fig. 4 The mean relative electron density for both ABS and PLA
cubes

Table 2 Mean relative electron density and mass density (g/cm3) of
samples

Sample 130 kV Tissue

qe,w q Equivalence

ABS 100% 0.915 0.926 Adipose

ABS 80% 0.724 0.733

ABS 60% 0.606 0.614

ABS 40% 0.363 0.368 Lung

ABS 20% 0.196 0.197 Lung

PLA 100% 0.988 0.99 Solid water

PLA 80% 0.777 0.786

PLA 60% 0.664 0.672

PLA 40% 0.389 0.394 Lung

PLA 20% 0.203 0.205 Lung

512 J. P. Bustillo et al.



factor (reduction in polygons) were applied to the stere-
olithography file generated to remove the CT slicing effect
[13]. In addition, a joint smoothing algorithm was applied to
make sure that all the models would fit together. The STL
file was modified further as shown in Fig. 5c using the
AutoDesk Netfabb to divide the CAD model into several
segments to conform to the maximum printing capacity of
the 3D printer. The inserts that will fill the holes of the
phantom were created using AutoDesk 123D software by
designing a cylinder with 160 mm length and 25 mm
diameter.

3.3.2 Printing of Phantom
As seen in the tissue equivalence characterization done to
two 3D printing polymer materials, PLA has a CT number
and relative electron density near to soft tissue (for 100%
infill) and to lung (for 20% infill). In addition, PLA is known
to be biocompatible because it is derived from corn starch
and it is more capable to be printed into large object without
thermal warping unlike ABS material [8]. The 3D printed
phantom used in this study was made entirely from PLA
polymer due to its more accurate CT number for soft tissue
and lung. In addition, PLA does not easily warp (shrinking
upon cooling) which guarantees the geometrical accuracy
during fabrication. The printing was done using the 3D
printers of 3D2gO Philippines Inc.

A printing temperature of 215 °C was applied on the PLA
extruder and a heated bed of 36 °C. After printing the
phantom into segments, it was assembled by making sure
that the gap between segments is minimized. Sanding was
also done to smoothen the surface and to remove excess
plastic. Figure 6 shows the finished product of the printing.

The 3D printed phantom was then scanned in the
Somatom Emotion 16-slice CT to investigate the contour of
the phantom and to compare it with the CIRS phantom.
Figure 7 shows the CT slice in different views together with
the reconstructed volume using 3DSlicer program. It can be
seen that the contrast between the lung and soft tissue is
evident in the scan. The division created in the lung part and
insert of the phantom can be seen clearly in the coronal view.
This division is one limitation of the 3D printing method
used in printing large objects.

Although the thickness of the printed phantom is limited
to 21.8 cm, the dosimeter inserts were adjusted to make sure
that the sensitive volume is located at the middle portion of
the phantom. This is done to make sure that there is enough
scatter during measurement. Moreover, the external geom-
etry of the 3D printed phantom and the CIRS IMRT thorax
phantom (patient) was assessed using the Dice Similarity
Coefficient (DSC) defined at (−900 to 1000 HU). Using the
3DSlicer algorithm, the DSC was identified to be 0.805
(where 1 refers to a perfect geometry match). This is a good

Fig. 5 a STL file generated in 3DSlicer program b Polygonal Mesh of Lung STL file (0.5 decimation applied) c Pattern used in cutting the
phantom

Fig. 6 3D printed phantom
together with the FC65-G and
CC01 chamber inserts
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geometry match given that the whole thickness of the CIRS
phantom was not fabricated and air gap is present at the
middle portion.

Two 3D printers were utilized during the process and it
shows that the CT number is also dependent on the printer
used during fabrication. Thus, it is recommended that future
researchers use only a single printer in printing radiotherapy
phantom parts to avoid this variation in CT number. On the
other hand, the junction of each segments is not visible in the
CT line profile.

4 Conclusion and Recommendation

In the 3D printed phantom fabricated, soft tissue and lungs
were simulated using PLA plastic. It was shown that PLA
100% and PLA 20% have almost the same relative electron
densities for soft tissue and lung, respectively. Moreover,
this material could be printed into large segments without
too much thermal warping. It was observed that the geom-
etry of the 3D printed phantom is in good match with the
commercial CIRS IMRT phantom. Thus, it is feasible to
design and create a patient specific phantom using open
source software and a desktop 3D printer.
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CT Spectrometry with a Portable Compton
Spectrometer with Stationary and Moving
Tube

Ricardo Terini , Vincent Morice, Denise Nerssissian,
and Elisabeth Yoshimura

Abstract
The knowledge of energy spectra of CT X-ray beams is
essential to completely characterize beam quality and
equipment performance. However, CT photon fluxes are
too high to be directly measured with most of photon
counting detectors. This work describes a Compton
spectrometer designed at LRDMP, based on a CdTe
detector with proper Al–Pb-Al collimators and shields, to
obtain spectra of CT beams, from the measured spectra of
90o-scattered beams. A MatLab® computer program,
including the Waller-Hartree formalism, was developed,
to correct measured data, and then reconstruct the
spectrum of the beam incident on the scatterer. Tests at
LRDMP with direct and scattered standard CT beams
showed, after data processing and normalization, similar-
ity between correspondent spectra of reconstructed and
directly measured beams. Shielding and scatterer thick-
ness influence were carefully investigated. The system
was tested in clinical measurements in a GE690 CT
scanner, using CT lasers and scout radiographies for
alignment. HVL values obtained from the reconstructed
spectra, with the stationary tube, agree within 3% with
those measured in QC tests. We also double-checked,
with good accuracy, the actual scattering angle and the
kVp values, through the energy shift of K lines and
spectra end point, respectively. Although several expo-
sures might be necessary to acquire each spectrum with
good statistics, the total acquisition time was no longer
than two minutes for each one. Furthermore,

measurements with rotating tube were made, showing
that accumulated spectra shape are like those obtained
with the stationary tube.

Keywords
Compton spectrometry � Computed tomography
CdTe detector

1 Introduction

In the 1970s, the development of computed tomography
(CT) revolutionized diagnostic radiology. Afterwards, con-
tinuous technological developments introduced helical and
multislice scanning, improving the speed and quality of the
obtained images.

Despite the benefits, however, there is a growing concern
about the radiation absorbed doses to patients and the risks
associated with CT examinations [1].

The typical organ doses from a common radiography
projection range from 1–20 mGy to the highest irradiated
organ. CT procedures, however, result in organ doses in the
range of 10–100 mGy! In order to optimize the balance of
image quality and patient dose, the knowledge of the beam
spectra is of great value. The complete characterization of
the X-ray beam before and after its penetration through the
patient’s body might promote a more accurate assessment of
the absorbed dose due to each kind of diagnostic procedure.
Also, the spectrum knowledge makes it possible to obtain
parameters that characterize beam quality and equipment
performance.

Usually, X-ray beams are well characterized when the
electron acceleration voltage (kVp), 1st and 2nd half-value
layers (HVL), or even the homogeneity coefficient (1stHVL/
2ndHVL) are known [2]. However, the most complete
specification of X-ray beam characteristics is given by the
spectral distribution. This measurement is not always feasi-
ble in clinical practice and even in certain laboratories due to
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the lack of proper equipment or staff knowledge and practice
and due to the long measurement time.

X-ray beam spectra can be obtained from measurements
made directly of the incident beams or indirectly of the
scattered beams. As the primary beam of a clinical CT
scanner is very intense, its direct measurement can damage
the spectrometer or produce a distorted spectrum due to high
dead time and pulse pile-up.

Several researchers [3, 4], have measured the spectrum of
X-ray beams of clinical equipment by means of Compton
spectrometry using Ge detectors and Lucite® or carbon
scatterers. Although their good energy resolution, these
detectors need nitrogen cooling and pinhole collimation, so
being more feasible in laboratory. More recently, Maeda
et al. [5] have used a compact Schottky CdTe detector for
this kind of measurement in the range 70–100 kVp.

Vieira et al. [6] described the principles of a portable
Compton spectrometer using a small CdTe detector and a
PMMA (polymethyl methacrylate) rod scatterer, describing
its preliminary applications in lab to mammography and
radiology beams. Duisterwinkel et al. [7] have built a pro-
totype of a portable Compton spectrometer, and have pre-
sented results of clinical CT X-ray spectra.

This work describes a portable Compton spectrometer
with a 3 � 3 � 1 mm3 CdTe detector and its application to
characterize different X-ray beams. At LRDMP, a set of
RQT standard beams [2] had their spectra assessed with
measurements of direct and scattered beams (90º). Clini-
cal CT scanner beams were also measured after 90o scat-
tering. Improvements in previous projects [6, 7] introduced
the possibility of double-checking the actual scattering angle
from the measured spectrum, as well as to reconstruct pri-
mary beam spectra from the measured ones utilizing the
Waller-Hartree approximation [8]. Influence of shielding,
scatterer thickness and positioning, both in lab and in the CT
gantry, were investigated aiming to reduce spurious counts
and to improve accuracy in incident spectra reconstruction.

2 Materials and Methods

2.1 Compton Spectrometer Design
and Calibration

The Compton spectrometer was developed using an Amptek
XR-100T-CdTe detector as the central element. The entire
assembly was built on a 62 � 41 cm2 aluminum base pro-
vided with holes to fix the other parts. Four conical colli-
mators (5 mm diameter central hole in 10 � 10 cm2 Pb
(4 mm thick) covered with Al (2 mm thick) plates) are part
of the device, two on the main beam before the scatterer, and
two for the 90o scattered beam that will reach the detector.
The Pb thickness is sufficient to attenuate diagnostic X-rays

and the Al coating absorbs Pb characteristic X-rays. Colli-
mators are attached to rails fixed in the base, so that their
positions may be varied. The scatterer is a PMMA
(C5H8O2)n cylinder with 10, 8, 6 or 4 mm diameter, attached
to an Al socket (Fig. 1).

A set of extra plates and a lid, all made with the same Al–
Pb-Al material structure complete the detector shielding. In
almost all measurements, a tungsten (W) collimator with a
2 mm diameter hole (2 mm thick) was attached few mm
near the detector window in a hollow stainless-steel cylinder
adapted to the detector.

The detector was energy calibrated just before or after the
X-ray beam measurements, using the same amplifier gain, by
measuring X- and c-ray spectra from calibration radioactive
sources (Am-241, Ba-133 and Eu-152). Gaussian curves
were then fitted by the least squares method to the main
peaks of such spectra, to get the data to construct the Energy
versus Centroid curve for the chosen amplification.

2.2 Determination of Scattering Angle
and Reconstruction of Primary Spectra

In each measurement session, both in lab and in clinic, the
device was mounted and the scatterer properly aligned with
the tube window. The required voltage and filter were set in
the emission system, and tube current was selected to a value
low enough to avoid pulse pile-up and excess dead time on
the detector.

Each measured spectrum was corrected for detector effi-
ciency, photoelectron escape, and absorption in materials
between source and detector [9]. Then, the effective scat-
tering angle h, close to 90°, was double checked by deter-
mining the position of the W characteristic lines in the
scattered spectra. A weighted Gaussian least square fitting to

Fig. 1 Compton spectrometer positioned for Philips X-ray tube beam
measurements. The incident beam (blue arrow) is collimated, scattered
at 90o by the PMMA rod, and collimated again, and then reaches the
detector (within the shielded box) (Color figure online)
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the Ka1 and Ka2 characteristic lines of the scattered X-ray
spectrum was made. The average energy shift (E–E’) due to
the Compton effect can be used to evaluate the angle h
Eq. (1) with better accuracy than visual evaluation based on
the experimental set-up.

) h ¼ cos�1 1� 511 E�E0
EE0

� �� � ð1Þ

where a = E/mc2 = E(keV)/511.
As most of the detected photons are product of incoherent

(Compton) scattering of beam hitting the PMMA rod, the
entire spectrum is distorted compared to the primary.

The reconstruction of the actual spectrum incident on the
scatterer from the measured one was made considering the
energy of the scattered photons, E’, according to the
Compton displacement law Eq. (1), so depending on E and
h. In addition, it was assumed that the scattered beam
intensity follows Klein-Nishina differential cross section,
corrected for the PMMA incoherent scattering function. This
formalism is known as the Waller-Hartree approximation,
which adopts the Independent Atomic Model, in which
electrons are not free but bound to atoms [8, 10].

We implemented, in MatLab® computing environment,
all the calculation process from the acquired spectra (of the
X-ray beam and calibration sources) to the final recon-
structed spectrum. The program, built in our lab, includes
subroutines to perform all the tasks described before: the
energy calibration of the detector, the correction of the
measured X-ray spectrum, the assessment of the effective
scattering angle, and the reconstruction of the primary
spectrum from the measured one. After the calculations, the
program provides the primary beam spectrum in terms of
fluence rate and air kerma rate. Some other calculations,
such as the determination of beam half-value layer, were
implemented in the same routine.

2.3 Compton Spectrometry of Standard X-Ray
Beams

In LDRFM, the Compton spectrometer was used to measure
the spectrum of standard RQT beams for CT [2], charac-
terized on an industrial constant potential Philips equipment.
Alignment was achieved with lasers and an optical bench.

Measurements were made, for comparison, with beams
90o scattered by the PMMA rod (Fig. 1), as well as with
direct RQT beams (without scatterer), 1 and 5 m away from
tube focal spot, respectively. Tests were also conducted to
verify the influence of scatterer diameter and the effective-
ness of shields.

2.4 Compton Spectrometry of Clinical CT X-Ray
Beams

The Compton spectrometer here described was used at a
hospital, measuring radiation beams from a GE Discovery
690 CT scanner, after its scattering by the PMMA cylinder.
In this case, the scanner tube was stopped at one side of the
gantry. Adjustable feet allowed levelling of the device on the
exam table. Lasers and radiographs were used to align the
system (Fig. 2). Better results were obtained by improving
the shielding under the detector to protect it from the radi-
ation scattered in the gantry and from the direct radiation.

CT beam spectra were obtained setting current values of
10 and 50 mA so that the dead time was <10%. Between 35
and 50 consecutive 2 s exposures were needed in order to
accumulate enough counts for each spectrum. Using beam
width of 8 mm, X-ray beam spectra of 80, 100, 120 and
140 kV, have been acquired with the spectrometer, with or
without a bow-tie filter.

After the measurement of each spectrum, a 2 mm thick W
absorber was inserted, replacing the W collimator, and the
measurement was repeated. These gross spectra, before
corrections, were subtracted from those measured with col-
limator. This way it was possible to reduce the contribution
of spurious counts due to transmission through the tungsten
shielding (transmission penumbra) or to backscattering by
surrounding materials.

3 Results and Discussion

3.1 Spectra of Standard X-Ray Beams in Lab

The variation of the diameter of the scattering PMMA rod
did not influence, in general, the relative shape and the
energy resolution of the scattered beam spectrum. On the

Fig. 2 Compton spectrometer positioned on the exam table for
measurements on the GE PET-CT 690, showing the alignment of the
scatterer by means of the system positioning Laser

CT Spectrometry with a Portable Compton Spectrometer … 521



other hand, as expected, it was observed that the measured
intensity increases with the rod diameter.

Figure 3 shows that, after processing and normalizing
adequately the measured data, the reconstructed beam
spectra are very similar to the directly measured ones. This
occurs except on the characteristic peak region. It is
noticeable that in the reconstructed spectra the peaks are
wider than in directly measured ones. A 20% enlargement
was observed at the Ka1 peak −1.0 keV FWHM for the
reconstructed and 0.8 keV for the direct one. This energy
broadening is caused by factors like: the energy resolution of
the detector (0.7 keV for the 59.54 keV c-ray peak of
Am-241 spectrum), the finite size of tube focal spot, as well
as the irradiation geometry (the scatterer irradiated region is
also finite) (*0.3 keV), and the Doppler shift, due to the
distribution of electron velocities in scatterer atoms (“Dop-
pler broadening”), which is one of the main contributions to
the Compton profile of the measured lines [6].

Evaluated values of 1st HVL were: 8.5 mmAl (recon-
structed beam, from the scattered at 1 m from the focal spot)
and 9.6 mmAl (direct beam, 5 m from the focus).

3.2 X-Ray Compton Spectrometry at a Clinical
CT Scanner

Figure 4 compares two 140 kV spectra of CT beams filtered
or not by a small inner bow-tie filter, in the z-axis, at the center
of the gantry, after correction and reconstruction using the
described routine. Differences between both spectra are small,
but significant. In the upper inset, it is also possible to observe
the end part of the reconstructed spectra, which can be used to
verify the actual tube voltage in each measurement [11].

Comparisons between HVL values obtained from stan-
dard QC tests and from Compton spectral measurements of
the whole set of beams have shown differences <3%, all
covered by the uncertainty interval.

Furthermore, measurements with rotating tube were made
with a horizontal centered 5 mm in diameter scatterer fixed
at the boundary of the Al base, showing that accumulated
spectra shape are similar to those obtained with the sta-
tionary tube.

4 Conclusions

A portable Compton spectrometer, with a PMMA scatterer
and a CdTe detector to receive 90o-scattered photons, was
constructed at LRDMP and applied to measure laboratory
and clinical X-ray beams. Tests confirmed the effectiveness
of its shielding, in both setups.

Although several exposures might be necessary to acquire
each clinical spectrum with good statistics, the total acqui-
sition time was no longer than two minutes for each one. The
alignment using radiography and the evaluation of the actual
scattering angle by the measured spectrum increase accuracy
and decrease setup time. Thus, Compton spectrometer could
be applied to periodic checks of CT scanners, together with
other common QC tests.
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Fig. 3 Comparison between X-ray spectra of RQT 9 (120 kV) beams,
directly measured (0.13 mA, 5 m focus-detector distance) and from 90°
scattered beam (14 mA, 1 m focus-scatterer distance and reconstructed
as described before), all measured with the CdTe spectrometer. Both
spectra appear normalized to the same area

Fig. 4 Reconstructed 140 kV spectra (10 mA, 50 rotations), measured
with the Compton spectrometer in the GE CT scanner, without (blue) or
with (black) a small bow tie filter. In the inset, the end part of the
reconstructed spectra (Color figure online)
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Evaluation of Effective Energy Distribution
of 320-Multidetector CT Using GAFCHROMIC
EBT3
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Tadao Kuwano, Nobuyoshi Tanki, Hidetoshi Yatake, Yasuyuki Kawaji,
Takashi Amano, Shinichi Arao, Atsushi Ono, and Akihiko Tabuchi

Abstract
Knowledge of the effective energy of 320-multidetector
computed tomography (CT) is important for quality
assurance and quality control. Evaluation in two dimen-
sions is necessary because the effective energy varies
depending on the shape of the wedge filter located in the
CT device. The purpose of this study was to measure the
two-dimensional effective energy distribution of the CT
using GAFCHROMIC EBT3 (EBT3), which has a weak
energy dependence. The exposure parameters of the
320-multidetector CT were 120 kV, 500 mA, and 5.0 s,
and the X-ray tube was stopped at the 0 o’clock position.
To avoid scattered radiation, the distance between the
EBT3 and other scatterers was set to 200 mm or more.
The Al filter thickness was increased from 2 to 20 mm.
The irradiated area was divided into 54 compartments,
and the density attenuation ratio was measured. The
half-value layers (HVLs) were determined using the
density attenuation ratios. The effective energies were
obtained from the HVLs, and the two-dimensional
effective energy distribution was evaluated. Because the
thickness of the wedge filter in the longitudinal direction
(parallel to the bed) remained unchanged, the variation in
the effective energy was negligible in this direction. On
the other hand, in the lateral direction (perpendicular to

the bed), because the wedge filter gradually thickened
from the center to the side, the effective energy from the
center to the side increased. The two-dimensional effec-
tive energy distribution of the CT could thus be measured
using EBT3.

Keywords
Computed tomography � Effective energy
GAFCHROMIC film

1 Introduction

The effective energy of an X-ray beam is one of the standard
quality assurance (QA) and quality control (QC) tests for
various radiological systems. In the radiation-quality man-
agement of complex X-ray generators such as X-ray com-
puted tomography (CT), the effective energy is important. In
general, the half-value layer (HVL), which is used to cal-
culate the effective energy, is measured by means of an
ionization-chamber (IC) dosimeter. However, there are two
major problems. The first problem is the distribution of the
effective energy by a wide X-ray beam. The effective energy
of the CT varies depending on the shape of the wedge filter
located in the CT device. It is necessary to measure at each
position, because the area of the actually used X-ray beam is
wide. Therefore, a method using an IC dosimeter for mea-
suring the X-ray beam center only cannot be applied. The
second problem is the influence of the scattered radiation
caused by the geometric layout of the X-ray CT device,
because the X-ray tube, bed, and detector are closer to the
dosimeter as compared to an X-ray apparatus in general. In
the HVL measurement using the IC, the sensitivity to the
scattered radiation is high and measurement error is con-
sidered to have occurred. To solve these problems, attention
has been focused on the characteristics of the radiochromic
film.
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Radiochromic films are easily used to measure absorbed
doses, because they do not require development processing
and exhibit a density change that depends on the absorbed
dose [1, 2]. The main characteristics of radiochromic film
that distinguish it from an IC dosimeter are that it can be
used to measure two-dimensional dose distributions and can
serve as a general X-ray film. As a result, it is used in dose
measurement and effective energy measurement techniques
[3–5]. In this study, GAFCHROMIC EBT3 (EBT3: Inter-
national Specialty Products, Wayne, NJ, USA) dosimetry
film was used as the radiochromic film because it exhibits
only slight energy dependency errors in comparison with
other radiochromic films. In a previous experiments, the
density-absorbed dose calibration curve was linearly corre-
lated in the low dose range (100 mGy or less), and the
energy dependence error of 30 to 60 keV was about 0.2%
[6]. In addition, it has been proven that the influence of
scattered radiation on EBT3 is small at 50 mm or beyond
[7]. The purpose of this study was to measure the
two-dimensional effective energy distribution of the
320-multidetector CT using the EBT3 with a weak energy
dependence.

2 Materials and Methods

2.1 GAFCHROMIC EBT3

EBT3 is yellow and rectangular, measuring 205 mm � 255
mm, with a specified thickness of 280 µm. Although the scan
mode for image acquisition is typically the transmission
mode, several studies suggested that reflection mode
improved the measurement precision for the low absorbed
dose range [8]. Therefore, this study was performed using
reflection mode. When the active component is exposed to
radiation, it changes color to dark blue. EBT3 is suitable for
absorbed dose measurement in the diagnostic range, because
it is recommended for dosimetry in a wide dose range (0.01–
40 Gy) [1]. The disadvantage is that there are non-uniformity
errors of ± 3% reported on the EBT3 data sheet [1]. The
EBT3 was kept at room temperature (20–25 °C) in a
shaded bag.

2.2 HVL Measurement of the 320-Multidetector
CT

Exposure methods. In this study, a 320-multidetector CT
(Aquilion one, Toshiba Medical Co., Ltd., Tochigi) was
used. The exposure parameters were 120 kV, 500 mA, and
5.0 s, and the X-ray tube was stopped at the 0 o’clock
position. The geometric arrangement of the experimental
setup of the exposure method for measuring the CT HVL is

shown in Fig. 1. The aluminum filter was set up near the
X-ray tube, and the EBT3 was set up 50 mm above the
isocenter of the CT. To avoid scattered radiation, the dis-
tance from the aluminum filter to the EBT3 was set at
200 mm. To avoid back-scattered radiation from the bed, the
distance between the bed and the EBT3 was set at 200 mm.
To avoid back-scattered radiation from the bed, the distance
between the bed and the EBT3 was set at 200 mm. The
aluminum filter has a square shape form with dimensions of
200 mm � 200 mm, and its thickness increases from 2 to
20 mm (the specific thicknesses are 2, 4, 6, 8, 10, 15 and
20 mm).

Scanning and Analysis of the EBT3 Film. EBT3 was
scanned using an A3 flat-bed scanner in RGB (48-bit) mode,
100 dpi, with the protection of a film of liquid crystal for
removal of the Moire artifact. The EBT3 was scanned in
reflection mode. To scan the EBT3 film using this setting,
regular white paper with a uniform density was attached to
the back of the EBT3 film. In addition, the EBT3 film was
scanned both before and after exposure to eliminate the
non-uniformity error of the film layer. The EBT3 film was
scanned 24 h after exposure. The EBT3 was kept at room
temperature (20−25 °C) in a shaded bag.

The image data from the EBT3 film was divided into R,
G, and B modes (16 bits each), and the R mode was used for
high-density contrast. It was converted to greyscale and
analyzed using ImageJ version 1.48v image analysis soft-
ware (National Institutes of Health, Maryland, USA). To
measure the increase in the density of the EBT3 film, the
image data before exposure were subtracted from the
after-exposure data in terms of pixel units in two
dimensions.

The region of interest (ROI) was set on the irradiated area
of the EBT3 at each thickness of the aluminum filter and was
sized at 600 pixels (152.4 mm) � 900 pixels (228.6 mm).
Then, the ROI was divided into 54 compartments (6 � 9),
and an average density pixel value was calculated in each
compartment. The attenuation curves for HVL measurement

Fig. 1 Geometric arrangement of the exposure method for measuring
the CT HVL
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were obtained using the density pixel values of each com-
partment. The HVLs were then calculated using the attenu-
ation curves of each compartment. In addition, the effective
energies were obtained from the HVLs, and the
two-dimensional effective energy distribution was evaluated.
The conversion from the HVL to the effective energy was
calculated using the data of Seltzer and Hubbell at the
National Institute of Standards and Technology [9].

HVL Measurement Using the Multi-Semiconductor
Detector. HVL measurement using the multi semiconductor
detector (NOMEX, PTW, Freiburg) was performed in order
to compare it with the effective energy distribution using the
EBT3. The HVL of only the center of the X-ray beam of the
320-multidetector CT was measured three times, and then
averaged. The exposure parameters were 120 kV, 50 mA,
1.0 s. The choice of the arrangement of the exposure appa-
ratus was the same as for the EBT3. The results for the HVL
of only the center of the X-ray beam on the EBT3 were
compared with the HVL using a multi-semiconductor
detector, in order to evaluate the applicability of EBT3.

3 Results

3.1 Distribution of the Effective Energy

Figure 2 shows the distribution of the effective energy using
the EBT3. Because the thickness of the wedge filter in the
longitudinal direction (parallel to the bed) remained
unchanged, the variation in the effective energy was negli-
gible in this direction. On the other hand, in the lateral
direction (perpendicular to the bed), because the wedge filter
gradually thickened from the center to the side, the mean of
the effective energy distribution from the center to the side
(nine compartments along the lateral direction) were 53.0,
53.6, 54.3, 56.8, 61.9, 63.2, 75.1, 99.6, and 220.3 keV.

3.2 Comparison of the EBT3
and Multi-semiconductor Detector

Table 1 shows each value measured with the
multi-semiconductor detector. The HVL of the
320-multidetector CT using the multi-semiconductor detec-
tor was 7.25 mm. Effective energies of the EBT3 and
multi-semiconductor detector were 53.0 keV and 51.0 keV,
respectively. There was an error of approximately 3.9%.

4 Discussion

In this study, the effective energy distribution of CT was
measured using three main characteristics of the EBT3. First,
the effective energies were evaluated in all areas of the CT
X-ray beam, because the EBT3 can measure the dose dis-
tribution in two dimensions. Second, the HVL measurement
using EBT3 is valid in the energy range of the CT because
the energy-dependent error of the EBT3 is less than 1% from
30 to 60 keV. Third, the problems of the geometric layout of
the X-ray CT apparatus can be eliminated, because the
influence of scattered radiation on EBT3 is small at 50 mm
or beyond. As a result, the effective energy, similar to that of
a multi-semiconductor detector, was obtained at the center of
the X-ray beam. However, it was observed that the error
increased at the side of 190.5 mm or more from the center.
As a reason, it is considered that the absorbed dose incident
on the EBT 3 was too low. The pixel values at the center of
the X-ray beam without filter and with a 20-mm Al filter
were −6291.70 and −1585.08, respectively. On the other
hand, the pixel values at the side of the X-ray beam were
−335.00 and −94.25, respectively. Considering that the
non-uniformity error of EBT 3 is approximately 400 pixel
values, it is suggested that the difference in pixel value at the
side of the X-ray beam is low and the error increases.
Therefore, when the distance from the X-ray beam center is
less than 190.5 mm, the EBT3’s sensitivity is similar to that
of the multi-semiconductor detector and can measure the
CT’s effective energy distribution.

Fig. 2 Distribution of the effective energy using the EBT3

Table 1 Values measured with a multi-semiconductor detector

Average

Dose [Gy] 13.657E − 03

Dose rate [Gy/s] 12.660E − 03

Exposure time [s] 1.079E + 00

Practical Peak Voltage [kV] 120.9

Average kVp [kV] 123.8

Max kVp [kV] 123.8

HVL [mm Al] 7.25
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5 Conclusion

There is no standard method to measure the effective energy
of the 320-multidetector CT. This study succeeded in mea-
suring the effective energy with a precision of less than 5%
in the CT X-ray beam center. In addition, the effective
energy could obtain two-dimensional distributions when the
distance from the X-ray beam center was less than
190.5 mm. Therefore, it is considered that the method pro-
vides a precise estimate of the CT effective energy for QA
and QC.
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Monte Carlo Calculations of Skyshine
Neutron Doses from an 18 MeV Medical
Linear Accelerator

Nobuteru Nariyama

Abstract
Neutron skyshine doses were calculated using a Monte
Carlo code, FLUKA, by changing the heights and
openings of shield walls. In the calculation geometry,
the distance from the floor of the room to the roof was
varied from 3 to 10 m. The target into which electrons
were injected was located at a height of 2.3 m. The
distance between the shield wall and target was varied
from 1.5 to 5.79 m. Further, the height of the atmosphere
was varied from 10 to 40 m. Consequently, the dose
outside the shield wall increased with the height of the
atmosphere and became saturated at 30 m; the neutrons
reaching the ground were observed to be scattered mostly
below 30 m. For neutron skyshine, NCRP Report
No. 51 provided an expression stating that the neutron
dose at ground level was proportional to the solid angle of
shield walls and inversely proportional to the square of
the distance from the target to the ceiling plus 2 m. In the
Monte Carlo results, the doses conformed to the expres-
sion below a height of 5 m and above a distance of 2.6 m
from the target to the shield wall. Under other conditions,
the doses became higher than those predicted by the
expression, which indicated the large contribution of
neutrons emitted immediately above the target to the
skyshine doses.

Keywords
Skyshine � Monte carlo � Linear accelerator

1 Introduction

Skyshine is a phenomenon wherein radiation scattered by
the atmosphere above a ceiling reaches the ground level
outside the shield. The radiation is crucial when the ceiling is
thin. Previously, simple equations for accelerator facilities
have been proposed [1]; however, their consistency with
experimental data was not satisfactory [2]. With an increase
in the accelerating energy, the contribution of neutrons to the
skyshine dose increases. The neutron doses from an 18 MeV
accelerator are higher than photon doses for skyshine [2]. In
the equation for neutron skyshine, the dose is proportional to
the solid angle of shield walls and inversely proportional to
the square of the distance from the target to the ceiling plus
2 m. By using a Monte Carlo code, the doses can be
obtained with variation of these parameters. In this study,
neutron skyshine doses were calculated using a Monte Carlo
code by changing the ceiling heights and openings of shield
walls.

2 Calculation Method

2.1 A Monte Carlo Method

Figure 1 shows the vertical section view of the Monte Carlo
calculation model. An electron of 18 MeV was impinged on
the lead cylindrical target horizontally. The target was sur-
rounded by a cylindrical shield. No roof shield was assumed.

A Monte Carlo transport code FLUKA (Ver. 2011.2c.6)
[3] was used with the flair interface (Ver. 2.3-0) for the
calculations. A multicore CPU was used by applying dif-
ferent random number seeds on each one-day run. In the
calculation geometry of Fig. 1, the distance from the floor of
the room to the top of the shield was varied from 3 m to
10 m. The cylindrical target of radius 3.3 cm was located at
a height of 2.3 m from the ground. A large dependence of
neutron doses on the target size was not observed compared
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with photon doses [4]. The distance between the cylindrical
shield wall and target was varied from 1.5 to 9.5 m. Further,
the height of the atmosphere was varied from 10 to 40 m. As
the shield and ground were assigned as “black hole” in the
input, all the particles impinging on the materials were
absorbed immediately.

2.2 An Equation for Neutron Skyshine

NCRP Report No. 51 [1] provided the equation for neutron
skyshine as follows:

H ¼ 0:84� 105BnsUOX= d
2
i ; ð1Þ

where H is the neutron dose equivalent rate, Bns is the roof
shielding transmission ratio for neutrons, UO is the neutron
fluence rate at 1 m from the target, X is the solid angle of the
shield walls, and di is the distance from the target to ceiling
plus 2 m.

3 Monte Carlo Calculation Results

3.1 Atmosphere Height

Figure 2 shows the calculated neutron dose equivalent dis-
tribution with respect to the distance from the target. In the
Monte Carlo calculation model, the shield was located in the
range of 3.86 to 4.36 m from the target, and the height of the
shield was 4.97 m. The top height of atmosphere was 20 m.
Inside the shield wall, the doses steeply decreased with the
distance from the target. Outside the wall, the doses, which
were due to the skyshine, were approximately constant up to
20 m. The average values in the flat region are plotted in

Figs. 3, 4, 5, and their errors were approximately 100% as
shown in Fig. 2.

Figure 3 shows the neutron skyshine dose equivalent
with variation of the top height of atmosphere, which was
normalized at 30 m. The top height of atmosphere corre-
sponds to the height of the dotted rectangle area of Fig. 1.
From 10 m, the doses increased with the top height of the air
layer, and gradually approached to the saturation value
around 30 m. Thus, the contribution at 15 m was half of that
at 30 m in the saturation condition, and the contribution at
the height above 30 m was observed to be small. This is
attributable to the attenuation in the air and the increase of
visual angle from the scattering points with the increase in
the distance.

Fig. 1 Calculation model for neutron skyshine. The shaded region was
assumed to absorb the radiation completely. The solid line with the
arrow indicates the path of a neutron

Fig. 2 Neutron dose equivalent per incident electron calculated using
the Monte Carlo code for the model of Fig. 1 as a function of the
distance from the target. The doses at the points more than 4.36 m from
the target, which are almost constant, are only due to the skyshine. The
location of the shield was 386 cm

Fig. 3 Neutron skyshine dose equivalent normalized at the distance
from the target of 30 m with variation of the height of the air region,
i.e., the dotted rectangle area of Fig. 1
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3.2 Solid Angle of Shield Walls with Variation
of Room Size

Figure 4 shows the neutron skyshine dose equivalent nor-
malized with the solid angle X of the shield wall when X
was changed by changing the distance from the target to the
shield. The height of the shield wall was 4.97 m. Thus, when
the distance from the target to the inner surface of the shield
was 3.86 m, the value of X was 2.7 steradian. The distance
was varied as 1.5, 2.6, 3.86, 5.79, and 9.5 m. According to
Eq. (1), the dose H is proportional to X. In Fig. 4, the
ordinate values H/X decreased with X at first, and approa-
ched a constant value at approximately X = 2.7 steradian.
Thus, the dose was almost proportional to the solid angle at
the distance above 2.7 m. However, a room with dimensions
smaller than 2.7 m is not realistic.

3.3 Solid Angle of Shield Walls with Variation
of Shield Wall Height

The change of the shield wall height influences both X and
di in Eq. (1). Figure 5 shows the values of Hdi

2/X with
respect to X. In the calculation model, the shield heights
were varied as 3, 4, 4.5, 4.97, 7, and 10 m, i.e., di = 2.7, 3.7,
4.2, 4.67, 6.7, and 9.7 m, and X = 5.16, 3.75, 3.17, 2.71,
1.43, and 0.666, respectively. The location of the shield was
varied from 3.86 to 4.36 m from the target. Similar to Fig. 4,
the ordinate values decreased with X steeply in the small X
region, and became almost constant, i.e., Eq. (1) was still
satisfied. The flat region above X = 2.5 became almost the
same as Fig. 4. When the shield was high, X became small,
and H became higher than that predicted using Eq. (1). The
heights of 7 and 10 m are practically too high.

4 Conclusions

Neutron skyshine dose equivalent from an 18 MeV electron
linear accelerator was calculated using a Monte Carlo code
FLUKA. Most of the neutrons reaching the ground outside the
shieldwere scattered in the air below 30 m in height. The doses
were proportional to the solid angle X above 2.5 steradian.
Even when the wall height was changed, the doses were pro-
portional toX/di

2 atX > 2.5. The behavior of neutrons emitted
immediately above the target was considered to deviate from
Eq. (1), and the contribution was larger than predicted. In
practical facilities, asX is assumed to be approximately 2.6, the
relation among H, X, and di in Eq. (1) is maintained.
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Evaluation in the Use of Bismuth Shielding
on Cervical CT Scan Using a Female Phantom

Fernanda Stephanie Santos, Priscila do Carmo Santana,
Thessa Cristina Alonso, and Arnaldo Prata Mourão

Abstract
Computed Tomography (CT) has become an important
tool to diagnose cancer and to obtain additional informa-
tion for different clinical questions. Today, it is a very
fast, painless and noninvasive test that can be performed
high quality images. However, CT scans usually require a
higher radiation exposure than a conventional radiogra-
phy examination. The aim of this study is to determine the
dose variation deposited in thyroid and in nearby
radiosensitive organs, such as: lenses, pharynx, hypoph-
ysis, salivary gland, spinal cord and breasts with and
without the use of bismuth shielding. A cervical CT scan
was performed on anthropomorphic female phantom
model Alderson Rando, from the occipital to the first
thoracic vertebra, using a GE CT scanner, Discovery
model with 64 channels. Dose measurements have been
performed by using radiochromic film strips to recorder
the individual doses in the organs of interest. After the
phantom cervical CT scan, the radiochromic film strips
were processed for obtaining digital images. Digital
images were worked to obtain the dose variation profiles
for each film. With the data obtained, it was found the
organ dose variation. The results show us that the thyroid
received the highest dose, 24.59 mGy, in the phantom,
according to the incidence of the primary X-ray beam.

Keywords
Computed tomography � Dosimetry � Bismuth shielding

1 Introduction

The Computed tomography (CT) is the most common
technique used for diagnostic purpose. It is a very fast test
that can be performed high quality images. However, the
increasing demand for CT had a considerable impact on
doses provided to patients and on the exposure of the pop-
ulation as whole [1]. In fact, the worldwide average annual
per-capita effective dose from medical procedures has
approximately doubled in the past 10–15 years [2]. The dose
evaluation in CT is one of many steps that can contribute for
reducing patient doses. The cervical CT scans are commonly
used for diagnosis of soft tissue, vascular changes, fractures,
extent of injuries, dysplasia and other diseases with insta-
bility, so it can be associated with a high radiation dose to
organs such as thyroid, lenses, salivary gland, pharynx,
breast, parotid gland, spinal cord and hypophysis, when
compared with conventional radiology. The main objective
of this study was to analyze the absorbed doses in a cervical
CT scan with and without the use of bismuth shield in the
neck.

2 Materials and Methods

The experiment to observe the reduction dose due to bismuth
shield was conducted using a GE CT scanner, Discovery
model of 64 channels. An Alderson Rando female anthro-
pomorphic phantom was used to perform head CT scans
from the occipital to the first thoracic vertebra (Fig. 1).

This phantom is composed of a human skeleton sur-
rounded by a material, physically and chemically similar to
the soft tissues of an adult human body [3]. The body and
head are structured in transected-horizontally into 2.5 cm
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thick slices. The slices that make up the body phantom have
holes that allow placing dosimeters within the phantom [4,
5]. Figure 2 shows the positioning of the female phantom in
the gantry isocenter. The parameters of the protocol used in
this study are shown in Table 1.

Dose measurements have been performed by using
GAFCHROMIC XR-CT radiochromic film strips to register
the individual doses in the organs of interest such as lenses,
thyroid, pharynx, breast, hypophysis, spinal cord, parotid
gland and salivary gland, with and without bismuth shield on
the neck area (Fig. 3). The Fig. 4 shows the axial cervical
CT images with and without a 1 mm thick piece of bismuth
shielding.

The radiochromic films are self-developing dosimetry
films, insensitive to visible light making it easy to work with
during analysis and provide greater spatial resolution in the
sub millimeter range. They have been used extensively in
combination with flat bed document scanners to measure
patient doses [6, 7]. Metrological reliability of the radio-
chromic films was demonstrated through homogeneity and
repeatability tests and by calibrating it in a reference

radiation for CT (RQT9) that were reproduced in the Cali-
bration Laboratory of the Development Center of Nuclear
Technology (CDTN/CNEN) [7, 8].

3 Results

Absorbed doses in the organs positions such as: thyroid,
lenses, pharynx, hypophysis, breast, spinal cord in cervical
area, parotid and salivary glands are shown in Table 2.

Fig. 1 Lateral scout of head and chest with thyroid bismuth shielding, with limits of region scanning yellow line (Color figure online)

Fig. 2 Positioning of the Alderson female phantom in the gantry

Table 1 CT scan parameters

Voltage
(kV)

Electric
current(mA)

Tube
time(s)

Pitch Distance
(mm)

Thickness
beam(mm)

120 175 0.8 0.984 150 40

Fig. 3 The phantom Alderson female with the bismuth shielding on
the neck spot
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These results allow us to observe that the use of bismuth
shield led to a decrease in radiation dose deposited in the
neck and all organs studied.

The highest recorded dose was 24.59 mGy, occurred in the
thyroid position that stressed the situation of unnecessary
radiation exposure. However, with the use of bismuth shield
had a dose reduction of 37%. The recorded doses due to scans
with and without bismuth shielding showed significant differ-
ences. The decrease dose in pharynx, hypophysis and parotid
gland was 20%, 24% and 12% respectively, that was desired
due to the use of bismuth shielding. It is expected that thyroid
shielding would degrade image quality and would increase the
image noise, however the results of this work suggests that it
might be an acceptable procedure to be used for dose reduction
mainly during CT examinations that would provide high doses
to radiosensitive organs. In organs like salivary gland and
lenses had a little increase of the dose due to the scatter radia-
tion. The use of bismuth shielding is simple and efficient to

Fig. 4 Axial cervical CT
images: a without and b with
bismuth shielding over the neck

Table 2 Mean absorbed dose in some organ positions in the phantom
during cervical CT scans with and without bismuth shielding on neck

Organ
position

Mean absorbed dose (mGy) Dose
reduction
(%)

Without bismuth
shielding

With bismuth
shielding

Lenses 11.53 ± 0.58a 12.69 ± 0.80 –

Pharynx 16.52 ± 0.75 13.31 ± 0.65 20

Thyroid 24.59 ± 0.69 15.51 ± 0.33 37

Salivary
gland

18.87 ± 0.55 19.34 ± 0.85 –

Hypophysis 7.33 ± 0.79 5.58 ± 0.25 24

Breast 0.27 ± 0.13 0.25 ± 0.12 1

Spinal cord 16.55 ± 0.47 15.67 ± 0.55 6

Parotid
gland

18.15 ± 0.66 16.0 ± 0.62 12

aStandard deviation

Fig. 5 Influence of bismuth
shielding on absorbed doses for
some organ positions of the
phantom
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reduce absorbed doses to the thyroid and nearby organs. The
graphic showed in the Fig. 5 allows observe the influence of
bismuth shielding on absorbed doses in the organs studied.

4 Conclusions

The absorbed doses were determined during cervical CT
scans with and without bismuth shielding on thyroid of an
Alderson Rando female anthropomorphic phantom. Dose
values were significantly reduced and they suggested that the
use of bismuth would be, in some cases, a proper procedure
for protection as the conditions used for both scans were the
same.
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Temporal Characterization of the Flat-Bed
Scanner Influencing Dosimetry Using
Radiochromic Film

Rumi Gotanda, Toshizo Katsuda, Tatsuhiro Gotanda, Nobuyoshi Tanki,
Hidetoshi Yatake, Yasuyuki Kawaji, Tadao Kuwano, Takuya Akagawa,
Akihiko Tabuchi, Atsushi Ono, and Shinichi Arao

Abstract
Radiochromic films (RFs) have been developed for the
measurement of the absorbed dose of low-energy pho-
tons. RFs are self-developing and radiation sensitive, and
the amount of darkening is proportional to the absorbed
dose. RFs are easy to handle due to their insensitivity to
interior room light. However, the precision of the
measurement has been questioned because of the change
in density caused by the scan timing of the image
acquisition using a flat-bed scanner. In this study, the
density change of a flat-bed scanner was investigated
using the temporal and the repetition scans. To obtain the
image density, Gafchromic XR-QA2 films (XR-QA2s)
were irradiated at 0 and 20 mGy (air-kerma) using 75
kVp (30 keV). The XR-QA2s were scanned every hour
(0–6 h) from power activation to investigate the temporal
light source change of a flat-bed scanner (EPSON
ES-10000G). In addition, ten consecutive scans were
performed every hour. The scan parameters were RGB
(48-bit) mode, 100 dpi, and reflection mode. Image data
of the XR-QA2s were divided into R, G, and B modes,
and the R (16-bit) mode was used. The temporal light
source change after power activation was small. How-
ever, in ten consecutive scans, the density of the first scan
was the highest. The densities decreased with more scans.

This result indicated that the precision of the dose
measurement has about a 3% error due to the repeated
scans. To obtain an accurate dose measurement, the
image data obtained under the same conditions, such as
the same time from power activation or same number of
consecutive scans, must be used.

Keywords
Radiochromic film � Temporal characteristics
Flat-bed scanner � Radiation dosimetry

1 Introduction

Recently, radiochromic films (RFs) have been developed for
measurement of the absorbed dose of low-energy photons.
RFs are self-developing and radiation sensitive, and the
amount of darkening is proportional to the absorbed dose.
RFs are easy to handle due to their insensitivity to interior
room light [1].

In this study, Gafchromic XR-QA2 film (ASHLAND)
was used. The measured dose and energy range of the
XR-QA2 are designed to be 1–200 mGy and 20–200 kVp,
respectively. XR-QA2 was designed as a QA tool for radi-
ological diagnosis, but it is also used for dose measurement
in CT examinations and radiography [2–6]. To measure the
absorbed dose, a calibration curve is necessary. The cali-
bration curves vary according to the tube voltage. The
energy response is the best at around 50 kVp (25 keV) and
decreases with the increase in tube voltage within the range
of 50–150 kVp. Additionally, the energy response decreased
rapidly below 40 kVp [7]. In terms of the directional char-
acteristics, the sensitivity decreased by 76% at 90°, where
the incident angle became parallel to the film plane. To
obtain an accurate measurement of the absorbed dose, there
are various key parameters (e.g., energy response, dose
characteristics, and directional characteristics) that need to
be considered in the measurement method [7–9].
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XR-QA2 is a reflective-type film, and a flatbed scanner is
used for the measurement of the image density [1]. To
measure the increase in density, the XR-QA2 is scanned
before and after irradiation using a flatbed scanner. An
ES-10000G (EPSON) light source used in this study is a
high-brightness xenon fluorescent lamp [10]. The xenon
fluorescent lamp takes time to stabilize the luminance.
Therefore, the precision of the measurement is questionable
because of the change in density caused by the scan timing
of the image acquisition using the ES-10000G. To obtain an
accurate measurement of the absorbed dose, the influences
of the light source properties have to be determined.

In this study, the density change from a flat-bed scanner
was investigated using the temporal and the repetition scans.

2 Materials and Methods

2.1 Irradiation Method

TheXR-QA2was irradiated at 0 and 20 mGy (air-kerma) using
75 kVp (30 keV, 2.5 mmAleq; TOSHIBA DRX-1603B).
Figure 1 shows the geometric arrangement of the irradiation
method. The XR-QA2 was cut to a width of 100 mm and a
length of 254 mm. The distances between the focus of the x-ray
tube and the XR-QA2 or semiconductor detector are 45 or
90 cm, respectively. The x-ray irradiation area was 100 mm
40 mm at the film center. The irradiation dose was monitored
with a semiconductor detector placed behind the film.

2.2 Analysis of Temporal Characterization

The XR-QA2 is a four-layer laminate: substrate (yellow
polyester), adhesive layer, active layer, and substrate (white
polyester). Substrate layers are dyed yellow or white to

protect the active layer from ultraviolet rays or to create
reflective-type film, respectively [1]. To adjust the color
shading in the yellow polyester layer of the XR-QA2 and to
evaluate the practical density increase of each film, the
XR-QA2 was scanned before and after irradiation. The scan
times after irradiation were decided to be after a period of
48 h to stabilize the darkening of the XR-QA2. In the scans
after irradiation, the XR-QA2 was scanned every hour (0–
6 h) from power activation to investigate the temporal light
source change of the flat-bed scanner (EPSON ES-10000G).
In addition, ten consecutive scans were performed. The scan
parameters were RGB (48-bit) mode, 100 dpi, and reflection
mode.

Image data of the XR-QA2 were divided into R, G, and B
modes, and the R (16-bit) mode was used. The R (16-bit)
mode data of the films were inverted and changed into
grayscale and were analyzed with Image J 1.51 k (National
Institutes of Health (NIH)). In the image data before and
after exposure, a ROI for analysis was chosen at the same
position on each film (Fig. 2), and the pixel values of the
ROI were measured. To adjust the color shading in the
yellow polyester layer of the XR-QA2 and to evaluate the
practical density increase in each film, the pixel values of the
ROIs on the pre-irradiation films were subtracted from the
pixel values of the ROIs on the post-irradiation films. The
pixel values after this subtraction were defined as the net
pixel value (NPV). The NPV of each film was analyzed for
determining the influences of the temporal light source
changes after power activation and the repeated scans.

3 Results

Figure 3 shows the NPVs of each temporal and repetition
scan. The temporal light source change after activation was
small. However, of the ten consecutive scans, the density of
the first scan was highest. The densities decreased with the
increasing number of scans. Therefore, in the first scan of
each hour, the luminance of the light source was low, and the
luminance increased as the number of scans increased.

Figure 4 shows the pixel value ratios of each temporal
and repetition scan. This result indicates that the time it takes
for the luminance to stabilize is longest immediately after
activation.

Fig. 1 Geometric arrangement of the irradiation method Fig. 2 Setting position of the region of interest (ROI)
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4 Discussion

In dosimetry using a radiochromic film, the film density is
proportional to the absorbed dose. In addition, using a
flat-bed scanner with a high luminance xenon lamp as a light
source, it takes time to stabilize the luminance of the light
source just after power activation. Therefore, a roughly 3%
error due to the temporal characterization of the scanner is
contained in the dose measurement. To obtain an accurate
dose measurement, the scan must be performed 1 h after
power activation. In addition, the image data obtained after
the seventh consecutive scan must be used.

5 Conclusion

These results indicate that the precision of the dose mea-
surement contains a roughly 3% error due to the temporal
characterization of the flat-bed scanner with a high lumi-
nance xenon lamp as a light source. To obtain an accurate
dose measurement, image data obtained under the same
conditions, such as the same time from power activation or
same number of consecutive scans, must be used.

Conflict of Interest The authors hereby declare that they have no
conflict of interests.

References

1. ASHLAND website. Gafchromic™ radiology films. http://www.
gafchromic.com/gafchromic-film/index.asp

2. Gotanda R, Katsuda T, Gotanda T et al.: Computed Tomography
Phantom for Radiochromic Film Dosimetry, Australas. Phys. Eng.
Sci. Med., 30(3), 194–199 (2007)

3. Gotanda R, Katsuda T, Gotanda T et al.: Dose Distribution in
Pediatric CT Head Examination using a New Phantom with
Radiochromic Film, Australas. Phys. Eng. Sci. Med., 31(4), 339–
344 (2008)

4. Gotanda T, Katsuda T, Gotanda R et al.: Evaluation of effective
energy for QA and QC: measurement of half-value layer using
radiochromic film density, Australas. Phys. Eng. Sci. Med. 32(1),
26–29 (2009)

5. Gotanda T, Katsuda T, Gotanda R et al.: Half-value layer
measurement: simple process method using radiochromic film,
Australas. Phys. Eng. Sci. Med. 32(3), 150–158 (2009)

6. Gotanda T, Katsuda T, Gotanda R et al.: Evaluation of effective
energy using radiochromic film and a step-shaped aluminum filter,
Australas. Phys. Eng. Sci. Med. 34(2), 213–222 (2011)

7. Gotanda R, Sato H, Nakajima E et al.: Energy response
characteristics of radiochromic film at CT radiation quality.
European Journal of Medical Physics 32(3), 293 (2016)

8. Gotanda T, Katsuda T, Gotanda R et al.: Energy response of the
GAFCHROMIC EBT3 in diagnosis range. IFMBE Proceedings
51, 752–755 (2015)

9. Gotanda T, Katsuda T, Akagawa T et al.: Evaluation of
GAFCHROMIC EBT2 dosimetry for the low dose range using a
flat-bed scanner with the reflection mode, Australas. Phys. Eng.
Sci. Med. 36(1), 59–63 (2013)

10. EPSON web site. http://www.epson.jp/products/back/hyou/
scanner/es10000g.htm

Fig. 3 NPVs of each temporal and repetition scan

Fig. 4 Pixel value ratios for each temporal and repetition scan

Temporal Characterization of the Flat-Bed Scanner Influencing … 539

http://www.gafchromic.com/gafchromic-film/index.asp
http://www.gafchromic.com/gafchromic-film/index.asp
http://www.epson.jp/products/back/hyou/scanner/es10000g.htm
http://www.epson.jp/products/back/hyou/scanner/es10000g.htm


The Relationship Between Eye Lens Doses
and Occupational Doses for Different
Centres of Interventional Cardiology

Lucie Sukupova and Zina Cemusova

Abstract
This study shows the level of eye lens doses and the
relationship between eye lens doses Hp(3) and doses
above the apron Hp(10) for 14 interventional cardiologists
in 3 different centres of interventional cardiology. The
doses were measured repeatedly with TLDs simultane-
ously placed above the apron and close to the left eye. For
each patient’s procedure, the kerma-area product value
(PKA) was known; values of Hp(3) and Hp(10) above the
apron were normalized to total patients’ doses for
procedures performed by a given cardiologist in the
measuring period. The Hp(10)/PKA values for IC 1: IC 2 :
IC 3 were as follows: 0.19 : 0.69 : 0.35 lSv/Gy*cm2

respectively. The Hp(3)/PKA values for IC 1 : IC 2 : IC 3
were as follows: 0.15 : 0.34 : 0.29 lSv/Gy*cm2 respec-
tively. The values in IC 1 were 2–4 times lower than in
IC 2 and IC 3. The expected annual Hp(3) doses were
estimated; the highest was almost 16 mSv, the lowest
2 mSv. The results show different approaches to occupa-
tional radiation protection by cardiologists in the three
centres (the use of an automatic contrast medium injector,
shielding placed on patients to absorb scatter radiation
from patients) as well as different approaches by cardi-
ologists within the same centre. The local practice in IC 1
was more dose-saving than in the other centres. The
values of Hp(10)/Hp(3) were reproducible for each
cardiologist, so the Hp(10) value could be used for a
retrospective estimation of the eye lens dose when
needed, even when the eye lens dosimeter was not worn.

Keywords
Eye lens dosimetry � Occupational dose
Interventional cardiology

1 Introduction

In the last decade, procedures in interventional cardiology
have become ever more complex. Cardiologists performing
these procedures usually wear personal protective shieldings
(apron, thyroid shield), so as to protect their torso and neck
against radiation, but other body parts usually remain
unshielded, i.e. the head, arms and legs. Some cardiologists
even wear protective goggles.

The sensitivity of the eye lens has been a point of dis-
cussion for a few years. Finally, the eye lens was proclaimed
to be more radiosensitive than thought previously, mainly as
regards the cataract. A threshold for the cataract was set to
0.5 Sv for a single exposure and 5.0 Sv for a chronic
exposure. As a consequence, the limit for the eye lens was
lowered, and the former equivalent dose limit of
150 mSv/year was replaced by the limit of 20 mSv [1], as
recommended by the IAEA and ICRP.

This substantial legislative change brings forth the chal-
lenge of assessing the eye lens dose with sufficient accuracy.
For this purpose, special eye dosemeters measuring the
quantity Hp(3) (personal dose equivalent at the depth of
3 mm), which is the operational quantity for the eye lens
dose, have been developed. Another discussed possibility is
based on the measurement with ordinarily used personal
dosemeters [2, 3].

In compliance with ICRP recommendations [4], physi-
cians performing interventional procedures are equipped
with a whole–body dosemeter, which can be placed on the
torso or neck. The usually provided quantities are Hp(10)
and Hp(0.07), i.e. the personal dose equivalent at the depth
of 10 and 0.07 mm, respectively. With a help of an
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appropriate algorithm, these quantities may be employed for
the assessment of the dose to the eye lens [5–7].

Many studies dealing with eye lens dosimetry [4, 8–13]
have already been published, but unfortunately no study has,
as yet, been carried out in the Czech Republic. Therefore we
were motivated to carry out a study dealing with eye lens
doses for interventional cardiology centres to find out what
the typical eye lens doses are and whether they are compa-
rable to those in other countries. Our secondary goal was to
assess the approach of cardiologists, as regards their occu-
pational doses and eye lens doses. Our last, but not least
important task was to recommend a way to perform
dosimetry of the eye lens in clinical practice.

2 Materials and Methods

Three out of 23 interventional cardiology centres in the
Czech Republic agreed to take part in the study about doses
in interventional cardiology. The first centre (IC 1) employs
5 cardiologists, the second one (IC 2) employs 5 cardiolo-
gists too and the third one (IC 3) employs 4 cardiologists.
Cardiologists in all three cardiology centres perform the
same range of interventional procedures, mainly coronary
angiography, sometimes accompanied by additional mea-
surements, and percutaneous transluminal coronary angio-
plasty. All the procedures were performed in their standard
manner, with the cardiologists wearing a protective apron
with a thyroid shield and usually using ceiling–mounted
radiation shielding as well as lower body protection shield-
ing attached to the patient table.

The doses of interventional cardiologists were measured
with dosemeters placed in three positions, but only (b) and
(c) are assessed and discussed below:

(a) The left front side of the chest below the apron
(b) The left front side of the chest above the apron
(c) The left side of the head as close to the eye as possible.

When the procedures are performed, an access from the
patient’s right radial or femoral artery is used; therefore the
cardiologist is usually standing on the patient’s right hand
side, with his left side oriented closer to the source of scatter
radiation (the patient) than his right side. This is the reason
why dosemeters were worn on the left hand body side of the
cardiologist.

For all measurements, thermoluminescent dosimeters
(TLDs) of LiF:Mg,Cu,P were used. The Hp(10) quantity was
measured in measuring positions (a) and (b). The eye lens
dose, position (c), was measured with the TLD placed in the
appropriate cover (EYE-D, Radcard) in the Hp(3) quantity.
For Hp(10), TLDs were calibrated in 137Cs and read with the
automatic TLD reader Harshaw 6600. For eye lens dose

measurements, the TLDs were calibrated in RQR6 and with
the TLD reader Harshaw 3500. The reading process of TLDs
and the dose calculation are described in [14]. The TLDs,
their reading and dose calculations (the detection threshold
of TLDs is 0.017 mSv) were provided by the National
Radiation Protection Institute in accordance with the method
approved by the State Office for Nuclear Safety [15].

The cardiologists were required to wear the sets of TLDs
for a three week period, repeated three times. During some
periods, there was a lack of procedures for certain cardiol-
ogists due to their absence (holidays), so these measure-
ments were not taken into account. The cardiologists were
asked to wear all the TLDs at once or none at all, not just
some of them, due to the better correlation among measured
doses. During the measuring periods, the kerma–area pro-
duct (PKA) values from the performed procedures were
collected for each cardiologist.

3 Results and Discussion

For each cardiologist and for each measuring period, the
number of procedures, total PKA, Hp(3) and Hp(10) values
were collected. The dependence of the total Hp(3) on the
total PKA value for centres IC 1, IC 2 and IC 3 is shown in
Fig. 1. Hp(3) are values measured on the eye without con-
sidering the wearing of goggles, because some cardiologists
only wear the goggles occasionally and some of them never.
A similar figure for the dependence of Hp(10) above the
apron on the total PKA is illustrated in Fig. 2.

The average values of Hp(10)/PKA for IC 1 : IC 2 : IC 3
are as follows: 0.19 : 0.69 : 0.35 lSv/Gy*cm2. As regards
Hp(3)/PKA, the values for IC 1 : IC 2 : IC 3 are as follows:
0.15 : 0.34 : 0.29 lSv/Gy*cm2. In general, the values in IC 1
are 2–4x lower than in IC 2 and 2x lower than in IC 3.
Local practice in IC 1 is much more dose-saving than in the
other centres. For IC 2, normalized doses are the highest on
average for the whole centre.

It is evident from Figs. 1–4 that Hp(3), Hp(10), Hp(3)/PKA
and Hp(10)/PKA are highest in IC 2, as compared with IC 1

Fig. 1 Dependence of Hp(3) on the total PKA for IC 1, IC 2 and IC 3
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and IC 3. In IC 2, neither an automatic contrast injector, nor
any additional shielding on the patients was used. In IC 1,
the cardiologists used the automatic contrast injector and
they also shielded the scatter from patients using an apron
placed on the patients’ abdomen. This approach was rec-
ommended in the study [16], where the authors proved that
using shielding against the scatter radiation from the patients
can lower the cardiologists’ doses by 30–50%. But the
excellent result from IC 1 was not caused solely by the
injector and the shielding, but also by the fact that the head
of this centre is a cardiologist well aware of the detrimental
effects of radiation. Cardiologist #4 is wary of radiation, and
usually leaves the room when performing the cine acquisi-
tion. His average normalized dose Hp(3)/PKA is the lowest of
all the cardiologists included in this study. Usually, however,
only one step back from the patient is recommended to
cardiologists when the contrast medium is applied and the
cine acquisition is performed. It is not necessary to leave the
room.

Cardiologist #6 had three quite different normalized val-
ues of Hp(10)/PKA. He was confronted with his dose after the
first measuring period (the highest value in Figs. 3 and 4)
and he tried to improve his practice. The improvement was
obvious in the following measuring periods. The main
problem was that this cardiologist suffers from back pain,
probably due to wearing the apron, so that when he applies

contrast medium (a contrast injector is not used), he is
usually bent over the patient.

All the measured Hp(3) doses were normalized to the
number of days when the cardiologists were wearing the set
of dosimeters. Afterwards, the expected annual eye lens
doses were estimated. The estimated annual value of Hp(3)
for each cardiologist is shown in Table 1.

As one may see from Table 1, the estimated annual Hp(3)
values are below the new limit of 20 mSv. The highest
estimated annual Hp(3) value is around 16 mSv. Most Hp(3)
doses are even below 10 mSv. After the correction for the
attenuation of the goggles (the eye lens dose is roughly
4x lower [5]). At least for IC 1, the eye lens doses would be
around 1 mSv. In Table 1, the estimated Hp(3) of cardiolo-
gist #4 is the lowest. This can be caused just by the approach
of this cardiologist, who leaves the room when the cine
acquisition is performed. When other cardiologists were

Fig. 2 Dependence of Hp(10) on the total PKA for IC 1, IC 2 and IC 3

Fig. 3 Hp(3) normalized to total PKA for each cardiologist

Fig. 4 Hp(10) normalized to total PKA for each cardiologist

Table 1 Estimated annual eye lens dose for each cardiologist

# of
cardiologist

Days of
wearing
dosimeters

Hp(3) in all 3
measuring
periods [mSv]

Estimated
annual Hp(3)
[mSv]

1 54 0.77 5.2

2 33 0.45 4.9

3 54 0.30 2.0

4 54 0.24 1.6

5 54 2.02 13.7

6 63 2.71 15.7

7 43 0.77 6.5

8 43 1.48 12.6

9 43 0.65 5.5

10 43 1.06 9.0

11 17 0.37 8.0

12 38 1.31 12.6

13 38 0.37 3.5

14 53 1.43 9.9
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asked why they are not doing the same, they replied that they
prefer to stay close to the patient and to the catheters.

Average values of Hp(10)/Hp(3) are shown in Table 2.
All the cardiologists behave in a reproducible way, the

ratio Hp(10)/Hp(3) above the apron (excluding cardiologists
#4, #6, #14) is like a personal footprint of each cardiologist.
The eye lens dosimetry is not mandatory, but the eye lens
dose can be estimated from known Hp(10) above the apron
value to estimate Hp(3).

4 Conclusion

Each of the three centres of interventional cardiology has its
own local practice and each cardiologist has his own
approach. In IC 2, a new automatic contrast injector was
bought a few months ago and shielding against the scatter
from patients was recommended (apron, disposable pads).
The annual Hp(3) dose could be estimated from performed
measurements and it was below the limit of 20 mSv. Eye
lens doses of each cardiologist can be estimated retrospec-
tively from known Hp(10) value using the ratio determined
for each individual cardiologist.
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Table 2 Average values of Hp(10)/Hp(3) with standard deviation for
each cardiologist

# of cardiologist Hp(10)/Hp(3) ± SD

1 1.41 ± 0.09

2 0.93 ± 0.07

3 1.27 ± 0.09

4 1.43 ± 0.39

5 1.28 ± 0.04

6 3.47 ± 0.45

7 2.43 ± 0.05

8 2.00 ± 0.03

9 1.09 ± 0.01

10 1.20 ± 0.14

11 1.23 (only 1 meas.)

12 0.70 ± 0.19

13 1.78 ± 0.19

14 1.38 ± 0.56

544 L. Sukupova and Z. Cemusova



Radiotherapy Dose Measurements Using
a Fluorescing Quinine Solution

Scott Crowe, Steven Sylvander, and Tanya Kairn

Abstract
Quinine solutions fluoresce when exposed to ionising
radiation, through the production and absorption of
Čerenkov radiation. This study evaluated the feasibility
of using ‘household’ tonic water as a radiotherapy
dosimeter. Tonic water samples were irradiated with
static beams for a variety of energies and dose rates: 6 and
10 MV photons at 600 MU/min; 6 MV
flattening-filter-free photons at 1400 MU/min; 6, 9, 12,
15 and 18 meV electrons at 400 MU/min and 6 meV
electrons at approximately 2474 MU/min (used for total
skin electron irradiation). A sliding window IMRT field
was delivered using a 6 MV photon beam at 600
MU/min, to assess dynamic response. Fluorescence was
successfully recorded using a monochrome low light
CCD camera placed on the treatment couch as well as the
treatment room visual monitoring system in the linear
accelerator control area. Energy dependence and dose rate
independence were observed. While limitations in the
bit-depth and focal length of the camera prevented precise
quantitative analysis of depth dose profiles for conven-
tional dose rates (� 600 MU/min), performance for
higher dose rates (in terms of signal-to-noise in depth
dose profiles) was comparable to radiochromic film.
Potential use includes measurement of dose in the
build-up region, efficient checks of beam energy and
tomographic reconstruction of 4D dose delivery, though
further optimisation of fluorescent signal acquisition is
required.

Keywords
Radiation therapy � Dosimetry � Fluorescence

1 Introduction

The ability to achieve real-time multi-dimensional mea-
surements of water equivalent dose distributions in radiation
therapy is becoming increasingly desirable due to changes in
treatment complexity. Dosimetry solutions based on the
acquisition of a radiation-induced light signal (e.g. by scin-
tillation [1, 2] or Čerenkov effect [3–9]) offer an attractive
solution.

The imaging of Čerenkov radiation, in particular, has
allowed the 2D and 3D measurement of dose in water phan-
toms [3–7] and visualisation of superficial dose in vivo [7–9].
Glaser et al. [3] demonstrated the feasibility of optical imag-
ing of photon beam dose in quinine-doped water. The quinine
(1.0 g/L) was introduced to act as a fluorophore, producing
isotropic fluorescence after absorption of Čerenkov radiation.
This approach was later used by the authors to acquire images
of modulated radiotherapy treatment plans [4–6].

Whereas previous studies have used water that was
deliberately doped with quinine, in-house, the current study
instead investigated the feasibility of producing measurable
radio-fluorescence using a commercial tonic water product.
The use of a ‘household’ beverage for this purpose is
advantageous because the quinine solution is likely to be
very consistent [10] and very widely available, allowing
easy replication of this study and potential broad adoption of
the methods proposed in this work.

2 Method

The tonic water used in this study was Schweppes Indian
Tonic Water (Schweppes, Geneva, Switzerland), reported to
contain a quinine concentration of 68 ppm (or mg/L) [10].
Measurements were performed with the tonic water poured
into two transparent containers: a square drinking glass
(approximately 200 mL) and a cylindrical PET jar (ap-
proximately 1 L).
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An initial proof-of-concept experiment was performed by
irradiating tonic water in the drinking glass using a True-
Beam linear accelerator (Varian Medical Systems, Palo Alto,
United States) operating at a beam energy of 6FFF at 600
and 1400 MU/min. Sources of ambient light within the
bunker were covered with used radiographic film packets.
Two consumer-grade point-and-shoot cameras (Olympus
Corporation, Tokyo, Japan) were unable to detect fluores-
cence, though it could be seen on the treatment room
monitor screens. Collimation and dose-rate effects were
observed.

Based on these results, a scientific low light CCD camera
was used for the feasibility study. Limitations in focal length
required the camera to be placed at approximately 1 m from
the tonic water on the treatment couch. The experimental
setup was isolated from ambient light sources by a thick
black cloth draped over a purpose-built frame that was
placed on the treatment couch. Images were captured using
2 s exposures with the TSView software (V7.1.1.7, Tucsen
Photnoics, Fuzhou, China).

Measurements were performed for the delivery of the
following fields using a Varian iX linear accelerator (Varian
Medical Systems, Palo Alto, USA):

1. square field electron beams of variable dose rates of 400
MU/min and approximately 2474 MU/min (total skin
electron therapy beam [11]), at a constant nominal
accelerating potential of 6 meV;

2. square field electron beams of variable nominal acceler-
ating potentials of 6, 9, 12, 15 and 18 meV, at a constant
dose rate of 400 MU/min;

3. square field photon beams of variable nominal acceler-
ating potentials of 6 and 10 MV, at a constant dose rate
of 600 MU/min; and

4. intensity-modulated radiation therapy (IMRT) beam,
“M2Mill120.DOS”, provided by Varian Medical Sys-
tems for customer acceptance testing of the linear
accelerator.

Images were processed and analysed using ImageJ
(V1.50a, National Institutes of Health, Bethesda, USA).
A “dark image” (acquired without beam delivery) was sub-
tracted from acquired images, where quantitative analysis was
required. Percentage depth dose (PDD) profiles were extrac-
ted and smoothed using a mean filter with a window size of 9
pixels (approximately 1 mm), unless otherwise stated.

3 Results and Discussion

Figure 1 shows fluorescence images obtained using the
6 meV electron beam, delivered at dose rates of 400 and 2474
MU/min. Clearly, the image obtained using the higher dose

rate is more intense than the image obtained using the lower
dose rate. The ratio of fluorescence intensities in the same
region of interest in both images was equal to the ratio of the
dose rates, within 0.2%, indicating that the dose-rate-response
of the tonic water is linear over at least the range 400–2474
MU/min, for a 6 meV electron beam. This is consistent with
linearity reported for photon beams by Glaser et al. [3]. The
signal-to-noise ratio of the high-dose-rate electron beam
image was similar to that of radiochromic film.

Figure 2 presents the florescence response achieved using
electron beams across a range of nominal energies. For the
each of the beams with nominal energies from 6 to 12 meV,
the increase in the depth of maximum dose R100ð Þ with
increasing beam energy is obvious in the fluorescence
image, as is the steep dose fall-off beyond R100. For the
higher energy beams, R100 is close to the bottom of the glass
and therefore the dose fall-off at greater depths is not visible.
PDD profiles for the five electron energies, as produced by
tonic water in the 1 L PET jar, are presented in Fig. 3.

Comparison of the results shown in Fig. 2, which all have
the same window settings as each other, indicate that the
signal intensity produced by the 15 and 18 meV beams is
noticeably less than the signal intensity produced by the
lower-energy beams. Analysis of the fluorescence images
suggested that the dose at R100 produced by 18 meV beam
was approximately 16% lower than the dose at R100 pro-
duced by the 9 meV beam. Although the higher energy
beams (which have longer practical range of electrons in
water) are expected to be more affected by the loss of lateral
electron scatter (due to the small size of the glass of tonic
water) than the lower energy beams, this substantial varia-
tion of measured signal with beam energy is nonetheless
suggestive of a possible energy dependence in the fluores-
cence response.

An energy-dependent fluorescence response was simi-
larly suggested by the results produced by the static photon
beams. PDDs derived from the florescence images suggested
that the maximum dose from the 10 MV photon beam was
approximately 30% higher than the maximum dose from the
6 MV photon beam, despite both beams being calibrated to
give the same maximum dose at the same dose rate.

Fig. 1 Fluorescent response at dose rates of 400 MU/min (left) and
2474 MU/min (right), for a 6 meV electron beam, presented with
identical window settings
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The PDDs obtained from fluorescence images of the
static electron and photon beams (e.g. Fig. 2) also differ
from PDDs measured using conventional means (with ion-
isation chambers in water) during routine quality assurance
testing of the linear accelerator.

Despite these differences, the ease with which an indi-
cation of dose variation with depth can be obtained via
fluorescence imaging with household tonic water means that

if a consistent experimental setup is designed and used
periodically, fluorescence measurements have the potential
to provide rapid and reliable evaluations of beam energy
consistency. Alternatively, fluorescence measurements may
be used to provide information about the features of radio-
therapy beams that are difficult to measure accurately using
conventional dosimeters, such as in the electron build-up
region and in small apertures from modulated radiotherapy
treatments.

Figure 4 exemplifies the results that can be achieved
when tonic water is used to provide fluorescence images of
modulated radiotherapy beams. The images in Fig. 4 were
extracted from a video recording of the tonic water response
during the deliver of an IMRT beam. This illustration shows
both the variation in dose with depth (in the vertical direc-
tion) and the modulation of the beam delivery (in the
horizintal direction—leaves moved from left to right).
More-sophisticated analysis of results such as this may be
achieved through tomographic reconstruction of dose
delivery, to potentially to enable time-dependent
(four-dimensional) verification of modulated treatment
delivery.

Fig. 2 Fluorescent response for electron beams with nominal energies of (left to right) 6, 9, 12, 15 and 18 meV, presented with identical window
settings

Fig. 3 Electron PDDs for 6, 9, 12, 15 and 18 meV beams

Fig. 4 Fluorescent response
sampled at 10 s intervals (left)
and integrated response (right) for
intensity modulated radiation
therapy beam
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4 Conclusion

This feasibility study showed that commercial tonic water can
be used as a simple substitute for in-house quinine-water
mixtures, to obtain useful fluorescence measurements of
radiotherapy beams. Potential applications for this technique
include measurement of dose in the build-up region, efficient
checks of beam energy and tomographic reconstruction of 4D
dose delivery. Careful selection of imaging technology and
imaging parameters is advisable, to optimise the efficiency,
accuracy and consistency of tonic water fluorescence results.

Compliance with Ethical Standards The authors declare that they
have no conflict of interest. This article does not contain any studies
with human participants or animals performed by any of the authors.
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Linac Leakage Dose Received by Patients
Treated Using Non-coplanar Radiotherapy
Beams

Tanya Kairn, Scott Crowe, and Samuel Peet

Abstract
As non-coplanar beams are increasingly used to deliver
cranial and extra-cranial stereotactic radiotherapy treat-
ments, radiation leakage from the accelerating waveguide,
bending magnet and other components of the medical
linear accelerator (linac) that are not conventionally
brought into proximity to the patient becomes increas-
ingly concerning. In this study, the leakage dose in the
patient plane was measured using optically stimulated
luminescence dosimeters placed along the treatment
couch, at 10 cm intervals. A Varian iX linac was operated
in 6 and 10 MV photon mode, with all jaws and
multi-leaf collimators closed. Dose measurements were
made (a) using a “standard” setup, with couch and gantry
at zero degrees and (b) using a worst-case non-coplanar
setup, with the couch at 90° and the gantry at 30° (rotated
over the couch). Results indicated that the leakage dose in
the patient plane was uniformly low (less than
2 cGy/10,000MU) at all measurement positions for both
energies, using the standard setup. However, when the
gantry and couch were rotated, there was a systematic
increase in dose to 4.2 cGy/10,000MU at a point 80 cm
from isocentre (below the bending magnet). While these
doses are within recommended out-of-field dose limits for
static beam treatments, if IMRT/VMAT factors are
applied then the leakage dose to the patient from
non-coplanar treatments may become unacceptable.
Specific checks of out-of-field dose from non-coplanar
beam directions are advisable prior to acceptance of new
or modified linacs.

Keywords
Radiation therapy � Radiation protection � Dosimetry

1 Introduction

The minimisation of patient exposure to out-of-field radiation
is an important aspect of radiation protection for radiother-
apy, helping to reduce the risk of radio-carcinogenesis.
Vendors and users of clinical radiotherapy treatment machi-
nes take care to confirm that new medical linear accelerators
(linacs) are adequately shielded, in compliance with national
and international standards. For example, the International
Electrotechnical Commission (IEC) standard 60601-2-1
requires that out-of-field radiation leakage reaching the
patient plane from the radiation sources within each medical
linac be limited to less than 0.2% (with an average of 0.1%)
of the central axis radiation dose in a reference field [1]. This
limit increases to 0.5% at other points at 1 m distance from
the electron accelerating waveguide and the photon source,
and the IEC requires the recording and reporting of all dose
maxima at points “which can come into close proximity to
the patient” [1].

Measurements of radiation leakage completed during
linac acceptance and commissioning often identify regions
of increased leakage at the front and top of the linac, where
radiation is scattered from the flattening filter, target, bend-
ing magnet and accelerating waveguide. However, if treat-
ments are only performed using a conventional radiotherapy
setup, with coplanar beams, without rotations of the treat-
ment couch, it can be legitimately assumed that this
multi-directional leakage makes a negligible contribution to
the patient dose because its sources cannot be brought into
“close proximity to the patient”.

As new treatment methods are investigated and imple-
mented, it is important to review the assumptions behind
leakage dose assessments. Recently, there has been a
growing interest in leakage doses delivered to patients
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during intensity modulated and volumetric modulated arc
radiotherapy (IMRT and VMAT) treatments [2, 3], which
require substantially increased numbers of monitor units to
deliver each cGy of dose (MU/cGy) and therefore produce
correspondingly increased leakage doses, compared to static
conformal radiotherapy treatments [4–6]. However, previous
studies of leakage dose to the patient have been largely
focussed on leakage from the collimator side of the linac
gantry [2, 3, 7].

As couch rotations are increasingly used to deliver
non-coplanar beams during cranial and extra-cranial stereo-
tactic radiotherapy treatments, radiation leakage from pre-
viously ignored sources (e.g. the flattening filter, the bending
magnet, the top of the waveguide) becomes increasingly
concerning. This study therefore investigated dose in the
patient plane when both the gantry and the couch were
rotated, to simulate part of a possible non-coplanar beam
arrangement and provide an indication of the importance of
re-evaluating leakage doses under non-conventional treat-
ment conditions.

2 Method

Radiation leakage was measured using a Varian iX linear
accelerator with an Exact couch (Varian Medical Systems,
Palo Alto, USA) operating in 6 and 10 MV photon modes
(abbreviated to “6X” and “10X”). Optically stimulated
luminescence dosimeters (OSLDs) were placed along the
treatment couch at 10 cm intervals, from 10 cm superior to
190 cm inferior of the isocentre, covering the length that
could potentially be occupied by a patient’s body, during a
cranial treatment.

OSLDs were used in this study due to their reusability,
reproducibility, sensitivity and linearity in the low-dose
range [8], despite the need to account for their potential
over-response to out-of-field radiation [9] and to correct for
the varying compositions and responses of OSLDs within
each batch [10]. The specific OSLDs used were Landauer
nanoDots (Landauer, Glenwood, USA), which were cali-
brated by exposure to a known dose from the linac’s primary
beam, annealed using a 3 h exposure to fluorescent light in a
Gammasonics Manual OSL Annealing Lightbox (Gamma-
sonics Institute for Medical Research Pty Ltd, Lane Cove,
Australia) and read out using a Landauer Microstar OSLD
reader (Landauer, Glenwood, USA).

Dose measurements were made using (a) a conventional
setup, with couch and gantry at zero degrees (head-up
position, referred to as the “zero” configuration) and (b) a
non-coplanar setup, with the couch at 90° and the gantry at
30° (gantry rotated over couch, referred to as the “rotated”
configuration), as shown in Fig. 1. The specific “rotated”
position of the couch and gantry were selected to give a

plausible worst-case-scenario measurement; couch-gantry
arrangements such as this are occasionally used during
radiosurgical treatments of lesions located near the orbits,
pituitary or frontal lobes of the brain, or in cases where large
numbers of differently oriented beams are required to treat
multiple brain metastases while sparing the healthy brain.

For each measurement, the linac delivered 20,000 MU,
with all jaws and multi-leaf collimators closed. The 6X and
10X beams were evaluated separately, due to Lonski et al.
observation that photon beams with different energies can
produce increased leakage at different points on the linac’s
housing [11].

3 Results and Discussion

Figure 2 summarises the results of this study. In regions
primarily affected by transmission through collimators
(within 30 cm of the isocentre), Fig. 2 shows that the mea-
sured dose from the 10X beam exceeded the measured dose
from the 6X beam, due to reduced attenuation of the
higher-energy (more penetrating) primary beam. Further
from isocentre, where the effects of laterally scattered radi-
ation were more prevalent, differences between the 6X
results and the 10X results were diminished, except in the
region beyond 100 cm from isocentre where the “rotated”
result showed the effects of increased scatter from the 6X
beam. Apparently, the increased scatter from lower-energy

Fig. 1 Photographs indicating linac and couch orientation from the
point of view of the bunker entrance (a and b) and the end of the couch
(c and d), when the gantry and couch are in the zero configuration
(a and c) and when the gantry and couch are in the rotated configuration
(b and d)
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photon beams that has been identified on the waveguide side
of the exterior housing of the linac head [11] is also
detectable in the patient plane, if the couch and gantry are
both rotated.

Generally, data shown in Fig. 2 indicate that the leakage
dose measured in the patient plane was uniformly low (less
than 2 cGy/10,000MU) at all measurement positions for
both energies, using the standard “zero” setup. However,
when the gantry and couch were both rotated, there was a
systematic increase in dose towards 4.2 cGy/10,000MU at a
point 80 cm from isocentre (directly below the end of the
travelling waveguide and the side of the bending magnet).

The maximum leakage dose measured in the patient plane
(4.2 cGy/10,000 MU) is equivalent to 0.042% of the maxi-
mum central axis dose in a 10 � 10 cm2 reference field,
which is well within the 0.2% limit set by the relevant IEC
standard [1]. However, if the linac is used to deliver IMRT
or VMAT treatments, then the leakage results should be
multiplied by a modulation factor, to account for the
increased MU/cGy and therefore the increased leakage
delivered during modulated radiotherapy treatments.
Modulation factors can range from 2 to 10 [4]. For example
Saleh et al. retrospective evaluation of the workload of ten
radiotherapy bunkers over a ten year period produced mean
modulation factors of 5.0 for IMRT and 4.6 for VMAT [5].
If the measurements obtained in this study are adjusted using
a clinically realistic [5] modulation factor of 5, then the
maximum leakage measurement is increases to be slightly
beyond the IEC’s limit.

Elekta Synergy and Siemens Primus linacs have been
found to produce more leakage than the Varian iX model
used in this work by factors of 2 and 2.5, respectively [11]. It
is therefore advisable to repeat this study using different
treatment systems, to establish the possible effects of leakage
dose on patients treated using non-coplanar beam arrange-
ments using different types of linear accelerator.

4 Conclusion

Checks of out-of-field dose from non-coplanar beam direc-
tions are advisable prior to acceptance of new or modified
linacs. Vendors should consider applying additional shield-
ing to linacs that are capable of delivering non-coplanar
treatments, especially linacs that are designed and promoted
specifically for use in delivering stereotactic radiotherapy
treatments, where non-coplanar beams are common.

Compliance with Ethical Standards The authors declare that they
have no conflict of interest. This article does not contain any studies
with human participants or animals performed by any of the authors.
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Fig. 2 Doses from the 6X and 10X beams, measured along the
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configuration (as specified in legend)
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Optically Stimulated Luminescence
Dosimeters as an Alternative
to Radiographic Film for Performing
“Head-Wrap” Linac Leakage Measurements

Tanya Kairn, Holly Stephens, Scott Crowe, and Samuel Peet

Abstract
The linac “head-wrap”, where a new or modified linac is
covered with radiographic film as a means to identify
regions of increased radiation leakage, is an important
part of the linac acceptance/commissioning process.
However, as radiographic film and developing equipment
decrease in availability and increase in cost, a simple,
reusable, non-chemical solution becomes increasingly
desirable. This study investigated whether discrete dose
points measured using optically stimulated luminescence
dosimeters (OSLDs) could be used to detect regions of
increased radiation, as a substitute for radiographic film.
After establishing the ability of the OSLDs to detect
leakage and differentiate between high and low leakage
doses, via a set of proof-of-concept measurements made
in known high and low leakage regions on a Varian iX
linac, a systematic evaluation of leakage at the surface of
the linac head was undertaken. 60 OSLDs were posi-
tioned at regular intervals over the linac head by a
member of the research team who was unfamiliar with the
expected patterns of linac leakage. The OSLD measure-
ments were able to detect linac head leakage and quantify
high and low doses (from 0.6 to 44.7 cGy per 10,000
MU) with sufficient geometric precision to guide the use
of an ionisation chamber to measure leakage doses in the
patient plane. Reusable point dosimeters such as OSLDs
are a promising solution to the problem of diminishing
availability of film stock for linac head-wrap tests.

Keywords
Radiation therapy � Solid state dosimetry � Radiation
protection

1 Introduction

The linac head-wrap measurement is an important part of the
process of accepting and commissioning each new (or
modified) medical linear accelerator (linac). Generally, the
measurement involves running the most penetrating photon
beam with radio-sensitive film covering the radiation emit-
ting parts of a the linac, in order to produce film darkening in
regions of elevated radiation leakage. Qualitative results of
the head-wrap allow ionisation chamber measurements to be
localised in regions of maximum leakage, to verify the linac’s
compliance with international limits [1] and ensure minimal
out-of-field dose is delivered to radiotherapy patients.

The use of radiographic (silver-halide) film has long been
specifically recommended for this purpose [1], as it is sen-
sitive enough to provide an obvious visible response to
relatively low leakage doses after just ten or twenty thousand
dose monitor units (MU) have been delivered [2]. However,
in recent years, radiographic film production has been scaled
back as radiotherapy and radiography departments have
moved towards electronic patient imaging techniques [3].
This change in imaging practice has also led to a decrease in
the availability (and increase in the expense) of film devel-
oping chemicals and film processors [4]. It is becoming
increasingly difficult for radiotherapy departments to source
the equipment needed to perform linac head-wraps using
radiographic film.

It may be desirable to replace the use of radiographic film
with newer types of self-developing radiochromic film,
which have a growing role in radiotherapy departments [3].
However, while radiochromic film is sensitive enough to
detect and measure low doses of radiation after appropriate
scanning and analysis [5], up to five times as many MU need
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to be delivered to produce a response visible to the human
eye, when using radiochromic film rather than radiographic
film [6]. Additionally, the relatively small size and large
expense of currently available radiochromic film sheets
mean they are better suited to performing spot checks in
regions of concern, than to measuring dose around the whole
linac head.

Given the current limitations of radiochromic and radio-
graphic film, a simple, reusable, non-chemical system for
evaluating linac head leakage is highly desirable. This study
therefore investigated whether discrete dose points measured
using optically stimulated luminescence dosimeters
(OSLDs) could be used to detect regions of increased radi-
ation during a modified head-wrap measurement.

2 Method

Initially, a proof-of-concept study was completed, where 30
OSLDs were taped to the exterior housing of a Varian iX
linac (Varian Medical Systems, Palo Alto, USA) in regions
of known high and low leakage (based on previous radio-
graphic film measurements), to establish the ability of the
OSLDs to detect leakage and differentiate between high and
low leakage doses. The OSLDs were irradiated with a
leakage dose by closing the linac’s jaws and multi-leaf
collimators and delivering 20,000 MU, the same number of
monitor units as have been successfully used locally for head
wraps using radiographic film.

After the pilot study produced positive results, a blind
experiment was undertaken, using 60 OSLDs that were
positioned at regular intervals over the linac head by a
member of the research team who was unfamiliar with the
usual patterns of linac leakage as well as the specific leakage
pattern of the linac under investigation.

3 Results and Discussion

Doses measured on the linac housing during the
proof-of-concept study ranged from 0.9 cGy/10,000 MU in
known low-leakage regions to 47.6 cGy/10,000 MU in
known high-leakage regions. The blind measurements of
linac head leakage at points systematically spread around the
linac head produced similar results to the proof-of-concept
study, ranging from 0.6 to 44.7 cGy/10,000 MU, suggesting
that OSLD point dose measurements could be used to
identify regions of maximum linac leakage (without prior
knowledge of the expected patterns of linac head leakage)
with sufficient geometric precision to guide the use of an
ionisation chamber to measure leakage doses in the patient
plane.

Figure 1 provides a summary of the results from the blind
OSLD leakage measurements. The highest leakage doses
were found in regions around the sides of the collimator, as
well as regions lateral to the bending magnet and the flat-
tening filter. The OSLD measurements of leakage dose were
generally low in well-shielded regions that would be directly
facing the patient during coplanar treatments (without couch
rotation) at the front face of the collimator and the underside
of the gantry.

Figure 1 shows several regions where the film is dark but
the doses measured with OSLDs are low. Although the
pre-existing film irradiation result shown in Fig. 1 was never
quantified, identification of which OSLDs were located at
which regions of film darkening provided a surrogate
OSLD-based measurement of the film response, which
suggested that the radiographic film produced substantial
darkening at doses as low as 1.6 cGy/10,000 MU. Evidently,
even if radiographic film is used to provide a continuous
indication of the leakage patterns around the linac head, the
quantitative data provided by performing simultaneous

Fig. 1 OSLD results, overlaid on a photograph of a previous
head-wrap film result. Coloured circles indicate OSLD measurement
points: white shading indicates doses less than 5 cGy/10,000 MU; light

shading (yellow) indicates doses greater than 5 but less than
10 cGy/10,000 MU; dark shading (orange) indicates doses greater
than 10 cGy/10,000 MU (Colour figure online)
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OSLD irradiations has the potential to improve the efficiency
of eventual ionisation chamber measurements, minimising
the time taken to set up and complete measurements in
regions where the film is dark but the leakage is low.

Film measurements (rather than discrete point dose
measurements such as those used in this work) are recom-
mended for head wraps [1], to eliminate the possibility of
missing or misplaced internal shielding or gross errors in
electron beam steering [2], because “discrete measurements
at selected points will not necessarily detect a small area of
high leakage” [2]. The results reported in this work suggest
that OSLD point dose measurements are able to detect even
the small regions of elevated leakage that exist around a
well-shielded and appropriately-steered linac. However, the
risk of failing to detect a small but intense source of leakage
radiation during a head wrap conducted using OSLDs alone
should be minimised, by using the largest possible number
of OSLDs, positioned as closely together as is practical, or
by repeating the test using several different sets of mea-
surement points.

4 Conclusion

Reusable point dosimeters such as OSLDs are a promising
solution to the problem of diminishing availability (and
increasing expense) of film stock for linac head-wrap tests.
The results of this study suggest that in circumstances where
the use of a continuous dosimetry medium is not practical or
not possible, sets of systematic point dose measurements

performed using sufficient numbers of regularly spaced
OSLDs may provide suitable information to guide the
positioning of ionisation chamber measurement points, to
assess linac head leakage.

Compliance with Ethical Standards The authors declare that they
have no conflict of interest. This article does not contain any studies
with human participants or animals performed by any of the authors.
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Measurement of Percentage Depth-Dose
Profiles in Very Small Fields

Shadi Khoei, Mark West, and Tanya Kairn

Abstract
This study aimed to develop a method for accurately
measuring small field percentage depth-dose (PDD) pro-
files. An SNC 3D Scanner cylindrical water tank (Sun
Nuclear Corp, Melbourne, USA) was used in combination
with an unshielded PTW diode 60017 (PTW Freiburg
GmbH, Freiburg, Germany) to measure PDDs in very
small radiation beams from a Varian Truebeam STx linac
(Varian Medical Systems, Palo Alto, USA). Two PDD
measurement methods were investigated; (a) a ray-tracing
technique, where a complex automated process was used to
continuously drive the diode into the centre of the field
while varying the measurement depth, and (b) a conven-
tional technique, where the centre of each field was
identified using orthogonal profile scanning and then the
tank platform was iteratively shifted to place the diode at
the centre of the field before PDD scanning. For both
methods, the effects of the low measurement signal were
mitigated by scanning very slowly (2 s integration times).
The field size was reproducible within 0.1 mm even after
collimator and carousel repositioning. Differences of up to
3% were identified between the PDDs measured using the
conventional and ray tracing methods. Comparison of
these results with PDDs from larger fields suggested that
the ray-tracing method was over-measuring the dose (or
under-measuring depth) in the very small fields. Although
time consuming, the use of a PDD measurement technique
where the centre of the field is identified manually is
advisable, unless the reliability more sophisticated
ray-tracing techniques can be convincingly established.

Keywords
Small field dosimetry � Very small field � Diode

1 Introduction

Stereotactic radiosurgery (SRS) involves the delivery of
tumoricidal doses of radiation to cranial lesions while spar-
ing the surrounding brain tissue, using highly-conformal and
very small radiation beams [1]. In order for SRS and SRT
treatment doses to be predicted accurately by a radiotherapy
treatment planning system (TPS), a set of accurate beam
configuration data must be measured and input into the TPS
[1, 2]. This data includes absolute dose calibration infor-
mation as well as relative dose data, including point dose
factors, lateral dose profiles and percentage depth-dose
(PDD) profiles, measured in liquid water.

Accurate measurements of beam characterisation and TPS
configuration data are especially difficult for small fields
(� 3 cm across) [3] and very small fields (� 1.5 cm across)
[4] due to: lack of lateral charged particle equilibrium since
the size of the field becomes smaller compared to the range of
the dose-depositing electrons [3, 4]; the partial obstruction of
the photon source by closely-spaced beam collimators [3];
and volume averaging due to the relatively large size of
dosimeter active volumes compared to field areas [3].

While improved small field dosimetry techniques have
been developed over the last decade, research has largely
focussed on measuring small field scatter factors [5–9] and
lateral profiles [7, 10]. Recent international small field
dosimetry guidelines provide methods for evaluating scatter
factors and measuring lateral profiles, with minimal guid-
ance on PDD measurements [1, 7].

PDD measurements are especially challenging when radia-
tion fields are small due to the difficulty of keeping the
dosimeter centred on the beam axis throughout the measure-
ment (the beam may be slightly and unavoidably non-vertical
due to gantry sag) and the dosimetric consequence of drifting
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off axis (the substantial effect of slightly shifting the measure-
ment point away from the central axis is one of the defining
features of very small fields [4]). The need to verify the size and
reproducibility of the radiation field, which is an established
requirement of accurate small field dosimetry [4, 10, 11], is also
important when measuring small field PDDs, as the effects of
field size inconsistency have not been evaluated over the large
range of depths scanned by PDD measurements.

This study aimed to develop a method for accurately
measuring small field PDD profiles, while exploring some of
the capabilities of a contemporary water-tank-based
dosimetry system.

2 Method

This study used a nominal 6 MV flattened photon beam,
produced by a Varian Truebeam STx linac (Varian Medical
Systems, Palo Alto, USA), which was collimated using a
HD-MLC to produce a nominal 0.5 � 0.5 cm2

field.
All measurements were performed using an SNC 3D

Scanner cylindrical water tank (Sun Nuclear Corp, Melbourne,
USA) in combination with an unshielded PTW diode 60017
(PTW Freiburg GmbH, Freiburg, Germany). The unshielded
diodewas chosen for thiswork due to the relatively small size of
its collecting volume (� 0.0001 cm3) and its established suit-
ability for relative dosimetry in small fields [5, 8, 9]. The pos-
sibility of the diode over-responding at depth, due to increasing
low-energy scatter from the water, was investigated by com-
paring a conventionally-scanned PDD measured using the
unshielded diode in a 4 � 4 cm2

field against a
conventionally-scannedPDDmeasuredusing aCC13 spherical
ionisation chamber (IBA Dosimetry GmbH, Schwarzenbruck,
Germany) in the samefield.Additional conventionally-scanned
PDDs measured with the unshielded diode in 1 � 1 and
2 � 2 cm2

fields were used to evaluate whether the PDD scans
from the 0.5 � 0.5 cm2

field were physically realistic.
Two different methods were used to acquire PDD profiles

along the central axis of the 0.5 � 0.5 cm2
field, from a depth

of 30 cm to the water surface, with the source-to-surface
distance set to 100 cm.

The first method of PDD measurement involved using the
“ray-trace” technique provided by the SNC 3D Scanner.
This technique was specifically designed to provide a
straightforward means to measure PDDs in small fields, via a
largely-automated process. An auto-setup step determined
the centre of the radiation field (the midpoint between the
50% relative dose points) by scanning at a shallow depth and
a deep depth [12], and then linearly interpolating and
extrapolating to determine the beam centre as a function of
depth [12]. Since the detector movement in the cylindrical
water tank is restricted to cylindrical directions (vertical,
rotation and diameter, see Fig. 1), the automatic positioning

of the diode at the centre of the field required all three drives
to operate simultaneously throughout the PDD scan, in order
to apply the offsets identified at the setup step. At each
measurement point, the vertical drive adjusted the mea-
surement depth while the ring drive rotated to the required
offset angle and the diameter drive shifted the diode laterally,
to place it in the required position.

The second method used a conventional vertical-scanning
process, after first completing additional small-field-specific
setup and validation steps. The radiation field centre (the
midpoint between 50% relative dose points) was identified
by repeatedly scanning at 0.1 mm resolution in the in- and
cross-plane directions at two depths (5 and 20 cm) itera-
tively shifting the tank platform to place the diode at the
centre of the field before PDD scanning.

Field size reproducibility was evaluated by obtaining
additional lateral scans after repositioning (retracting/
extending) the MLC leaves, changing the beam energy (ro-
tating the carousel to check the effect of any slight changes in
flattening filter position) and turning on and off the field light
(to check the effect of monitor chamber repositioning, a fea-
ture of the Truebeam linac). Scan parameters were optimised
to maximise the signal, which would otherwise have been
very low due to the small size of both the diode’s active vol-
ume and the radiation field.

3 Results and Discussion

Data in Tables 1 and 2 respectively show the precision with
which the diode was positioned in the centre of the field for
the conventional PDD scans and the reliability with which

Fig. 1 Photograph of cylindrical water tank showing dosimeter drive
directions

Table 1 Location of measured field centre relative to tank centre
position, before and after tank position adjustment. Scan directions are
defined relative to the plane of the linac’s bending magnet (BMAG,
in-plane or cross-plane) and relative to the direction of motion of the
MLC leaves (parallel or perpendicular). All measurements are in cm

Depth Direction,
BMAG

Direction,
MLC

Centre before adj. Centre after adj.

5 Cross-plane Parallel 0.025 ± 0.002 −0.0002 ± 0.0019

5 In-plane Perpendicular −0.0033 ± 0.0006 Not adjusted

20 Cross-plane Parallel 0.013 ± 0.001 0.001 ± 0.006

20 In-plane Perpendicular 0.0040 ± 0.0002 Not adjusted
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the linac reproduced the same very small field throughout
the study. The PDDs shown in Fig. 2a establish the relia-
bility of the unshielded diode for measuring relative dose at

depth despite changing phantom scatter (despite the differ-
ence between the effective atomic number ðZeff Þ of the sil-
icon diode and the Zeff of water); the diode and ionisation
chamber measurements agree within 0.4% at all points
beyond the electron build-up region. The optimal small-field
scanning method identified in this study used step-by-step
scanning with a signal integration time of 2 s per point, to
maximise signal-to-noise and achieve the smooth small field
PDDs shown in Fig. 2b–d. Together, these results (Tables 1
and 2 and Fig. 2a–d) validate the preparation and measure-
ment steps used to measure small field PDDs in this study.

Figure 2b compares the PDDs obtained using ray-tracing
and conventional techniques, for the 0.5 � 0.5 cm2

field,
and shows that the two curves differ by up to 3% at depth,
with the PDD measured using the ray-tracing method
decreasing less steeply than the PDD measured using the
conventional method.

Figure 2c and d show the additional PDDs that were
measured to investigate the difference between the results in
the 0.5 � 0.5 cm2. (The use of a conventional scanning

Table 2 Measured radiation field size in cm, in the direction of MLC
motion (measured 105 cm from the photon source)

Measurement conditions Field width

Initial setup 0.602 ± 0.002

Leaves retracted (opened) and driven back to field
position

0.605 ± 0.006

Leaves extended (closed) and driven back to field
position

0.564 ± 0.003

Leaves retracted (opened) and driven back to field
position

0.600 ± 0.003

Tank shifted to improve alignment with centre of
field

0.603 ± 0.002

Leaves retracted (opened) and driven back to field
position

0.603 ± 0.002

Carousel rotated, monitor chamber repositioned 0.603 ± 0.002

Fig. 2 PDD measurement results. a Diode and ionisation chamber
measurements in the 4 � 4 cm2

field. b PDDs measured convention-
ally and using the ray-tracing method, with the unshielded diode in the
0.5 � 0.5 cm2

field. c PDD measured using the ray-tracing method in

the 0.5 � 0.5 cm2
field, compared with PDDs measured in 1 � 1 and

2 � 2 cm2
fields. d PDD measured conventionally in the

0.5 � 0.5 cm2
field, compared with PDDs measured in 1 � 1 and

2 � 2 cm2
fields. Insets show detail at depth
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method was assumed to produce reliable results in the 1 � 1
and 2 � 2 cm2

fields, which are large enough to be unaf-
fected by small gantry sag effects.) It is expected that at any
depth well beyond the build-up region, there should be an
increase in relative dose with increasing field size, due to an
increase in phantom scatter at that depth. Figure 2c and d
both show the overall increase in relative dose at depth
following the change of field size from 1 � 1 to 2 � 2 cm2.
However, the PDD from the 0.5 � 0.5 cm2

field that was
obtained using the ray-trace method (shown in Fig. 2c)
crosses the PDD from the 1 � 1 cm2

field at approximately
10 cm depth and shows larger dose per depth compared to
the results taken for the 1 � 1 cm2

field.
This unphysical behaviour, which suggests that, for

example, relative dose at 15 cm depth from a 0.5 � 0.5 cm2

field is greater than relative dose at the same point from a
1 � 1 cm2

field, does not occur when the 0.5 � 0.5 cm2

PDD is measured using the conventional method (Fig. 2d).
These results suggest that use of the
mechanically-demanding ray-tracing method may result in
over-measurement of the dose (or under-measuring of the
depth) in very small fields.

4 Conclusion

When using a conventional PDD scanning technique to
acquire small field beam data for use in treatment planning,
three additional setup and verification steps should be
completed. Firstly, while a suitable dosimeter for small field
measurements must be used, the response of that dosimeter
should be benchmarked against an ionisation chamber in a
larger field, to establish its reliability. Secondly, PDD
scanning parameters should be selected to maximise
signal-to-noise in the small field; slow step-by-step scanning
may be needed. Thirdly, repeated profile scanning should be
used to verify the reproducibility of the size of the small field
under relevant conditions, and to identify the centre of the
field at shallow and deep depths so that the dosimeter can be
positioned appropriately to scan along the central axis.

Although it is time consuming and requiring careful
consideration, a conventional PDD scanning technique,
including these additional small-field-specific steps, is an
efficient and reliable means to collect PDD data for very
small fields and should remain the recommended method for

doing so, until the reliability more sophisticated ray-tracing
techniques can be convincingly established.

Compliance with ethical standards The authors declare that they
have no conflict of interest. This article does not contain any studies
with human participants or animals.
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Long-Term Reliability of Optically
Stimulated Luminescence Dosimeters

Tanya Kairn, Samuel Peet, Liting Yu, and Scott Crowe

Abstract
Optically stimulated luminescence dosimeters (OSLDs)
can be used as accurate and re-usable dosimeters for
radiotherapy applications. OSLDs have been observed to
decline in sensitivity with repeated use and it is important
to determine whether this decline in sensitivity is
associated with a decline in reliability. This study used
three batches of OSLDs (purchased in 2012, 2014 and
2016) that had been repeatedly re-used in a mature in vivo
dosimetry programme over a period of up to five years
and evaluated the consistency of their response over
repeated irradiation-readout-bleaching cycles. Each irra-
diation delivered 105 cGy to all OSLDs, using a 12 meV
electron beam from a Varian iX linear accelerator. The
five- and three-year-old OSLDs respectively displayed
86% and 89% of the sensitivity of the one year old
OSLDs, but when a correction factor for each OSLD was
derived based on the first measurement result and applied
to each subsequent reading, all OSLDs were able to
measure the 105 cGy test dose accurately, within standard
deviations of 2.0% for the OSLDs from 2012 and 1.3%
for the OSLDs from 2014 and 2016. If a mean calibration
value was applied to the readings from each batch of
OSLDs, instead of applying a measurement-derived
sensitivity correction factor to each individual OSLD
reading, the standard deviations increased to an unac-
ceptable 6.1, 5.6 and 2.9%. Well-used three- and
five-year-old OSLDs were shown to be capable of
providing measurements with similar accuracy to a more
recently-purchased batch of OSLDs, when
measurement-derived sensitivity correction factors were
applied to each result. If this extra step is included in the
OSLD measurement process, then the same OSLDs may

be reliably used for years without needing to be retired
and replaced.

Keywords
Radiation therapy � Solid state dosimetry
Semiconductors

1 Introduction

Optically stimulated luminescence dosimeters (OSLDs) are
an attractive solution for radiotherapy dosimetry due to their
small size, ease of use, sensitivity and reusability [1, 2].
OSLDs have been investigated and used for a variety of
radiotherapy applications, including quality assurance and
end-to-end testing [3, 4], dose measurements in
non-reference and out-of-field conditions [5–7], in vivo
dosimetry [8–10] and dosimetry auditing [2, 11].

OSLDs function similarly to thermoluminescent
dosimeters (TLDs); incident radiation frees electrons which
are then trapped between the valence and conduction bands
of a doped semiconductor, until released by the application
of additional energy and allowed to fall back to the valence
band by the emitting a quantifiable light signal. Whereas the
trapped electrons in TLDs are read out and cleared (an-
nealed) using controlled heating, the energy needed to read
out and clear (bleach) trapped electrons from OSLDs is
applied using optical light.

Like TLDs and other solid state dosimeters, OSLDs have
been found to exhibit a sensitivity variation with total
accumulated dose [1, 12]. Different rates of decline in OSLD
response have been observed after OSLD chips have been
exposed to total doses above 10–20 Gy [1, 4, 12]. For
example, Opp et al. measured a decrease in response of
almost 7% after OSLDs were repeatedly irradiated and
bleached until they were exposed to a total accumulated dose
of 16 Gy [4], and Jursinic observed that “above 20 Gy, the
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OSLD sensitivity begins to drop by about 4% per 10 Gy of
additional accumulated dose” [12].

As OSLD systems are increasingly implemented for use
in routine and specialised radiotherapy dosimetry services, it
is important to understand the long-term stability of OSLD
response. This study therefore aimed to re-evaluate the
sensitivity of thoroughly used batches of OSLDs, to provide
an indication of whether decreases in OSLD sensitivity are
associated with decreases in OSLD reliability and thereby
provide guidance on the frequency with which batches of
OSLD chips should be retired and replaced.

2 Method

This study used three batches of Landauer nanoDot OSLDs
(Landauer, Glenwood, USA), which had been purchased in
2012, 2014 and 2016. The OSLDs were reported by the
manufacturer (and found at inital commissioning, immedi-
ately after purchase) to produce a consistent response
within ±2%. The OSLDs were then repeatedly re-used in a
mature in vivo dosimetry programme over a period of up to
five years. The sensitivity and consistency of the response of
all available OSLDs was evaluated in 2017, over three
repetitions of the bleaching-irradiation-readout cycle.

Bleaching was performed using a Gammasonics Man-
ual OSL Annealing Lightbox (Gammasonics Institute for
Medical Research Pty Ltd, Lane Cove, Australia) which
contained an array of fluorescent tubes, beneath a
light-diffusing screen (see Fig. 1a). A bleaching time of 3 h
was selected, to reduce the mean residual signal to
0.26 ± 0.01 cGy and to correspond to established
fluorescent-light bleaching conditions [12].

A Varian iX linac (Varian Medical Systems, Palo Alto,
USA) was used to deliver 105 cGy to all OSLDs at each
irradiation, using a 25 � 25 cm2 12 meV electron beam,
which produced a large region of relatively flat dose, suffi-
cient for irradiating up to 100 OSLDs at once, in a

purpose-fabricated array (see Fig. 1b) at the depth of max-
imum dose in a water-equivalent plastic phantom (see
Fig. 1c).

All OSLDs were read out after each irradiation, using a
Landauer Microstar OSLD reader containing an array of 38
light emitting diodes (LED) which provided a 532 nm
(green) light source for stimulating the luminescence [3].
Individual OSLDs were identified and tracked using num-
bers and barcodes on stickers that were attached to the
OSLD housings by the manufacturer. Four OSLDs were
removed from the sample due to loss (detachment) or fading
of their identifying numbers and barcodes (see Fig. 1d).

3 Results and Discussion

The results of irradiating all OSLDs to the same dose three
times, during three repetitions of the
bleaching-irradiation-readout cycle are shown in Fig. 2a–c.

Examination of the number of raw counts per cGy from
each measurement (shown in Fig. 2a) indicates that the
OSLDs from 2012 and 2014 respectively displayed 86% and
89% of the sensitivity of the newer OSLDs. This result
provides a useful long-term verification of the decrease in
OSLD sensitivity with total accumulated dose that was
predicted via short-term OSLD response studies [1, 4, 12].

When OSLD response was corrected using a batch cali-
bration factor (a correction calculated from the mean
over/under response of all OSLDs in each batch), the OSLD
measurements appeared unacceptably variable, especially
for the older batches (see Fig. 2b), due to the response
variations of the individual OSLD chips [13]. The mean
standard deviations calculated over the three repetitions of
the bleaching-irradiation-readout cycles were 6.1, 5.6 and
2.9% for the batches of OSLDs from 2012, 2014 and 2016,
respectively.

After a locally-derived correction factor for each OSLD
was determined based on the first reading of the first

Fig. 1 Photographs of a the lightbox used for OSLD bleaching, b the OSLD irradiation array, c the OSLD irradiation setup and d OSLDs in
bleaching configuration, with chips exposed, showing peeling identification stickers on the oldest OSLDs
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measurement (without reference to the vendor-supplied
sensitivity factor) and applied to each subsequent reading,
all OSLDs were able to measure the 105 cGy test dose
accurately, within standard deviations of 2.0% for the
OSLDs from 2012 and 1.3% for the other two batches of
OSLDs (see Fig. 2c). Using this method, approximately
90% of the OSLDs from 2014 and 2016 were able to provide
measurements within ±2% of the known delivered dose,
while 75% of the OSLDs from 2012 were able to provide the
same level of accuracy.

Data shown in Fig. 2c indicates that several outliers exist,
where measured doses differ from the known delivered doses
by 5% or more. This result suggests that even when local
sensitivity correction factors are measured, used and fre-
quently updated, it may also be advisable to use more than
one OSLD to perform each dose measurement, to minimise
the likelihood of results being confounded by anomalous
OSLD over/under-response.

4 Conclusion

Three batches of OSLDs that had been repeatedly re-used in
a mature in vivo dosimetry programme have been found to
be capable of providing radiotherapy dose measurements
with similar levels of accuracy, despite the batches’ varying
ages and levels of previous accumulated dose. To achieve
this result, it was necessary to measure and apply a local
sensitivity correction factor to each OSLD reading. If this
extra step is included in the OSLD measurement process,
then it may be possible to use the same OSLDs repeatedly
and reliably for years, without needing them to be retired and
replaced.

Compliance with Ethical Standards The authors declare that they
have no conflict of interest. This article does not contain any studies
with human participants or animals performed by any of the authors.

Fig. 2 OSLD dose response, plotted as a number of counts per cGy of
delivered dose, b measured dose as a percentage of delivered dose,
where measurements were corrected using a batch calibration factor
only, and c measured dose as a percentage of delivered dose, where

measurements were corrected using a locally-measured sensitivity
factor for each OSLD. Horizontal lines indicate mean values from each
batch of OSLDs
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Feasibility Study of Alanine Dosimeter
for Carbon-Beam Dosimetry

H. Yamaguchi, M. Shimizu, Y. Morishita, K. Hirayama, Y. Satou, M. Kato,
T. Kurosawa, T. Tanaka, N. Saito, M. Sakama, and A. Fukumura

Abstract
Alanine dosimeters are useful tools for measuring both
kilo-gray level doses and radiation therapy level doses. The
National Metrology Institute of Japan is planning to
develop a dose measurement service for carbon-beam
therapy. The purpose of this study was to verify that the
alanine dosimeter could be used for carbon-beam dosime-
try. We irradiated the alanine dosimeter with 60Co-gamma
rays and a carbon beam using a range of 10–30 Gy. For the
gamma-ray irradiation, the alanine dosimeter was placed in
a 5 g cm−2 water phantom. For the carbon-beam irradia-
tion, the spread out Bragg peak of the 290 meV/u carbon
ion was used, and the dosimeter was located at the centre of
the peak region. The alanine spectra obtained under the
carbon-beam irradiation were almost the same as the
spectra under the gamma-ray irradiation. The alanine
dosimeter irradiated with the carbon beam show a smaller
signal than that obtained under the gamma-ray irradiation
for the same dose. The alanine signal increased as the dose
increased over the entire dosage range for both the
gamma-ray and carbon-beam irradiation. This result
suggests that the alanine dosimeter has potential for
carbon-beam dosimetry.

Keywords
Alanine � Carbon beam � Dosimetry

1 Introduction

The number of radicals generated from L-a-alanine by irra-
diation can be measured using an electron spin resonance
(ESR) spectrometer. The ESR signal, which is defined as the
peak-to-peak height of the centre of the alanine spectrum,
increases with the absorbed dose up to approximately
100 kGy [1]. Thus, alanine dosimeters are widely used for
calibrating the dosimeters routinely used in high-dose irradi-
ation facilities. The advantages of an alanine dosimeter
include a density close to that of water, an ESR signal with
long-term stability, the ability to use it as a mailed dosimeter,
and the lack of a significant change in the signal of the
dosimeter under normal temperature and humidity conditions.

Because of these advantages, alanine dosimeters are also
applied to radiation therapy level dose measurement, a ref-
erence dosimetry service, and international comparisons [2–
4]. There is a different dose measurement situation for
carbon-beam therapy because the physical characteristics of
an ion beam are different from those of photons and elec-
trons. Nakagawa et al. [5] reported that the ESR signal of the
alanine increased as the absorbed dose increased to 60 Gy
by carbon-beam irradiation. They also showed that the ESR
signal decreased as the linear energy transfer (LET) in-
creased. Herrmann et al. [6] calculated and measured the
depth dose curves for a mono-energy beam and spread out
Bragg peak (SOBP) beam using stacked alanine pellets for a
carbon beam. The measured alanine responses agreed with
the calculated alanine responses for both the mono-energy
beam and SOBP beam. The alanine response for the carbon
beam relative to the 60Co-gamma rays was also calculated
and measured. They reported that the relative response (ef-
fectiveness) had a value of approximately 0.80–0.95
depending on the carbon-beam energy. However, the
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relative response for the SOBP of the carbon beam is not
available.

In Japan, the National Metrology Institute of Japan
(NMIJ) is developing an alanine dosimetry system for
carbon-beam therapy to provide an independent peer review
service. In this study, we compared the signals of the alanine
dosimeter using 60Co-gamma rays and the SOBP, and
measured the relative response of the alanine dosimeter.

2 Materials and Methods

2.1 Alanine Dosimeter

Commercial alanine pellets (Harwell Dosimeters Ltd, Lot
number: AX584) were used for the experiments. The weight
ratio of the composition was 90.9% L-a-alanine and 9.1%
paraffin wax. The nominal pellet diameter was 4.8 mm, and
the nominal height was 2.7 mm. The dosimeter consisted of
four alanine pellets and a case made of conductive poly ether
ether ketone (PEEK). The case was 13.2 mm in diameter
and 22 mm in height.

2.2 Irradiation with 60Co-Gamma Rays

Irradiation with 60Co-gamma rays was performed at the
NMIJ using a 46 TBq source (this was the value in
December, 2017) [7]. Figure 1a shows the experimental
setup for the 60Co-gamma-ray irradiation. The
source-chamber distance (SCD) was 100 cm, and the
diameter of the irradiation field was 11 cm. The beam
entered a water phantom horizontally. An ionization cham-
ber (PTW, TN31013) and electrometer (EMF Japan,
EMF520) were used to determine the absorbed dose rate at a
reference depth of 5 g cm−2 in the water phantom. The
chamber was calibrated beforehand using another water
phantom. The determined absorbed dose rate was used to
calculate the delivered dose to the alanine dosimeter. The
dose rate was 0.24 Gy/min in December, 2017. The doses
delivered to the alanine dosimeter were approximately 10,
20, and 30 Gy, and three dosimeters were used for each dose
point.

The alanine dosimeter was located with its centre in the
centre of the ionization chamber. To prevent the alanine
dosimeter from contacting the water, the dosimeter was
inserted into a sleeve with a rod. The sleeve and rod were
made of conductive PEEK. The wall thickness of the sleeve
was 1.3 mm, and the rod had the same diameter as the
alanine dosimeter.

2.3 Irradiation with Carbon Beam

Irradiation with a carbon beam was performed at the Heavy
Ion Medical Accelerator in Chiba at the National Institute of
Radiological Sciences (QST/NIRS-HIMAC). The nominal
accelerator energy of the carbon beam was 290 meV/u.
An SOBP with a width of 6 cm was formed by a ridge filter.
The experimental setup for carbon-beam irradiation is shown
in Fig. 1b. Since the purpose of this study was that the
alanine dosimeter was feasible for carbon-beam dosimetry,
the irradiation was conducted in air, and the SOBP was
formed by a rage shifter. The centre of the SOBP was
located at a water depth of 11 g cm−2. The ionization
chamber and alanine dosimeter were irradiated in air. The
size of the irradiation field was set to 10 � 10 cm2. The
ionization chamber and alanine dosimeter were held in place
by holders made of polyoxymethylene and fixed to the
centre of the irradiation field. The ionization chamber was
positioned at a 0.75rcyl deeper depth than the centre of the
SOBP, where rcyl is the inner radius of the ionization
chamber [8]. The alanine dosimeter was positioned at a
depth of 11 g cm−2 considering the density, the radius of the
pellet and the wall thickness of the case.

An ionization chamber (PTW, TN30013) and electrom-
eter (EMF Japan, EMF522) were used to measure the dose at
the reference point, which was the centre of the SOBP,
before the irradiation of the alanine dosimeter. The ioniza-
tion chamber was calibrated using 60Co-gamma rays in the

Fig. 1 Experimental setup: a setup for gamma-ray irradiation and
b setup for carbon-beam irradiation
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NMIJ. The absorbed dose to water was determined using the
following equation described in TRS-398 [8].

Dw;Q ¼ MQND;w;Q0kQ;Q0 : ð1Þ
Here, MQ is the reading of the ionization chamber cor-

rected by the ion recombination, polarity, temperature, and
pressure, and ND;w;Q0 is a calibration factor for gamma rays.
kQ;Q0 is a radiation quality factor that depends on the
chamber model. The value of kQ;Q0 is listed in the reference
[8]. The determined dose was used to calibrate a monitor
unit of the carbon-beam irradiation system. The dose
delivered to the alanine dosimeter was almost the same as
that used for the gamma-ray irradiation. Three dosimeters
were used for each dose point.

2.4 ESR Measurement

The alanine signals were measured using a spectrometer
(Bruker Biospin, EMX micro) in the NMIJ. A schematic
view of the ESR system is shown in Fig. 2. The alanine
pellet was inserted from the top of the outer tube. The inner
tube was evacuated by a vacuum pump, and the pellet was
fixed on the inner tube. The Cr3+ reference sample was
inserted to approximately the centre of the cavity using a
marker accessory provided by Bruker Biospin. Because it is
known that the alanine signal has angular dependence [9,
10], the alanine pellet was rotated in 72° steps (0°, 72°, 144°,
216°, 288°) by the actuator connected to the inner tube. The
signals of the alanine and Cr3+ were measured at these
angles. The measured ESR signal of one dosimeter, S, was
calculated from

S ¼ 1
nm

Pn¼4

i¼1

Pm¼5

j¼1

Sai;j
Sri;jMi

� �Su:a:
� �

; ð2Þ

where n and m are the number of pellets in one dosimeter
and number of rotations, respectively. Sai;j and Sri;j are the
measured ESR signals of the alanine and Cr3+, respectively.
Figure 3a shows the typical spectrum of the alanine pellet.
The peak-to-peak height of the alanine signal at approxi-
mately 0.34548 T (central peak) was used for Sai;j, and that of
the Cr3+ signal at approximately 0.34969 T was used for Sri;j.
The mass of an alanine pellet, Mi, was measured using an
electronic balance (SHIMADZU, AUW120D). �Su:a: is the
averaged ESR signals for four alanine pellets without
irradiation.

The following parameters were used for the ESR mea-
surement. The microwave power was 0.3 mW, modulation
amplitude was 0.26 mT, time constant was 1310 ms, sweep
time was 30.72 s, and sweep width was 1 mT. A total of
1024 data points were used. Before and after irradiation, the
alanine pellets were stored in a desiccator. Wieser et al. [11]
reported that no fading occurred when alanine pellets were
stored in an environment of 22 °C and 50% RH. On the
other hand, Anton [12] reported that the ESR signal of
irradiated Harwell alanine pellets showed an increase of 0.5–
1.5% within one day of irradiation, and became stable after a
week under laboratory conditions (temperature: 21–22 °C,
relative humidity: 25–60%). We stored the alanine pellets in

Fig. 2 Schematic view of ESR measurement system. The alanine
pellet is inserted from the outer tube fixed to the cavity. The pellet is
fixed on the inner tube by the vacuum pump. The inner tube is
indirectly connected to the actuator and can be rotated

Fig. 3 ESR spectrum of alanine. The red line shows the alanine
spectrum with carbon-beam irradiation, and the blue line shows that
with gamma ray irradiation. The absorbed doses are 10, 20, and 30 Gy
for (a), (b), and (c), respectively (Colour figure online)
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a desiccator at a temperature of 18.9 ± 2.1 °C and a relative
humidity of 39.6% ± 1.3% using saturated salt of potassium
carbonate. The ESR measurements began at least two weeks
after the irradiation.

3 Results and Discussion

3.1 ESR Spectrum

The blue and red lines in Fig. 3 show the ESR spectra of the
alanine pellets irradiated by gamma rays and carbon beams.
Figures 3a, b and c show the results for the delivered doses
of 10, 20, and 30 Gy, respectively. The alanine spectra
obtained with irradiation by the carbon beam did not show
remarkable differences compared to those obtained with the
irradiation by gamma rays, except for the peak-to-peak
height. Apparent background noise is seen in the spectrum
for 10 Gy. Thus, the lower limit for dose measurement with
the present method is approximately 10 Gy for a carbon
beam.

3.2 Response of Alanine Dosimeter

Figure 4 shows the ESR signals for the carbon beam and
60Co-gamma rays. Both ESR signals increase linearly with
the delivered dose. The calibration curves fitted by a linear
function are also shown. The gradient of the calibration line
of the carbon beam is obviously smaller than that of the
gamma rays. This difference resulted because the LET of the
carbon ion was larger than that of the gamma rays. A portion
of the alanine molecules may have been broken into pieces
by the carbon beam without generating radicals. The gradi-
ent of each calibration line and the uncertainty of the gra-
dient are listed in Table 1. The uncertainty of the gradient of

the calibration line for the carbon beam is larger than that for
the gamma rays.

The relative response g of the alanine dosimeter is defined
as

g ¼ gc
gc

; ð3Þ

where gc and gc are the gradients of the calibration lines for
the carbon beam and gamma rays, respectively. The present
relative response is 0.7431 ± 0.0054 (k = 1). Herrmann
et al. performed a similar experiment at a plateau region for a
300 meV/u carbon beam. They used another definition for
the relative response, which was evaluated using the dose
ratio for the same signal level (isoresponse) [6]. They
reported that the relative response was 0.95. Although we
also analyzed the response using this definition, the response
was 0.7559 ± 0.0085 (k = 1).

The reason for this difference between the present result
and Herrmann’s result is that we irradiated the alanine
dosimeter at the centre of the SOBP, while they irradiated
the dosimeter at the plateau region of the carbon beam. The
smaller relative response may suggest that more alanine
molecules are destroyed in the SOBP region than in the
plateau region.

4 Conclusion

In this study, we tested an alanine dosimeter designed for
dose measurement in carbon-beam therapy. An SOBP beam
of 290 meV/u carbon ions was used to irradiate the alanine
dosimeter in a range of 10–30 Gy, and the calibration line
was compared with that of 60Co-gamma-ray irradiation.
There were no apparent differences in the ESR spectra
between the carbon-beam irradiation and gamma-ray irra-
diation. Because the measured ESR signals increased with
the dose, a third-party evaluation for carbon-beam therapy
could be performed using the alanine dosimeter at least
within the present dose. The gradient of the calibration line
for the carbon beam was smaller than that for the gamma-ray
beam. The relative response derived in the SOBP region was
approximately 22% smaller than that obtained at the plateau
region by Herrmann et al. [6]. These results suggest that the
response of the alanine dosimeter depends on the LET of the
beam. In the future, we will irradiate the alanine dosimeter
using different beams, e.g., in the plateau region. We will

Fig. 4 Experimental results of ESR signals for carbon-beam and
gamma-ray irradiation. The filled squares are the results for the carbon
beam, and the filled circles are the results for the gamma rays. Each line
represents a calibration line fitted by a linear function

Table 1 Gradients of calibration lines and uncertainties

Gradient [Gy−1] Uncertainty (k = 1) [%]

Carbon beam 0.03021 0.65

Gamma ray 0.04066 0.31
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also extend the range of the dose to determine whether the
alanine dosimeter could be used for carbon-beam dosimetry.
Since the results of this study confirmed that the alanine
dosimeter was feasible for carbon-beam dosimetry, we
planned the experiment in water for measuring absorbed
dose to water.
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Local Dose Survey on Paediatric
Multi-detector CT: A Preliminary Result

L. E. Lubis, A. F. Jundi, A. Susilo, A. Evianti, and D. S. Soejoko

Abstract
For paediatric patients, where there exists a wide range of
patient size, and where radiation risk is two to three times
more prevalent than on adults, the need of a more
stringent care on dose optimization becomes more crucial
and demanding, particularly on computed tomography
(CT) procedures. To first investigate the need of
optimization, a preliminary dose survey was carried out
by recording dose data from head, chest, and abdomen
MDCT procedures for paediatric patients. The survey
from a total of 343 paediatric CT patients was conducted
on March-September 2017 at Harapan Kita Maternal and
Children’s Hospital as Indonesia’s primary referral hos-
pital for paediatric patients. Results per age group were
compared with available works from other regions or
countries to first indicate the need for optimization. The
preliminary result indicated that head scans for 10–
15 years old patients require optimization. The evaluation
of protocol selections is proposed as an appropriate
action.

Keywords
Computed tomography � Paediatric � Dose

1 Introduction

The world-wide use of multidetector computed tomography
(MDCT) for both adult and paediatric patients has increased
over time since its first introduction in the 1990’s [1]. In
Indonesia, the increasing number of CT scanners, 706 units

as in 2016, reflects this trend as well. In accordance to the
trend, there is an increased concern about the biological risks
of CT scan-induced radiation to the patients, particularly
when the ALARA principle is applied in general.

With stochastic risk as high as two to three times that of
adult patients [2–4] and the existence of late onset during
longer life expectancy [5, 6], paediatric patients requires
more attention regarding the radiation dose. The requirement
of optimization to ensure the appropriateness of selections of
scan parameters has thus become more demanding. To first
indicate the need for optimization, and to identify the pos-
sible change of practice required in further duly optimiza-
tion, a dose survey is considered appropriate. Several studies
have been performed regarding dose in paediatric CT as
either local [1, 7–9], multi-center [10, 11], nation-wide [12–
18], even international [19] surveys. Some of these studies
either compared their results to existing national Diagnostic
Reference Level (DRL) to draw conclusions for optimization
or even led to the establishment of their DRLs. In Indonesia,
national DRL is currently unavailable.

As an Indonesian national reference hospital for paedi-
atric patient with new, dedicated MDCT for paediatric use,
Harapan Kita Maternal and Childern’s hospital took the
initiative to perform a preliminary survey on dose metric for
paediatric MDCT. Standard metrics of CTDIvol and DLP [3,
20–23] were recorded and preliminary analysis were made.
As there is currently no DRL present in Indonesia to com-
pare with, we compare results with other studies to indicate
our need of optimization and provide guidance.

2 Materials and Methods

The survey onCTDIvol andDLP for head, abdomen, and chest
scans was performed during the period ofMarch to September
2017 from a newly-installed Siemens SOMATOM Perspec-
tive 128 sliceMDCT. Values were recorded from patient dose
report with the device having less than 10% discrepancy with
measured metrics according to compliance test result using
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Table 1 Number of patients for each age groups and studies

Age groups Head Abdomen-pelvis Chest

0–1 years 53 33 24

1–5 years 60 41 9

5–10 years 20 37 4

10–15 years 11 46 5

Table 2 Recorded dose metric for paediatric CT compared with several previous works

Works CTDIvol (mGy) DLP (mGy.cm)

0–1 y 1–5 y 5–10 y 10–15 y 0–1 y 1–5 y 5–10 y 10–15 y

Head

Shrimpton et al. 2015 [17] 25 40 60 – 350 650 860 –

Järvinen et al. 2015 [16] 23 25 29 35 330 370 460 560

Galanski et al. 2006 [15] 33 40 50 50 390 520 710 920

Buls et al. 2010 [11] 35 43 49 50 280 473 637 650

Veit et al. 2010 [14] 33 40 50 60 400 500 650 850

Roch and Aubert 2012 [13] 30 40 50 – 420 600 900 –

Watson and Coakley 2010a [8] – 7 16 – – 68.7 154.8 –

Fukushima et al. 2012b [12] – – – – 820 1000 1040 1120

Kritsaneepaiboon et al. 2012 [10] 26 29 39 45 402 570 613 801

Vassileva et al. 2015 [19] 26 36 43 53 440 540 690 840

This work 36 42 45 87 635 885 1024 2194

Abdomen-pelvis

Galanski et al. 2006 [15] – – – – 70 125 240 500

Buls et al. 2010 [11] – – 5 7.5 – 110 220 330

Veit et al. 2010 [14] 4 6 8 13 85 165 250 500

Ruiz-Cruces 2015 [18] – – – – 95 150 190 340

Roch and Aubert 2012 [13] – 4 5 7 – 80 120 245

McCollough et al. 2011c [27] 20 (no age group) – – – –

Watson and Coakley 2010a [8] 3 5 – 8 67 153 – 502

Kritsaneepaiboon et al. 2012 [10] 7.7 8.9 13.8 16.8 222 276 561 764

Vassileva et al. 2015d [19] 5.2 7 7.8 9.8 130 250 310 460

This work 2.9 2.4 2.5 5.2 98 90 112 261

Chest

Galanski et al. 2006 [15] – – – – 28 55 105 205

Buls et al. 2010 [11] – 1.5 2 3.5 – 35 55 130

Veit et al. 2010 [14] 2 3.5 5 8 30 65 115 230

Ruiz-Cruces 2015 [18] – – – – 46 82 125 200

Roch and Aubert 2012 [13] – 3 4 5 – 30 65 140

Watson and Coakley 2010a [8] 3 3 5 – 55 82.6 152 –

Kritsaneepaiboon et al. 2012 [10] 4.5 5.7 10 15.6 80 140 305 472

Vassileva et al. 2015d [19] 5.2 6 6.8 7.3 130 140 170 300

This work 1.5 2.9 2.4 4.5 42 91 58 137
areporting mean values instead of 3rd quartile
bdifferent age grouping (<1, 1–7, 8–12, and 13–19 years)
creporting CTDIW measured in standard phantom
dusing 32 cm standard phantom as reference
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16 cm standard phantom. A total of 343 paediatric patients are
separated in four age groups of 0–1, 1–5, 5–10, and 10–
15 years, following IAEA studies [24, 25] and PiDRL 2016
final complete draft [26].

Along with the dose metric, technical scan parameters
(nominal tube voltage, effective tube current, scan length,
FOV, pitch/increment, rotation time, reference current, mean
CTDIvol and mean DLP) were also recorded for assessment.
All technical exposure parameters were averaged to repre-
sent each trend, while the 3rd quartile (75th percentile) for
the dose metrics were calculated and compared with results
from various studies. The 3rd quartile values were chosen as
a comparative measure to simulate practice against available
DRLs. A subsequent analysis is performed on each technical

exposure parameters when values are found to exceed
respective results from other studies as this would indicate
the need for practice change regarding exposure setting.

3 Results and Discussion

Number of patients for respective age groups for each study
are enlisted in Table 1. Very low number of patient is due
the device being newly-installed (February 2017) and ret-
rospective studies were not possible.

CTDIvol and DLP values are presented in Table 2 for
head, abdomen-pelvis, and chest, respectively. For each
anatomy, a set of other works are presented as a comparison

Table 3 Technical exposure parameters ranges recorded for all scans of interest

Exposure factor (min-max) Patient age groups

0–1 y 1–5 y 5–10 y 10–15 y

Head

Voltage (kV) (80–130) (110–130) (80–130) (110–130)

Effective mAs (130–210) (66–350) (150–215) (213–350)

Scan length (mm) (152.3–282.1) (114.3–264.3) (191.3–272.8) (213.8–280.7)

DLP (mGy.cm) (242.41–1021.87) (216.35–1841.62) (318.71–1054.15) (788.15–2367.92)

CTDI (mGy) (12.54–50.14) (11.52–86.99) (13.95–48.07) (36.86–86.99)

FOV (mm) (130–201) (148–221) (186–229) (200–242)

Increment (mm) (0.5–1.0) (0.5–0.7) (0.6–0.7) (0.5–0.7)

Rotation time (s) (1.0–1.0) (1.0–1.5) (1.0–1.0) (1.0–1.5)

Ref mA (10.99–24.40) (9.19–35.21) (12.57–19.09) (8.85–17.37)

Abdomen-pelvis

Voltage (kV) (80–110) (80–110) (80–130) (80–110)

Effective mAs (15–60) (35–69) (43–235) (47–119)

Scan length (mm) (90.2–469.2) (233.7–407.7) (264.3–610.5) (245.8–729.2)

DLP (mGy.cm) (10.28–78.23) (30.05–202.87) (50.61–1544.26) (55.44–353.01)

CTDI (mGy) (0.97–2.53) (1.02–5.09) (1.21–58.43) (2.01–6.43)

FOV (mm) (133–214) (182–246) (168–410) (180–489)

Increment (mm) (0.5–5.0) (0.5–5.0) (0.5–5.0) (0.5–5.0)

Rotation time (s) (0.6–0.6) (0.6–0.6) (0.6–1.0) (0.6–0.6)

Ref mA (37.48–188.12) (41.76–72.80) (8.27–63.33) (9.98–69.50)

Chest

Voltage (kV) (80–110) (80–110) (110–110) (80–130)

Effective mAs (11–65) (19–84) (22–32) (40–59)

Scan length (mm) (168.7–298.6) (229.7–304.2) (243.7–305.7) (307.5–348.7)

DLP (mGy.cm) (12.74–49.07) (22.46–72.22) (46.35–58.54) (57.70–135.87)

CTDI (mGy) (0.70–1.9) (0.97–2.37) (1.68–2.4) (1.65–4.52)

FOV (mm) (131–217) (186–223) (209–219) (243–310)

Increment (mm) (1.3–1.4) (1.4–1.5) (1.4–1.4) (1.3–1.4)

Rotation time (s) (0.6–0.6) (0.6–0.6) (0.6–0.6) (0.6–0.6)

Ref mA (27.95–101.06) (35.16–70.11) (26.39–29.13) (18.92–48.84)
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with several notes. The work of Watson and Coakley (2010)
is presented as mean values [8], while Fukushima et al.
(2012) applied different age grouping in the head data [12].
On abdomen-pelvis and chest examination data, the inter-
national study of Vassileva et al. (2015) uses 32 cm CTDI
phantom as reference [19]. There were no age group sepa-
ration on the work of McCollough et al. (2011) [27].

From Table 2, it can be deducted that our abdomen-pelvis
and body scans delivered lower typical exposure index
compared with other published works (Galanski et al. 2006;
Buls et al. 2010; Veit et al. 2010; Ruiz-Cruces 2015; Roch
and Aubert 2012; McCollough et al. 2011; Watson and
Coakley 2010; Kritsaneepaiboon et al. 2012; and Vassileva
et al. 2015). This can further imply that for optimization, the
next appropriate step will be image quality assessment by
radiologists to gather information not on reducing dose trend
but on possible image quality improvement.

On the other hand, head scan tends to deliver slightly
higher CTDIvol on younger patients (0–1 years) and
pre-adolescent patients (10–15 years). From Table 3, the use
of high tube voltage (130 kVp) was prevalent, and it was
observed to have been used by 67% of all head scans for the
age group. It is more interesting to observe that 130 kVp was
being used on abdomen-pelvis and chest scan of the same
patient age group, despite the probability of larger object.
This has led to slightly higher CTDIvol and DLP. Head scans
for pre-adolescent patients yields on typically higher
CTDIvol and DLP (45% and 96% higher than the highest
comparable study, respectively).

Additionally, it has also been identified by observing
Table 3 that higher effective mAs and kVp was applied.
Unlike other projection in which pre-adolescent patients are
scanned with effective mAs only slightly higher than adja-
cent, younger age groups (15% on abdomen-pelvis), head
scans apply 66% higher effective mAs. Subsequent investi-
gation has revealed that patients under this age group
underwent head scans using adult protocols—indicating the
need of a simple change in practice.

4 Conclusion

Based on the recorded CTDIvol and DLP, head scan proce-
dure for patients aging 10–15 years old gave typically higher
dose than compared works, while other procedures delivered
lower dose. This preliminary work, thus, leads to a conclu-
sion that a change in practice can first be proposed on head
scans for pre-adolescent patients (10–15 years of age). Other
than the specific situation, the other conditions need inves-
tigation on the image quality. More thorough studies are
required on the clinical and technical image quality produced
by the low dose to further indicate the possibility on
improving the image quality as a mean of optimization.
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Advantages in the Application of Conductive
Shielding for AC Magnetic Field in MRI Exam
Rooms

Rafael Navet de Souza and Sergio Santos Muhlen

Abstract
Due to the increasing demand for installation of Magnetic
Resonance Imaging (MRI) equipment in clinics and
hospitals, and the difficulty to choose the location for
installation of these equipment because of their high
sensitivity to 60 Hz magnetic field sources, this study was
carried out to present a practical solution for shielding
60 Hz magnetic field in the hospital environment. MRI is
a technique that produces 3-D (volumetric) tomographic
images of high resolution without using ionizing radia-
tions. The quality of images is greatly influenced by
magnetic fields of the environment, especially of
50/60 Hz, which results in the need of shielding the
space where the equipment are installed. This study
proposes the use of aluminum in the construction of the
MRI room shield for the many advantages presented by
this material when compared to ferromagnetic materials:
it is lighter, easier to handle, bend, rivet or weld, it does
not rust and dispenses sturdy supports for fixing on walls,
resulting in the best cost-benefits ratio in short and long
terms. We performed computational simulation and
experiments with shields of rectangular geometries
assembled with aluminum and ferromagnetic materials.
The aluminum shield has proved to be advantageous,
since it presents shielding effectiveness to 60 Hz mag-
netic field similar to those of Fe–Si GNO under certain
conditions, and radio frequencies shielding also, with
lower cost in the installation and maintenance of shielding
in MRI rooms.

Keywords
Magnetic shielding � Electromagnetic interference
Magnetic resonance imaging � Hospital environment

1 Introduction

Magnetic Resonance Imaging (MRI) systems use magnetic
fields and radio frequency (RF) waves. The technique is
based on the phenomenon of Nuclear Magnetic Resonance
(NMR), discovered in 1938 and used since then in the
analysis of chemical compounds. NMR is a physical phe-
nomenon in which the nucleus of an atom of a given sub-
stance, in the presence of an external magnetic field, absorbs
and emits energy in the form of RF. It is possible to deter-
mine properties of the substance by correlating the energy
absorbed at each frequency of the magnetic spectrum (in the
MHz range), such as spectroscopy.

MRI systems are well-accepted powerful diagnostic tools,
but are also amongst technologies that are very susceptible to
Electromagnetic Interference (EMI) extremely low fre-
quency (AC and DC magnetic field) and RF. The planning
for the installation of an MRI system often represents a
major technical and economic challenge, open study
opportunities for innovative and creative solutions, provided
they prove to be efficient. The installation needed of each
system are changing quickly, following the fast evolution of
MRI equipment, the complexity and sensibility of the tests
available, as well as the increased physical restrictions and
levels of EMI at proposed installation sites.

Choosing the place and preparing for a clinical installa-
tion of MRI equipment requires special considerations that
are not previously encountered in a clinical environment.
Most current clinical and hospital environments have not
been designed for the needs and constraints that are neces-
sary for the operation of an MRI system, requiring them to
be suitably adapted with appropriate technical solutions. The
factors involved in defining a place for the installation of
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MRI equipment in a diagnostic center are much more
complex than for other imaging equipment. In addition to the
usual requirements for suitable foundation and structure,
their effects on the magnetic field and the effect of the static
magnetic field on other devices present in the site [1] should
be considered.

The RF operating frequencies in commercial MRI
equipment range from 12 to 298 MHz, which means that it
is very important to prevent RF waves dispersed in the
environment from affecting MRI equipment. Therefore, RF
shielding is required in all projects, since its absence results
in the impoverishment of the signal-to-noise ratio of the
images, which can limit or compromise the diagnostics [2].
Normally, conductive materials are used for RF shielding
because of their attenuation effectiveness to electromagnetic
fields and easy handling for fixing and fold according to the
room design.

In addition to RF, there are two other types of distur-
bances caused by external magnetic fields in MRI equip-
ment. The first is often referred as Direct Current (DC) or
Quasi-DC. This type of disturbance is due to the proximity
between MRI equipment and devices that use DC at a great
intensity for their operation, e.g. subway, electric trains,
trams and similar equipment that operate with high intensity
DC currents. Common sources of Quasi-DC interference
include automobiles, trucks and other ferromagnetic objects
moving close to the location proposed for the MRI equip-
ment. The solution to this type of interference is the con-
tainment of the field lines of the magnet in order to reduce
the interaction of these field lines with the disturbing source.
Only ferromagnetic materials are effective to contain the
static magnetic fields.

The second type of interference is created by electrical
devices operating with Alternating Currents (AC), such as
transformers, transmission lines, power cables, equipment
switching and other rapid variations in the intensity or ori-
entation of the electric current. High intensity 50/60 Hz
magnetic fields can affect image quality in MRI equipment
[3].

Ferromagnetic materials have high magnetic permeability
and produce effective shielding to contain the static, DC and
AC magnetic field. However, when adopting this type of
material for shielding AC magnetic field, the magnetic sat-
uration must be taking into account, since it substantially
decreases the shielding capacity [4]. Considering that, in our
comparative study the shielding will be applied to MRI
equipment working with high intensity of magnetic field
(from 0.2 to 7.0 T), which increases the probability of sat-
uration of metal sheets.

The objective of this study is to evaluate the advantages
of using aluminum in 60 Hz magnetic field shields in MRI
exam rooms, motivated by the high demand for installation
of MRI equipment in Brazil. Although this shielding

technology is not new for other applications, such as sub-
stations, underground power cables and transformers, it still
has apace for improvement and development for cost
reduction. We performed experiments and computational
simulations using ferromagnetic and conductive materials to
compare their Shielding Effectiveness (SE).

The SE is calculated by ratio of magnetic field intensity
inside the shield Hi, to that outside the shield Ho, Ho=Hi [5].

2 Materials and Methods

The experiments using ferromagnetic and conductive mate-
rials for shielding AC magnetic fields and the computational
simulation considered “aluminum alloy 1200” as conductive
material and “Fe–Si alloy E185 NGO” (non-grain-oriented)
as ferromagnetic material. These alloys are commonly used
on shielding of MRI exam rooms because of their afford-
ability and availability in Brazil. Their main properties are
shown in Table 1.

2.1 Experiments

The experiments aimed to compare the SE of the aluminum
and Fe–Si NGO shields in a controlled environment, and to
compare them with the computational model in order to
validate our model. The experiments consisted in performing
60 Hz magnetic field measurements by varying the distance
between the measuring point and the generating source, the
thickness and the material of the shielding.

The shield is a metallic cubic structure (1 m side) in
which the sheets of shielding materials (aluminum or Fe–Si
NGO) are fastened, so as to make it easier to change the
number of sheets (total thickness) and types of materials.
The shield is shown in Fig. 1, with aluminum sheets.

Measurements of shielding efficiency were performed
using a triaxial magnetic field sensor (magnetometer) (STL,
model DM-050) mounted on a tripod inside the cubic shield
and connected to a computer via a coaxial cable. The values
obtained by the magnetometer of density of magnetic flux
were expressed in nanotesla (nT).

The 60 Hz magnetic field was generated by a coil of a
single rectangular turn (19 � 12 m loop), implemented with

Table 1 Material properties

Material Electrical conductivity
[106 S/m]

Relative permeability
[H/m] @ 1.5 T

Aluminum 34.5 1

Fe–Si
NGO

2.6 1.530
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a flexible cable (/ 4 mm2) suspended 60 cm from the
ground. This cable supplied a resistive load (2 heaters) to
generate a current of 18.4 Arms. Figure 2 shows the electric
circuit used on the computational and experimental
setup. The points P3–P5 are the measuring points repre-
senting the position of the center of the shield and vary from
3 to 5 m with measurements steps of 1 m.

These distances were defined because in practical MRI
rooms they are the minimum distances between a source of
magnetic field (e.g. transformer or power cables), and the
isocenter position of the MRI magnet.

2.2 Computational Simulation

The computational simulation was performed with the
software Comsol Multiphysics®, for a configuration with a
conductor with a known current, and a cubic metallic box, as
performed on the experiments.

The Ampère law was used on the basis of calculation.
Due the low density of magnetic flux ~B [nT], we are not
considering the non-linearity of Fe–Si NGO assuming that
the relative permeability will be constant. The parameters
used for simulation are shown in Table 2.

3 Results

The results presented in the Fig. 3 were obtained in the
experiments and computational simulation. The maximum
error between computational simulation and experiments
was smaller than 10% when compared the values obtained to
density of magnetic flux in nT.

4 Discussion

According to the literature [6], the results in Fig. 3 show that
the aluminum shielding is more effective for AC magnetic
field than the shielding of Fe–Si NGO.

As foreseen, the non-linearity of Fe–Si NGO was not
affected by the low density of magnetic flux ~B used for
experiments and simulation, the maximum error obtained
between simulation and experiments was smaller than 10%
which is acceptable, and are due to some approximations

Fig. 1 Cubic structure with aluminum sheets for shielding used for
experiments, showing the coaxial cable of the magnetometer

Fig. 2 Circuit used for computational simulation and experimental
setup. A rectangular loop conductor (19 � 12 m) was used to generate
the magnetic field, and P3–P5 are the measuring points where the
sensor is placed, inside the shield

Table 2 Parameters used for simulation

Description Value

Frequency f 60 Hz

Temperature T 20 °C

Current I 18.4 Arms

Thickness t of 0.5–5 mm

Distance d of 3–5 m

Electrical conductivity r see Table 1

Relative permeability lr see Table 1
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Fig. 3 Graphic obtained in the experiments and computational
simulation for the SE comparing the results for aluminum and Fe–Si
NGO
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used in the simulator and the possibility of measurement
errors.

Conductive materials (copper, aluminum) have higher SE
in RF shielding and are already used due to the easy han-
dling for fixing and fold according to the design of the room.
They are lighter, do not suffer from saturation effect due the
strong static magnetic field of the magnets (0.2 T a 7.0 T) or
even at high dynamic field (AC 50/60 Hz), unlike Fe–
Si NGO who has their properties directly affected from the
high magnetic field.

5 Conclusion

As aluminum is already used for RF shielding (together with
Fe–Si NGO for AC magnetic fields shielding), it is easier to
just increase the thickness of aluminum and eliminate the
need of the ferromagnetic shield, reducing the current con-
strains of shielding construction and getting a better atten-
uation factor.

With the use of conductive materials for AC and RF
shielding it is possible to reduce time of shielding installa-
tion and consequently reduce costs of structure construction
to support the ferromagnetic materials, representing better
results to short and long terms.

Due to Fe–Si GNO be used to contain the static magnetic
field and the aluminum to be a paramagnetic material and
not effective to this type of shielding and to be little diffused

for AC magnetic shielding for MRI exam rooms, the first
option was the use of Fe–Si GNO. In some cases the use of
Fe–Si GNO will be better than aluminum.

The experimental results and the simulation of Shielding
Effectiveness, together with the constructive advantages
discussed above, allow us to conclude that the aluminum
shields present better cost/benefits ratio than ferromagnetic
shields for MRI exam rooms.
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Development of Optical Computed
Tomography for Evaluation of the Absorbed
Dose of the Dyed Gel Dosimeter

Takuya Wada, Kazuya Nakayama, Akihiro Takemura,
Hiroaki Yamamoto, Hironori Kojima, Naoki Isomura, and Kimiya Noto

Abstract
Optical computed tomography (optical CT) is a reading
device of the dyed gel dosimeters. We are developing the
optical CT for the evaluation of three dimensional
radiation absorbed dose distribution in the dyed gel
dosimeters. We made dyed gel with leuco crystal violet
and the dyed gel will be contained in vials. The dyed gel
dosimeters were irradiated with 10 MV X-ray beam at
100–2000 MU. The optical CT we developed was
consists of a liquid crystal monitor VL-176SE (FUJITSU,
Japan) as a light source and a camera uEye XS (iDS,
Germany). The dyed gel dosimeter was rotated by a step
of every 0.9° with the stepper motor ST-42BYH
1004-5013 (MERCURY MOTOR, China) in a water
tank and be taken 400 projections per rotation. Volume
data was reconstructed from the projection images with
the image processing software Plastimatch. The correla-
tion between the absorbed dose and signal values of the
dyed gel dosimeters in the reconstructed image was
analyzed. The developed optical CT could reconstructed
the images of the dyed gel dosimeters and the signal
values of the dyed gel dosimeters in the reconstructed
images had linear response related to the dose up to
20 Gy.

Keywords
Optical computed tomography (optical CT)
Dyed gel dosimeter � Lueco crystal violet

1 Introduction

Dyed gel dosimeters are expected to measure three dimen-
sional (3D) dose distribution for quality control (QC) of a
radiotherapy plan. They are water-equivalent radiation
dosimeters and change their color as oxidation reactions.
Fricke dosimeter, PRESAGE, micel gel dosimeter, etc. were
reported as the dyed dosimeters [1]. The optical computed
tomography (optical CT) was used as a reading device of the
dyed gel dosimeters [2]. The Vista (Modus Medical Devices
Inc., ON, Canada) is known as a practical optical CT [3].
Wolodzko et al. investigated about the feasibility of
employing a new, simple and inexpensive technique for
optical tomographic imaging of radiation gel dosimeters [4].
Dekker et al. have researched the suitable reconstruction
algorithm for gel dosimetry by using optical CT [5].

Developing an optical CT allows us to investigate the
imaging methods and image reconstruction methods, and it
is cost-effective. We are also developing an optical CT
to read 3D absorbed dose distribution in dyed gel
dosimeters [6].

The purpose of this paper was to confirm the dose
response of dyed gel dosimeters obtained with the optical
CT system.

2 Materials and Methods

2.1 Overview of the Developed Optical CT

Figure 1 shows the optical CT components and layout. The
optical CT consisted of a liquid crystal monitor VL-164E
(FUJITSU, Tokyo, Japan) as a light source and a camera
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(uEye XS, iDS, Obersulm, Germany). The camera built in a
CMOS sensor of 5 million pixel, its matrix size was
2592 � 1944 pixels and maximum resolution was
0.19 mm/pixel. However, in this study we acquired 8-bit
gray scale images of 640 � 480 pixels to reduce the data
volume. Images of 400 projections per a rotation were
obtained and stored. The data volume for one acquisition
was 60 MB in total. The monitor was used as a light source
because the light color can be controlled. The monitor was
connected to a laptop computer to change light color. The
distance between the camera and a dyed gel dosimeter was
17 cm and the distance between the camera and the light
source was 42 cm. The dyed gel dosimeter was placed in
water. Placing a dyed gel dosimeter in water during image
acquisition with the optical CT can reduce the effect of
refraction and reflection of the dyed gel dosimeter. During
one rotation, 200 projection images of a dyed gel dosimeter
were acquired. The rotation step was 0.9°. A single board
computer (Raspberry Pi 2 Model B, Raspberry Pi Founda-
tion, Cambridge, UK) controlled the camera and the motor
and the computer can be controlled via a local area network.
The camera control program using the OpenCV 3.0 library
(Open Source Computer Vision Library) were compiled by
using GCC 4.9.2. The optical CT preserved the captured
images. The stored images were transferred to another
computer and a 3D volume data was reconstructed from the
projection images by Feldkamp reconstruction method using
a free software, Plastimatch 1.6.4 (Plastimatch development
team 2010) without filter. The matrix size of the recon-
structed cross-sectional image was 200 � 200 pixels.

The dyed gel dosimeter was fixed directly to the motor
shaft. A vial lid was attached to the end of the motor to make
the replacement of samples easy. A stepper motor
(ST-42BYH 1004-5013, MERCURY MOTOR, Shenzhen,
China) was used as the motor. It was a unipolar type motor,
and the static torque was 4.4 kgf cm. The step angle was 0.9°
± 5%. It took 400 images per rotation in about 10 min. The
exposure time of the camera was set to 66 ms. In every step,
rotation was hold in about 1 s before acquiring a projection
image to suppress the influence of vial vibration. It takes
26 s for imaging time and 400 s for holding time in one

acquisition. By optimizing the hold time, it might be pos-
sible to shorten the total time.

2.2 Manufacturing of Dyed Gel Dosimeters

Dyed gel dosimeters based on lueco crystal violet (LCV) as
a pigment was prepared [7, 8]. The dyed gel dosimeters was
composed of five components: 4.0 wt% gelatin (TypeA,
Sigma-Aldrich, Oakville, ON, Canada), 25.0 mM tri-
chloroacetic acid (Sigma-Aldrich, Oakville, ON, Canada),
4.0 mM Triton x-100 (Sigma-Aldrich, Oakville, ON,
Canada), 1.0 mM LCV (Sigma-Aldrich, Oakville, ON,
Canada), and 96.0 wt% ultra-pure water. The dyed gel was
poured into glass cylindrical vial (u19 � 70 mm,
NICHIDEN-RIKA GLASS CO.LTD., Hyogo, Japan) and
4.5 ml acrylic cuvettes (AZ ONE, Osaka, Japan) with
10 mm light path.

The dyed gel dosimeters were cooled in a refrigerator for
a day and then put out of the refrigerator to return them to
room temperature before irradiation. They were irradiated
with 10 MV X-ray beam delivered by the Elekta Synergy
(Elekta, Stockholm, Sweden) at the depth of 5 cm in water
and the dose rate was 570 MU/min. The irradiation dose
range was 100–2000 MU (0.988–19.7 Gy). The field size
was 15 � 15 cm2. The dyed gel dosimeters laid on the
bottom of the water tank. Water equivalent phantom, three
slices of the tough water phantoms of 5 cm thickness (457–
350, Gammex, Nederland, Netherlands) was stacked under
the water tank in consideration of back scattering.

2.3 Measurement of Dyed Gel

The projection images of the dyed gel dosimeters were
obtained with the optical CT and reconstructed images were
calculated from the projection images. The region of interest
(ROI) was placed at the center of the dyed gel in the
reconstructed cross sectional image and mean signal values
in the ROI was measured. The measurement was repeated in
10 slices around the center of the gel dosimeter. Transmit-
tance of all cuvettes were measured with the spectropho-
tometer (S-1000, SHIMADZU, Tokyo, Japan) with the light
of the wavelength 600 nm. The ultrapure water was taken
for the reference transmittance. Each cuvette was measured
10 times and average transmittance was calculated.

3 Results

The reconstructed cross sectional images of the dyed gel
dosimeters obtained with the original optical CT system
were in Fig. 2. Figure 2a was a cross sectional image of the

Fig. 1 Top view of the optical CT
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un-irradiated dyed gel dosimeter, and Fig. 2b was a cross
sectional image of the dyed gel dosimeter which was
delivered the absorbed dose of 19.7 Gy. The dyed gel in
Fig. 2b was darker than it in Fig. 2a. Black dots were
observed in Fig. 2b because air bubbles have stuck to the
vial surface during imaging.

Comparison of the signal profiles of the dyed gel was
shown in Fig. 3. In the positional range of 20–65 pixel, the
signal values of the irradiated dyed gel dosimeter was lower
than that of un-irradiated dyed gel dosimeter. The signal
drop-off was observed in the signal profiles. That was
because the light was refracted and/or reflected at the
boundaries of the glass vial, water and gel.

The dose response of dyed gel dosimeter obtained with
the optical CT system was shown in Fig. 4. Linear dose
response was observed in the dose range of 0–20 Gy.
However, the signal values of 1 Gy was higher than 0 Gy.
There was no difference between the signal values of 8 and
10 Gy.

The measured results of the cuvettes were depicted as
dashed line and triangle markers in Fig. 4. The
dose-transmittance response showed the same trend of the
obtained results by optical CT.

4 Discussions

There was three problems remained in the imaging with the
optical CT. First, the flicker in which brightness changed due
to blinking backlight did not appear, however the moire
appeared. It was considered the interference between the
pattern of the liquid crystal monitor and the image sensor
matrix of the camera. The moire appear in the image as
artifacts, it might produce inaccuracies in the dosimetry with
dyed gel dosimeter. A solution is to adjust the position of the
monitor and camera or to install a scatterer at the front of the
monitor. Second, bubbles were attached to the container of
the dyed gel dosimeters. Bubbles might affect in the

accuracy of dose measured with the optical CT. Using water
left for a night will reduce bubbles on surface of containers.
Third, dyed gel original signal value were decreased by
reflection and refraction at the regions close to the glass vial.
It is necessary to change the glass vials to other containers
that are transparent and its refractive index is close to that of
water. Also, the dose resolution of 1.4 Gy was calculated
from twice the standard deviation of the gel signal values at
0 Gy (2SD = 812) and the equation of liner approximation.

The reasons why that the signal values of the dyed gel
dosimeter irradiated by 1 Gy was higher than that
un-irradiated and that there was no signal difference between
8 and 10 Gy were unknown at this time. One of reasons
might be the unstable production of dyed gel. However, the
dose-transmittance response of the dyed gel dosimeters was
similar to the dose-intensity response, so the optical CT was
able to correctly reconstruct the dyed gel dosimeters.

5 Conclusions

We developed the optical CT system and scanned dyed
gel dosimeters with the optical CT system. There was a
linear correlation between the signal values of the dyed
gel dosimeter in the reconstructed cross sectional image

(a) (b)

Fig. 2 The reconstructed cross sectional images of the un-irradiated
dyed gel dosimeter (a) and the irradiated dyed gel dosimeter (b)
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and the dose. The result of the dose response was similar
to the result in the other paper [4] and the result of the
transmittance with the spectrophotometer, so that the
original optical CT system was able to measure the dose in
dyed gel dosimeters correctly. Further investigations
about unevenly irradiated dyed gel and reproducibility of
both preparation for dyed gel and reading it should be
conducted to show the original optical CT system is more
reliability.
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Assessment of Neonatal Entrance Surface
Doses in Chest Radiographic Examinations
at East Avenue Medical Center

Franklyn Naldo, Bayani San Juan, and Melanie Marquez

Abstract
A significant development in the initial diagnosis and
evaluation of illnesses of neonates is the use of a chest
x-ray. The technology is essentially useful to hospitalized
and prematurely-born neonates suffering from respiratory
and cardiovascular complications. Neonates are known to
be more radiosensitive than adults because of the high
mitotic rate of neonatal cells. They are also at a higher
risk of inducing stochastic effects due to their long life
expectancy. Despite such risk, physicians still require
neonates to undergo radiographic examinations to mon-
itor treatment progress while in the Neonatal Intensive
Care Unit (NICU). Therefore, the radiation doses they
receive during a radiographic examination should be kept
at a minimum without compromising the diagnostic
image quality. In this study, the entrance surface dose
(ESD) for neonates undergoing diagnostic chest radiog-
raphy in the NICU at East Avenue Medical Center was
measured. The ESD for chest anteroposterior (AP) and
lateral (LAT) projections ranges from 0.022 to
0.080 mGy and 0.023–0.080 mGy, respectively. Refer-
ence levels set by international organizations were used
for benchmark comparisons with the results of the present
study.

Keywords
Entrance surface dose � Neonate � Radiosensitive

1 Introduction

The United Nations Scientific Committee on the Effects of
Atomic Radiation (UNSCEAR) released a report in 2008
estimating that about 3.6 billion diagnostic examinations are
being performed annually in the world [1]. The ICRP, on the
other hand, reported in 2012 that diagnostic x-rays comprise
more than 90% of the total medical exposures. With these
figures, there is a growing concern over the exposure of
patients to ionizing radiation especially on its use in medical
diagnosis [2–5].

The World Health Organization (WHO) refers to a neo-
nate as a newborn infant less than 28 days since its birth,
thus, requiring appropriate care during this critical period
[6]. Prematurely-born neonates often suffer from medical
complications due to diseases in the respiratory and car-
diovascular systems [4, 7–9]. These neonates require special
attention and must be under long periods of hospitalization
for medical attendants to monitor the neonates’ treatment
progress.

During treatment, a diagnostic x-ray is a fundamental tool
in assessing most pediatric pathologies [10]. Multiple chest
radiographs are required in the Neonatal Intensive Care Unit
(NICU) within a short period of time for the neonate’s
diagnosis, follow-up, treatment and treatment progress [4, 7].

Neonates are more radiosensitive than adults due to the
former’s many actively dividing cells [9]. During radio-
graphic examinations, more tissues of these neonates may be
exposed to the primary beam of radiation than those of adult
tissues because of the neonates’ smaller sizes. They also have
relatively longer life expectancy than adults after radiation
exposure, hence, there is a greater chance for the manifes-
tation of stochastic effects, such as cancer [3–5, 7]. In addi-
tion, neonates are said to be vulnerable to the cumulative
effects of radiation exposure over their lifetime [11].

A more accurate understanding of radiation doses, as well
as the factors that affect them, is essential in assessing patient
doses. According to the IAEA, dose monitoring is one way
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of assessing patient doses to ensure optimal protection of
patients [12]. It is then important to make sure that radiation
doses received by neonates during a radiographic examina-
tion are kept at a minimum while maintaining adequate
image quality [7, 8, 13]. At present, there is not enough
information available in the Philippines regarding the doses
received by neonates in the NICU i.e., whether or not
radiation doses administered to them are within international
standards.

2 Materials and Methods

2.1 Patient Samples

A total of 107 neonates of both genders admitted and treated
in the NICU at East Avenue Medical Center (EAMC) were
examined. The ethics and review board approved the study
and a waiver of informed consent was given. The authors
declare that they have no conflict of interest. The procedures
were performed in neonates with chest anteroposterior
(AP) and lateral (LAT) projections. For each neonate, the
following parameters were recorded: date of birth, weight,
sex, patient thickness and date and time of radiographic
examination. The exposure factors were selected manually
by the radiographers. Radiographic data for each exposure
such as projection, tube voltage, mAs settings, focus to
detector distance were also recorded. All the images inclu-
ded in the study from the two projections passed the quality
standard set by the department.

2.2 X-Ray Machine

The x-ray machine used was a Shimadzu Mobile ArtEco
MUX10 model with 2.5 mm Al total filtration and 0.7 mm
focal spot size. This unit was exclusively used in the NICU.
Chest x-rays were acquired using computed radiography
(CR) digital radiographic receptors. A quality control test
was done prior to data gathering to ensure the performance
and reproducibility of the exposure parameters of the
machine. The RaySafe Platinum Xi R/F detector and base
unit were used in performing the quality control test of the
x-ray machine.

2.3 Dose Calculation

The doses were evaluated using the indirect assessment of
entrance surface doses (ESD) using the equation [12]:

Ki ¼ Y dð ÞPIt
d

dFTD � tP

� �2

ð1Þ

where Ki is the incident air kerma obtained by multiplying
the x-ray tube output Y(d) measured at a distance d from the
tube focus, tube loading PIt and the correction for the effect
of varying distances.

Ke ¼ KiB ð2Þ
where Ke, is the entrance surface air kerma. B is the
appropriate backscatter factor for water based on the selected
field size and tube voltage given in Appendix VIII of
Technical Reports Series 457 [12].

3 Results and Discussion

The results were based on 107 neonates with diagnostic
procedures admitted in the NICU at EAMC. Summary
statistics were presented in tables and graphs as mean + s-
tandard deviation or median (interquartile range) for quan-
titative characteristics. The summary of the patient
demographic data and exposure parameters used for neo-
nates with chest AP and LAT projections was presented in
Table 1.

The minimum age of the neonate was 0 which means
having an x-ray examination few hours after birth. The mean
values of the parameters were the same for both projections
except for the tube voltage. The slightly higher tube voltage
value could be due to the thicker body part being radio-
graphed in the lateral projection. The mean and median
values for both projections for the parameters weight, patient
thickness, tube voltage and tube loading were almost equal
which means that these values were normally distributed.

The exposure factors used for both projections were
lower compared with Commission on European Communi-
ties (CEC) with values ranging from 60 to 65 kVp [9]. The
tube voltage determines the penetrating ability of the x-ray
beam to pass through deeper tissues [14]. Large patient
thickness requires high tube voltage setting to ensure suffi-
cient penetration of the x-ray beam to the portion of the body
being radiographed. There was a trend in the use of high
kVp technique compensated by the use of low mAs value in
producing a good quality radiograph while reducing the
patient dose. However, an increase in the tube voltage
decreases the contrast on the image. So, the tube voltage
should provide a balance between contrast and patient dose.

There was a wide variation in the exposure factors set by
the radiographers within an age group due to lack of stan-
dardization in the radiographic procedures. The deviation in

586 F. Naldo et al.



the exposure factors used, even with the same patient
thickness, indicates that the examinations were taken by
different radiographers. No exposure table was followed for
uniformity.

The patients considered in this study were neonates who
were considerably smaller compared with an average-sized
5-year old and typical adult patients. Thus, the use of lower
tube voltage and high mAs setting technique was employed
by the radiographers in the neonates during radiographic
examinations. One reason that could be attributed to this was
the fact that neonates in the Philippines were comparatively
smaller than the neonates in western countries.

Scatterplot was used to graph the occurrence of one
variable with respect to another. This scatterplot shows the
distribution of weight and age of the neonates (see Fig. 1).
Most of the neonates were newborn with varying weights.

The calculated ESD values for chest AP ranged from
0.022 to 0.080 mGy with a mean of 0.043 and median of
0.042 mGy. The mean and median values were almost equal
which means that the ESD values were normally distributed.

The obtained ESD values for LAT ranged from 0.023 to
0.080 mGy with a mean of 0.051 and median of 0.052 mGy.
The mean and median values for this projection were almost
equal which signifies that the ESD values are normally
distributed as well.

The present study showed a wide variation of the ESD
values. This was evident from the range of ESD values
obtained in both AP and LAT projections. These variations
indicate that patient doses could be reduced by paying more
attention to the exposure factors without the loss of image
quality, highlighting the importance of quality control pro-
grams. (Figure 2)

The mean ESD value obtained in this study was lower
than the diagnostic reference levels (DRL) set by both the
CEC and the National Radiological Protection Board
(NRPB). Although the obtained mean ESD value satisfies
the DRLs set by CEC and NRPB, the large variation of ESD
values for each neonate still indicates that there was a lack of
standardization in the selection of exposure factors by the
radiographers in the NICU at EAMC. The obtained ESD

Table 1 Patient demographic data and exposure parameters

Projection Age (days)
n = 107

Weight
(kg) n = 107

Thickness
(cm) n = 107

Tube voltage
(kVp) n = 107

Tube loading
(mAs) n = 107

Chest AP

Mean ± SE 5.1 ± 8.0 2.2 ± 0.8 10.8 ± 3.2 50.9 ± 2.1 1.9 ± 0.19

Median (IQR) 1 (7) 2.2 (1.4) 10.2 (5.1) 50 (0) 2.0 (0.4)

Min–Max 0–27 0.97–4 2.5–17.8 50–60 1.2–2.2

Chest LAT

Mean ± SD 5.1 ± 8.0 2.2 ± 0.8 10.9 ± 3.1 53.2 ± 2.8 1.9 ± 0.2

Median (IQR) 1 (7) 2.2 (1.4) 10.2 (4.7) 55 (5) 2.0 (0.2)

Min–Max 0–27 0.97–4 2.5–17.8 50–60 1.6–2.2

Fig. 1 Scatterplot showing the age and the corresponding weight of
the 107 neonates

Fig. 2 Comparison of the obtained mean ESD value with CEC and
NRPB
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value for the lateral projection was not compared because of
the lack of available data for this projection.

4 Conclusion

The relatively low ESD values measured in the study can be
due to the following reasons: (1) the mobile x-ray machine
used was brand new; hence, the outputs for various settings
were optimized; and (2) the patient size in the Philippines is
relatively smaller than others. However, the results also
revealed that the doses imparted to neonates showed wide
variations. This could be attributed to the differences in:
(1) the exposure factors set by the different radiographers
even within the same patient thickness; and (2) the distance
between the x-ray tube and the detector.

The survey carried out in this study may serve as a
baseline data of neonatal doses in the Neonatal Intensive
Care Unit at East Avenue Medical Center and hopefully, will
contribute to the establishment of the local diagnostic ref-
erence level of the hospital and the Philippine Diagnostic
Reference Levels (DRLs) in the future.
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The Metrological Electron Accelerator
Facility (MELAF) for Research in Dosimetry
for Radiotherapy

Andreas Schüller, Stefan Pojtinger, Markus Meier,
Christoph Makowski, and Ralf-Peter Kapsch

Abstract
The Metrological Electron Accelerator Facility (MELAF)
of the Physikalisch-Technische Bundesanstalt (PTB) of-
fers access to well characterized high-energy (0.5–
50 MeV) electron and photon radiation fields also for
external researchers. This work outlines the capabilities of
the facility to foster new collaborations. As example, the
experimental determination of ionization chamber typical
correction factors for Magnetic-Resonance guided Radio-
therapy (MRgRT) is presented.

Keywords
High-energy electron radiation � High-energy photon
radiation � Dosimetry � MRgRT � Magnetic field
Ionization chamber � LINAC

1 Introduction

The PTB, Germany’s national primary standard laboratory,
operates the Metrological Electron Accelerator Facility
(MELAF) for service and research in the field of dosimetry
for external beam radiotherapy [1]. The PTB also offers
access to its metrologically well characterized radiation
fields for external researchers with other research projects
beyond dosimetry.

The purpose of this work is to outline the capabilities and
the properties of our facility in order to foster new collab-
orations. Our facility is equipped with two medical electron
linear accelerators (LINAC) for the generation of
high-energy photon and electron radiation, as well as a
research LINAC, which operates on the same principle as
medical LINACs, with adjustable energy up to 50 MeV. The
properties of the research LINAC (e.g. spectral electron
fluence, beam current, etc.) can be measured with small
uncertainties. Therefore, radiation effects can be studied as a
function of the fundamental physical quantities.

An electromagnet with magnetic flux density up to 1.4 T
with sufficient space between the pole shoes to place a water
phantom can be positioned in front of each accelerator for
tests of dosimetry procedures for Magnetic-Resonance gui-
ded Radiotherapy (MRgRT) [2, 3].

In addition, a reference field of 60Co c radiation from a
130 TBq source, monoenergetic neutron fields up to
20 MeV and an ion microbeam are available on site. Fur-
thermore, the PTB provides an S1 laboratory for cell culture
and microbiological preparations with qualification for
genetically modified cells.

Access to the facility is granted without fees on the basis
of joint research collaborations or otherwise charged
according to “Regulations Governing Charges for Services
Supplied by PTB” (application anytime, decision by PTB).

2 Capabilities of the Facility

The MELAF is placed in a dedicated building with four
irradiation rooms. All irradiation rooms are equipped with
lasers to align the object under irradiation and air condi-
tioning. Motorized precise XYZ positioning systems are
available for the fixation and controlled movement of the
object under irradiation as e.g. for the measurement of a
depth dose distribution in a water phantom by means of an
ionization chamber.
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2.1 Medical LINACs

There are two irradiation rooms equipped with Elekta Pre-
cise medical LINACs (Elekta Instrument AB, Stockholm,
Sweden). Both can be operated independently. In total, 9
electron beam qualities (nominal energy 4, 6, 8, 10, 12, 15,
18, 20, or 22 MeV), and 6 photon beam qualities (nominal
accelerating voltage 4, 6, 8, 10, 15, or 25 MV) can be
generated. Both medical LINACs are equipped with a
multileaf collimator for investigations in small and irregu-
larly shaped fields, which allows field sizes of any shape up
to 40 � 40 cm at 1 m distance to the source. Typical dose
rates are 0.1–5 Gy/min.

2.2 Research LINAC

A photo of the research LINAC is shown in Fig. 1. It con-
sists of two sections: A low-energy Sect. (0.5–10 MeV) and
a high-energy Sect. (6–50 MeV). At both accelerator sec-
tions the electron beam can be deflected into the dedicated
beam line in the respective separate irradiation hall. Both
beam lines are equipped with devices for a precise charac-
terization of the beam. Figure 2 shows a photo of the 6–
50 MeV beam line. The research LINAC provides a pulsed
beam with about 2.5 ls pulse duration at a variable pulse
repetition rate from 1 to 100 Hz. The kinetic energy of the
electrons can be varied continuously from 0.5 to 50 MeV.
For the accurate determination of the energy a magnetic
spectrometer is used [4]. The energy width of the beam is
less than 1% of the mean energy and the relative measure-
ment uncertainty of the mean energy amounts to 0.125%.
The charge of each beam pulse, i.e. the number of radiated
electrons, can be measured non-destructively with a mea-
surement uncertainty of about 0.1% [5]. The pulse charge
can be varied continuously (typical range: 0.1–200 nC). The
drift of the mean pulse charge (after warming-up phase) is
less than 0.1%/h. For the analysis of the beam profile and the
beam divergence, several wire scanners and removable
YAG:Ce screens are installed at the beamline. The profile of
a typical optimized beam has a Gaussian shape with a
FWHM of about 4 mm [5]. At the end of the beam line the
electrons either pass through a beam exit window for elec-
tron irradiations or impinges on a bremsstrahlung target for
the generation of high-energy photons with therapeutically
relevant dose rates. The resulting photon field corresponds to
a Flattening Filter Free (FFF) radiation field from a medical
LINAC. Dose rates are up to several Gy/s.

2.3 Dosimetry

Numerous different kinds of ionization chambers, calibrated
traceably to the PTB primary standards, are available for
dose measurements at the highest accuracy level. For instant
verication of the shape of the radiation field a 27 � 27 cm
detector matrix (PTW OCTAVIUS Detector 1500) and a
computed radiography system based on 24 � 30 cm storage
plates (Kodak ACR-2000i) are available which can be used
even for absolute dosimetry [6]. Different water and PMMA
phantoms as well as an anthropomorphic Alderson phantom
are available. Furthermore, it is possible to create IMRT
fields by means of a Monaco radiotherapy treatment plan
system and to measure the 3D dose distribution by means of
a OCTAVIUS 4D dosimetry system.

2.4 Magnet for MRgRT Dosimetry

MRgRT is a new technique providing real-time Magnetic
Resonance Imaging (MRI) and irradiation of the tumour
volume simultaneously by means of a MRI scanner inte-
grated with a LINAC [7] (MR-LINAC). Due to the strong
magnetic field of the MRI scanner, the reading of the com-
monly used ionization chambers may deviate from the value
at standard conditions, i.e. without a magnetic field, by up to
several percent [2, 3]. For experiments regarding the
development of a reference dosimetry protocol a trans-
portable electromagnet (BRUKER ER073) is available at the
MELAF.

Figure 3a shows the magnet in front of one of the medical
LINACs, while the isocenter of the LINAC is between the
pole shoes. The maximal magnetic flux density amounts to
1.4 T, which corresponds to the magnitude at the existing
MR-LINACs [2, 7].

Figure 3b shows the magnetic flux density as measured
by means of a Hall probe as a function of the position in the
plane between the pole shoes at nominal 1.4 T. The uni-
form area with <0.5% drop is 110 mm in diameter. The
space between the pole shoes is 100 mm (for up to 1.0 T)
or 70 mm (for up to 1.4 T), respectively. For both config-
urations a dedicated water phantom with corresponding
width is available. Figure 3c shows an ionization chamber
in the water phantom between the pole shoes at the
isocenter of the medical LINAC marked by laser lines. The
ionization chamber is mounted at a precise four axis remote
positioning system installed atop of the magnet (see
Fig. 3a).
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An example for an application is the experimental veri-
fication of a MC calculation of the response of an ionization
chamber in a magnetic field as shown in Fig. 4 for a farmer
type ionization chamber (PTW 30013, Freiburg, Germany)
irradiated by photons at 6 MV accelerating voltage. For
simulation and measurement, the magnetic field vector, the

LINAC beam direction and the chamber rotational axis were
each pairwise perpendicular. The ionization chamber was
placed at 10 cm depth inside the water phantom. Simulations
were done using EGSnrc with the recently published algo-
rithm for enhanced electron transport in electromagnetic
fields [8].

Fig. 1 Photo of the research LINAC

Fig. 2 Photo of the 6–50 MeV beam line of the research LINAC (beam enters from right)
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Fig. 3 a Electromagnet in front of a medical LINAC. b Measured
magnetic flux density as a function of the position in the plane in the
middle between the pole shoes at nominal 1.4 T. c An ionization

chamber in a water phantom between the pole shoes of the electro-
magnet at the isocenter of the medical LINAC (marked by laser lines)
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3 Conclusion

The PTB offers access to its metrologically well character-
ized radiation fields and radiation dosimetry equipment for
external researchers in order to exploit the potential of the
existing infrastructure. MELAF provides capabilities way
beyond standard conditions of medical LINACs as e.g. in
energy range, in electron fluxes (dose rates) and in the
traceable measurement of those parameters. Furthermore,
experiments can be carried out for calibration of dosimetry
equipment for MR-LINACs as well as for investigation of
magnetic field effects on dose deposition and detectors in
general.

Author’s Statement The authors declare that they have no conflict of
interest.
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Incidence of Burnout Among Medical
Dosimetrists in Portugal

Dina Gonçalves and Ana Sucena

Abstract
Burnout is a pathologic response to chronic occupational
stress resulting from the lack of coping strategies that
assist the individual to comply with the working
demands. Burnout is a cause of serious consequences
for both the individual and the organization. Given the
lack of studies on the incidence of this disease in medical
dosimetrists in Portugal, this study aims to compensate
for this gap. The method used for data collection was a
survey divided into three parts. The first part was
designed to evaluate the sociodemographic and profes-
sional conditions of the sample. The second part of the
survey was based on the Copenhagen Burnout Inventory
(CBI) and the third part was based on the Maslach
Burnout Inventory (MBI). The survey was distributed to
all medical dosimetrists working in public and private
institutions in Portugal which gave the authorization to
participate in this study. We evaluated 17 medical
dosimetrists (physicists and radiation therapists), engaged
in six Portuguese public and private institutions. Our
results reveal an incidence of burnout between 35.3%
(CBI) and 88.2% (MBI), manifested by worrying results
on the sub-scales of personal burnout, work-related
burnout, emotional exhaustion and personal accomplish-
ment. For this study, the questionnaires were adapted and
tested, having been considered valid for the Portuguese
population, however, more detailed formal validation
should be carried out in future studies.

Keywords
Burnout � Medical dosimetrists � Copenhagen burnout
inventory � Maslach burnout inventory

1 Introduction

The term burnout was used for the first time in 1969 by
Bradley, however, it only gained popularity when it was
used, in the 1970s (1974), by the one who is generally
considered its founder, Hebert Freudenberg [1–3].

Burnout syndrome arises in response to chronic occupa-
tional stress associated with a lack of coping strategies [4].
According to Maslach & Jackson [5], the burnout syndrome
can be described as emotional exhaustion, depersonalization,
and reduction of personal achievement.

Burnout has been the object of studies in several coun-
tries, revealing significant values for the incidence of this
syndrome among health professionals in all dimensions [1,
4, 6–11]. Concerning the general population, there is almost
no data on the prevalence of burnout [6].

The present study aims to determine the incidence of
burnout syndrome in medical dosimetrists in Portugal and to
verify the association of burnout characterizing components
with personal and/or professional characteristics of the
medical dosimetrists under study.

1.1 Research Hypothesis

We anticipate a significant incidence of burnout syndrome
among medical dosimetrists. Since medical dosimetrists
have less contact with patients than professionals in other
areas of radiation therapy, it is expected that the incidence of
burnout among medical dosimetrists will be lower than
among the other professionals in the oncology area.

2 Materials and Methods

This study is observational, cross-sectional. The sampling
method was a simple random type.
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The population of this study covers all medical dosime-
trists that are practicing in a public or private institution in
Portugal.

The questionnaire developed for this study was based on
Fonte’s questionnaire [1] and adapted for the study popu-
lation. The questionnaire is divided into three parts. The first
part consists of the sociodemographic and professional
evaluation of participants. The second part is based on the
Copenhagen Burnout Inventory (CBI) and the third part is
based on the Maslach Burnout Inventory (MBI).

The study was evaluated by the ethics committee of the
institution Escola Superior de Tecnologia da Saúde do Porto,
as well as by three other institutions that participated in the
study.

The data collection was done through the Google Forms
platform, which included a brief introductory explanation of
the study as well as informed consent and the questionnaire.
The results of the collection were compiled using Microsoft
Office Excel® software.

The study included a total of 17 medical dosimetrists in
public or private institution in Portugal.

Statistical analysis of the variables was supported by the
Statistical Package for Social Science (SPSS version 20),
applying the significance level of p < 0.05, with a 95%
confidence interval.

3 Results

3.1 Evaluation of Burnout Syndrome According
to CBI

About 35.3% of participants revealed high levels of burnout.
The level of burnout was defined based on three dimensions,
alternatively or cumulatively: personal, work-related, and
patient-related. Among those individuals with a high level of
burnout, the distribution of the three dimensions was more
representative in relation to the dimensions “Personal burn-
out” and “Burnout related to work”.

The analysis of the data revealed the existence of an
association between the variables “Age” and “Weekly
workload” with the Personal Burnout dimension.

3.2 Evaluation of Burnout Syndrome According
to MBI

In the Depersonalization subscale, there was no register of
elevated burnout levels. The majority (94.1%) of the pro-
fessionals surveyed reported low levels of burnout.
Regarding the Emotional Exhaustion subscale, about 76.5%
of respondents presented low levels of burnout. It is relevant
to mention that 17.6% of the sample exhibited a high level of

burnout in this subscale. In the Personal Accomplishment
subscale, the existence of a high percentage of the sample
with low and medium levels of personal accomplishment
was observed. These levels of personal accomplishment
translate into high and medium levels of burnout, respec-
tively, 47.1% and 35.3%.

A data analysis reveals an association between the vari-
ables “Educational qualifications”, “Basic training”, “Prac-
tice in another institution”, “Weekly workload” and “Work
schedule” with the Emotional Exhaustion dimension. We
also found an association between the variable “Time of
exercise in the employer institution” and the dimension
Depersonalization.

4 Discussion and Conclusion

Burnout syndrome is a growing public health problem.
Burnout has serious consequences for both the individual
(physical and psychological) and the organization (monetary
—absenteeism and reduction of productivity) [10].

In this study, we found an incidence of 35.3% (CBI) and
88.2% (MBI) of high and medium levels of burnout among
Portuguese medical dosimetrists. The low incidence of
Burnout related to the patient may be a direct result of the
nature of the profession, in the sense that medical dosime-
trists are not in direct contact with the patient and therefore
are not thus subject to the (negative) influence exerted by the
patient.

The high incidence of Personal Burnout alerts to the
importance of the variable “personal life”, along with pro-
fessional requirements, in the perception of physical and
emotional demands by the medical dosimetrist.

The low incidence of high levels of burnout in the
Depersonalization dimension can be justified by the low
interpersonal interaction of the medical dosimetrists.

The high incidence of high levels of burnout in the Per-
sonal Accomplishment dimension can be justified by the
monotony of work, lack of correspondence between expec-
tations and the reality of work, lack of career progression,
lack of autonomy and feedback for the work performed.

The association between some of the variables and the
different dimensions of burnout suggest that those variables
are risk factors for the development of the burnout syndrome
among medical dosimetrists.

Although according to literature, age, sex, and marital
status are risk factors for the development of burnout, the
present study does not corroborate these data. These vari-
ables were not found to have a statistically significant
association with the development of the syndrome.

For this study, the questionnaires were adapted and a pilot
study was run with a small sample of participants. Results
from this pilot study indicated the questionnaires were valid
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for the Portuguese population, however more detailed formal
validation should be carried out in future studies.

For future studies, it is recommended to include an
assessment of the personality type since there are studies that
prove the relationship between this component and the risk
of developing burnout [12–14].

Compliance with Ethical Standards The authors declare that the
study is in compliance with ethical standards. Conflicts of Interest The
authors declare that they do not have a conflict of interest. Informed
Consent Consent was obtained from the subjects during the data
collection.
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CT Extended Hounsfield Unit Range
in Radiotherapy Treatment Planning
for Patients with Implantable Medical
Devices

Zehra Ese, Sima Qamhiyeh, Jakob Kreutner, Gregor Schaefers,
Daniel Erni, and Waldemar Zylka

Abstract
Radiotherapy (RT) treatment planning is based on
computed tomography (CT) images and traditionally uses
the conventional Hounsfield unit (CHU) range. This HU
range is suited for human tissue but inappropriate for
metallic materials. To guarantee safety of patient carrying
implants precise HU quantification is beneficial for
accurate dose calculations in planning software. Some
modern CT systems offer an extended HU range (EHU).
This study focuses the suitability of these two HU ranges
for the quantification of metallic components of active
implantable medical devices (AIMD). CT acquisitions of
various metallic and non-metallic materials aligned in a
water phantom were investigated. From our acquisitions
we calculated that materials with mass-density
q > 3.0 g/cm3 cannot be represented in the CHU range.
For these materials the EHU range could be used for
accurate HU quantification. Since the EHU range does
not effect the HU values for materials q < 3.0 g/cm3, it
can be used as a standard for RT treatment planning for
patient with and without implants.

Keywords
Extended hounsfield unit � Radiotherapy � Medical
implants

1 Introduction

The number of patients with implantable medical devices
receiving radiation therapy is increasing [1–3]. However, the
interactions of ionizing radiation and AIMDs are not well
established yet. There are many concerns regarding the beam
energy, dose and dose-rate limitations to the AIMD with
respect to malfunction that may occur in these devices and
impact patient safety. Many institutions still refer to the
report of the American Association of Physicists in Medicine
(AAPM) task group no. 34 [4] from 1994, even though this
report only focuses on pacemakers and does not consider
other AIMDs. The report recommends to avoid positioning
the pacemaker in the direct beam and to limit the absorbed
dose to the pacemaker to 2 Gy. However, case reports show
that malfunctions can occur even below this threshold [2].
Unfortunately, a precise determination of the dose the AIMD
is exposed to during radiotherapy is not possible, both
because it is in general not located in the direct beam and
local active measurements during radiation are not possible
yet [1].

Current RT treatment planning systems (TPS) are not
able to model the out-of-field doses beyond the beam
penumbra [5, 6]. The accuracy of dose calculations is known
to decrease with increasing distance from the field edge.
However, peripheral doses depend on beam energy, field
size and distance from the field edge and are usually esti-
mated based on previous publications [7]. RT TPS are
mainly based on CT data which provides tissue dependent
radiodensity values, which are the base for accurate dose
calculation in TPS. High-density materials cause image
artefacts on CT images which can lead to undefinable
geometries of both the object and anatomical structures due
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to overlapped artefacts [8–10]. To achieve an appropriate
dose calculation, the HU value of implant materials have to
be determined. However, the majority of CT scanners used
in radiology provide only a conventional HU range, which
suffices to properly represent human body tissues. HU values
of dense materials considerably exceed the maximum of
CHU, because of which these materials are usually mapped
to CHU’s maximum [9].

A qualitative quantification of Hounsfield units of high
density materials have been reported in [11]. In this study we
examine HU values of specific implant materials with high
purity and known mass density at the CHU range and
compare them to those at the EHU range. We analyse the
suitability of the CHU and EHU ranges for the representa-
tion of high-density materials which would allow to draw
conclusions regarding the superiority of EHU in accurate
dose calculations in order to increase patient safety in RT.

2 Material and Method

The Hounsfield scale is defined based on the X-ray linear
attenuation coefficient of water l(water). The HU value (also
known as CT number) of a particular material with X-ray
linear attenuation coefficient l is calculated by

HU ¼ 1000HU
l

lðwaterÞ � 1

� �
: ð1Þ

Note that this definition does not impose a minimum or
maximum on the Hounsfield scale.

The CT images for this study were acquired with two
different ranges of the Hounsfield scale: the CHU and the
EHU range, respectively. Both ranges are defined by
imposing restrictions to the Hounsfield scale (1), i.e. by
limiting it to particular upper and lower HU values. A CT
image acquired at the CHU range uses 12 bit per pixel to
represent an HU interval from HUmin = −1024 HU to
HUmax = 3071 HU. Consequently, at CHU all values above
the maximum will be in saturation and are represented as a
constant value of HUmax = 3071 HU. In contrast, the EHU
range reflects a 10 times broader HU interval of −10240 HU
to 30710 HU. Choosing this interval allows for a differen-
tiation between the high-density metal and its surroundings.
However, metals may cause artefacts on CT images in both
HU ranges which complicates a proper geometric delin-
eation of the metallic objects and the structures nearby.

A Siemens Somatom Force dual energy CT scanner
providing the mentioned HU ranges was used. CT images
samples of two material categories were acquired: (i) metal-
lic objects: titanium, chromium, aluminium, silicon, copper
and (ii) non-metallic objects: carbon, epoxy, ceramic and
plastic. All metallic objects were coin shaped with a

diameter D = 21 mm, a thickness of d = 5 mm and a purity
above P = 99.5% (see Table 1). The physical mass densities
of the metallic objects are summarized in Table 1.

A water equivalent solid state slab phantom, made of a
white polystyrene material (RW3), was positioned in a water
filled acrylic tank. The test objects were embedded and fixed
between two RW3 slabs, which were kept apart by two thin
separators positioned at the edges of the slab phantom.
Several RW3 slabs were positioned under the object to
account for any backscattering by the patient table. With the
intention to achieve the highest possible image quality for
dense materials, we investigated several CT protocols. Fol-
lowing protocol was then chosen for the CT acquisitions:
tube energies with E1 = 100 kVp and E2 = 150 kVp, slice
thickness Dd ¼ 0:6 mm, pitch-factor P = 0.6 mm and a
rotation time tR = 0.5 s. All metallic materials in the phan-
tom were aligned in scanning direction and scanned in one
pass. The same procedure was performed for non-metallic
materials. Both setups were acquired in CHU and EHU
scales, without any computed image corrections (e.g.
metal-artefact-reduction). For the analysis of HU values the
commercial radiation therapy treatment planning software
Varian Eclipse TM (edition 13.5) was used.

The metallic samples were identified on the CT images
according to their physical geometry. The central volume of
the samples was manually selected (40% of the total sample
volume) (see Fig. 1), which were used for HU quantification.
In order to obtain data from identical volumes the same region
of interest (ROI) was assigned on both CT images recon-
structed in CHU and EHU range. The average HU value and
its standard deviation r of the ROI was quantified with the
software Varian Eclipse TM (edition 13.5).

Table 1 HU values (mean ± standard deviation) of different metallic
and non-metallic materials quantified in the conventional and extended
HU range on CT images. The purity P and mas density q are shown for
the metallic objects. (samples offered by umicore GmbH, Essen,
Germany)

Material P [%] q [g/cm3] CHU [HU] EHU [HU]

Metallic

Silicon (Si) 99.999 2.34 1959 ± 71 1965 ± 19

Aluminium
(Al)

99.500 2.67 2132 ± 83 2148 ± 172

Titanium (Ti) 99.900 4.50 3070 ± 0.65 6543 ± 173

Chromium (Cr) 99.600 7.14 3070 ± 0.77 8722 ± 128

Copper (Cu) 99.990 8.92 3071 ± 0.32 11552 ± 452

Non-metallic

Carbon 278 ± 20 270 ± 10

Epoxy 1314 ± 31 1310 ± 3

Ceramic 3023 ± 56 3160 ± 112

Plastic 50 ± 16 50 ± 15
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3 Results

Table 1 compares the HU values of various metallic and
non-metallic materials, quantified in the conventional and
extended HU range on CT images. The HU values of
non-metallic materials, except ceramic show up almost
identical results in both HU ranges. This effect is also seen
for two metallic samples: silicon and aluminium. The HU
value of the metallic objects titanium, chromium and copper
is HUmax = (3071 ± 0.58) HU in the conventional HU
range. In comparison, the HU values in the extended HU
range differs strongly for each of these materials (see
Table 1).

Figure 2 displays the quantified HU values of the metallic
samples as function of their mass densities (Table 1
non-metallic samples were not added due to unknown
mass-density). The relation between Hounsfield value and
mass density was approximated by a linear regression [12] to
determine an approximate maximum mass-density to be
quantified by CHU. Based on the unweighted linear fit with
a correlation coefficient of R2 = 0.9793 materials with mass
density below q = 3.0 g/cm3 can be well quantified within
CHU range. Due to the limited number of materials used in

this study this value should be considered as an approxi-
mation. It should be noted, that this linear fit is not suitable
for CT calibration in TPS, which actually relies on indi-
vidual points instead of linear regression.

Figure 3 shows cross-sectional profiles through the
metallic objects on the CT images, reconstructed at the CHU
and EHU range, respectively. In Fig. 3a the profiles of sili-
con and aluminium are shown, while in Fig. 3b the profiles
of titanium, chromium and copper are illustrated. For silicon
and aluminium the profiles in the CHU and EHU range are
equal in value. No differences in HU value quantification in
both ranges was obtained. Slightly cupping artefacts are

Fig. 1 Cropped and magnified CT images of silicon (left) and chromium (right) samples in EHU acquisition. The position of the object is
indicated by the rectangle and the ROI (5 mm � 8.5 mm) for HU quantification is represented by hatched lines

Fig. 2 HU values versus mass density of the metallic materials.
A linear regression based on these values were added

Fig. 3 HU value distribution shown as cross-sectional profiles through
the CT images of the metallic objects. For each metal, profiles at the
CHU and EHU range are drawn. The ROI used for HU quantification is
between 6.3 and 14.7 mm
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observed for both metals in both HU ranges. The profiles at
the CHU range of titanium, chromium and copper are almost
similar, diverges slightly at the edges of the samples.
The HU values at the center of the metals are constant, no
cupping artefacts are observed. In contrast, the profiles at the
EHU range for these metals proceeds quite different from
each other. The higher the mass density of the metal, the
higher the HU value along the cross-section of the samples.
In EHU range all metals show cupping artefacts. The higher
the mass density, the more sever the cupping artefact.

4 Discussion and Conclusion

The HU values of the non-metallic materials carbon, epoxy,
plastic and the metallic materials silicon and aluminium
show identical HU value distribution at the CHU and EHU
range, respectively. All of these materials have a relative low
mass density (see Table 1). According to Fig. 2, all mate-
rials with an approximate value of q < 3.0 g/cm3 can be
properly represented in the CHU range with slightly cupping
artefacts. However, for these materials the EHU range has no
effects on the HU values and could be also used for radiation
treatment planning. Since the mass density of titanium,
chromium and copper is q > 3.0 g/cm3, the CHU range is
not capable for representing the corresponding HU value.
Therefore, the HU value of these metals is quantified as the
maximum HU value at the CHU range (HUmax = 3071 HU).
The cross-sectional profiles through the metallic objects
show cupping artefacts. So the HU values at the edges are
higher compared to the center of the object. The cupping
artefact is a physical based artefact, which is caused by the
beam-hardening effect [13]. The X-ray beam used in com-
puted tomography systems is a polyenergetic beam. Once
the beam passes through the metal the low energy photons
get absorbed. The total beam energy increases and the
attenuation coefficient of the metal passed decreases [14].
For the materials with q > 3.0 g/cm3 no cupping artefacts
were observed in the CHU range (see Fig. 3b). A constant
cross-sectional profile through the metal samples was mea-
sured. In this case, beam-hardening effects are still present
but cannot be distinguished at the CHU range, since HU
values above 3071 HU cannot be represented in the CHU
range. We consider for ceramic to be an CHU inaccuracy,
thus the EHU value appears different although not significant
within statistical margins.

In conclusion, the EHU range better reproduces HU
values of high-density materials thus rendering itself
appropriate for the purpose of dose calculations in radio-
therapy treatments. However, the quantified HU value

strongly depend on the selected ROI size and position. The
calculated HU values for the metallic and non-metallic
samples used in this study could be used with restrictions to
expand the CT calibration curves used in radiotherapy
treatment planning software to account for more accurate
dose calculations for patients with metallic implants. In
order to enable exact in vivo dose monitoring of implants,
further investigations will be proceed.
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3D Absorbed Dose Reconstructed
in the Patient from EPID Images for IMRT
and VMAT Treatments

Fouad Younan, Jocelyne Mazurier, Frederic Chatrie, Ana Rita Barbeiro,
Isabelle Berry, Denis Franck, and Xavier Franceries

Abstract
A back-projection method has been used in this study to
reconstruct the 3D absorbed dose matrix in the patient
from EPID images for IMRT and VMAT fields. Images
were acquired with the Clinac 23iX aS-1000 imager
(Varian) and a 6 MV beam. Then a calibration step was
performed to transform the grey levels of the pixels into
absorbed dose in water via a response function. Correc-
tion kernels were also used to correct for the scatter
within the EPID. The dose was then back-projected into
the patient for all EPID parallel planes for each gantry
angle. Finally the total dose was obtained by summing
the 3D dose associated for each gantry angulation. First,
the 3D dose reconstruction algorithm was tested for 20
IMRT and VMAT prostate and head and neck treatments
in a homogeneous cylindrical phantom. Then the algo-
rithm was used for IMRT brain cancer plans on 20 real
patients. The EPID reconstructed 3D dose distributions
were then compared to the planned dose from TPS

(Treatment Planning System, Eclipse Varian) with a 3D
global gamma index of 3% and 3 mm criteria. The
percentage of points of which the gamma index was
larger than unity was greater than 97% for all IMRT
treatments both in the phantom and in the patients and
over 96% for all VMAT treatments checked in the
cylindrical phantom. Our 3D reconstruction algorithm,
validated for homogeneous medium, can be used to verify
the dose distribution for IMRT and VMAT fields using
in vivo EPID images.

Keywords
Epid � Back-projection algorithm � 3D absorbed dose
Dose verification � In vivo dosimetry

1 Introduction

With the increasing complexity of external radiation therapy
techniques such as volumetric-modulated arc therapy
(VMAT), a lot of commercial tool has been created to per-
form patient quality assurance by using the electronic portal
imaging device (EPID). However, only few of them were
dedicated to in vivo dosimetry. The purpose of this work
was to develop a back-projection algorithm that uses in vivo
EPID images in order to reconstruct the 3D absorbed dose
within the patient or phantom during IMRT and VMAT
treatments.

2 Materials and Methods

2.1 Image Acquisition

Images were acquired using a Varian Clinac 23iX accelerator
for 6 MV treatments at 600 MU/sec dose rate. The amorphous
silicon EPID had an active area of 40 � 30 cm2 and was
mounted on Exact-arm. Technical details can be found in the
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literature [1]. All EPID images were acquired at 150 cm from
the source. The raw images were automatically dark field
(DF) andfloodfield (FF) corrected by theVarian IAS3 software
before beingmultiplied by the number offrames. The algorithm
described below was implemented on Matlab R2015b (The
MathWorks, Inc.) with a 2.5 GHz quad core processor.

IMRT Versus VMAT
During IMRT treatments, the Varian integrated mode was
used. In this mode many frames (between 100 and 200 per
image) were acquired and averaged, thus leading to one
image per gantry angle. For VMAT treatments, images were
rather acquired in cine mode for which the averaged number
of frames per image was set to 6 in the IAS3 software (1
image acquired for each 4 degrees of rotation). In addition,
the image acquisition was synchronized with beam pulse to
avoid strip artefact [2].

2.2 Measurement Uncertainty

Uncertainty related to the detector measurements is the result
of propagation of uncertainties related to the repeatability
and the reproducibility of the imager. The repeatability was
evaluated by making 10 successive irradiations without
attenuator placed between the source and the detector, for a
reference field size of 10 � 10, a fixed dose rate of
600 UM/min at the energy of 6 MV. This was done for an
interval period of 30 s. The reproducibility was evaluated by
irradiating every day the EPID under the same conditions
over a period of 4 months. The repeatability and the repro-
ducibility of the detector were then estimated by dividing the
standard deviation by the average of the measurements, (see
discussion for further details).

2.3 Grey Levels to Dose in Water Calibration

This step consists in calculating the dose in water at the
distance of 150 cm using EPID images without patient [3].
The model includes a first pre-calibrated image called SEPID
that accounts for the non-uniformity of the detector response
and also of the influence of the backscatter radiation.

This pre-calibrated image SEPID is then transformed into
absorbed dose to water DEPID!Water through a conversion
function associated with a dose redistribution kernel as
follows:

DEPID!Water ¼ fDose � SEPIDð Þ ��1 Kmaterial

� �� Kpenumbra:

ð1Þ

where fDose is the dose conversion function, Kmaterial is a
kernel that accounts for the difference between water and the
materials within the EPID. � and ��1 denote respectively
the convolution and deconvolution operator.

Kpenumbra is a kernel used to correct the shape of the
penumbra. The EPID dose image obtained is then used in a
back-projection algorithm to reconstruct the 3D dose distri-
bution in the patient.

2.4 Reconstruction Within Phantom or Patient

Our algorithm uses a back-projection method described by
Wendling et al. [4–6]. From an EPID image obtained behind
the patient (or phantom), the 2D dose distribution is recon-
structed inside the volume in every parallel plane separated
by 1 mm thick, leading to a 3D dose distribution for each
beam angle. Then the entire absorbed dose of the IMRT or
VMAT treatment is obtained by summing every 3D dose
calculated for each EPID image.

For each plane, the reconstructed 2D dose Dplane consists
of the combination of the primary dose Prplane and the
scattered dose Scplane at every pixel.

Dplane ¼ Prplane þ Scplane: ð2Þ
Primary dose, Prplane
The primary dose distribution in a plane is calculated, pixel
by pixel, from the EPID dose image DEPID!Water accounting
for the inverse square law ISL and an attenuation correction
factor ACF as follows:

Prplane dð Þ ¼ DEPID!Water � ISL dð Þ � ACF dð Þ ð3Þ

¼ DEPID!Water � DSEþ d

SDD

� ��2

� T dð Þ
Ttot

� �
; ð4Þ

where Prplane dð Þ is the primary dose in a given plane at a
depth, d.

DSE is the distance from the source to the entrance of the
phantom, and SDD is the source detector distance. Ttot
represents the total transmission calculated by dividing the
EPID portal dose image Eq. (1) measured with and without
the patient or phantom in the beam. T dð Þ is referred as the
transmission at the depth d, calculated by taking into account
the radiological thickness through the phantom d0.

T dð Þ ¼ T
d
d0
tot � exp b � d0 2 � � d

d0
þ d

d0
2

þ d

d0
3� �� 	

: ð5Þ

In the above equation, the exponential function corrects
the transmission for the beam hardening effect. The
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coefficient b was fitted by comparing the depth dose curve
obtained on axis in a homogeneous slab phantom of 20 cm
thick, with that obtained with an ionization chamber after
100 MU irradiation at a field size of 10 � 10 cm2.

Scattered dose, Scplane
To calculate the scattered component into the reconstruction
plane, the primary dose obtained before is multiplied by a
third-order polynomial x, function of the transmission cal-
culated at the given plane d, Eq. (5). To determine x, it is
first obtained experimentally and then fit as a function of
T dð Þ [4]. 100 MU were delivered in isocentrically aligned
slab phantom of several thicknesses for a 10 � 10 cm2

field
size. The primary dose calculated using Eq. (4) at the
isocenter was then compared to the dose measured with an
ionization chamber, Dchamber in the same conditions. Thus,
for every thickness of the phantom, the scattered-to-primary
ratio is calculated as

x ¼ Dchamber � Prplane
Prplane

; ð6Þ

and then fit to a third-order polynomial function of the
transmission.

After multiplying Prplane dð Þ by the corresponding x, the
result is then convolved with the kernel Km accounting for
the field-size dependence of the scattered dose distribution in
the reconstruction plane [4].

In-phantom and In-vivo dosimetry
First, the 3D dose reconstruction algorithm was tested for 10
prostate and head and neck plans both for IMRT and VMAT
treatments. All plans were checked using a homogeneous
cylindrical phantom of 25 cm diameter.

Then the algorithm was tested on 20 patients treated for a
brain cancer with IMRT plans.

2.5 Gamma Evaluation

Planned and in vivo reconstructed dose distributions were
compared using a 3D global gamma analysis [7], imple-
mented in our algorithm. The criteria were 3% of the max-
imum dose as dose-difference criterion and 3 mm as
distance-to-agreement criterion, with a 10% threshold.

3 Results

3.1 Measurement Uncertainty

Uncertainties related to the repeatability and the repro-
ducibility of the detector were successively 0.16 and 0.41%.
The global uncertainty associated with the imager was
therefor about 0.44%.

3.2 Reconstruction Within Phantom or Patient

A result of 3D EPID dosimetry for a VMAT plan of prostate
cancer checked on the phantom is shown in Fig. 1. Three
orthogonal planes intersecting the isocentre are presented
EPID-reconstructed dose and the resulting c analysis. In this
case, 3D gamma evaluation (3% maximum dose, 3 mm)
revealed a mean c cmeanh i ¼ 0:34 and a percentage of points
with c� 1 Pc� 1


 � ¼ 99%. Detailed results of all IMRT and
VMAT plans checked in phantom are presented in Table 1.

For all IMRT plans of the 20 patients treated for a brain
cancer, the %c� 1 was in average greater than 97% between
planned and in vivo reconstructed dose. The average values
for all patients of the mean c and the %c� 1 were succes-
sively 0:31� 0:14 and 98:16� 0:35.

4 Discussion

The 3D back-projection algorithm was implemented in
our institution to reconstruct the 3D absorbed dose in
homogeneous medium (patient or phantom). Results
obtained for the IMRT plans are sufficiently high
(c3%� 3mm on average greater than 97%) to be used on
patients for little inhomogeneity localization as for example
prostate, pelvis or brain. Concerning VMAT plans, the
reconstruction was done from 1 EPID image each 4 degrees
rotation, thus leading to some loss of information. The only
way to reduce this loss was to reduce the acquisition frame
parameter for cine mode on IAS3 software, for example 3
instead of 6. Unfortunately this changing caused undesirable
effects such as stopping the gantry during irradiation.
Moreover, results obtained after reconstructing the 3D dose
from the acquisition of 1 image each 4 degrees angulation,
are sufficiently appreciable as shown in Fig. 1. This
back-projection algorithm will be tested with the aS-1200
imager on TrueBeam accelerator (Varian) for which the
image acquisition system named XI is designed to record
every frame acquired during the treatment. Thereby, better
results are expected on TrueBeam accelerator, especially for
VMAT treatments.

The algorithm will be also improved to include patient
inhomogeneity for the 3D absorbed dose calculation.

The method used to reconstruct EPID raw images into
absolute dose is purely analytical in the way that it uses
empirical kernels, functions and radiological lengths to
convert the grey level pixels of the detector into absolute
dose inside the irradiated volume. This means that the result
will always be the same if the input grey scale of the EPID
remains unchanged. In other words, the only way to quantify
the uncertainty related to the algorithm is to quantify the
uncertainty of the detector.
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Many studies are currently underway in our department to
evaluate in the one hand the robustness and the precision of
the algorithm and, in the other hand the capability of the
algorithm to detect sources of errors during the treatment
such as the air gap, the gantry rotation (during IMRT) and
the position of the patient on the couch.

5 Conclusion

The back-projection algorithm proposed in this study is
sufficiently precise to reconstruct the 3D dose distribution in
homogeneous medium (patient or phantom) for IMRT and
VMAT plans using Clinac aS-1000 imager (Varian). The

next step is to perform the algorithm from EPID TrueBeam
images (Varian) on patients with large heterogeneity treated
with VMAT plans.

References

1. J. V. Siebers, J. O. Kim, L. Ko, P. J. Keall, and R. Mohan, “Monte
Carlo computation of dosimetric amorphous silicon electronic portal
images,” Med. Phys., vol. 31, no. 7, pp. 2135–2146, 2004.

2. B. Liu, J. Adamson, A. Rodrigues, F. Zhou, F. Yin, and Q. wu, “A
Novel Technique for VMAT QA with EPID in Cine Mode On
Varian TrueBeam,” in Medical Physics, 2013, vol. 40, no. 6, p. 502.

3. J. Camilleri, J. Mazurier, D. Franck, P. Dudouet, I. Latorzeff, and X.
Franceries, “2D EPID dose calibration for pretreatment quality
control of conformal and IMRT fields: A simple and fast convolution
approach,” Phys. Medica, vol. 32, no. 1, pp. 133–140, 2016.

Fig. 1 Result of a 3D dosimetric reconstruction for a VMAT plan of prostate cancer checked on the cylindrical phantom. Above are presented the
EPID-reconstructed dose in 3 orthogonal planes. The corresponding c verification for each plane is shown below

Table 1 Average values of the mean c and the %c� 1 obtained for all IMRT and VMA plans after comparing the 3D EPID-reconstructed dose
with the corresponding TPS planned dose

Localization IMRT VMAT

%c� 1 Mean c %c� 1 Mean c

Prostate 99:40� 0:34 0:35� 0:18 98:18� 1:00 0:38� 0:11

Head and neck 98:74� 1:01 0:40� 0:21 97:30� 0:30 0:41� 0:29

608 F. Younan et al.



4. M. Wendling, R. J. W. Louwe, L. N. McDermott, J. J. Sonke, M.
Van Herk, and B. J. Mijnheer, “Accurate two-dimensional IMRT
verification using a back-projection EPID dosimetry method,” Med.
Phys., vol. 33, no. 2, pp. 259–273, 2006.

5. M. Wendling, L. N. McDermott, A. Mans, J. J. Sonke, M. Van
Herk, and B. J. Mijnheer, “A simple backprojection algorithm for
3D in vivo EPID dosimetry of IMRT treatments,” Med. Phys., vol.
36, no. 7, pp. 3310–3321, 2009.

6. R. Pecharromán-Gallego et al., “Simplifying EPID dosimetry for
IMRT treatment verification,” Med. Phys., vol. 38, no. 2, pp. 983–
992, 2011.

7. D. Low, W. B. Harms, S. Mutic, and J. A. Purdy, “A technique for
the quantitative evaluation of dose distributions.,” Med. Phys., vol.
25, no. 5, pp. 656–61, 1998.

3D Absorbed Dose Reconstructed in the Patient … 609



Implementation of a Novel Uncertainty
Budget Determination Methodology
for Small Field Dosimetry

David Eduardo Tolabin, Rodolfo Alfonso Laguardia,
and Sebastian Bianchini

Abstract
This paper presents the implementation of a novel
methodology for the determination of the uncertainty
associated to the process of beam measurement in small
fields. Field output factors were measured for different
fields sizes in a 6 MV photon beam. The uncertainties
related to the detector’s positioning were taken into
account, as well as its characteristics. Contributions of the
beam limiting device, scanning system, instrumental and
correction factors introduced for field output factor
calculations were also analyzed. A broad range of
detectors, including ionization chambers with different
active volumes and one stereotactic diode for radio-
surgery were used. Expanded uncertainty levels under 3%
for k = 3 were obtained with the stereotactic diode for all
the studied field sizes. Ionization chambers’ uncertainty
levels were substantially larger in most cases.

Keywords
Uncertainty budget determination � Small field dosimetry
Field output factor measurements
Positioning uncertainty � Field correction factor
uncertainty

1 Introduction

The use of small fields in radiotherapy and radiosurgery has
substantially increased with the outcome of new technolo-
gies and the development of complex techniques [1].

However, precise and accurate measurements involve more
complex procedures, leading to higher levels of uncertainty
and differences of up to 12% in field factor measurements
reported by several institutions have been found [2].

The development of a concise, straight-forward and
reproducible methodology has the potential of being useful
for the determination of uncertainties in a radiotherapy ser-
vice, as well as serving as a means of data comparison
between different institutions.

2 Materials

All measurements were performed in the radiotherapy ser-
vice of “Fundación INTECNUS”, of San Carlos de Bar-
iloche. The dosimetry equipment either belongs to the
institution or was provided by IBA Dosimetry GmbH.

2.1 Equipment and Planning Tools

An Elekta Synergy Platform® linear accelerator was used,
with a nominal accelerating potential of 6 MV and a beam
quality Q = 0.682 [3]. The Linac’s beam limiting device
(BLD) is the MLC Elekta Agility®. An IBA BluePhantom2®

water phantom was used to carry out the measurements,
together with a calibrated IBA Dose2 electrometer [4].

2.2 Detectors

Four field detectors were used, the stereotactic diode IBA
Razor Detector and the ionization chambers IBA CC13,
CC01 and Razor NanoChamber®, being the latter loaned for
testing by the manufacturer. Their characteristics are sum-
marized in Table 1.
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3 Methods

Field output factors for clinical square fields of a nominal
side, L(c), of 40, 30, 20, 15, 10 and 5 mm were measured in
water using an isocentric technic with a depth, d, of 10 cm.
The Razor Detector was positioned parallel to the beam axis,
while the ionization chambers where positioned perpendic-
ular to it. The measurement uncertainties were estimated
with the mentioned methodology.

3.1 Field Output Factor Measurements

To determine the field output factors, Xfclin;fmsr
Qclin;Qmsr

, the formal-
ism adopted in [5], originally proposed by Alfonso et al. [6]
was followed, being:

Xfclin;fmsr
Qclin;Qmsr

¼Mfclin
Qclin

Mfmsr
Qmsr

� kfclin;fmsrQclin;Qmsr
ð1Þ

whereMfclin
Qclin

andMfmsr
Qmsr

are the readings of the clinical field and

machine specific reference field, respectively and kfclin;fmsrQclin;Qmsr
is a

field correction factor, which takes into account the difference
between the detector’s response in each field [6].

Daisy-Chain Correction Method. The Daisy-Chain
(DC) correction method [7, 8] was used to normalize the

response of the detectors, using a reference field of
100 � 100 mm2, a CC13 ionization chamber as the

reference detector and an intermediate field, fint of

40 � 40 mm2. As a consequence, Xfclin;fmsr
Qclin;Qmsr

is calculated as:

Xfclin;fmsr
Qclin;Qmsr

¼ Mfint
Qint

Mfmsr
Qmsr

� kfint;fmsrQint;Qmsr

" #
CC13

� Mfclin
Qclin

Mfint
Qint

� kfclin;fintQclin;Qint

" #
Det

ð2Þ

The choice of the CC13 chamber as the reference detector

and fint allows to consider kfint;fmsr
Qint;Qmsr

h i
CC13

� 1.

Irradiation Field Size Determination. The irradiation
field sizes were determined according to the procedures
specified in [5]. Table 2 presents the nominal square field
sides, L(c) together with the measured irradiation square
field sides, S(c) [4].

3.2 Uncertainty Determination Budget
Methodology

To determine the typical uncertainty [9] of Xfclin;fmsr
Qclin;Qmsr

, Eq. 4 is
considered. Each factor of the equation has a typical
uncertainty, which is the result of several contributions and
are summed in quadrature [9–11]. Since the uncertainty of

kfint;fmsr
Qint;Qmsr

h i
CC13

can be disregarded, the typical combined

uncertainty of Xfclin;fmsr
Qclin;Qmsr

can be expressed as:

Definition and Estimation of uM: The uncertainty of the
readings “M” of each detector, for any given field size

Table 1 Main technical characteristics of the field detectors used in this work

CC13 CC01 NanoChamber Razor detector

Sensitive volume [cm3] 0.13 0.01 0.003 0.6 mm; 0.02 mma

Sensitivity [nC/Gy] 3.6 0.4 0.11 4.6

Bias voltage [V] ±300 ±300 ±300 0

Beam quality [MV] 60Co-25 60Co-25 60Co-25 60Co-15

Electrode C-552 Steel Graphite-EDM3 p-Siliconb

Wall C-552 C-552 C-552 ABS/Epoxyc

Wall thickness [mm] 0.4 0.5 0.5 N/A

Leakage current [fA] 3 3 3 N/A
aDiameter and thickness, respectively
bSensitive material
cEnclosure material

uXclin;msr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2Mmsr

� �
CC13

þ u2Mint

� �
CC13

þ u2Mint

� �
Det

þ u2Mclin

� �
Det

þ u2kclin;int

h i
Det

r
ð3Þ

612 D. E. Tolabin et al.



ðuMmsr ; uMint ; uMclinÞ, is mainly related to the detector’s posi-
tioning and monitor system of the linear accelerator. The
positioning of the detector can be affected by the collimating
system, ucoll, and scanning system, uscan. Regarding the
uncertainties of monitor system, umon, the uncertainties
related to the measuring instrumental, such as electrometer
and cable, are included in one term. Thus, the typical
uncertainty of the detector’s reading is given by:

uM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2coll þ u2scan þ u2mon

q
ð4Þ

Estimation of ucoll. As stated above, this contribution is
related to the detector’s reading, depending on the accuracy
of the beam collimating system. This uncertainty does not
depend on the detector and in this case measurements were
made only with the stereotactic diode [4].

Estimation of uscan. This source of positioning uncer-
tainties is related to the scanning system used to measure, in
this case an automatic water phantom, and is influenced by
the detector used. Hence, all the detectors were used to
estimate this contribution [4].

Estimation of umon. The contribution of the beam monitor
system is also related with the stability of the detector used
and the electrometer used [4].

Definition and Estimation of ukclin;int . The field correction
factors’ uncertainties were extracted from the available lit-
erature [5]. Since they are normalized to the reference field,
with the exception of the CC13, a ratio of two correction
factors was calculated due to the application of the Daisy
Chain Method [4], as a consequence:

ukclin;int
� �

Det ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2kclin;msr

h i
Det

þ u2kint;msr

h i
Det

r
ð5Þ

3.3 Estimation of u
X

fclin ;fmsr
Qclin ;Qmsr

The typical uncertainty of u
X

fclin ;fmsr
Qclin ;Qmsr

is calculated according

to Eq. 5. Since a 99% confidence level is requested by the
radiotherapy service, an expansion factor k = 3 has to be
applied. In consequence, the measurement results of

Xfclin;fmsr
Qclin;Qmsr

are expressed as:

Xfclin;fmsr
Qclin;Qmsr

¼ Xfclin;fmsr
Qclin;Qmsr

h i
measured

�U
X

fclin ;fmsr
Qclin ;Qmsr

ð6Þ

where U
X

fclin ;fmsr
Qclin ;Qmsr

is the expanded uncertainty:

U
X

fclin ;fmsr
Qclin ;Qmsr

¼ k � u
X

fclin ;fmsr
Qclin ;Qmsr

ð7Þ

4 Results

4.1 Uncertainty Budget Determination

The uncertainties related to the determination of small field
output factors were estimated for the four detectors used
after applying Eq. 5.

Estimation of uM. To estimate this uncertainty, several
measurements were carried out, since there are three present
components in this term, ucoll, uscan and umon.

Estimation of ucoll. The relative shift between the inline
profiles, determined by the diaphragms, is approximately
constant for all field sizes, presenting low values. In the
crossline direction, determined by the MLC’s leaves, there is
a more significant shift for the smaller fields. The collimating
system uncertainty estimation made, presented in Fig. 1,
shows a decreasing behavior as a function of the field size,
strongly influenced by the crossline positioning
uncertainties.

Estimation of uscan. This source of uncertainties was
estimated for all the field detectors. The Razor Detector was
used with all the clinical field sizes, while the ionization
chambers were used for L(c) = 5, 20 and 40 mm. The
uncertainties of the remaining fields were interpolated lin-
early in order to obtain a representative value.

Table 2 Nominal and irradiation field sides of the Linac used

L(c) [mm] 100 40 30 20 15 10 5

S(c) [mm] 100 41.2 31.4 21.2 16.2 11.2 6.9

Fig. 1 Typical uncertainty of the beam collimating system (continuous
curve)
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The stereotactic diode presents the lowest levels of
uncertainty, similar to the ones of the CC13 and CC01
chambers, lower than 0.01%. On the other hand, the
NanoChamber presents levels of uncertainty up to three
times greater, as seen in Fig. 2.

Estimation of umon. The monitor system and instrumental
uncertainties were estimated together with the detectors’
stability uncertainties. The results are illustrated in Fig. 3.

The Razor Detector and CC13 present similar uncertainty
levels, while the CC01 and NanoChamber uncertainties are
substantially higher, especially in the case of the latter.

Estimation of ukclin. The uncertainty values, presented in
Fig. 4, were extracted from the available literature [5]. The
values selected for the NanoChamber were the ones of the
CC01. There is an exponential increasing behavior in the

case of the ionization chambers, while the diode’s uncer-
tainty is lower than 1% for all the fields under study.

Typical uncertainty values. Figure 5 shows the contri-
butions to the uncertainty budget for each detector. The
constant behavior of some of these contributions is due to
the Daisy-Chain method application.

For the CC13 and Razor Detector, the most significant
source of uncertainty is related to the correction factors.
With the exception of the NanoChamber, the correction
factors and clinical fields’ contributions decrease as the field
size increases.

The typical uncertainty values, calculated from this data,
are summarized in Table 3. In general terms, the best results
were obtained with the Razor Detector. Although the CC13
presents similar and even lower levels of uncertainties in

Fig. 2 uscan estimated for the four field detectors under study

Fig. 3 Monitor system uncertainties. The estimations strongly depend
on the detector’s choice

Fig. 4 Field correction factors’ uncertainties used in this work
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some cases, this detector is not suitable for field sizes smaller
than 20 � 20 mm2.

4.2 Field Output Factors and Their Related
Expanded Uncertainties

After applying the methodology, the results, together with
the measured output factors, are presented in Fig. 6. The
level of confidence is approximately 99% (k = 3).

The Razor Detector presents levels of expanded uncer-
tainty of less than 3% for all the fields under study, being in
agreement with the required standards of the service.

The CC13 ionization chamber fulfills this requirement
only for fields of 20 � 20 mm2 and larger and is not con-
sidered as appropriate for measurements in smaller fields.

The CC01 ionization chamber levels of expanded
uncertainty were higher than expected, being above 3% in all
cases. If a 95% confidence level is considered as acceptable
(k = 2), its use would be recommended for fields up to
15 � 15 mm2.

The NanoChamber presents levels of expanded uncer-
tainty in the order of 15% for all the fields under study.
A greater number of measurements might be necessary
when implementing the methodology to lower these
uncertainties.

Fig. 5 Contributions to the typical uncertainty for each field detector used

Table 3 Typical relative uncertainty values of the field detectors used in the present work

L(c)(S(c)) [mm] CC13 (%) CC01 (%) NanoChamber (%) Razor detector (%)

40 (41.2) 0.42 1.58 5.30 0.46

30 (31.4) 0.43 1.48 5.73 0.54

20 (21.2) 0.67 1.41 6.26 0.53

15 (16,2) 1.10 1.80 5.93 0.61

10 (11.2) – 2.77 5.54 0.61

5 (6.9) – 4.76 5.36 0.77
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5 Conclusions

A novel measurement uncertainty budget methodology for
small fields was implemented after measuring field output
factors, leading to the following conclusions:

• The methodology is straightforward. simple, and flexible,
including the most relevant sources of uncertainty in the
beam measurement process. Additionally, it can be used
as a tool to assess the performance of field detectors and
helping in the selection of the most suitable one for small
field dosimetry.

• In the case of the Razor Detector and the CC13 ioniza-
tion chamber, the highest uncertainty contribution is
associated to kclin;int. Uncertainties related to the detec-
tor’s readings are relevant in the case of the CC01 and
NanoChamber.

• Uncertainties under 3% with a 99% confidence level
were obtained with the Razor Detector for all the field
sizes under study.

• According to our results, the ionization chambers under
study are suitable only for measurements in fields larger
than 15 � 15 mm2 and further measurements should be
made with the NanoChamber.
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Material
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Abstract
Tungsten micro- and nanoparticle structured composite
have been demonstrated recently as a promising material
for protection of the radiation therapy patient against
radiation. The shielding properties of the composite to a
great extent depends on the homogeneity. The present
research concentrates on the experimental investigation of
the homogeneity of the synthesized composite in depen-
dence on the material mixing methods, particle size, and
concentration. The material radiation attenuation proper-
ties were explored as well. It was observed that the
tendency to form agglomerates becomes greater if
tungsten particle size decreases. The best particle distri-
bution uniformity in the composite was obtained with
ultrasound disperser. Most effective radiation absorption
was observed for the samples with a particle size of
500 nm and 50 nm.

Keywords
Tungsten nanoparticles � Radiation therapy
Tungsten wax composite

1 Introduction

The incidence of malignant tumors remains the major health
problem worldwide. One of the most typical cancer treat-
ment procedures is radiation therapy. The main struggle in
radiation therapy is to provide a necessary dose to the cancer
target volume while protecting the surrounding healthy tis-
sue. If tumor volume is close to the eyes, ears or lips,

individually applicable metal alloy (Bi–Sn–Pb) masks are
used to protect these organs. The manufacturing process of
these masks is time-consuming and complex. In addition, the
lead is known to be a toxic material. Another serious
problem is electron backscatter from the mask, especially
from the material edges. This effect leads to skin dose
increase by 30–70% [1].

In recent years, polymer materials with metal nanoparti-
cles became widely used for protection of electronics from
radiation [2]. This idea was adopted to simplify protective
mask manufacturing process, hereby new polymer-based
tungsten micro/nanoparticle structured composite material
was developed [3]. The material is plastic after warm—up in
hands, non-allergic and non-toxic. The non-toxicity of the
tungsten is a great advantage, compared to the lead, being in
use typically. The transmission factor of the developed
material in the range of beam energies 6–12 meV was close
to one of the Bi–Sn–Pb alloy and does not exceed 2.7%, that
makes the material suitable for manufacturing of radiation
therapy masks.

The absorption properties of the developed polymer wax
—tungsten composite strongly depend on its homogeneity.
The present paper explores the homogeneity of the synthe-
sized composite in dependence on the material mixing
methods, particle size, and concentration. In addition, the
radiation attenuation of the obtained composite materials
was studied.

2 Materials and Methods

The composite was made by mixing melted polymer wax
with tungsten powder of three different fraction size: 50 nm,
500 nm, and 5 lm [4] (Fig. 1). The proportion of composite
compound mass was 2:1 (tungsten particles:micro wax). For
material mixing, two different methods were used. One of
them is ultrasonic processor UP50H and the other—ultra-
sonic dispergator [4]. The samples were molded in a 1 cm
thick plates sized 4 � 4 cm2 [5].

G. Boka � S. Bikova � Y. Bauman � A. Svarca
Riga East University Hospital, Clinic of Therapeutic Radiology
and Medical Physics, Riga, Latvia

G. Boka � Y. Dekhtyar � S. Bikova � P. Eizentals (&) � M.
Kuzminskis
Riga Technical University, Riga, Latvia
e-mail: peteris.eizentals@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/3, https://doi.org/10.1007/978-981-10-9023-3_114

619

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_114&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_114&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_114&amp;domain=pdf


The homogeneity of the material was studied using
scanning electron microscope Hitachi TM 3000 with reso-
lution 30 nm. The preparation of substrate was difficult due
to the plasticity of the material there was not possible to cut a
thin material slice. Instead, thin material layers were smeared
[4]. The composite which showed the best homogeneity was
used for further radiation absorption property research.

Composite’s absorption was characterized by transmis-
sion factor. The measurements were performed for electron
radiation supplied from a linear accelerator Clinac 2100C/D
(Varian Medical Systems, USA). The sample was irradiated
with electron energy 9 meV which is usually used to treat
tumors close to skin surface [4]. Delivered dose was 3 Gy to
the depth of the dose maximum. An incident radiation beam
was perpendicular to the surface of a solid water phantom,
on which the specimens were located. The used radiation
detector was Scanditronix Wellhöfer plane parallel
ion-chamber type PPC05 with its active volume 0.05 cm3.
Measurements were repeated five times for each test sample.
The transmission factor was calculated using the equation

TFð%Þ ¼ QðpCÞ
Qof ðpCÞ � 100 ð1Þ

where Q(pC) is chamber registered charge with the com-
posite specimen in the radiation field, Qof (pC)—chamber
registered a charge for open field without a specimen.

The planar dose distributions perpendicular to the central
axis were measured by using Gafchromic EBT2
self-developing films in solid water phantom [3]. RGB
Canon ScanLide100 scanner was used to scan exposed films.
For the film, the optical density reconstruction only red color
channel was used because for doses up to 3 Gy scanner

provides the most sensitive response for this color channel.
The scanner output resolution was set to 75 dpi. Acquisition
and analysis of images were performed using PTW (Frei-
burg, Germany) software. Dose distributions were calculated
using the obtained optical density—dose calibration curves.
The scattering effect for metal alloy and the composite
material was compared by subtracting one dose distribution
from another, using the equation

Scattering effect ¼ Dmetal block � Dcomposite block

Dmetal block
ð2Þ

3 Results and Discussion

Eight different material structures were made: three of them
were made with every fraction size (5 lm, 50 nm, and
500 nm) and micro wax mixed with the ultrasonic processor;
three mixed with ultrasonic dispergator; two samples were
the compound of all three fractions particles and micro wax
mixed either with the ultrasonic processor or ultrasonic
dispergator.

Scanning electron microscope (SEM) images were ana-
lyzed in different magnifications (200, 500 and 1500 times)
to get precise homogeneity evaluation. For better image
comparison, just images with 500-time magnification were
analyzed in this paper.

For the material with 5 lm tungsten particles, more
inhomogeneity was observed in a sample mixed with US
processor. No significant difference was observed between
particle distributions in a material with different mixing
methods. It is described as fact that particles with big sizes

Fig. 1 Micro wax (left) and
tungsten particle powder (right)
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do not tend to make agglomerates, so relatively good
homogeneity can be obtained with both mixing methods [4]
(Fig. 2).

For the composite with 500 nm sized particles, the dif-
ference in homogeneity of the samples, mixed with different
methods are well expressed. The material mixed with US
processor had a considerable amount of agglomerates with
size up to 60 lm. The inhomogeneity change material
absorption properties. For material mixed with US disper-
gator, particles distribution was with better homogeneity.

The homogeneity differences between two material
samples with 50 nm particles mixed with different methods
were observed, as well. Sample mixed with US processor
was more non-homogenous, comparing to one mixed with
US dispergator.

For samples with the best homogeneity, radiation
absorption properties were analyzed. As it follows the image
analysis, the better homogeneity was obtained by means of
US dispergator. Three different material structures were
made: three of them were made with every fraction size of
particles (5 lm, 50 nm, and 500 nm) mixed with micro wax.
Two of samples was the compound of all three fraction size
particles mixed with micro wax. All materials were mixed
with US dispergator. Transmission factor for all samples is
summarized in Table 1.

The highest transmission factor was observed for com-
posite made of 5 µm particles. Surprisingly, use of the
mixture of all three fractions did not reduce transmission
factor, it remains higher for material with smaller particles.
All transmission values are below tolerance value of 5%.

Fig. 2 SEM images of the
prepared samples. 50 nm particles
(top row), 500 nm particles
(middle row) and 5 lm particles
(bottom row), particles mixed
with US processor (left column)
and particles mixed with US
dispergator (right column)
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4 Conclusions

This paper introduced a novel material for radiation pro-
tection mask production for cancer treatment. The new
material consists of tungsten micro and nanoparticles and
micro wax base.

The best homogeneity of the material could be achieved by
mixing of components with US dispergator. US processor
could be used for mixing only for particles, bigger than 5 µm.

Absorption properties are better for materials manufac-
tured with smaller particles 500 and 50 nm (Transmission

factor 2.1%). It means, that this material can be used in
electron radiation therapy protection mask manufacturing.
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Table 1 Transmission factors for samples

Tungsten fraction size in sample Transmission factor (%)

5 lm 3.6

500 nm 2.1

50 nm 2.1

5 lm + 500 nm + 50 nm first 2.6

5 lm + 500 nm + 50 nm second 2.3

First research result 1.5
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Assessment of Low Doses During Diagnostic
Procedures Using BeO Detectors and OSL
Technique

Anna Luiza M. C. Malthez, Ana Clara Camargo, Ana Paula Bunick,
Danielle Filipov, Celina Furquim, Elisabeth Yoshimura,
and Nancy Umisedo

Abstract
Advances in imaging techniques with the use of radiation
increased the quality and power of medical diagnostic. At
the same time, concerns about the doses to patients arose
in the radiation protection community. According to
UNSCEAR (United Nations Scientific Committee on the
Effects of Atomic Radiation), the second main contribu-
tion to the population annual dose is from exposure in
medical procedures. Although the doses are relatively low
in diagnostic, the number of exams for the same patient is
growing, bringing especial attention to doses to children
or to radiosensitive regions in the body. International
organizations recommend the establishment of reference
levels in diagnostic procedures and the tracking of the
patient exposures. Considering this, we studied the use of
optically stimulated luminescence (OSL) and thermolu-
minescent (TL) techniques together for assessment of skin
doses in simulated (pediatric phantom) and real patients
during diagnostic procedures. BeO and LiF detectors
were used in mammography and radiographic procedures,
and in CT examinations. The results of TL and OSL were
compared to each other and to international reference
levels, when it was possible. Both detectors were able to
evaluate doses in the range of 15 µGy to 100 mGy. BeO
detectors presented compatible results with LiF detectors
for doses in the range of few mGy and low uncertainties
in the range of µGy, for both, adults and pediatric
patients. We can conclude that the advantages of OSL
technique combined to intrinsic characteristics of BeO
(tissue equivalence and flat energy response for photons

up to 100 keV) can be explored for assessment of patient
doses in diagnostic procedures.

Keywords
Beryllium oxide detectors � Optically stimulated
luminescence � Patient doses

1 Introduction

According to international organizations like IAEA (Inter-
national Atomic Energy Agency) and UNSCEAR (United
Nations Scientific Committee on the Effects of Atomic
Radiation), exposures of patients undergoing medical pro-
cedures represent the most significant source of artificial
exposure to ionizing radiation. Furthermore, the collective
doses due to medical exposures are growing very fast in the
last decades [1, 2].

Several recent works discuss how to estimate the risk and
quantify the patient exposures to low-dose levels [3–6]. It is
noteworthy that the adverse effects of low-dose exposure in
medical imaging are not well established and more efforts
are required in the evaluation and assessment of risk [7].
Particularly, there is a concern about the repetition of
examinations of the same patient, especially in children, as
the risk of cancer induction is higher than in adults, and
about examinations with high exposure and exposure of
more radiosensitive regions of the body, such as mammog-
raphy and CT [2, 6, 8].

In this sense, IAEA, EC (European Commission) and
UNSCEAR have reinforced the importance of optimization
of protection, mainly of patients submitted to radiodiag-
nostic procedures, establishing of the Diagnostic Reference
Levels (DRL), regional or local, for several X rays exams
[1, 8]. Countries or regions, where national DRL are not
established could use local dosimetry or practical data, or the
published values that are appropriate for the local circum-
stances [1].
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The results of local dosimetry and proposed regional or
national DRL are based on indirect methods, using exposure
parameters (tube current, exposure time and tube voltage in
X rays exams) or direct methods using ionization chamber
and passive detectors, like thermoluminescent (TL) and
optically stimulated luminescence (OSL) detectors. In both
methods, evaluated index (dose-length product) or quantities
(entrance skin dose) can be associated or correspondent to a
DRL. Some passive detectors (LiF and BeO) present some
advantages over active detectors, such as: small size, relative
low cost, tissue equivalence, relatively low energy depen-
dence, a broad range of linearity of dose response, high
sensitivity to several types and energy of ionizing radiation
and availability in various sizes and shapes [9].

Considering the growing of medical exposure, the goal of
this work was to assess doses in simulated (phantom) and
real patients during diagnostic procedures like mammogra-
phy (in adults) and CT examinations and radiographies in
pediatric patients, using BeO detectors with OSL technique.
When it was possible, the results from BeO detectors were
compared with dose values obtained from LiF:Mg,Ti
detector with TL technique and reference levels.

2 Materials and Methods

2.1 Detectors and Readouts

The detectors used in this work were BeO (Thermalox 995
square chips with 4.5 mm side) and LiF:Mg, Ti (TLD100—
Bicron square chips with 3.1 mm side) with the OSL and TL
techniques, respectively. LiF detectors were used, when it
was possible, as standard detector for comparison.

Those were previously selected (similar sensitivities
within the same batch) and subjected to appropriate
annealing prior to use, erasing residual signals stored in the
detectors. The thermal annealing of BeO detectors consisted
in 30 min at 400 °C, and of LiF detectors, in 1 h at 400 °C
followed by 2 h at 100 °C.

The OSL readouts of BeO were performed in a Risø
TL/OSL DA reader (DTU—Nutech) equipped with blue
light stimulation. The settings for optimal OSL readouts of
BeO were stimulation during 40 s with 90% of power of
blue stimulation LED and detection of OSL signal using a
transmission filter Hoya U340 in front of PMT feed with
1125 V. Integrating the curve from 1 to 20 s and from 21 to
40 s and subtracting those OSL intensities we have the
corresponding signal to be associated to exposure. The TL
readouts of LiF detectors also were performed in Risø
TL/OSL reader, with appropriated detection window, and in
a RA 04 TLD READER-ANALYSER (RadPro Gmbh)
using a heating rate of 5 and 10 °C/s, respectively, and final
temperature of 400 °C for stimulation.

2.2 Diagnostic Procedures

The assessment of patient doses, with both BeO and LiF
detectors, was done using sets with at least 2 detectors of
each type per point or position in the phantom or patient.
Preventing light exposure, the detectors were packed in
black plastic bags (radiotransparent).

This study was carried out at the Regional University
Hospital of Campos Gerais in the city of Ponta Grossa
(Brazil) and at Pequeno Príncipe Children’s Hospital in the
city of Curitiba (Brazil). The Ethics Committees in Research
of both hospitals approved previously all procedures and use
of data involving patients (registered as 51155915.0.00
00.5580 and 2.290.098 at Plataforma Brasil national
database).

Pediatric CT exams. In order to simulate real exposure
conditions in diagnostic procedures with newborn patients, a
plastic pediatric phantom with a length of 50 cm filled with
water was used. The exams were performed in two different
CT (Philips MX16 and Philips Neusoft, both 16 channels).
Nine tests with pediatric and adult exam protocols (Table 1)
were run. In order to approach the actual skin dose received
by the patients submitted to this type of examination, the
detectors were positioned in the region corresponding to the
frontal skull of the phantom. The protocols used during the
exams are described in Table 1, as well as the evaluated dose
values.

Pediatric radiography exams. Eight patients (ages
ranging from 1 month up to 13 years old), 4 males and 4
females, who underwent chest X-ray examinations in the
anteroposterior projection were arbitrarily chosen, while
hospitalized in a Pediatric Intensive Care Unit. The exami-
nation was performed with mobile X-ray equipment, posi-
tioned near the patient bed, with a central beam
perpendicular to the region examined. The detectors were
positioned on the patient skin in the region of incidence of
the central X-ray beam. The evaluated entrance skin doses
and parameters used during the exams are described in
Table 2.

Mammography exams. Five female patients undergoing
routine mammography examination were selected according
to the size of the breast (mean breast). In these tests the
automatic protocol was selected in the equipment and the
detectors were positioned outside the radiation field. This
part of the study aimed to evaluate the scattered dose
received in the regions of the iris, thyroid, gonads and the
opposite breast during mammography exams.

2.3 Approaches to Assessment of Dose

The OSL and TL intensities from BeO and LiF detectors,
corrected for background radiation contribution, were
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converted in absorbed dose in air using calibration factors
previously evaluated to 60Co photon energy, in the case of
patient doses during pediatric radiography exams. For mam-
mography and CT exams, calibration factor for a specific
beam energies were evaluated for both detectors. Calibration
factors were evaluated through a calibration curve using a
calibrated ionization chamber for 60Co photon energy in air.
In the case of pediatric radiography exams, appropriate energy
dependence correction factors, obtained for each tube voltage
were applied to get the patient dose [10].

In the case of TL technique, it is necessary a
non-irradiated subset of detectors to evaluate the TL inten-
sity corresponding to the background. However, in the case
of OSL, the background signal of detector can be evaluated
using the same OSL intensity used to evaluate the dose,
without other detectors, if measurements are performed
immediately after the annealing treatments.

3 Results and Discussion

Table 1 presents the results of skin doses evaluated from
OSL and TL intensities from BeO and LiF detectors during
CT procedure in pediatric phantom. Although it is not usual
and the reference levels or local dosimetry data are not based
on the entrance skin dose for CT, in this test, the aim was to
compare dose evaluations with BeO and LiF detectors for
assessment of doses in surface of phantom during the
procedure.

The doses evaluated with BeO detectors presented a
lower uncertainty when compared with the doses evaluated
with LiF detectors, being the absolute values similar in
almost all protocols. Also, the results obtained with both
detectors showed that specific protocols for pediatric patients
resulted in a lower skin dose in the tests with pediatric
phantom.

Table 1 Skin dose (SD) evaluated with LiF (TL) and BeO (OSL) detectors in CT examinations of pediatric phantom using several protocols

CT
equipment

Protocol Tube voltage
(kV)

Current � Time (mAs) Time
(s)

Pitch SD (mGy)

OSL TL

Philips Pediatric skull 120 250 9.07 0.6713 24.6 ± 0.2 34 ± 2

Adult skull 120 369 12.06 0.5035 35.7 ± 0.3 51 ± 4

Skull trauma 120 399 22.02 0.5035 38.6 ± 0.6 61 ± 3

Skull trauma 120 399 17.02 0.6713 37.4 ± 0.5 53 ± 7

Pediatric skull 90 338 7.90 0.5035 9.3 ± 0.5 11 ± 2

Neusoft Skull routine 140 381 17.04 1 60 ± 3 79 ± 5

Skull routine 120 347 8.03 0.8631 33 ± 4 39 ± 1

Skull trauma 140 299 21.09 0.6713 54 ± 1 58 ± 6

Skull trauma 140 299 21.09 0.5035 55 ± 1 58 ± 6

Skull less than one year 120 120 19.08 1.009 17.6 ± 0.4 21 ± 1

Table 2 Entrance skin dose (ESD) evaluated from BeO (OSL) detectors in chest X ray examinations of pediatric patients hospitalized in an
intensive care unit

Patient Parameters ESD (µGy)

Agea Weight (kg) Tube voltage (kV) Current–time product (mAs) Focus skin distance (cm)

1 3 m + 5 d 3.17 50 2 78 73 ± 5

2 13 y + 5 m + 25 d 72 55 5 94 122 ± 28

3 2 y + 2 m + 28 d 11.2 50 2 99 68 ± 11

4 1 m + 30 d 3.9 50 2 73 81 ± 7

5 1 m + 30 d 8.83 50 2 90 63 ± 4

6 1 m + 13 d 4.6 62 2 62 122 ± 6

7 3 y + 7 m + 27 d 14.7 65 2 65 153 ± 7

8 1 y + 7 m + 29 d 12 63 2 67 131 ± 25
ayears (y) + months (m) + days (d)
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Table 2 presents the results of entrance skin doses in
pediatric patients submitted to chest X rays exams. For this
type of examination, previous studies recommended refer-
ence levels lower than 100 µGy, but they can change mainly
due differences in adopted parameters and place of exams,
besides the patients characteristics (size and age) [1, 2]. As
previously, BeO detectors presented low uncertainties for the
eight patients with several sizes and ages.

For the doses evaluated in peripheral regions during a
mammography examination, the associated uncertainties are
higher (Table 3); as the doses evaluated are in the range of
tens of µGy, and are due to scattered radiation. Comparing
the results of the two detectors, the uncertainties and the
obtained values are usually lower with the BeO detectors.
Moreover, in some cases, the assessment of doses was
possible just with BeO detectors as uncertainties were higher
than absolute value, as dose in the area of gonads in patients
3 and 8, for example.

4 Conclusions

For the assessment of patient dose during diagnostic pro-
cedures, in the case of CT and mammography exams, BeO
detectors used with OSL technique present similar results to
those obtained with LiF detectors, which are largely applied
in situ dosimetry. Also, the dose levels estimated with BeO
detectors were in the established range of international DRL,
in the case of pediatric patients submitted to chest X rays
exams.

Although more studies are required, as scattered radiation
distribution and the protocols adopted, in addition to the
anatomical characteristics of the patient, may influence the
evaluation of the received doses, the results obtained with
BeO detectors indicate that the optimized reading process
using the OSL technique provide good dose estimates in
diagnostic procedures, even for doses of tens of µGy.
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Development of a Patient Dosimetry Record
System in an Oncological Hospital in Mexico
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Abstract
Medical imaging studies represent an important tool for
patient diagnosis. However some may be harmful due to
the amount of ionizing radiation used in them, this is the
main reason why it is necessary to keep track of the dose
received by each patient. There are many countries in
which, as a norm, a dosimetry record of each patient who
has undergone imaging studies using ionizing radiation is
taken. Mexico is trying to implement this kind of
registration, however, commercial systems are still not
available. The aim of this article is to describe the
development and implementation of a system that allows
doctors to assess and monitor the total effective dose of
each patient. This system is aimed to work under the
consideration of certain requirements and as long as the
right protocols are taken.

Keywords
Medical imaging � Ionizing radiation � Dosimetry record
Effective dose � DICOM � Equivalent dose
Image metadata

1 Introduction

Diagnostic Imaging and Nuclear Medicine studies are an
effective tool especially in an oncology facility where are
needed for the diagnostic and also to verify the treatment
response.

Radiation and radiation dose reduction are at the top of
the list of controversial topics in medical imaging today [1].

To our knowledge, commercial systems to automatize the
dose collection data are still not available in Mexico; how-
ever, there are certain free open-source software designed to
perform this kind of task, specifically for CT (Computed
Tomography) Scans.

1.1 Medical Imaging and Ionizing Radiation

Medical imaging involves performing diagnostic tests in
which medical equipment are used to obtain a detailed image
of structures inside the body. They help getting a quickly
and safely detection of many diseases; we know many of
these studies use ionizing radiation to obtain these images [2,
3].

The damage caused by radiation in organs depends on the
study type, radiation type, tissue radiosensitivity and
absorbed dose (Table 1). Absorbed dose is expressed in a
unit called gray (Gy). Our work deals with radiation risk due
to partial body irradiation using effective dose. This mag-
nitude considers how dose imparted to each body part
contributes to whole body risk of developing cancer or
hereditary effects. Effective dose measures ionizing radiation
in terms of its potential to cause damage, it is reported in
sievert (Sv) [4].

2 Dosimetry Record

The developed system provides information of the dosimetry
history of any patient undergoing medical imaging studies
and it is oriented towards the calculation of the effective dose
in two image modalities: Computed Tomography (CT) and
Mammography (MG). This system automatically collects
and analyzes data of the radiation received by the patient on
both modalities, regardless of the equipment manufacturer.
This system is able to work even considering the different
protocol issues found in the Institute and allows for an
effective and accurate dose calculation.
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The system is made up by two main parts. The first one is
represented in Fig. 1, it runs on a server where the data that
comes from the PACS is received and processed to perform
the effective dose calculations; it also collects basic infor-
mation about the patient and their imaging studies. The
system automatically downloads the patient’s daily studies,
allowing the doctor to work with updated information.
Finally everything is stored in a database for future
reference.

The second part of the system (Fig. 1) provides infor-
mation about the patient’s effective dose through a graphical
interface. When entering the program a list of all patients
who have imaging studies is deployed, patients may be
searched by patient ID, name, age or gender. Double
clicking on the patient’s name shows specific radiological
information divided in the following three tabs.

• First tab “General Information”, this tab shows general
dose information of the patient, it is possible to see all the
studies that have been done to the patient and how much
dose each study brings. The total dose displayed in the
circle is proportional to the sum of doses in all studies
(Fig. 2).

• Second tab “Dose”, the second tab is comprised of a
series of graphs. The system displays the patient´s total
effective dose within a period, it has the ability to select
an specified time period (Fig. 3).

• Third tab “Body Diagram”; an outline of a human body
is shown. Adopting the International Commission on
Radiological Protection (ICRP) recommendations of
20 mSv per year for staff, this scheme will display three
colors: red, yellow and green, being this last one an
acceptable dose and the red one being a dose greater than
20 mSv. Finally the pie chart shows how effective dose is
divided among the image modalities (Fig. 4).

3 Server-PACS Communication

To obtain the information data from the PACS it was nec-
essary to incorporate a DICOM image server, through the
DCM4CHEE system. DCM4CHEE is a free software pro-
gram which enables communication, collection and storage
of DICOM images [5, 6]. The query and retrieve images
from the PACS were done through a supplement of the
DCM4CHEE called DCM4CHE2 DICOM Toolkit, this
add-on also contains many tools for the control and man-
agement of DICOM files. We worked particularly with the
tool dcmrcv, which allowed receiving studies from the
PACS.

4 Obtaining and Managing Data
for Effective Dose Calculation

Most of the medical imaging equipment report issued dose,
this data is indispensable for the calculation of the effective
dose, its location varies depending on the modality of study;

Table 1 Tissue weighting factors [7]

Tissue Weighting
factors

Sum of
weighting
factors

Bone marrow, colon, lung,
stomach, breast, rest of the tissues

0.12 0.72

Gonad 0.08 0.08

Bladder, esophagus, liver, thyroid 0.04 0.16

Bone surface, brain, salivary
glands, skin

0.01 0.04

Total 1

Fig. 1 Diagram of the system´s
first part: General work process;
and second part: Graphical
Interface
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that is why a separation between these calculations and the
method of data collection was done.

4.1 Mammography Effective Dose Calculation

The digital Mammography equipment report average glan-
dular dose in the DICOM image metadata. This is the key
point for the effective dose calculation. The main metadata
of interest is “Organ Dose” that indicates the equivalent dose
reported in cGy, note this is not the same as effective dose,
since this last one is defined as the sum of weighted tissue of
the equivalent doses in all the specific tissues and organs of
the body [7].

E ¼
X

T
wTHT ð1Þ

The equivalent dose in the tissue or the organ and its
weighting factor for the tissue, is shown in Table 1, which as
its name implies, ponders the irradiation effect for each
organ or tissue depending on its mass.

Considering the formula for effective dose and taking into
account that the weighting factor for mammography is 0.12
for both breasts, we can take a factor of 0.06 for each breast,
the following expression is obtained for the final effective
dose calculation.

E½mSv� ¼ H T ½cGy�ð Þð0:06Þð100Þ ð2Þ

Fig. 2 Overview

Fig. 3 Dose data
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The “Organ Dose”, reported by the equipment, is multi-
plied by 100 to obtain the final effective dose in mSv.

4.2 Tomography Effective Dose Calculations

The DICOM Standard has defined a set of Radiation Dose
Structured Report (RDSR) for recording and storing dose
details in a DICOM study; however, this function requires
the payment of a license. Having this type of licenses would
facilitate dose calculations significantly [8].

Although DICOM RDSR is standard for new CT scans
there are still many CT scans that report the DLP (Dose
Length Product) and additional dose data in a radiation dose
report.

The key fields to extract in the report are the total DLP
and the DLP per regions. All this fields are of great impor-
tance to get an accurate effective dose.

To obtain these data, in legacy CT modalities, an algo-
rithm was developed to convert the image data, inside the
metadata, to a binary system of 512 � 512 which then was
converted into a JPG image. Once the JPG image was
obtained an OCR (Optical Character Recognition) was used
to obtain the data.

To calculate the effective dose we used the “Monte Carlo
conversion factors” (Ta-ble 2) represented in the following
formula as the value “k” related to the body part scanned by
the CT [9].

E½mSv� ¼ kðDLPÞ ð3Þ
The Monte Carlo technique is used to calculate dose

conversion coefficients for dose estimations in different parts
of the body.

Each report of absorbed dose contains the body regions
where the study was conducted. The system gets the region
as well as the DLP for each of them, the effective dose of
each region is calculated and added to get a total effective
dose of the study (Table 2).

5 Results and Validation

To validate the data delivered by the software, a team of
medical physicists of the National Cancer Institute of Méx-
ico (INCan) verified that the dose data as well as the effec-
tive dose calculation were correct for both modalities. Our
sample was 18 random patients; 8 mammography and 10 CT
Scans.

For the first stage validation a test was done to ensure that
the DLP and AGD (Average Glandular Dose) values
reported by the equipment were within a range of 10% for
Mammography and 20% for Tomography. The physicists
then took DLP values and regions of each patient study and
proceed to make manual calculations using the formula for
effective dose for both Tomography and Mammography.

Fig. 4 Dose per region scheme

Table 2 Montecarlo coefficients [9]

Tissue Monte Carlo coefficient

Head and neck 0.0031

Head 0.0021

Neck 0.0059

Chest 0.014

Abdomen y Pelvis 0.015

Trunk 0.015
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The dose data readings for mammography were correct;
in tomography small differences were found, however the
system was able to identify and correct most of those
differences.

The next step was to verify, in the same studies, the
correct calculation of effective doses. For this the effective
dose values thrown by the system against the effective dose
data calculated manually by the physicists, in each modality,
were compared. The results were as follows:

There was a case in tomography where the difference was
significant, however, it was due to the fact that in the manual
calculation an incorrect K factor was taken (Table 3).

6 Conclusions, Currents and Future Work

Having a system that provides information about how much
radiated a patient is, could be considered as an extra tool of
great importance to provide the patient better medical quality
care because it could prevent unnecessary or repeated studies.

The system is developed to work with the majority of
medical imaging equipment for these modalities available

in the market. In tomography it is necessary to make some
adjustments depending on the institution where it would be
installed, this is because for the calculation of the effective
dose as we know, we need to know the specific region
where the study was conducted and we realize that hospi-
tals in Mexico do not always follow the same protocols so
it would be needed to make some changes for its
adaptation.

Currently it is featured the effective dose calculations for
mammography and tomography but is planned to expand to
planar X-ray and angiography which are also widely used in
the medical field and contribute significantly to the total dose
of the patient. In addition we plan to incorporate into the
system a dose simulator to indicate how much dose the
patient could receive, given a certain study, and which
would be the organs and regions most affected.

Conflict of Interest The authors of this paper declare that they have
no conflict of interest.
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Table 3 Comparison of patient’s effective dose between the system
and manual calculations

Mammography Tomography

Manually
calculated
effective dose
[mSv]

System’s
effective
dose [mSv]

Manually
calculated
effective dose
[mSv]

System’s
effective
dose [mSv]

0.1512 0.1512 24.969 24.960

0.2082 0.2082 32.49 32.490

0.3252 0.3252 42.513 42.510

0.2346 0.2346 30.0705 30.070

1.2882 1.4886 31.2345 31.230

0.2196 0.2196 9.027 28.039

0.2538 0.2538 11.884963 12.180

0.7368 0.7368 42.498 43.610

39.474 39.580

35.385 34.980
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Electronic Portal Imaging Devices Using
Artificial Neural Networks

Frédéric Chatrie, Fouad Younan, Jocelyne Mazurier, Luc Simon,
Laure Vieillevigne, Régis Ferrand, Ana Rita Barbeiro,
Marie-Véronique Le Lann, and Xavier Franceries

Abstract
The aim of this work was to use the Artificial Neural
Network (ANN) in External Beam Radiation Therapy
(EBRT), especially for pre-treatment patient-specific
quality assurance of Conformational Radiation Therapy
(CRT) and Intensity-Modulated Radiation Therapy
(IMRT) using Electronic Portal Imaging Device (EPID).
The EPIDs need frequent calibration and complex setting
in order to be used with dedicated dosimetry software.
The idea was to create a model with ANN algorithms
allowing the reconstruction of the 2D dose distribution
comparable with a corresponding Treatment Planning
System (TPS) solution. The supervised ANN algorithms
work with two phases—learning and recognition. Learn-
ing was performed using data sets regarding CRT and
IMRT composed of 8 and 11 input/output respectively.
To compare ANN predicted and planned results the
global gamma index was used, obtaining a cð2%;2mmÞ ¼
99:78% and cð2%;2mmÞ ¼ 99:7%, respectively. This first
work showed the capability of ANN to reconstruct the
absorbed dose distribution based on EPID signals.

Keywords
Quality assurance � EPID � External radiotherapy
Artificial neural network

1 Introduction

ANN have received a considerable boost of attention in
recent years due to the increased computing capacity and the
employment of graphics processing units (GPUs). In this
study, neural networks are used in the domain of EBRT for
the CRT and IMRT pre-traitment verification and in a future
for in vivo dosimetry. Other works, have implemented ANN
algorithms for treatment verification [1, 2]. Kalantzis et al.
have developed a similar approach, using different data
training.

During the last years, the EPID has been used for dosi-
metric purpose [3] unlike its initial usefulness, patient
positioning. Several studies have shown the possibility of the
EPID for dosimetry based on analytical [4, 5] or Monte
Carlo [6, 7] methods. In this work, the capability of using an
artificial intelligence way is proposed.

2 Materials and Methods

2.1 The ANN Principle

Artificial neurons have been inspired from the biological
neurons but they are only an abstract mathematical repre-
sentation which are far from the complexity of the real
neurons. ANN is composed by a set of artificial neurons
organised in several layers according their determined
architecture.

Like humans, artificial neural networks work via two
phases—learning and recognition. Learning can be done via
several ways. One is unsupervised learning, which consists
to organize the only provided inputs data and making a link
between them, in order to create a pattern depending on the
architecture used. Another one is supervised learning (the
type of learning that is used throughout this work) which
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entails the creation of an organised architecture of neurons
by linking input and output data. In the latter, the output data
brings an additionnal information like a “teacher” to help the
learning.

The supervised ANN learning phase consists on setting
different weights associated to the level of importance of
signals coming from the underlying layer. The predicted
single neural result is calculated by the following expression:

yneural ¼ f
X

i2N
wi � xi

 !
þ b

 !

where wi are the weights corresponding to the signals xi, b a
bias and f an activation function.

In order to set the weights, several optimisation algo-
rithms can be used (e.g. gradient backpropagation,
quasi-Newton, Levenberg-Marquardt) minimising, itera-
tively, the error between the predicted result and the pro-
vided output for all data set.

The learning phase can be time consuming but once the
ANN weight has been established, the use of the neural
network during the recognition phase will be instantaneous.

The output could be either a label for the classification or
a float value for the regression mode. The regression mode,
the one used, permits to modelise complex or non-linear
functions.

For both, unsupervised and supervised technics, the
recognition phase consists of using new input data which has
not been trained to predict output data according to the
learning done.

2.2 ANN Application for EBRT Dosimetry

The Cancer University Institute of Toulouse (IUCT) and
Pasteur clinic dispose of a wide range of techniques: CRT,
IMRT and Volumetric Modulated Arc-Therapy (VMAT).

Regarding the EPID measurements, all EPID images
were taken during 6MV treatment delivery, with a dose rate
of 600 MU/min, from a-Si1000 EPID (Varian) mounted with
Exact-arm on a Clinac 23iX equipped with a multi-leaf
collimator (120 leaves). The EPID has an active area of
30 � 40 cm2 and the images were acquired using the
half-resolution mode (EPID spatial resolution is reduced to
384 � 512 pixels from 768 � 1024). All measurements
were done to 150 cm Source Detector Distance (SDD). The
quasi-raw EPID signals were used as input datas by the
algorithms, since only dark-field and flood-field corrections
were included. The dark field image correction corresponds
to an average of several frames without any radiation to
remove the eletronic noise. The flood field image is acquired
by an uniform irradiation larger than the area of detection in
order to correct for the pixel sensitivity differences. The

image acquisition software IAS3 has cine and integrated
mode. This latter was used, where one image is recon-
structed from an average of frame acquired during radiation
delivery. The maximum frame rate for this equipment is
9.574 frames/sec.

Regarding the TPS absorbed dose distributions, all 2D
plane images were calculated in EclipseTM at the maximum
depth dose in a water phantom.

A selected region of interest, after applying a threshold of
a 10% (CRT) and 5% (IMRT) of the TPS dose, was con-
sidered. The created mask was applied for both data sets,
EPID and TPS images, in order to only keep and evaluate
the pixels containing relevant treatment information.

During the learning phase, corrected EPIDs and desired
absorbed dose distributions from TPS are used as the neural
network’s input and output information, respectively. Once
the learning is completed—a process that requires many
images—future EPIDs can be used to predict the delivered
absorbed dose distribution, allowing its comparison with the
planned treatment. Non-negligeable difference between the
desired and delivered distributions can indicate potential
problems during the treatment delivery.

2.3 The ANN Parameters and Architecture

The algorithms have been developped with MATLAB®

(Matlab R2015b, MathWorks), before moving onto the
Tensorflow Google tools Development. The work presented
here only concerns the Matlab Development using the
Neural Network toolbox version 8.4.

The simpliest ANN model have been chosen, a
non-recurrent feed-forward multi-layer ANN is used with
one input, one hidden and one output layer. Each node
(called neuron) composing the input layer corresponds to
each input signals. All imput nodes are linked to all hidden
nodes which are also linked to all output nodes. The number
of input and output nodes is equal to respectively, the
number of inputs and outputs.

The number of hidden nodes is defined by the user and
has an importance. There is no theoretical limits for them but
this parameter is correlated with the generalisation of the
model [8, 9]. It must be correctly calibrated for the appli-
cation, else there is a risk of overtraining. Overtraining
appears when the network learn very well the training data
sets including a noise with complicated model, therefore, the
recognition phase with a new data set will give wrong
results. In this case, the model loses its generalization
capability.

The optimisation algorithm used for setting the weights
was Levenberg-Marquardt and the activation function, both
output and hidden layers was sigmoïd and linear
respectively.
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3 Results

The learning phase was performed using 8 and 11
input/output data sets, respectively from CRT and IMRT
treatments. All of the used data sets (both input corrected
EPIDs and output absorbed dose distributions) consisted of
384 � 512 pixels before applying the threshold, as descri-
bed in the previous section. The EPID that was used during
the recognition phase was not one of those used during the
learning phase. Figures 1, 2, 3, 4 show the absorbed dose
distributions calculated by the neural network and the dis-
tributions originally planned, for CRT and IMRT
respectively.

The global gamma index, c, was used to evaluate the
difference between the calculated and planned distributions.
c gives the number of pixels (as a percentage) that respect a
given objective. In these cases, the objective was that pixels
should have a difference � 2% at a distance � 2 mm. In
case of Figs. 1 and 2 concerning all brain instance, the
c2%;2mm was found to be 99.78%. In case of Figs. 3 and 4,
regarding Head and Neck instance, c2%;2mm value is 99.7%,
both, highlighting the neural network’s capability to predict
the absorbed dose distribution based on EPID images. The
global gamma index has only been calculated within the
selected region of interest.

4 Discussion

These initial results showed that machine learning could be
used to reconstruct the delivered absorbed dose distributions.
However, there is a lot of parameters to consider extending
these algorithms for in vivo dosimetry. Indeed, modelling
the heterogeneity geometry with ANN method can be
complex. For this type of methods the provided data are
obviously very important and serve to established the
modelisation.

Currently, it is still challenging to know the absorbed
dose that is truly received by the patient during treatment
sessions. The EPID imager can provide information relative
to the photon beam passing through the patient, which can
potentially be used to produce real-time in vivo dosimetry
via artificial intelligence methods.

5 Conclusion

It was shown in this study, that patient-specific quality
assurance of CRT and IMRT based on EPID can be per-
formed with neural network algorithms.

Next works would be focused on generalising the neural
network by increasing the number of data sets used during

Fig. 1 Calculated absorbed dose distribution (ANN)

Fig. 2 Planned absorbed dose distribution (TPS)

Fig. 3 Calculated absorbed dose distribution (ANN)

Fig. 4 Planned absorbed dose distribution (TPS)
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the learning phase, whilst maintaining elevated performance.
Additionally, these algorithms would be extended for
reconstructing the 2D or 3D in vivo absorbed dose distri-
bution for CRT, IMRT and VMAT technics.

Lastly, it would be interesting to compare results between
neural networks and deep learning.
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Study of the X-Ray Attenuation as a Function
of the Density and Thickness
of the Absorbent: Cortical Bone and BaSO4

Andrea Vargas-Castillo and Angel M. Ardila

Abstract
In the present paper a non-metallic material to attenuate
X-rays is proposed,mainly formedical imaging applications
in order to reduce the radiation dose received by patients due
to dispersion. For this purpose, the filing of cortical bone and
barium sulfate (BaSO4) were characterized using X-ray
diffraction, energy-dispersive X-ray analysis and Raman
spectroscopy techniques. Attenuation capacity of the X-rays
was determined using anX-rays equipment (10–30 kV) and
a Geiger-Müller detector, bearing in mind that the intensity
of the transmitted radiation depends on the thickness and
density of the material, having a 1 mm lead sheet as
reference. In addition, a radiation attenuation comparison
dose emmited by a dental X-ray generator using TLD-100
thermoluminescent crystals and periapical radiographic
plates is presented, identifying that BaSO4 is the material
that attenuates the better this type of radiation compared to
cortical bone.

Keywords
X-rays � Cortical bone � Barium sulfate (BaSO4)
Attenuation of radiation � XRD � EDX � Raman
spectroscopy

1 Introduction

Most of the adverse health effects produced by ionizing
radiation are classified as deterministic or stochastic effects.
Deterministic effects are produced from a threshold dose at
which the severity of the consequences increases with the

amount of the received dose, and they are mainly related
with the malfunctioning of cells after receiving high doses,
including cell death. Stochastic effects are probabilistic
events and can change between individuals; its probability of
occurrence increases with the dose received and among these
are cancer and inheritable effects [1].

Radiation protection is responsible for ensuring the safety
of people against ionizing radiation harmful effects. To pre-
vent the deterministic effects, the protection consists about not
exceeding the thresholds defined in each situation, while for
stochastic effects the doses must be maintained as low as
possible, since for any given dose an effect can be produced,
so that if one desired to obtain a null effect the received dose
must be zero. In fact, some interventional procedures that
require prolonged exposure times and the acquisition of
multiple diagnostic images could produce deterministic
effects on personnel and patients [2]. To characterize the
photon beam penetration into an absorbing medium, suppose
that a monoenergetic and collimated X-rays beam is emitted
towards a material of thickness t that is placed in front of a
detector. The result should be an exponential attenuation of
the X-rays, according to the equation [3]:

I

I0
¼ e�lt; ð1Þ

where l ¼ sðphotoelectricÞþ rðComptonÞþ jðpairÞ is the
linear attenuation coefficient, defined as the probability per
unit length path that an X-ray photon be removed from the
beam, I is the number of transmitted photons and I0 is the
incident intensity. In order to eliminate the dependence of
the linear attenuation coefficient with the density of the
absorber, the mass attenuation coefficient is defined as [3],

mass attenuation coeficient ¼ l
q
: ð2Þ

It is known that the exposition to low doses of radiation
can also result in severe health effects, although they are less
frequent and only detectable through complex
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epidemiological studies of large populations [4]. Following
the Linear No-Threshold (LNT) model, the aim of this study
was to find a material capable of attenuate the doses received
by dispersion in patients submitted to diagnostic images
(mainly dental images) making a comparison between two
highly viable materials for this purpose.

2 Materials and Methods

Bones can easily absorb X-rays and contain calcium, whose
atomic number is greater than the ones of the chemical
elements that constitute the tissues, producing a high con-
trast in a radiography. Also, the density of the cortical bone
is 1.9 g/cm3 [5]. On the other hand, the barium sulfate
BaSO4, constituted by the elemental barium of atomic
number 56 and density 3.62 g/cm3, is often used as a con-
trast agent in X-ray images and Computed Axial Tomogra-
phy [6]. Since l depends, in general, on the photons energy
hm and on the nature of the absorber (its density and atomic
number) and for the photoelectric effect (l=q) is proportional
to (Z/hm)3, while for the Compton scattering it is independent
of Z [3], the cortical bone and barium sulfate are proposed as
viable materials for the desired objectives; besides they are
easy to obtain and cheap.

For samples preparation, a hydraulic press was used to
compress the pulverized material of the porcine femur cor-
tical bone and the barium sulfate. A total of 10 samples were
made with a pressure of 156 MPa and with the same mass to
ensure that the pellets have the same height for both cortical
bone and barium sulfate. Small variations of the density
were obtained changing the mass from 1.5 to 3.0 g, leaving
constant pressure. The characterization techniques used to
obtain information about the physical, chemical and struc-
tural properties of the materials were X-ray diffraction,
Energy-Dispersive X-ray spectrometry and Raman spec-
troscopy, using a PANalytical Difframeter, a Tescan Vega 3
microscope with a Bruker Quantax EDS and an EnSpectr
spectrometer R532, respectively.

2.1 Cortical Bone

Cortical bone showed to have a high coincidence with
hydroxyapatite (HAp or HA) apparently amorphous,
according to the reference code 96-431-7044 [7]. The
diffractogram at Fig. 1a shows the spectrum obtained for the
material compared to the main peaks of HAp pattern. Also it
was identified that the material has an hexagonal structure
with a spatial group P63/m with network parameters a = b =
9.419 Å and c = 6.881 Å, very similar to the pure phase
HAp, which varies according to the Ca:P ratio. In Fig. 1b we
present the comparison between diffractograms correspond-
ing to the tablets of different densities: 1.54, 1.55, 1.58 and
1.59 g/cm3, showing that apparently the compression do not
modify the chemical composition neither the mechanical
properties of the material, resulting that there is no shift of
the main peaks and do not appear new peaks.

The EDX analysis indicates the presence of calcium,
phosphorus and oxygen, corresponding to the HAp chemical
formula Ca5(PO4)3(OH). Due to the amount of fat present in
the material, since it is composed by organic substances, it
was possible to compact the cortical bone into tablets
allowed an easy manipulation of it.

2.2 Barium Sulfate BaSO4

Barium sulfate pellets were obtained through a process that
had two steps: first the barium sulfate was pressed at
156 MPa at room temperature and then it was sintered at
1000 °C for 12 h [8]. After the first step we obtained a
tablets set made of barium sulfate, while after the later one
we made them more compact, which was required because
the grain size is so small (1–3 lm) that the compressed
tablets are not compact enough to be easily manipulated.
With this sintering, the material showed a density of
4.0 g/cm3. To verify that the chemical composition and the
cristalline structure of the material do not change after
heating, XRD analysis was performed and the results are

(a) Cortical bone diffractogram. Re-
markable peaks at 2θ = 25.9o, 29.01o,
31.83o, 32.369o, 39.85o, 46.73o and 53.25o.

(b) Diffractograms comparison for samples
of cortical bone with different densities.

Fig. 1 Cortical bone analysis by
XRD
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shown in Fig. 2. According to the diffractograms it can be
seen that the parameters obtained with the HighScore Plus
database program coincide with the letter 96-900-4486 [9].
The material has an orthorhombic structure and space group
Pnma, with parameters a = 8.8790 Å, b = 5.4540 Å and c =
7.1540 Å.

Similarly, EDX analysis was performed for barium sul-
fate, sintered and non-sintered, obtaining that it is composed
of barium, sulfur and oxigen, as expected in both cases. The
proportions of these elemental components are shown in
Table 1. In addition, analysis was performed by Raman
spectroscopy, finding that its characteristic peaks coincide
with those of the barite, as is presented in Fig. 3.

3 Results and Discussion

To perform the radiation study of attenuation and intensity as
a function of thickness and density, an experimental
arrangement was used in which samples of thicknesses 0.4,
0.8, 1.2, 1.6 and 2.0 cm for cortical bone and 0.26, 0.52, 1.1,
1.6 and 2.1 cm for barite were located between the source
(Gendex 770, 70 kVp and 7 mA) and the detectors: peri-
apical photographic plates and thermoluminescent crystals
TLD-100. Additionally, crystals were placed on the samples,
to determine the incident intensity on the material. Deter-
mining the dependence of the transmitted intensity as a
function of the thickness, varying the energy from 10 to

30 keV, the LD Didactic GmbH X ray equipment with
1 mA beam current was used.

3.1 X-Rays Attenuation

Using the program ImageJ, the images obtained from the
photographic plates were analyzed for the two materials,
wich allowed to make a histogram of the gray scale and
compare it with the reference lead sheet (1 mm), as shown in
Fig. 4.

Barium sulfate gives a greater attenuation than the cor-
tical bone, since for approximately 2.0 cm of thickness there
is a radiation attenuation of 98%, while for the same thick-
ness the cortical bone attenuates 83%. This means that it is

Fig. 2 Barium sulfate diffractogram before (up) and after (down)
sintering, with remarzkable peaks at 2h = 20.0526°, 20.5192°,
22.8631°, 24.9321°, 25.9260°, 26.9099°, 28.8140°, 31.5886°,
32.8599°, 42.6402°, 42.9920°, 49.0688°, 54.8609°, 60.3009°,
65.3756° and 75.2764°

Table 1 Elemental composition of barium sulfate by EDX

El AN Series unn.C
[wt%]

norm.
C [wt%]

Atom.
C [at.%]

Error (1
Sigma)
[wt%]

Ba 56 L-series 52.29 59.95 17.81 1.53

O 8 K-series 21.31 24.43 62.30 3.96

S 16 K-series 13.63 15.63 19.89 0.59

Fig. 3 Raman spectrum of barium sulfate

Fig. 4 Percentages of attenuation of the X-rays by barium sulfate and
cortical bone depending on sample thickness
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not necessary to use a large barium sulfate thickness to
attenuate the X-rays, as is the case for cortical bone, because
the exponential increase of the barite is much more abrupt
for small values of the thickness.

On the other hand, cortical bone density was varied with
values of: 1.54, 1.55, 1.58 and 1.59 g/cm3 and for barium
sulfate: 3.61, 3.92, 4.02 and 4.44 g/cm3. It was observed that
there are no remarkable changes in the percentage of atten-
uation for small variations in the material density, compared
with the strong dependence of it with the absorbent
thickness.

3.2 Intensity as a Function of Thickness

Thermoluminescent crystals gave information about the
incident and transmitted intensity through the material for
different thicknesses. In Fig. 5a we can see that for the
samples of thickness 2.0 cm the barium sulfate attenuates
the radiation up to 0.17, while the cortical bone attenuates
only up to 0.25. The dependence of the transmited intensity
as a function of the thickness for the cortical bone tablets is
presented in Fig. 5b.

For barium sulfate, measurements to determine the
attenuation capacity of the X-rays were made for different
exposure times fixing the thickness at 2.6 mm, since the tests
carried out previously it could be concluded that some

millimeters of the material are sufficient to attenuate large
amounts of radiation. The exposure time was increased from
0.42 to 1.65 s in the Gendex 770 with 70 kV and the results
are shown in the Fig. 6.

This way it is possible to observe that the material
attenuates between the 80 and 90% of the incident radiation
for the exposure times used, using barium sulfate with

(a) Intensity of radiation as a function of
thickness for barium sulfate and cortical
bone.

(b) Intensity of radiation as a function of
thickness and beam energy (keV) for the
cortical bone.

Fig. 5 Dependence between the
transmitted intensity and the
absorbent thickness for the
barium sulfate and the cortical
bone

Fig. 6 Normalized transmitted dose for different exposure times: 0.42,
0.53, 0.66, 0.83, 1.03, 1.17, 1.43 and 1.65 s

Table 2 Comparative table for barium sulfate and cortical bone pellets

l (cm�1Þ l=q (cm2/g) HVL (cm) q g/(cm3Þ
Barium sulfate 8.52 � 1.37 2.12 � 0.50 0.13 � 0.02 4.00 � 0.34

Cortical bone 1.44 � 0.30 1.04 � 0.22 0.72 � 0.21 1.38 � 0.01
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2.6 mm thickness. Finally, Table 2 shows values of interest
for the proposed materials that allows a comparison between
the attenuation capacity of them.

4 Conclusions

Barium sulfate shows better results in the measurements
made for radiation attenuation, in comparison with the cor-
tical bone. However, the cortical bone is a promising
material, since the raw material is easy to obtain, allowing
the preparation of the samples anywhere in the world and
offering better physical qualities for handling than for the
BaSO4.
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Development of 3D Printed Phantom
for Dose Verification in Radiotherapy
for the Patient with Metal Artefacts Inside

Diana Adlienė , Evelina Jaselskė, Benas Gabrielis Urbonavičius,
Jurgita Laurikaitienė, Viktoras Rudžianskas, and Tadas Didvalis

Abstract
One of the problems performing IMRT dose planning or
plan verification using anthropomorphic phantoms for
head and neck cancer patients is the presence of possible
artefacts (dental crowns, metal dental implants, dental
restoration materials.) inside the oral cavity. In many
cases these artefacts are not accounted but may cause
deviations from patient treatment plans due to enhanced
scattering dose from the metal artefacts. Exploiting 3D
printing technologies 3D dosimetry phantom correspond-
ing to patient-specific anatomic structures with precisely
positioned artefacts can be produced. Application of such
3D phantom in radiation therapy may contribute to more
accurate dose planning and thus more efficient patient
treatment. In this work we propose newly developed
patient-specific 3D printed phantom of lower jaw with
teeth which can be used for patient specific QA in IMRT.
Developing this phantom DICOM image of the real
patient was used for 3D reconstruction of patient’s lower
jaw with teeth. 3D shape of this anatomic structure was
printed out using Zortrax M300 3D printer. High Impact
Polystyrene (HIPS) which is characterized as having
satisfactory bone tissue equivalency was used as printing
material. Keeping in mind a real patient, possibility of
covering of corresponding teeth with a metallic crown in
the 3D printed jaw construction was foreseen. Prepared
construction was fixed in dose gel matrix, thus forming
dosimetry phantom for the evaluation of possible

radiation treatment errors caused by artefacts located in
this anatomic region of the patient. Investigation of 3D
printed lower jaw phantom has shown its feasibility for
the assessment of dose distortions related to the presence
of metal artefacts in the mouth of the patient. Also
potential for the application of 3D printed phantoms in
radiotherapy quality assurance has been shown.

Keywords
Dose verification � IMRT � Metal artefacts
3D printed patient specific phantom

1 Introduction

Intensity modulate radiation therapy (IMRT) has been
widely adopted as advanced treatment technique for head
and neck cancers. Compared with conventional RT, IMRT
has better survival outcomes and less treatment-related side
effects [1]. IMRT treatment requires high precision patient
specific quality assurance (QA) [2, 3]. However usual pre-
treatment QA in IMRT is performed using standard rectan-
gular or cylindrical phantoms thus not accounting patient
specific anatomy or possible artificial artefacts inside the
body. The limits and deficiencies of the algorithms used in
the treatment planning systems can lead to large errors in
dose calculation. These errors can be crucial for the treat-
ment of head and neck cancer patients having artefacts
(metallic dental crowns and/or metallic dental implants for
dentures) [4], since high atomic number of dental
crowns/implants leads to major problems at providing an
accurate dose distribution in radiotherapy and contouring
tumors and organs caused by the artefact in head and neck
tumors [5].

In order to reduce the likelihood of treatment dose
errors, validation of patient doses calculated using treat-
ment planning system of the irradiation unit (LINAC) is
needed comparing them with experimentally measured
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doses obtained applying the same radiation treatment
parameters. Application of patient specific phantoms for
dose measurements may contribute significantly to more
effective treatment procedure avoiding unnecessary dose
deviations.

3D printing technologies and growing variety of 3D
printing materials provide excellent possibilities for the
fabrication of patient specific 3D anatomic structures and
development of patient specific 3D phantoms for verification
of calculated patient treatment doses [6]. Recent investiga-
tions [7–12] demonstrate successful application of multi-
functional printed/fabricated structures for individualized
radiotherapy: bolus, supporting means for patient’s immo-
bilization or dosimetry phantoms. Development of the con-
ceptually new patient anatomic region/tumor specific 3D
printed phantoms is also progressing very fast [13, 14–17].
Along with the usual 3D printing procedures some new
concepts, e.g. ionizing irradiation based 3D printing
approach using special polymer dose gels for fabrication of
free standing tumor specific shapes (dose phantoms) has
been reported recently [18, 19].

A lot of attempts have been done investigating experi-
mentally [5, 20, 21] and theoretically [22, 23] scattering dose
effects caused by dental crowns, dental implants and dif-
ferent teeth restoration materials. It was clearly shown that
such artefacts are responsible for the dose distribution/dose
changes observed during radiotherapy treatment procedure
as compared to doses calculated using algorithms provided
by treatment planning system and may cause additional
health problems for treated cancer patients. However almost
all investigations have been performed treating the artefact
as a separate object located at the certain position in tissue
equivalent surrounding (phantom construction) but not
accounting patient-specific teeth related shapes and locations
of organs, especially jaws.

In this paper we discuss newly developed patient-specific
3D printed phantom of lower jaw with teeth which can be
used for patient specific QA in IMRT.

2 Materials and Methods

2.1 Tissue Equivalent 3D Printing Materials

Patient specific 3D printed phantoms can be produced using
various technologies and various types of different nearly
tissue equivalent printing materials. Physical and radiation
attenuating properties of commercially available 3D printing
materials thought for fabrication of patient specific 3D
printed phantoms were investigated by many authors [6, 21,
24–29]. 3D printing materials recording similar properties to
those of human anatomic structures/tissues located in the
head region are provided in the Table 1.

It should be noted, that equivalency of 3D printing
material to a certain tissue was extrapolated taking into
account also radiation attenuation properties of 3D printed
materials in the treatment energy range of 1.0–10.0 meV
[27, 28]. It is also very important, that recently patented
Polytetrafluoro-ethylene (PTFE) based 3D printing material
[29] will provide more realistic results for bone and espe-
cially teeth investigations using 3D printed phantoms. At the
moment ABS with 60% W infill is used to represent teeth
tissue [6].

Due to the fact, that bone/tooth equivalent 3D printed
materials are not commercially available yet, pre-selection of
eligible for phantom printing materials (HIPS, ABS and
PLA) has been performed. For this purpose X-ray attenua-
tion properties were evaluated using XCOM database.
Considering differences in mass densities of materials
(Table 1), HIPS showed the best agreement of mass atten-
uation data with the data of bone in the energy region of 1.0–
10.0 meV. Observed mismatch of the results at lower
energies can be explained by the fact, that high atomic
number of bone’s calcium component causes an increase in
the interaction coefficients for low energy photons. This
material was chosen for the printing of patient specific
phantom.

2.2 3D Printing Parameters

The main criteria choosing the 3D printing technology for
patient-specific 3D phantom was the diversity of the avail-
able 3D printing materials and availability of sufficient large
print volume. Zortrax M300 3D printer having one of the
largest print volumes (300 � 300 � 300 mm) was selected
and Fused Deposition Modeling (FDM) technology was
applied for printing of patient specific 3D phantom.

It was decided not to produce the 3D phantom of the
head, but limit printing to the anatomic region of interest and
fabricate patient specific lower jaw 3D phantom, including
teeth, which can be placed into the volume, filled with near
tissue equivalent dose gel, and used for dosimetry purposes.
Also the option to cover several teeth with a metallic crowns
was foreseen.

3 Development of Patient Specific Lower
Jaw 3D Phantom

In order to develop realistic patient specific 3D shape of the
lower jaw, the same CT images of the patient were used for
preparing of IMRT treatment plan and for 3D reconstruction
of the anatomic structure of interest. Clinical case with
laryngeal squamous cell carcinoma was selected for evalu-
ation, taking into account that CT images of the lower jaw of
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this patient indicated presence of metal tooth. Also the
related scattering effects were clearly seen in the CT image
(Fig. 1d). Treatment planning in the presence of metal
artefacts can be handled by contouring these scattering
objects and manually assigning HU to the corresponding
regions thus adjusting treatment plans. However scattering
effects still remain and contribute to the uncertainties in
delivered doses. Cancer treatment plan using IMRT mode of
Clinac iX linear accelerator (Varian medical systems)
applying 6 meV energy for each irradiation field are pro-
vided in Fig. 1. The mean doses to particular organs were as
follows: Parotic gland (R)—17.91 Gy, Parotid gland (L)—
17.58 Gy, Spinal cord—34.64 Gy and Mandible—18.04 Gy
(Dmax = 43.59 Gy). The total treatment dose of 50 Gy,
2 Gy/fr was planned for delivery to the tumor.

In order to reconstruct anatomic structure in 3D, a set of
original patient’s CT scans (CT scanner Siemens Light
Speed RT16) in DICOM format recording anatomic area of
interest was selected. Several software packages for this type
of 3D reconstruction are available. We have used two freely
available software packages: 3D Slicer [30] and InVesalius3
[31]. Both of them were similarly effective to 3D reconstruct
selected anatomic structure, converting DICOM files to STL
format. Extracted STL file was converted to the command

set of ZORTRAX M300 printer using special Z-Suite code
and corresponding 3D structure was printed. Printed 3D
model of the lower jaw allowed covering of the tooth with
0.2 mm thick steel thus simulating dental metal crown as it
is shown in Fig. 2b.

In order to create possibility for dosimetric evaluation of
metal artefact related distortions of the initially preplanned
patient’s treatment dose distributions, 3D printed model was
fixed in the nearly tissue equivalent dose gel volume [32],
keeping the margins around the 3D construction as it is
shown in Fig. 2c.

Two experiments have been performed. In the first
experiment gel filled construction with suspended 3D prin-
ted lower jaw model, including teeth, was irradiated in linear
accelerator (one fraction) using irradiation parameters taken
from IMRT plan. In the second experiment the same lower
jaw model was used, however one tooth was covered with
thin metal foil thus imitating presence of possible dental
metal artefact. Irradiation conditions were the same as in the
previous case. Dose distributions in irradiated dose gels were
assessed using MRI technique and following usual dose
evaluation procedure of irradiated dose gels. Experimental
results were compared with TPS calculated dose values
using gamma analysis. Comparison of doses revealed, that

Table 1 Mass density of 3D printed materials and corresponding biological tissues

Body tissue q, g/cm3 3D printing material q, g/cm3

Muscle 1.04 [27] High impact polystyrene (HIPS) 1.04–1.05 [28]

Brain 1.05 [28] Acrylonitrile Butadiene Styrene (ABS) 1.06–1.08 [28]

Bone 1.92 [27] Polytetrafluoro-ethylene (PTFE) 2.12–2.19 [29]

Thyroid gland 1.05 [28] Polylactic acid (PLA) 1.06–1.43 [28]

Teeth 2.20 [21] Polytetrafluoro-ethylene (PTFE) 2.12–2.19 [29]

Skin 1.09 [28] Polyactic acid (PLA) 1.06–1.46 [28]

Fig. 1 Case: laryngeal squamous cell carcinoma: a—dose distribution in sagittal view; b—dose distribution in transversal view; c—transversal
view with marked parotid glands; d—CT image indicating scattering effects due to the presence of metal tooth
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the fraction of points of interest, for which c < 1 was eval-
uated, was 98% in the first case (lower jaw without arte-
facts). The figure was changed when the lower jaw model
with metal artefact was used. In this case the fraction of
points corresponding to gamma factor c < 1 was 94.5%
only. Obtained high dose discrepancies between experi-
mental and calculated doses might be related to dosimetry
method uncertainties (6–8%), but also might indicate that the
Varian Eclipse anisotropic algorithm (AAA), version 8.6
was not sensitive enough to account the presence of metal
artefacts in the anatomic region where lower jaw is located,
even if these artefacts were indicated during the dose plan-
ning procedure. Taking into account that scattered dose from
these artefacts may contribute to the development of differ-
ent deterministic effects and even enhance the risk of radi-
ation induced necrosis of lower jaw (if maximum dose >
60 Gy will be achieved) further investigations are needed.

4 Conclusions

Patient specific 3D model of lower jaw, including teeth, was
proposed and fabricated using 3D printing technique. The
possibility to insert metal artefacts (metal dental crowns,
implants and dental restoration materials was also foreseen.
It was shown that dose gel filled construction in which 3D
model of the lower jaw is fixed may serve as a dosimetry
phantom. This phantom can be used for the assessment of
discrepancies between TPS calculated and measured doses
caused by artefacts located in the region of interest, thus
implementing patient specific QA in radiation therapy.
Further investigations are needed prior to adapt this method
for verification of the cancer patient treatment.
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Magnetic Resonance Cancer
Nanotheranostics

V. E. Orel , M. Tselepi, T. Mitrelias, A. D. Shevchenko, O. Y. Rykhalskiy,
T. S. Golovko, O. V. Ganich, A. V. Romanov, V. B. Orel, A. P. Burlaka,
S. N. Lukin, and C. H. W. Barnes

Abstract
It is well known that the magnetic spin effects during
nanotherapy can cause tumor cell apoptosis and necrosis
based on redox reactions. The current study was carried
out on C57Bl/6 mice with Lewis lung carcinoma. The
magnetic nanocomplex administration combined with the
impact of magnetic resonance system (1.5 T) showed
maximal antitumor and antimetastatic effects. The elec-
tron spin resonance spectra have been used as diagnostic
markers and recorded a change in the tumor redox state
based on chemical species such as NO-FeS-proteins and
ubisemiquinone. The technology of magnetic resonance
nanotheranostics could potentially allow to improve the
antitumor effect of chemotherapeutic agents in dissemi-
nated cancer therapy.

Keywords
Magnetic resonance � Magnetic nanocomplex
Doxorubicin � Tumor

1 Introduction

The magnetic spin effects as a result of the hyperfine
spin-coupling between nuclear spins and electron spins can
play an important role in redox reactions during nanotherapy
causing tumor cell apoptosis and/or necrosis. Magnetic res-
onance imaging can potentially induce double-strand breaks
in DNA through induction of reactive oxygen and nitrogen
species by an electromagnetic field [1, 2].

Therefore, it is reasonable to exploit MRI and magnetic
resonance nanotheranostics simultaneously in total body
diagnostics and treatment similar to whole body hyperther-
mia and radiotherapy that are applied for treatment of cancer
with extensive metastases. Based on our early studies of cell
cultures [3], one can assume that the administration of the
magnetic nanocomplex (MNC) in animals with a trans-
planted tumor and following nuclear magnetic resonance
effect could have an impact on the kinetics of tumor growth
and metastasis.

This pilot study aims to investigate the possible use of
magnetic resonance nanotheranostics for Lewis lung carci-
noma with hematogenous dissemination.

2 Methods

2.1 Magneto-Mechano-Chemical Synthesis

The MNC comprised the iron oxide (II, III) commercial
nanoparticles Fe3O4 (Sigma-Aldrich) in diameters of 30–
50 nm and antitumor drug DOXO (Pfizer, Italy). The MNC
synthesis was performed in a magneto-mechanical reactor
(NCI) based on the magnetic resonance phenomena [4].
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2.2 Magnetic Studies

“Vibrating Magnetometer 7404 VSM” (Lake Shore Cry-
otronics Inc., USA) was utilized to determine magnetic
properties of the MNC in magnetic fields up to 13 kOe.

2.3 Electron Spin Resonance Spectroscopy

Electron spin resonance (ESR) spectra have been applied for
the study of reactive oxygen species (ROS) in the tumor.
g-factors in samples were studied with the spectrometer
RE1307. 500 mg of soft tissue tumors was placed in a
special mold and frozen in liquid nitrogen. Qualitative and
quantitative changes in functioning of the mitochondrial
electron transport chains (ETC) were evaluated by the shape
and location of ESR signal (Landé g-factor of spectroscopic
splitting) and amplitude of ESR signal in the control and
experimental samples of the tissue. The following parame-
ters were investigated: state of FeS-proteins N2 in the ETC
of mitochondria (g = 1.94), level of ubisemiquinone in the
mitochondrial ETC (g = 2.0023), formation dynamics of
NO–FeS-proteins complexes of N-type in the ETC
(g = 2.03) and dynamics of structural changes in the mito-
chondrial ETC with generation of triplet signal in the ESR
spectra (g = 2.007) [5].

2.4 Magnetic Resonance System

The Intera 1.5T (Philips Medical Systems) magnetic reso-
nance system with a synergy body coil was used in this
study. The T1-weighted images were produced with an TE
(echo time) 20 ms and TR (repetition time) 100 ms.

Simultaneous tumor treatment and visualization were
performed on the backs of animals immobilized in horizontal
volume coil for 15 min. The temperature inside the tumor
reached up to 37 °C after a 15 min electromagnetic irradia-
tion (ER) by the magnetic resonance system. The temperature
was measured with fiber optics thermometers TM-4 (Rad-
mir). A tomogram was taken in three orthogonal projections.

2.5 Laboratory Animals, Tumor Transplantation
and Treatment of Lewis Lung Carcinoma

All animal procedures were carried out with the humane care
of the animals according to the Law of Ukraine N 3447–IV
on the protection of animals from cruelty and European
Directive 2010/63/EU on the protection of animals for sci-
entific purposes.

The study was carried out on male C57Bl/6 mice (n = 40,
18–20 g, vivarium of National Cancer Institute). Lewis lung

carcinoma was transplanted to animals as described in the
paper [6]. The animals were divided into 4 groups, 10 per
group: control (intact mice), conventional DOXO, magnetic
complex comprised of the ferromagnetic nanoparticles and
paramagnetic DOXO without magnetic resonance tomogra-
phy (MRT) treatment, magnetic complex comprised of the
ferromagnetic nanoparticles and paramagnetic DOXO with
MRT. DOXO (3 mg/kg) or MNC (3 mg/kg DOXO and
3 mg/kg Fe3O4, 0.2 ml in sodium chloride solution) was
intraperitoneally injected on the 3rd day after tumor trans-
plantation. The treatment was given four times every 2 days.
The following whole body electromagnetic irradiation of the
animals was carried out over 15 min on the Intera 1.5T. The
size of animal tumors was measured with a caliper.

The nonlinear kinetics of the animal tumor growth was
evaluated by the growth factor u according to the autocat-
alytic equation and braking ratio j [4]. The effectiveness of
anticancer magnetic nanotherapy was evaluated through
statistical comparisons of data performed with Statistica 13.0
(© StatSoft, Inc., 2015) software by using the Student’s t-test
when the data complied with the conditions of normality.

3 Results

3.1 Magnetic Properties of Nanocomplex

Table 1 presents the magnetic parameters of
magneto-mechano-chemically synthesized MNC from
obtained measurements of the magnetic hysteresis loop and
ESR spectrum. The MNC had properties of a soft ferro-
magnetic material.

3.2 Magnetic Resonance Imaging

The typical whole-body MRI scans with Lewis lung carci-
noma after the conventional DOXO and MNC with ER by
MRT treatment on 25th day after tumor transplantation are
compared in Fig. 1. The tumor volume was reduced by 1.9
times after administration of MNC and ER compared to the
conventional DOXO. A red line indicates the tumor.

Table 1 Magnetic properties of MNC comprising ferromagnetic iron
oxide nanoparticles and doxorubicin

The magnetic hysteresis loop

Saturation magnetic moment ms, emu/g 8.17

Coercive field Hc, Oe 19.14

Area of the hysteresis loop, erg/g 610.12

Electron spin resonance spectrum

g-factor 2.50
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3.3 Nonlinear Kinetics of Tumor Volume

The conventional DOXO treatment (group 2) resulted in
minimal tumor response (Table 2). The combined therapy of
MNC and ER by MRT (group 4) showed maximal antitumor
effect. The treatment by MNC alone (group 3) resulted in an
equal antitumor effect compared with group 2. The average
number of lung metastatic foci per mouse in groups 3 and 4
compared to group 1 (control) and group 2 (conventional
DOXO) had a tendency to decrease up to 25 days after
tumor transplantation.

3.4 Electron Spin Resonance Spectroscopy

ESR directly detects paramagnetic species (stable radicals)
that can induce modifications in redox reactions within the

tumor. A triplet signal characterizing the ETC state was
recorded near g = 2.007 in the ESR spectra for the control
and investigated samples. The bar charts in Fig. 2 were
obtained from tumor ESR spectra.

After DOXO administration and the introduction of MNC
or particularly MNC + ER by MRT, the content of
NO-FeS-protein complex of N-type in the respiratory chain of
the mitochondria decreased by 49%, 70% and 65%, respec-
tively. NO-FeS-protein complexes of N-type in the ETC could
inhibit the ATP synthesis in the mitochondria of cancer cells
and lead to cell death. The latter provides further support for
the working hypothesis of our early paper [4] that
magneto-mechano-chemically synthesized MNC and ER
increase the oxidative assault on cancerous cells being already
under the ROS overproduction and consequently render them
vulnerable to further oxidative stress. According to the pre-
sented data, administration of magneto-mechano-chemically

Fig. 1 The whole-body MRI
scan of mice bearing Lewis lung
carcinoma after the conventional
DOXO (a) and MNC with ER by
MRT (b) treatment on 25th day
after tumor transplantation

Table 2 The growth kinetics and metastasis of Lewis lung carcinoma for 25 days after tumor implantation

N The group of animals Growth factor u,
day−1

Braking ratio j, relative
units

Average number of lung metastatic foci per
mouse

1 Control (without
treatment)

0.31 ± 0.01 1.00 15.4 ± 2.8

2 Conventional DOXO 0.30 ± 0.01 1.04 18.5 ± 3.5

3 MNC 0.30 ± 0.01 1.05 11.3 ± 2.6

4 MNC + ER by MRT 0.25 ± 0.01abc 1.23 10.7 ± 5.9
aStatistically significant difference from group 1 (control), p < 0.05; bStatistically significant difference from group 2 (conventional DOXO),
p < 0.05; cStatistically significant difference from group 3 (MNC), p < 0.05
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synthesized MNC and ER more effectively involves ROS
mechanisms as compared to the conventional DOXO.

Ubisemiquinone is a free radical resulting from the
removal of one hydrogen atom with its electron during the
process of dehydrogenation of a hydroquinone. Such rad-
ical can potentially donate its unpaired electron to O2,
thereby generating superoxide. During hypoxia in tumors,
the process of ROS generation can be amplified [7]. The
level of ubisemiquinone in the mitochondrial ETC of tumor
cells in groups 2, 3 and 4 respectively lowered by 52%,
70%, 53% compared to the control group. This could
indicate deregulation of an electron transfer in the mito-
chondrial ETC of tumor cells under the influence of applied
antitumor factors.

4 Conclusions

The technology of magnetic resonance nanotheranostics
allows to improve antitumor effect of the drug and monitor
the treatment effectiveness. The current research is only the
first step, however it could open new prospects for clinical
use of nanotechnology in personalized cancer treatment and
individually optimized treatment protocols for cancer
patients with disseminated tumor cells in the future.
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Development of a Spherical Ultrasound
Transducer for Transcranial Low-Dose
Ultrasound Hyperthermia Used in Brain
Tumor Nanodrug Delivery

Chun-Chiang Shen, Gin-Shin Chen, Yung-Yaw Chen, and Win-Li Lin

Abstract
Previous studies showed that low-dose focused ultra-
sound hyperthermia (UH) could enhance the delivery and
therapeutic efficacy of nanodrug for brain metastasis of
breast cancer. In this study, our purpose is to design an
ultrasound transducer that can be used for clinical
application for brain tumor nanodrug delivery. Computer
simulation has been used to calculate the pressure field,
temperature distribution and thermal dose in the brain for
different parameters of a spherical array ultrasound
transducer. An ultrasound transducer with 112 disc
elements (1 MHz, 2 cm in diameter) was constructed
and its heating ability was characterized using a skull
phantom filled with hydrogel. The simulation results
showed that the position of peak pressure was slightly
offset when the transducer was mechanically moved 3 cm
away from the center point in all directions. There was no
significant side-lobe developed when the transducer was
moved away from the center 2 cm. Temperature distri-
bution showed that the heating zone was an ellipsoid with
temperature higher than 42 °C for a maximum intensity of
121 W/cm2. Phantom experiment showed that the 42 °C
color-changeable hydrogel would turn to be white at the
focal point when the transducer was moved 2 cm in all
directions with an electrical power 55 W. A spherical

ultrasound phased array was developed and characterized,
and the results showed that this ultrasound transducer has
the potential used in transcranial short-time ultrasound
hyperthermia for brain tumor nanodrug delivery.

Keywords
Spherical ultrasound transducer � Hyperthermia
Brain tumor � Nanodrug delivery

1 Introduction

In past decades, focused ultrasound has become a popular
and important technology in non-invasive surgery with more
than 30 clinical indications now in trials (FUS Foundation
2017) [1]. One of the potential applications is for brain
therapy and surgery. Several researches showed positive
results, such as ultrasound hyperthermia, BBB opening for
drug delivery, histotripsy, and tumor ablation [2–5]. How-
ever, the characteristic of skull bone that causes significant
attenuation and defocusing (aberration effects) to the
acoustic wave is still a critical obstacle for transcranial
ultrasound therapy. High acoustic absorption of skull bone is
the main reason that overheats skull surface during HIFU
treatment. Current HIFU system equipped cooling system to
cool down surface temperature to prevent thermal damage of
skin, skull bone or normal brain tissue. There are two ways
to calibrate defocusing issue: measuring phase distortion and
acoustic time reversal. Ideally, measuring phase distortion
could compensate the distortion by using CT images before
treatment. However, the result is limited because of the
difficulty for patients to keep still during the entire treatment
[6–9]. Acoustic time reversal can compensate the phase
distortion by receiving the signal from inside the brain.
A recent study showed that receiving the signals emitted by
the individual bubble could generate only coarse aberration
correction [10].
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Previous studies showed that low-dose focused ultra-
sound hyperthermia (UH) could enhance the delivery and
therapeutic efficacy of nanodrug for brain metastasis of
breast cancer without damaging the surrounding normal
tissues. Ultrasound was used to deliver proper energy
non-invasively at the target region to raise its temperature to
a proper value to achieve the thermal dose that could
increase perfusion, vascular permeability and interstitial
micro-convection. Due to the above mechanism, low-dose
ultrasound hyperthermia could enhance the delivery of
nanodrug to improve the cancer treatment [11, 12].

In this study, our purpose is to develop a spherical
transducer for transcranial low-dose ultrasound hyperthermia
used in brain tumor nanodrug delivery. Numerical simula-
tion has been used to calculate pressure field, temperature
and thermal dose distributions in the brain. An ultrasound
transducer with 112 disc elements (1 MHz, 2 cm in diam-
eter) was constructed and its heating ability was character-
ized using a skull phantom filled with hydrogel.

2 Materials and Methods

2.1 Skull Model

Figure 1 shows the skull model which is obtained from
Ten24’s online store. This model is the high-res capture of a
male human skull with a completely free anatomically cor-
rect 3D scan which uses the company’s 30-camera pho-
togrammetry rig. The dimension of anterior-to-posterior is
17.1 cm, the width is 13.5 cm and the height is 8.29 cm.
Uniform skull thickness is constructed by 0.71 cm which is
the average thickness of women. In order to set the brain
base as the reference plane for numerical simulation, we
rotated the orbitomeatal line to line up to the y-axis. Fur-
thermore, we removed points of head below the reference
plane to increase simulation efficiency, and set the middle of
the reference plane as the center of brain.

2.2 Numerical Simulation

2.2.1 Acoustic Pressure Field
Acoustic pressure field for the simulation was calculated by
each piston element with a radius of 1 cm circular trans-
ducer. The ultrasound beam propagated inside the brain was
generated by a phased-array piston transducer using
Rayleigh-Somerfeld integral [13]. The Rayleigh-Somerfeld
integral is defined as

p x; y; z; tð Þ ¼ i
qck
2p

u

Z
surface

e�i xt�krð Þ

r
dS; ð1Þ

where p is the pressure, t is the time, x; y and z; represent the
position where the pressure is calculated, i is the imaginary
unit, q is the density, c is the sound speed, u is the surface
velocity of the piston transducer, k is the wave number, x is
the angular frequency, r is the distance between calculated
position and transducer.

Acoustic wave propagated through the skull model into
the brain by using the described method to solve a two-layer
propagation problem [14]. The skull surface was divided
into small patches as the second source. The normal velocity
of the second source would be considered to deliver ultra-
sound wave into the brain as a piston transducer. The particle
velocity transmission coefficient for the source on the outer
layer of the skull is defined here as

T ¼
2½q1c1cos hii2

� �
�

q2c2 cos hti2

� �
þ q1c1cos hii2

� � cos hii2

� �

cos hti2

� � ; ð2Þ

where the incidence and transmission angles hii2 , h
t
i2
satisfy

the Snell’s law, i.e., sin hti2= sin h
i
i2
¼ c2=c1.

In this study, a radius of 16 cm spherical ultrasound
transducer with 121 elements (Fig. 2) was designed. The
transducer was moved 3 cm away from the center point in
all directions to calculate the acoustic signals in the water
between the transducer and the skull model and signals
propagated into the brain. The (average) intensity was

Fig. 1 Skull model after reconstruction. The dimension of
anterior-to-posterior is 17.1 cm, the width is 13.5 cm and the height
is 8.29 cm
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converted from summing the contribution of all the elements
of the transducer at the interested region. The converted
relationship between pressure and intensity is defined as here

I ¼ Pj j2
2qc

ð3Þ

where I is the intensity, p is the pressure, q is the density and
c is the sound speed. All simulations were performed using
MATLAB 2017Ra.

2.2.2 Temperature and Thermal Dose Calculation
Temperature estimation is an important parameter for mod-
eling several therapies like ultrasound hyperthermia (ra-
diofrequency, HIFU ablation or laser). Bio-heat transfer
equation (BHTE) is a typical way to estimate temperature
distribution. When solving the equation by using finite ele-
ment method, time step is less than 0.1 s to prevent coarse
results [15]. Diffusion and tissue perfusion are considered in
BHTE, the tissue temperature over time is defined here as

q ct
@T

@t
¼ cr2T � xbcb T � Tarð ÞþQ ð4Þ

where q and ct is the tissue density and specific heat, kr2T is
the model of diffusion with thermal conductivity k,
xbcb T � Tarð Þ is modeled the effect of perfusion, where xb,
cb and Tar is the perfusion rate, specific heat of blood and

arterial blood temperature. The parameter above is based on
values presented in Duck [16], Cooper and Tezek [17],
Connor and Hynynen [18] and Connor and Hynynen [19].

The resulting temperature of bio-heat transfer equation
was used to compute the thermal dose of the tissues. The
thermal dose is defined as

Thermal dose ¼
Ztend
t¼0

R T�43ð Þdt; R ¼ 2 forT � 43 �C
R ¼ 4 for37�C\T\43 �C

�

ð5Þ
Tissue will be damaged when the delivered thermal dose

is greater than the specific threshold value during treatment.

2.3 Transducer

In order to treat tumors deep inside the brain, Fig. 3a shows
a therapeutic transducer with an observation window is
fabricated as the spherical shell due to its strong focusing
geometry and filled with 112 disc elements (1 MHz, 2 cm in
diameter). A 256-channel power amplifier was used in the
study. The driving frequency of the power amplifier is
between 0.8 and 1.2 MHz, so 1 MHz is chosen to charac-
terize the heating ability through the skull phantom filled
with color-changeable hydrogel in water, Fig. 3b.

Fig. 2 a 3D and b 2D (top view)
schematics of a spherical
ultrasound transducer (a radius of
16 cm) with 121 elements (1 cm
radius for each) arranged
circularly

Fig. 3 a Picture of the spherical
ultrasound transducer consisting
of 112 disc elements, acrylic
housing, and 112 coaxial and 2
ZIF connectors, and b experiment
setup for characterizing the
heating ability of the transducer
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Fig. 4 Mechanically move the focus 3 cm away the center in each direction for a 0.5 MHz and b 1 MHz

Fig. 5 Demonstrates that there are no significant side lobes as the focus is moved to (2, 0,0 cm) for 1 MHz. a, b, c are the pressure fields, d, e,
f temperature distributions, g, h, i thermal dose distributions shown on the x-y plane, y-z plane and x-z plane, respectively
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3 Results and Discussion

As the results shown in Fig. 4, there are no significant side
lobes developed in all directions when mechanically moved
the focus 2 cm away the center in each direction for 0.5 or
1 MHz.

The simulation results for the acoustic pressure field, the
temperature distribution and the thermal dose distribution in
the x-y plane, the x-z plane and the y-z plane are shown in
the left, middle and right columns of Fig. 5, respectively,
when the transducer is mechanically moved to locate the
focus at (2, 0, 0 cm) with a driving frequency of 1 MHz. As
shown in Fig. 5c, the pressure field is slightly tilt to the
center, and the side lobes lower than −15 dB is observed
surrounding the focal point. The heating temperature is
controlled to 42 °C (brain temperature: 37 °C, perfusion rate:
0.00833 1/s) in a 600 s sonication, and the temperature

Fig. 6 Experimentally measured
the focal dimension when moved
1, 2 and 3 cm away from the
center along x-axis (a and d),
y-axis (b and e), and z-axes (c and
f)

Fig. 7 Relationship between moved distance and pressure normalized
to the pressure without skullcap
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distribution indicates the heating zone is an ellipsoid with
temperature higher than 42 °C for a maximum intensity of
121 W/cm2. Thermal dose is controlled below 3 min of
CEM43 which is harmless to normal brain tissue.

For well-controlled treatments, the variation of focal
dimension and pressure loss due to the skull bone should be
well calculated. In order to demonstrate the variation, the −3
and −6 dB focal dimensions along x-axis (lines with
squares), y-axis (lines with triangle) and z-axis (lines with
dots) are shown in Fig. 6 [1]. The focal dimension changed
less than 1 mm when moving 2 cm away from the center in
all directions. Furthermore, the position of peak pressure was
slightly offset when the transducer was mechanically moved
3 cm away from the center point in all directions. However,
when moving 3 cm away from the center along x-axis, side
lobes which is lower than −3 dB to the main lobe were
observed, and the shape of the focal zone slightly tilt towards
to the moving direction. Figure 7 shows that the pressure
normalized to the pressure without skull bone decreases
when the focus is moved away from the center. Ultrasound
signal loss is about 18.4–69% for 0.5 MHz, and 73.8–92.4%
for 1 MHz. The signal loss is getting smaller when moved
along positive z-axis because the focal point is getting closer
to brain surface. The loss variation is mainly due to the angle
between the directions of ultrasound signal and the normal
vector of the skull surface. It gets smaller when the focus
moves away from the center. In numerical simulation, we
only take the shape of the skull bone and uniform skull
thickness into account. In clinical application, the aberration
effect caused by the discontinuity of skull thickness is still an
important issue to be discussed.

Phantom experiments showed that the 42 °C
color-changeable hydrogel would turn to be white at the
focal point when the transducer was moved 2 cm away the

center in all directions as an electrical power of 55 W was
on for a duration of 540 s. Figure 8 shows the heating
results at (0, 2, 0 cm) measured by thermal couples. The
focal dimension measured by image J shows a lateral
dimension of 0.9 mm and an axial dimension of 2.5 mm,
which close to the simulation results. The heating zone at
(2, 0, 0 cm), (−2, 0, 0 cm) and (0, 0, −2 cm) produces a
small white lesion which is hard to be measured when the
same electrical power 55 W is used. The 42 °C
color-changeable hydrogel changed its color when the peak
temperature recorded by the thermal couples is not higher
than 42 °C and this may be due to the position limitation of
thermal couples.

4 Conclusion

A multi-element spherical ultrasound transducer was devel-
oped and characterized. The results showed that this ultra-
sound transducer has the potential for using in transcranial
short-time ultrasound hyperthermia to enhance brain tumor
nanodrug delivery.
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An in Vitro Phantom Study to Quantify
the Efficacy of Multi-tine Electrode
in Attaining Large Size Coagulation Volume
During RFA

Sundeep Singh and Ramjee Repaka

Abstract
The present study aims at evaluating the efficacy of
commercially available RITA’s StarBurst® XL multi-tine
electrode in attaining large size coagulation volumes
(� 3 cm in diameter) during radiofrequency ablation
(RFA) application. In vitro studies have been conducted
on the cylindrical shaped polyacrylamide based
tissue-mimicking phantom gels utilizing different active
lengths of the multi-tine electrode, viz., 2 cm, 3 cm, 4 cm
and 5 cm. A temperature-controlled RFA has been
performed at a target tip temperature of 95 °C for
5 min. The variations in the power supply, the target tip
temperature and the size of coagulation volume have been
reported for different active lengths of the multi-tine
electrode. The study revealed that the increase in active
length of the multi-tine electrode results in more energy
deposition and consequent rise in the coagulation volume
during RFA procedure. Further, a simplified novel
statistical correlation between the coagulation volume
and active length of the multi-tine electrode has been
proposed.

Keywords
Radiofrequency ablation � Temperature-controlled
ablation � Multi-tine electrode � Coagulation volume
Tissue-mimicking phantom

1 Introduction

Over the past few decades, percutaneous thermal ablation
has become the most promising and widely applied tech-
nique for treatment of focal tumors in liver, lung, kidney,
breast, adrenal glands and, head and neck [1]. The goal of

thermal ablation is quite similar to that of surgery. However,
instead of physical excision during surgery the target tissue
is treated in situ by the application of fatal high and low
temperatures to a focal zone in and around the tumor [2].
The thermal ablation methods can be classified into different
categories on the basis of temperature level and energy
source. Notably, radiofrequency ablation (RFA), microwave
ablation and laser ablation utilizes electromagnetic energy to
induce heat within the biological tissue. During high inten-
sity focused ultrasound (HIFU) ablation heat is generated by
the application of ultrasound waves. The cryoablation is the
thermal ablative modality that uses extreme cold temperature
to freeze and destroy the tumor. Among the different mini-
mally invasive thermal treatment modalities, RFA is the
most extensively studied and widely applied technique in
clinical practice for treatment and palliation of various types
of primary and secondary tumors in different organs. The
potential advantages of RFA include low cost, minimal
scarring, less pain, increased preservation of surrounding
tissue, improved cosmesis, shorter hospitalization time and
lower morbidity [3].

RFA is a minimally invasive thermal ablative technique
that utilizes the percutaneous insertion of radiofrequency
electrode into the target tissue with the aid of image guid-
ance techniques, viz., computed tomography (CT), ultra-
sound (US), or magnetic resonance imaging (MRI) [4].
Usually, ultrasound is preferred during RFA due to its low
cost, capability of real-time visualization and absence of
ionizing radiation hazard [5]. Once positioned,
high-frequency alternate current (450–550 kHz) is delivered
by the radiofrequency power generator that flows from the
electrode to the ground pads placed at patient’s back or
thigh, forming a closed electric circuit. As the current flows
through the biological tissue, frictional (resistive or joule)
heat is induced due to the agitation of free ions (Na+, K+, Cl−

etc.) when they attempt to follow change in direction (po-
larity) of high-frequency alternate current. As a result, two
zones of heating are induced: direct heating zone and indi-
rect heating zone. The direct heating zone is localized
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around the active electrode and has high current density.
While, the indirect heating zone is a consequence of heat
transfer (conduction) from direct heating zone to more
peripheral areas around the electrode [6, 7]. The goal of RFA
is to achieve temperature between 60 and 100 °C that
basically leads to the destruction of tumor cells by the
induction of protein coagulation [8]. Importantly, the higher
temperatures during RFA procedure should be strictly below
100 °C to avoid tissue boiling, vaporization and carboniza-
tion that usually leads to drastic decline in electrical and
thermal conductivities along with poor image resolution [9].
Further, RFA planning is hampered if the ablated tumor is
near the large blood vessels that cause a heat sink effect, and
thus decreases the size of coagulation volume.

RFA has already emerged as an effective alternative
treatment modality for treating early and small tumors in
those patients for whom surgery is not a viable option [10].
However, till date, the major limitation of RFA is the poor
efficacy in treating large size tumors, i.e., � 3 cm in diam-
eter. To overcome this deficiency, present in vitro study is
focused on evaluating the efficacy of commercially available
RITA’s StarBurst® XL multi-tine electrode in achieving
large size coagulation volumes. Importantly, the considered
mono-polar multi-tine electrode consists of nine curved tines
that are deployed in the shape of Christmas tree configura-
tion from a central cannula of single needle. The power is
supplied to the nine-tine electrode using
temperature-controlled mode that mitigates any chances of
tissue charring close to the active tip of the electrode during
RFA procedure. The study has been conducted utilizing
different active lengths of nine tine electrode, viz., 2 cm, 3
cm, 4 cm and 5 cm. The variations in the power supply, the
target tip temperature and the size of coagulation volume has
been reported for different active lengths of the electrode.
Furthermore, simplified statistical correlations between the
obtained coagulation volumes and active lengths of the
electrode have been developed to provide a priori prediction
of coagulation volume for different active lengths of the
multi-tine electrode during RFA application.

2 Materials and Methods

A commercial electrosurgical radiofrequency generator
(RITA 1500X, AngioDynamics Inc., Latham, NY) has been
used for all experimental in vitro studies conducted on
polyacrylamide based tissue-mimicking phantom gel. The
generator has the capability of delivering radiofrequency
power up to 250 W ± 20% at a frequency of 460 kHz ±

5%. The RFA procedure has been performed utilizing
Automatic Temperature Control (ATC) mode of

radiofrequency generator that is the most reliable and fre-
quently used technique in clinical practices. In ATC mode
the power delivery is automatically controlled based on the
average of the temperature readings of all selected thermo-
couples (with accuracy of ± 3 °C) embedded at the tips of
multi-tine electrode. The power supplied initially increases
monotonically till the target temperature is reached in the
ATC mode and declines afterwards to limit the pre-set target
temperature. However, the supplied power may still rise if
the target temperature falls. In the present study, the pre-set
target temperature has been considered to be below 100 °C
(i.e. 95 °C) to eradicate any adverse effects of charring and
overheating of the biological tissue during RFA application.
In the present study, maximum power has been considered
to be 150 W. The RFA procedure has been performed for
5 min post the target tip temperature has been reached plus
an additional cool down cycle of 30 s. Figure 1 illustrates
the experimental set-up of RFA used in the present in vitro
study.

A cylindrical shaped mould of 10 cm height and 8 cm
diameter has been used for the fabrication of polyacrylamide
based tissue-mimicking phantom gel that uses bovine serum
albumin protein [11]. All the refrigerated phantom gels were
allowed to attain the ambient room temperature before the
start of RFA procedure (Fig. 2a). A multi-tine RITA Star-
burst XL electrode (AngioDynamics Inc., Latham, NY) has
been inserted into the phantom gel (Fig. 2b) and then
deployed with a gentle push (Fig. 2c) to different active
lengths. The fabricated phantom gels are transparent and
turns into ivory white at a coagulation temperature above 50
°C (Fig. 2d). After the completion of RFA procedure,
coagulated phantom gel has been dissected along the lon-
gitudinal plane (passing through the electrode insertion axis)
to measure the dimensions of ellipsoid-shaped ivory white
regions by visual examinations. The maximal longitudinal
(L) and maximal transverse dimensions (W) of the dissected
phantom gels have been measured macroscopically. Further,
the coagulation volume (V) has been calculated using the
ellipsoid formula (p/6)LW2 [12].

3 Results and Discussion

The variation of power supplied during
temperature-controlled RFA for different active lengths of
the multi-tine electrode, viz., 2 cm, 3 cm, 4 cm and 5 cm,
have been depicted in Fig. 3. It is evident from Fig. 3 that,
the output power (or energy deposition) increases as the
deployment of the active part of electrode increases. This can
be attributed to the fact that, the surface area of the active
part of electrode increases with the increase in deployment
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Fig. 1 Experimental set-up for performing in vitro RFA on tissue-mimicking phantom gel, a RITA 1500X® radiofrequency generator, b RITA
StarBurst® XL electrode inserted into the tissue-mimicking phantom gel placed on ground pad

Fig. 2 The picture shows
different stages of
tissue-mimicking phantom gel,
a fresh transparent phantom,
b insertion of electrode into the
phantom, c deployment of tines of
electrode by gentle push of piston
down the shaft of the electrode,
and d coagulated phantom gel
turning into ivory white with
well-defined boundaries post
RFA procedure
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of multi-tine electrode and that allows more dispersion in the
current density and subsequent enhancement in the energy
deposition during RFA. Further, the maximum power
applied at the active part of the multi-tine electrode deployed
to 2 cm, 3 cm, 4 cm and 5 cm has been found to be 46 W,
47 W, 58 W and 73 W, respectively.

The variations of the average value of target tip temper-
ature of the multi-tine electrode deployed to different active

lengths have been shown in Fig. 4. It can be clearly
observed from Fig. 4 that, the time required to reach the
pre-set target temperature of 95 °C increases as the
deployment of electrode increases. This can be attributed to
the fact that more the active length of the multi-tine elec-
trode, more will be the power expended to reach the target
tip temperature. Moreover, the abrupt decline in the average
temperature at the end of RFA procedure (see Fig. 4) rep-
resents the cool down cycle of 30 s. Further, the average
temperature of ablation for each deployment of the
multi-tine electrode is over 55 °C that signifies the attain-
ment of complete ablation during RFA.

Table 1 shows the comparison of coagulation volume
obtained from the in vitro studies on polyacrylamide based
tissue-mimicking phantom gel during RFA. It is clearly
apparent from Table 1 that, there is a considerable rise in the
coagulation volume with increase in deployment of the
active part of the multi-tine electrode. Further, the time
required to attain the target tip temperature along with the
equivalent spherical diameter (D), maximal longitudinal
(L) and transverse dimensions (W) of coagulation zone for
different deployment lengths has also been reported in
Table 1. It is noteworthy to mention that, the equivalent
spherical diameter (D) has been computed by equating the
obtained coagulation volume (V) with (p/6)D3.

Based on the data obtained from the in vitro studies of
temperature-controlled RFA on tissue-mimicking phantom
gels, a simplified correlations have been developed (see
Fig. 5) by using curve fitting toolbox of MATLAB®. The
proposed correlations will aid in the prediction of longitu-
dinal dimension (Fig. 5a), transverse dimension (Fig. 5b),
coagulation volume (Fig. 5c) and equivalent spherical
diameter (Fig. 5d) from the known values of deployment
length of active part of multi-tine electrode. It can be clearly
seen from Fig. 5 that, for all developed correlations the
goodness of fit (R2) is greater than 0.95 that signifies the
accuracy of proposed correlations. It is noteworthy to men-
tion that, the coagulation volume attained during RFA is
significantly dependent on the blood perfusion rate of the
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Table 1 Comparison of coagulation volume attained for different values of active length of multi-tine electrode during temperature-controlled
RFA

Active
length
of
electrode (cm)

Time to reach
target tip
temperature
(min)

Maximal
longitudinal dimension
L (cm)

Maximal transverse
dimension
W (cm)

Coagulation volume
V (cm3)

Equivalent
spherical
diameter
D (cm)

2 3.1 4 3 18.85 3.30

3 3.3 4.3 3.5 27.58 3.75

4 3.9 5 4 41.89 4.31

5 5.5 5.3 4.7 61.30 4.89

666 S. Singh and R. Repaka



Fig. 5 Proposed correlation as a
function of active length of
electrode for a longitudinal
dimension, b transverse
dimension, c coagulation volume,
and d equivalent spherical
diameter
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tumor and surrounding healthy tissue. Since,
tissue-mimicking phantom gels does not possess any blood
perfusion, thus it has been neglected in the present in vitro
study. Future studies will be focused on addressing the effect
of blood perfusion along with an embedded tumor in the
phantom gels.

4 Conclusions

In vitro experimental studies have been conducted to
address the problem of attaining � 3 cm diameter tumor
ablation during RFA application. A temperature-controlled
RFA has been performed on polyacrylamide based
tissue-mimicking phantom gels utilizing commercially
available mono-polar multi-tine electrode deployed in the
shape of Christmas tree configuration to different active
lengths. The results revealed that, there is a considerable
rise in the energy deposition within the phantom gel with
the increase in the deployment lengths of multi-tine elec-
trode during RFA. Moreover, it has been found that the
deployment lengths of 2 cm, 3 cm, 4 cm and 5 cm can
successfully attain the ablation diameter of 3.3 cm,
3.75 cm, 4.31 cm and 4.89 cm, respectively. Further, a
simplified correlation [D (cm) = 2.371*(Deployment
length in cm)0.4406] has been proposed for the prediction of
ablation diameter at different deployment lengths of
multi-tine electrode during temperature-controlled RFA.
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Temperature-Induced Modulation
of Voltage-Gated Ion Channels in Human
Lung Cancer Cell Line A549 Using
Automated Patch Clamp Technology

Sonja Langthaler, Katharina Bergmoser, Alexander Lassnig,
and Christian Baumgartner

Abstract
In cancer cells specific ion channels exhibit altered
channel expression, which can drive malignant and
metastatic cell behavior. Hence, therapeutic strategies
modulating ion channels prove to be promising in cancer
therapeutics. Alterations in temperature, even small
deviations from normothermia, may cause changes in
electrophysiological processes, since activation and con-
ductivity of various ion channels are
temperature-dependent. In this pilot study, we focused
on a basic understanding of the effects of
temperature-alterations on voltage-gated ion channels of
A549 cells using an automated patch-clamp system. The
measurements were carried out in whole-cell
voltage-clamped configuration applying test pulses
between −60 and +60 mV. For positive voltages the
ion-current curves showed an instantaneously increased
conductance, followed by a slow current increase pro-
voked by later activating voltage-gated ion channels,
indicating the time-delayed response of additional chan-
nels. To investigate the temperature-dependent electro-
physiological behavior, six cells (passages 7–10, n = 34)
were examined at room temperature and normal body
temperature. Compared to normal body temperature,
reduced temperatures revealed a higher whole-cell current
at negative voltages (63.4% (±18.5%), −60 mV) and
lower currents (52.6% (±27.3%), +60 mV) at positive
voltages, indicating a hypothermia-induced modulation of
voltage-gated channels in the lung cancer cell line A549.

Keywords
Ion channels � Non-small cell lung cancer
Hypothermia

1 Introduction

Lung cancer is one of the most prevalent forms of tumour
worldwide [1] and often advanced at diagnosis [2]. Despite
therapy survival is still poor, hence, medical research con-
stantly tries to find new drugs and innovative treatment
approaches to improve the outlook for patients with lung
cancer. Substantial advances in the understanding of cancer
biology as well as electrophysiological aspects of cancer
afford novel therapies to effectively fight and cure this dis-
ease [3].

Ion channels play a fundamental role in almost all basic
cellular processes like proliferation, differentiation and
apoptosis [4, 5]. Indeed, specific ion channels have been
recognized to influence malignant cancer cell behavior and
thus have an immense potential for the development of
therapeutic targets for cancer therapy [6].

Temperature is an important factor for the survival of
cells influencing the permeability of the cell membrane and
offering the possibility to improve drug metabolism rate. As
a result, hyperthermia is used supportive to established
treatment modalities such as chemo- and radiation therapy
[7, 8]. Several studies already investigated further positive
effects of hyperthermal conditions in cancer treatment by
evaluating cell death and survival rates [9–11], heat shock
proteins [10] or alterations of cancer blood flow (see e.g. in a
survey of genotoxic effects of Speit et al. [11]). Likewise
hypothermia has already shown negative effects on the cell
growth, however, a stagnation of cell division or apoptosis
can only be induced in profound hypothermia (body tem-
perature <24 °C) [10, 12, 13]. Nevertheless, temperature
alterations, even small deviations from normal body tem-
perature, might provide a key factor in terms of
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electrophysiological processes since activation of various
ion channels as well as the conductivity show temperature
dependency [14–18].

In this pilot study, we focus on a more profound under-
standing of temperature-induced changes in the functionality
of voltage-gated ion channels in human lung cancer cell line
A549 using an in-house adapted automated patch-clamp
system. Several preliminary tests were performed to estab-
lish a suitable test protocol and quality parameters. In a first
experimental run, measurements at hypo- and normothermia
were conducted to investigate the temperature dependent
electrophysiological behavior of A549 cells.

2 Methods

Cells used in this study. Cells from the human lung cancer
cell line A549 were purchased from the Center for Medical
Research (ZMF) (Medical University Graz, Austria)
obtained from the American Type Culture Collection
(ATCC) and cultivated in Dulbecco’s Modified Eagle
Medium (Gibco® DMEM) supplemented with 10% fetal
bovine serum (FBS) and 1% penicillin-streptomycin. Cells
were maintained at standard conditions, 37 °C, 5% CO2 in
humidified atmosphere. The cell condition is particularly
important with regard to automated patch clamp experi-
ments, since cells cannot be collected individually. Hence,
cells were harvested using Trypsin/EDTA every other day at
confluence levels 50–70%.

Patch clamp recordings. Patch clamp recordings were
performed using an automated patch clamp system with an
integrated heating element and perfusion system
(port-a-patch, Nanion, Munich, Germany) and NPC®-1
chips (Nanion, Munich) with chip resistance of 3–5 MX.

The external bath solution consisted of (in mM) 4 KCl,
140 NaCl, 1 MgCl2, 2 CaCl2, 5 D-Glucose, 10
HEPES/NaOH, pH 7.4, the intracellular solution contained
(in mM) 50 KCl, 10 NaCl, 60 K-Fluoride and 10
HEPES/KOH. The cells were sealed in a solution containing
(in mM) 80 NaCl, 3 KCl, 10 MgCl2, 35 CaCl2, 10
HEPES/NaOH, pH 7.4.

The measurements were carried out as voltage clamp and
membrane currents measured in whole-cell configuration.
Hence, we defined a pulse protocol consisting of an initial
and re-pulse of −80 mV for 100 and 800 ms test pulses
between −60 and +60 mV (increment 10 mV).

Pre-study experiments were carried out solely under
hypothermal conditions at room temperature (22–26 °C).
The subsequent experiments were performed at temperature
levels of severe hypothermia (21.2–24.3 °C) [19] and normal
body temperature (37.0±1 °C). The temperature at the cell

site was controlled using an external calibrated temperature
measurement device (IR thermometer optris® CS LT).

Study protocol. In the pre-study, experiments with sev-
eral cells from different cultures and number of passages
were performed. It is important to note that the duration of
measurements for a single cell experiment is limited. In the
course of multiple preliminary test runs, a significant
increase of the ion currents was observed after about 10 min,
which may occur by a change in osmolarity of the solutions
or indicates that the cell membrane or seal becomes instable.
Similarly, each alignment and measurement can affect the
cell membrane condition, whereby the number of measure-
ments is also limited.

To ensure stable cell conditions and reliable results,
experiments considered for data analysis were limited to a
test time of 10 min and 10 measurements per cell.

Computational approach and data analysis. The
recorded data comprise information on the membrane cur-
rents over time at the different voltage steps (sampling rate
20 kHz), seal resistance, series resistance and the cell
capacity for assessing the quality of measurements. Main
quality criteria for reliable measurements are met showing an
internal resistance (Rs) not greater than 50 MX and a seal
resistance (Rmemb) at least 4 times higher than the internal
resistance to avoid a high leakage current.

Analysis of the measured ion current curves as well as
data visualization and processing was carried out using the
software MATLAB. For determining the corresponding
current-voltage relations the currents at the end of the volt-
age pulse were selected. Therefore, to avoid errors as result
of large leakage currents at the end of the voltage pulse, we
selected the maximum current at 99.2% of the voltage pulse
length.

3 Results

3.1 Time Dependency

Figure 1a shows the response of a sample run in A549 cells
at room temperature (22.4 °C). It is known from literature
that the voltage-gated outward current of A549 cells is
mainly carried by K+ [20]. Note that measurements in
whole-cell mode represent the total ion current across the
cell membrane (whole-cell current), also including currents
driven by other voltage-gated ion channels like Ca2+, Na+

and Cl−.
The reversal potential Rp resides in the range between

−20 and 10 mV. Ion currents activated by positive voltages
(10–60 mV) can be separated into two parts: an instanta-
neously activating current, mainly driven by hIK channels
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[20, 21], followed by a slowly activating current provoked
by later activating voltage-gated ion channels (e.g. Kv1.3
[20, 21]). A further increase in current could be observed
with longer pulse durations, indicating a time-delayed
response of additional channels. It was found that the reg-
istered current amplitudes at the end of an 800 ms test pulse
correspond to about 60% (58.3% (±22.04%), +60 mV) of
the maximum current measured at a pulse length of 60 s (13
cells, n = 55 single measurements). Figure 1b shows the
averaged, normalized current values and the corresponding
standard deviations at a voltage of +60 mV.

3.2 Effects of Hypothermia on Current
Response

For the investigation of temperature-induced effects on
the electrophysiological behavior, current amplitudes of a
total of six cells (passages 7–10, nhypothermia = 16,
nnormothermia = 18) were measured at hypothermal condition
(21.2–24.3 °C) and normal body temperature (37.0 ±1 °C).
Figure 2 illustrates the mean percentage change and standard
deviations of the current response in hypothermia referred to
normal body temperature at the applied voltage steps (−60 to
+60 mV). Compared to normothermia, reduced temperatures
showed significantly higher whole-cell currents of about
60% and thus an increased ion channel activity at voltages
below −20 mV. In contrast, constantly lower whole-cell
currents were revealed at positive voltages and therewith
decreased ion channel activity under hypothermal condi-
tions. Due to different zero crossings of the individual
measurement curves registered between −30 and 0 mV,
higher standard deviations at voltage step −20 mV (16.5%
(±79.1%)) and −10 mV (−32.3% (±86.1%)) are evident.

4 Conclusion

Potassium channels are known to play an important role in
cell apoptosis as well as proliferation and migration of
malignant cells. As a consequence, therapeutic strategies
modulating ion channels could prove to be promising in
cancer therapeutics. However, a profound understanding of
ion channel function under different environmental condi-
tions is crucial in order to set up new treatment modalities.

In this pilot study, we have demonstrated that temperature
obviously modulates the size of registered whole-cell cur-
rents and thus the electrophysiological characteristics of
investigated cancer cells. As indicated by the
voltage-dependent increase and decrease of whole-cell cur-
rents, voltage-gated ion channels can be assumed to be
affected by temperature alterations. In addition, the indi-
vidual ion-current curves show significant changes in the
instant conductance, so that primarily a high
temperature-sensitivity of calcium-activated potassium
channels (hIK), which also belong to the voltage-gated
superfamily, can be expected. Therefore, the results support
our hypothesis of a temperature-induced modulation of
voltage-gated ion channels under hypothermal conditions in
lung cancer cells. However, due to the small sample size
(n = 6 cells) it should be noted that more comprehensive
experiments are needed to confirm these first promising
results in terms of interpretation and validation of findings.

In a next step we will also investigate possible effects of
hyperthermia on ion channel activity and its impact on the
resting membrane potential. These findings will serve as an
input for a model-description of temperature-induced alter-
ations of ion-channel activity in non-excitable cancer cells.
Eventually this may help to gain a more comprehensive
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Fig. 1 a Behavior of voltage-gated ion channels in A549 at different voltages at room temperature (22.4 °C). b Mean standard current response
over a time period of 60 s at +60 mV (13 cells, n = 55 single measurements)

Temperature-Induced Modulation of Voltage-Gated Ion … 671



knowledge of ion channel characteristics in cancer to further
develop and assess thermal therapies in cancer treatment.
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A Volumetric Delta TCP Tool to Quantify
Treatment Outcome Effectiveness Based
on Biological Parameters and Different Dose
Distributions

Daniella Fabri, Araceli Gago-Arias, Teresa Guerrero-Urbano,
Antonio Lopez-Medina, and Beatriz Sanchez-Nieto

Abstract
Intra-tumor variability of oxygenation and clonogenic cell
density causes tumor non-uniform spatial response to
radiation. Strategies like dose redistribution/boosting,
whose impact should be quantified in terms of tumor
control probability (TCP), have been proposed to improve
treatment outcome. In 1999, Sánchez-Nieto et al. devel-
oped a tool to evaluate the impact of dose distribution
inhomogeneities, compared to a reference homogeneous
dose distribution, in terms of TCP. DVH data were used to
calculate the so-called ΔTCP, defined as the difference in
TCP arising from dose variations in individual DVH-bins.
In this work, we develop an open source tool to calculate
volumetric ΔTCP and evaluate the impact on TCP of:
(i) Spatial dose distribution variations with respect to a
reference dose; (ii) Spatial radiosensitivity variations with
respect to a reference radiosensitivity; (iii) Simultaneous
variation in dose distribution and radiosensitivity. ΔTCP
calculations can be evaluated voxel-by-voxel, or in a user
defined subvolume basis. The tool capabilities are shown
with 2 examples of H&N RT treatments and subvolume
contours data providing information about tumor oxy-
genation status. DTCP values are computed for a homo-
geneous dose to a well oxygenated tumor volume (with a

homogeneous 5% vascular fraction), as reference condi-
tion, with respect to the same dose now considering 3
oxygenation levels and 3 cell density values (104, 106 and
107 cells/mm3, respectively). DTCP values are also
computed for the comparison of a homogenous dose
distribution vs a redistributed dose distribution delivered
to the non-homogeneous tumor.

Keywords
Tumor control probability � Tumor heterogeneity
Response to radiation

1 Introduction

Tumor control is the principal aim of curative Radiotherapy.
It has been shown that tumors have a non-uniform spatial
response to radiation [1]. Besides intrinsic radiosensitivity,
two main factors induce radiation response variabilities
within the volume: tumor cell density and oxygenation status
spatial variations. There is clinical evidence that hypoxia
plays an important role in malignant progression and treat-
ment outcome, especially for some types of cancer, at the
radiation dose levels that can be safely delivered using
uniform dose distributions [2–6]. Other observations support
the non-uniform distribution of cells in tumors [7].

Nowadays it is possible to deliver highly conformal
non-homogeneous dose distributions to the tumors, and
research fields are exploring strategies of dose
escalation/redistribution strategies, commonly referred to as
dose painting, based on spatial information from functional
imaging. In order to adequately develop strategies for the
redistribution (or boosting) of dose, the predicted effective-
ness of a dose distribution can be quantified in terms of
tumor control probability (TCP).

In 1999 Sánchez-Nieto and Nahum introduced the con-
cept of the ΔTCP DVH-bin-based model [8]. They devel-
oped a tool to evaluate the impact on TCP of the

D. Fabri � A. Gago-Arias (&) � B. Sanchez-Nieto
Instituto de Física, Pontificia Universidad Católica de Chile, Avda
Vicuña Mackenna, 4860 Santiago, Chile
e-mail: agago@fis.uc.cl

T. Guerrero-Urbano
Department of Clinical Oncology, Guy’s and St Thomas
Hospitals. NHS Foundation Trust, Great Maze Pond, London, SE1
9RT, UK

A. Lopez-Medina
Medical Physics and Radiological Protection Department,
Galaria-Hospital do Meixoeiro-Complexo Hospitalario
Universitario de Vigo, 36214 Vigo, Pontevedra, Spain

D. Fabri
Unidad de imágenes cuantitativas avanzadas, Departamento de
imágenes, Clinica Alemana de Santiago, Vitacura, 5951 Santiago,
Chile

© Springer Nature Singapore Pte Ltd. 2019
L. Lhotska et al. (eds.), World Congress on Medical Physics and Biomedical Engineering 2018,
IFMBE Proceedings 68/3, https://doi.org/10.1007/978-981-10-9023-3_124

677

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_124&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_124&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-9023-3_124&amp;domain=pdf


inhomogeneities found in a dose distribution, compared to a
reference homogeneous dose distribution. DVH data was
used to calculate the so-called ΔTCP, defined as the con-
tribution to TCP differences arising from dose variations in
individual DVH-bins.

Based on this concept, we propose in this work a ΔTCP
subvolume-wise model using three dimensional patient
information and the medical imaging/treatment planning
computational tools currently available. The developed tool
evaluates the impact on TCP of different dose distributions
with the possibility of incorporating information about the
spatial distribution of oxygen and predicted clonogenic cell
density in the target.

2 Methods

2.1 Volumetric DTCP Tool

An opensource software tool was developed in C++ lan-
guage using the Insight Toolkit ITK. The following infor-
mation is loaded into the program as input data: patient
anatomical information (planning CT), tumor contours
(CTV), possible subvolumes within the tumor (BTV) and the
reference and tested dose distributions.

The program allows to evaluate the impact on TCP of:
(i) Spatial variations in a test dose distribution with respect
to the dose prescription, from now on referred as reference
dose distribution (i.e. boosted or redistributed vs homoge-
nous); (ii) Spatial radiosensitivity and tumor cell density
variations observed from functional imaging studies (PET,
MRI); (iii) Simultaneous variation in dose distribution and
radiosensitivity.

In order to address this, the tumor volume is divided in
voxels or subvolumes and a voxel-control-probability
(VCPijk) is defined as the probability of controlling all the
tumor cells inside a voxel ijk, being calculated as:

VCPijk ¼ �Nijk � e�a 1þ a
bDijkð Þ�Dijk ð1Þ

with Nijk being the number of clonogenic cells inside voxel
ijk, Dijk the total dose deposited on the voxel and a and b the
intrinsic radiosensitivity parameters of the tumor cells. From
this, TCP can be calculated in terms of the VCPs as:

TCP ¼
X

x
gx rað Þ �

Y
ijk
VCPijk axð Þ ð2Þ

where gx rað Þ is a Gaussian distribution introduced to con-
sider interpatient intrinsic radiosensitivity variations (chan-
ges in ax).

In order to include the effect of hypoxia on the VCP
calculation, oxygen pressure levels are assigned to different
regions of the tumor, using previously calculated oxygen

histograms corresponding to different vascular fractions
(VF) [9]. Oxygen-corrected radiosensitivity parameters,
a (p), are then calculated using published values of oxygen
enhancement ratios:

a pð Þ ¼ aox
OERam

p � OERam þ km
pijk þ km

� �
: ð3Þ

Where p correspond to the oxygen pressure distribution
associated to each histogram, OERam is maximum oxygen
enhancement ratio, aox the radiosensitivity parameter on
normoxic conditions and km is the oxygen partial pressure at
which half-maximum sensitization is achieved [10].

Sánchez-Nieto and Nahum showed that the VCP distri-
bution was not a useful indicator of impact on tumor control
by itself, due to its lack of sensitivity to dose changes. (e.g., if
64 Gy are delivered to 5000 voxels with 8 � 104 cells/voxel,
VCP and TCP values of 99.99 and 92.8% can be obtained
using average radiosensitivity values of H&N. If dose is
decreased to 54 Gy in all voxel, VCP would minimally
change to 99.95%, while TCP would decrease to 8.4%).

Using all the tumor VCPs, a ΔTCP can be associated to
each voxel to show the impact on the global TCP of having
the tested conditions instead of the reference ones (e.g., ðDr,
a poxð ÞxÞ versus ðDt; a pð ÞxÞ. This ΔTCP is computed as:

DTCPijk ¼
X

x
gx rað Þ � TCP a pð Þx

� �
1� VCPijk a poxð Þx;Dr

� �

VCPijk a pð Þx;Dt

� �
" #

ð4Þ
Since voxel contributions are sometimes too small, vol-

ume wise calculations (performed for groups of voxels
selected by contouring or by individual selection attending
to their characteristics) can be also evaluated by the tool. The
same equations presented above can be used, with subindex
ijk referring to the different subvolumes in this case.

2.2 Tool Capabilities Exemplification

In order to show the capabilities of the tool, two examples
are presented here. Both analysis are associated to the same
H&N patient, using treatment data available from the FiGaro
project [11].

Three predefined subregions are defined on this patient
(see Fig. 1): (i) CTV, defined as the clinical target volume
on the planning CT; (ii) GTV, active volume identified on a
pre-chemotherapy 18F-FDG-PET/CT study; and (iii) BTV,
active volume identified on a 18F-FDG-PET/CT study
3 weeks after administration of neoadjuvant cisplatin %FU
chemotherapy. The radiotherapy treatment prescription dose
is 65 Gy to the CTV and 71.5 Gy to the BTV (dose boost),
all delivered in 30 fractions.
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2.3 DTCP Analysis Examples

Two scenarios are analyzed, with four DTCP calculations
associated: two voxel wise and two subvolume wise,
respectively.

On the first scenario (referred to as Case 1), we compare the
effect of delivering a homogeneous dose to a well oxygenated
tumor volume (with a homogeneous 5% VF), as reference
condition, with respect to the effect of having VF variations on
the sub regions above described (see caption of Fig. 1), as
tested condition. This comparison is performed by applying
voxel wise and sub volume wise ΔTCP calculations.

On the second scenario (Case 2), we evaluate the impact
on TCP of the boosted dose distribution versus a homoge-
neous dose distribution, considering the heterogeneous
oxygenation of the tumor described above. Again, voxel
wise and subvolume wise calculations are presented.

An intrinsic well oxygenated alpha radiosensitivity
parameter value was taken from literature, aox ¼ 0:35Gy�1,
using a fixed a

b ¼ 10Gy and a 20% interpatient radiosensi-

tivity variation, ra ¼ 0:06Gy�1.

Additionally, a complementary parametric sensitivity
study was performed to analyze the impact on TCP of the
values assigned to different parameters, namely aox, and the
VF and cell density values assigned to the three tumor sub
regions. Reference values of VF with associated oxygena-
tion histograms corresponding to well oxygenated and
moderately and extreme hypoxic tissues were used [9, 12],
as well as cell density values ranging within experimentally
observed limits [13, 14].

3 Results

Results for the four examples are shown on Table 1. TCPt
(tumor control associated to the tested condition) and TCPr
(tumor control associated to the reference condition) values
are presented, showing quite small variations. The largest
change in TCP corresponds to the Case 1 voxel wise cal-
culation, where, for the tested condition, a homogeneous
dose distribution is delivered to the tumor, and TCP is
calculated considering oxygenation status variations,

Fig. 1 Subvolumes defined on
the patient CT. Top left, CTV
(yellow), with a volume of
112.7 cm3, and an assigned VF of
5% and 104 mm−3 clonogenic cell
density. Top right and bottom
panels, contours of GTV (blue),
with a volume of 10.9 cm3, 3%
VF and 106 mm−3 clonogenic cell
density values assigned and BTV
(barn red) with a volume of
4.4 cm3 and assigned VF of 2.5%
and 107 mm−3 clonogenic cell
density (Color figure online)
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versus a reference TCP calculated for a homogeneous
oxygenation. In this tested condition TCP decreases in
0.015%.

Individual voxel contributions to DTCP are extremely
small, taking values of the order of 10−11. The subvolume
analysis leads to larger DTCP values. For Case 1, all DTCP
values corresponding to the subvolumes described in Fig. 1
are negative. This is expected as a non-homogeneous oxy-
genation status through the tumor would decrease the
probability of controlling it when it is treated with a
homogeneous dose distribution.

For Case 2, DTCP associated to CTV is very small even
though the number of pixels on this area represent the 92%
of the volume, on the other hand, the DTCP values associ-
ated to GTV and BTV regions are positive, leading to an
improvement of the total TCP.

Voxel DTCP values are very useful to analyze the rele-
vance of local changes through the analysis of map distri-
butions. Figure 2 shows axial, sagittal and coronal views of
the DTCP distributions associated to the voxel wise calcu-
lations, where positive values indicate TCP improvement
under the tested condition, compared to the reference one.

These maps may help to spatially asses the clinical rele-
vance, in terms of TCP, of having hypoxic regions or density
variations within a tumor, as well as the effect of applying
dose resditribution/boosts in a treatment.

Table 2 shows the results of the parametric sensitivity
study, where very small variations were observed for the
parameter values investigated.

Table 1 TCP and ΔTCP values associated to the two scenarios
investigated under voxel and subvolume wise calculations. For the
voxel wise calculation, TCP values associated to the tested and
reference conditions, TCPt and TCPr respectively, as well as average,
minimum and maximum DTCP values are presented. For the subvol-
ume wise calculation, global DTCP values associated to each region of
the tumor are presented

CASE 1 CASE 2

Voxel wise TCPt 0.99985 0.999997

TCPr 1 0.999977

Average
DTCP

−5.68 � 10−11 1.1 � 10−11

DTCPmax 0 5.3 � 10−7

DTCPmin −3.21 � 10−6 −1.8 � 10−8

sd DTCP 7.83 � 10−9 1.4 � 10−9

Subvolume
wise

TCPt 0.999922 1

TCPr 1 0.999952

DTCP CTV −0.000034 6.21 � 10−6

DTCP GTV −0.000433 0.00026

DTCP BTV −0.0042 0.00256

Fig. 2 ΔTCP map distributions associated to the voxel by voxel calculation. Axial, sagittal and coronal views of the distributions corresponding
to Case 1 and Case 2, in top and bottom images respectively (Color figure online)
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4 Discussion and Conclusion

An open source tool that allows to identify the impact on
TCP of delivering inhomogeneous dose distributions to
non-homogeneous responding tumors has been developed
and tested. Voxel wise DTCP calculations give very small
quantitative results, but allow a useful qualitative analysis
when represented as DTCP map distributions. Subvolume
analysis lead to larger values, making easier to interpret, on a
macroscopic scale, the effects associated to the tested
conditions.
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0.3 3 3 3 106 106 106 0.00030

0.35 3 3 3 106 106 106 0.00010

0.25 2.5 2.5 2.5 106 106 106 0.08810

0.3 2.5 2.5 2.5 106 106 106 0.00030

0.3 5 3 2.5 106 106 106 0.00000

0.3 5 3 2.5 106 108 106 0.00090

0.3 5 3 2.5 106 108 108 0.00160

0.3 5 3 2.5 104 106 108 0.00060

0.3 5 3 2.5 102 106 101º 0.06810
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Establishment of an Analysis Tool
for Preclinical Evaluation of PET Radiotracers
for In-Vivo Imaging in Neurological Diseases

Fabian Schadt, Samuel Samnick, and Ina Israel

Abstract
Aim: Analysis of in vivo acquired data remains a
challenging issue in preclinical studies using positron
emission tomography (PET). The aim of this study is the
implementation of a tool which should allow a
semi-automated analysis of PET data independently from
the administrated radiotracer and the imaging modality
for preclinical investigations. By registering anatomical
data sets, it additionally shall offer a more detailed data
analysis allowing a statistical analysis also for smaller
sub-regions. Materials and methods: Data used for
primarily implementation of the tool were acquired on a
Siemens µPET scanner (Inveon®) and were based on the
investigation of the glucose metabolism in a subarachnoid
hemorrhage (SAH) model in Sprague Dawley rats in vivo
using FDG-PET. We used the software programs Matlab
(version 2016a) and Fiji for data analysis and visualiza-
tion. In addition, statistical tests were performed in order
to determine regions with trending/significant differences
in the SUV of sham and SAH animals. Results: Following
data import, data were separated into predefined time
periods and artefacts were eliminated. Afterwards, a
volume of interest (VOI) was defined by the threshold of
the Standardized-Uptake-Value (SUV). Before masking
each data set with its segmented VOI, all data sets were
intensity-normalized, eliminating the full body intensity
differences caused by the different amount of injected
activity. After masking, data sets of the sham operated
animals were registered on the best orientated sham data
set, reduced on the VOI and shifted into the center of the
3D space. By averaging aligned data sets based on all data
sets from seven sham rats, we generated a FDG-template
of a Sprague-Dawley rat brain. This PET data template
was the basis for the evaluation of registered data sets.
Afterwards, an anatomical MR-based atlas of the brain of

Sprague-Dawley rat was co-registered on the template for
a better sub-classification of the acquired data. Conclu-
sion: These preliminary data show that the described
method represents a very promising tool for data analysis
in the preclinical evaluations of PET radiotracers for
neurological applications.

Keywords
Preclinical imaging � Positron emission tomography
Data analysis � Matlab � Subarachnoid hemorrhage
PET � SAH � FDG

List of Abbreviations

ANOVA Analysis of variance
EEG Electroencephalography
FDG 2-[18F]Fluoro-2-deoxy-glucose
fMRI Functional magnetic resonance imaging
MEG Magnetoencephalography
MIRT Medical Image Registration Toolbox
MRI Magnetic resonance imaging
OSEM2D 2D-ordered subsets expectation

maximization
PET Positron emission tomography
SAH Subarachnoid hemorrhage
SPM Statistical Parametric Mapping
SUV Standardized-Uptake-Value
VOI Volume of Interest

1 Introduction

Positron emission tomography (PET) is a non-invasive
imaging modality, which allows analysis of functional,
physiological and biochemical processes in vivo by use of
radiolabeled tracers. PET is clinically established in oncol-
ogy and cardiology. In neurology, magnetic resonance
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imaging remains the method of choice. Despite strong
competition from other functional imaging methods like
functional magnetic resonance imaging (fMRI), or
electroencephalography/magnetoencephalography
(EEG/MEG), PET still remains a very promising tool in
studying neurotransmission and neuromodulation studies,
e.g. in neurostimulation [1] or neuroinflammation [2]
non-invasively in vivo. Radiotracers for PET imaging are the
prototype of imaging agents for functional brain imaging [3]
and additionally they offer a wide-range variety of exami-
nation possibilities, like atherosclerosis [4, 5], myocardial
inflammation [6] or cardiac wound healing [7].

Because of these extensive applications, molecular
imaging has been continuously improved during the last
decades. Shorter acquisition times [8], lower radiation
exposures [9] and higher image resolution [10] are just some
examples in which the developments of PET imaging sig-
nificantly improved. Besides these developments, preclinical
image data analysis and interpretation remains very
challenging.

The aim of this work was to develop an improved anal-
ysis tool which should allow a semi-automated analysis of
PET data. The tool was planned to be useable for preclinical
data analysis in vivo, independently from the PET radio-
tracer and the imaging modality.

2 Materials and Methods

2.1 Radiochemistry

2-[18F]Fluoro-2-deoxy-glucose (FDG) used in the present
study was produced in-house by a standard synthetic method
using the GE-PETtrace cyclotron and the GE-Fastlab®

synthesis unit (GE Medical Systems, Uppsala, Sweden) as
described previously [2, 11]. Before use, the FDG injection
solution in physiological saline was analyzed by HPLC and
TLC for radiochemical purity.

2.2 Animals and Animal Experiments

Data used for the primarily implementation of the tool are
based on the investigation of the glucose metabolism in a
subarachnoid hemorrhage (SAH) model in Sprague Dawley
rats in vivo using FDG-PET. The SAH model in rat has been
established in the department of neurology of the university
medical school Würzburg and has been used routinely for
preclinical research.

All animal experiments were carried out according to the
Guide for the Care and Use of Laboratory Animals

published by the US National Institutes of Health (NIH
Publication No. 85-23, revised 1996) and in compliance with
the German animal protection law. The experiments were
approved by the district government of Lower Franconia
(Regierung von Unterfranken AZ: 55.2-2531.01-40/12). For
the experiments, 14 male Sprague-Dawley rats (310–350 g)
were purchased from Harlan Winkelmann GmbH (Borchen,
Germany), and maintained in the animal facility of the
University of Würzburg, Department of Neurosurgery. The
rats were randomly assigned to one of the two experimental
groups: (1) Subarachnoid hemorrhage (SAH) induced by the
endovascular filament model as described previously [12,
13] (n = 7) and (2) sham operated controls (n = 7). The
animals were anesthetized and maintained with 2% iso-
flurane anesthesia in 100% oxygen during the whole
procedure.

2.3 PET Measurements

The FDG-PET scans were performed in rats at 3 h and on
days 1, 4 and 7 after induction of SAH or sham operated
animals. The food was removed 6 h before tracer injection,
water was available anytime. Animals were kept under a 2%
isoflurane anesthesia in 100% oxygen and warmed during
the tracer injection and PET scan continuously. 31,44 ± 3,
41 MBq FDG were injected via the tail vain. 40 min after
injection, animals were placed in prone position at the ani-
mal bed of the PET scanner and PET acquisition was started.
Emission scan duration was 20 min, splitted into two time
frames each 10 min. Subsequently, a transmission scan was
started immediately.

Data acquisition was performed on a Siemens Inveon
microPET scanner (Siemens Medical Solutions, Knoxville,
USA). The measured data sets were reconstructed with an
OSEM2D algorithm provided by the embedded software
package Inveon Acquisition Workplace (Version 1.5.0.28).
Spatial resolution of the images was about 0.16 cm *
0.16 cm, while the voxel size of the reconstructed image was
(0.776 mm * 0.776 mm * 0.796 mm) � 0.480 mm3.

2.4 Software Programs

For data analysis and visualization, the software programs
MATLAB (version 2016a, MathWorks, United States) and
Fiji [14, 15] were used. Registration algorithm for aligning
the images is based on the Medical Image Registration
Toolbox (MIRT) of Myronenko [16]. The MRI atlas of the
Sprague Dawley rat brain used for a better sub-classification
of the VOI was developed by Papp et al. [17–19].
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2.5 Standardized Uptake Value

Data analysis was evaluated on the basis of the standardized
uptake value (SUV). The standardized uptake value is a
semi-quantitative index for PET quantification in clinical
practice [20] and is defined as radiotracer concentration
[MBq/cm3 ≙ g] divided by the division of injected activity
[MBq] to body weight [g].

SUV ¼ radiotracer concentration
injectedactivity
bodyweight

ð1Þ

3 Results and Discussion

3.1 Creation of a Template and Data
Registration

After data import, each reconstructed data set was separated
in its individual time frames (40–60 min post-injection,
separated in 10 min time intervals). Additionally, in a first
pre-processing step, artefacts at border regions as well as
single annihilations were eliminated by the tool. Before data
analysis, the volume of interest (VOI) for each data set was
defined by threshold using Fiji [14, 15]. After defining the
VOI, the VOI were centered and the orientations of the
individual VOI were determined within the 3D space in
order to figure out the best orientated VOI. This process was
first performed for the different measurement days of a single
sham animal, then for the averaged, individual sham ani-
mals. The data set with the best oriented VOI was considered
as reference data set for the registration. Before registration,
all data sets were intensity-normalized on the data set with
the highest sum of intensities. This process is necessary for
eliminating the full body intensity differences caused by the
different amount of injected activity.

3.2 Template and Data Registration

Result of the registration process is an averaged data set
(template) based on 28 measurements of the healthy
Sprague Dawley rats (seven rats, four measurements each)
(Fig. 1a). The created template was used as reference data
set to align the individual sham and SAH data sets. Next,
all data sets (template, sham and SAH) were summed with
their gradient images, normalized and then, the sham and
SAH data sets were registered on the template. Based on
the knowledge that the radiotracer will be processed in a
similar way within one experimental group, the added
gradient images provide a better classification along the
border crossings. Since the original data sets were modified

for a better registration, only the shifting matrices of each
registration process were extracted and then applied on the
original data sets.

Next, in order to perform a more detailed data analysis,
the data sets should be co-registered with an MRI data atlas
of a Sprague Dawley rat brain (Fig. 1b, [17–19]),
sub-classifying the VOI of the PET data within specific
sub-regions. But before a co-registration could be carried
out, some preparations still had to be made.

First, the aligned data sets were roughly reduced on the
VOI while retaining the dimensions of the 3D space as a
multiple of the size of the MRI data set and then shifted into
the center of the downsized 3D space. Second, since the
MRI data atlas of the Sprague Dawley rat brain (Fig. 1b,
[17–19]) contained no harderian glands, these glands also
needed to be excluded within the PET data. Therefore, the
templates were imported into Fiji [14] and their harderian
glands, which have a strong FDG uptake but were out of
interest, were manually excluded (Fig. 1a). The edited
templates were then stored as binary masks for multiplying
the binary masks with all data sets (template, sham and
SAH), excluding unimportant information while keeping the
structures of interest (Fig. 1a). Third, since the MRI reso-
lution is much higher than the PET resolution (*1:4044),
the multiple slices of the MRI data set were averaged over
16 slices each in order to attain the same resolution and
dimensions of the PET data. The result of the co-registration
is visualized in Fig. 1c, d.

3.3 Statistical Analysis

The tool offers several possibilities to perform data analysis.
In order to find outliers, the SUVs for the whole brain, the
gray and white matter of the individual animals are box
plotted for all time frames. The lower and upper quartile
includes 50% of all data. Lower and upper whiskers are
defined at the 1.5 fold of the interquartile range. As an
example, Fig. 2 shows the SUVs of the sham and SAH
animals for the whole brain for all four measurements (3 h
and on days 1, 4 and 7 after induction of SAH or sham
operation).

An outlier is defined as an observation that is well outside
of the expected range of values in a study or experiment. In
this tool we defined outliners as data points outside the lower
and upper whiskers. Therefore, the following diagrams
should show whether an animal has several outliers within
the measurements. If so, this could be considered an
exclusion criterion from the study for that specific animal.
For easier allocation the SUVs are color-coded for each
animal. Furthermore, as additional information, the VOI
currently being investigated on outliers and its largest
regions are shown in 3D (template).
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In addition, QQ-plots give visually information whether the
SUVs of the sham and the SAH data are normal distributed.
The data can be regarded as normally distributed if the curves of
the individual measurements run best along the norm line
(Fig. 3, red line). Based on the registered MRI atlas, the
number of theQQ-plotsmay vary depending on the interest and
sub-classification of the atlas. Here, for the Sprague Dawley rat
brain, the 20 largest regions of the first time period (40–50 min
after injection) are plotted for normal distribution (Fig. 3).
Measurement days one to four correspond to the measurements
at 3 h, 1 day, 4 days and 7 days after induction of SAH or
sham operation. Beside the visual representations, two
numerical tests for normal distribution are computed, the
Anderson-Darling test and the Shapiro-Wilk test.

Similarity measurements such as correlation coefficient
(Pearson, Spearman), Joint Histogram, Joint Entropy and
Mutual Information are calculated as well.

Based on the number of animals, t-tests (R(Ani-
mals) � 30) or repeated-measures ANOVA are performed

in-between the SAH groups and the sham operated control
group for each measurement day and over the time course of
the measurement series for each pathology (Fig. 4). Addi-
tionally, since the amount of statistical results can become
very large, the statistical results of all time periods are
automatically checked for trends and significant effects. For
the statistical test in-between the experimental groups, the
trending or significant results are also visualized, respec-
tively to Fig. 1c, d.

Furthermore, the statistical results over the time course of
the measurement series are plotted, as seen in the example of
Fig. 4. Again, measurements one to four correspond to the
measurements at 3 h, 1 day, 4 days and 7 days after
induction of SAH or sham operation. For the significance of
the results, it is assumed, that there is an almost constant line
for the sham animals, while for the diseased animals it may
vary. However, for the data analysis between the sham and
the SAH experimental groups, no significant effects were
observed.

Fig. 1 a FDG Sprague Dawley rat brain template based on 28 different
data sets of seven healthy control animals. Harderian glands were
manually excluded after registration. b Anatomical MRI data atlas of a
Sprague Dawley rat brain [17–19]. c Co-registered image of the
functional FDG template and the anatomical MRI atlas data d 3D

visualization of the (co-registered) FDG template (purple) and the MRI
atlas (cyan) in Fiji [14, 15]. Graphics (a)–(c) were visualized with
VolumeViewer3D (Medical Image Reader and Viewer by Schaeffer-
koetter, version 3.3), d with ImageJ 3D Viewer [21] (Color figure
online)
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Fig. 2 Boxplots for identifying outliers: The boxplots include
color-coded SUVs for sham and SAH animals (here: with the whole
brain as VOI). Animals, showing several SUVs lying outside the
boxplots for multiple measurements (3 h, 1d, 4d and 7d after injection)

can be considered for exclusion. In order to avoid errors in the
assignment, the VOI to be examined and its largest structures are
additionally displayed in 3D (template) (Color figure online)

Fig. 3 Visual test for normal distribution by QQ-plot: In this example,
the curves of the 20 largest regions of the Sprague Dawley rat brain are
presented for all measurement days (0, 1, 4 and 7), for the time interval

of 40–50 min after injection. The curves are then normally distributed,
when they correspond to the norm line (red) in the best possible way
(Color figure online)
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4 Conclusion

In conclusion, data of the present analysis show that the pre-
sented tool could be a suitable alternative for analyzing PET
data, independently from the PET tracer and the VOI itself. It
offers the possibility to create a new PET template based on
the ownmeasured data and therefore allows a better alignment
of the acquired data than registering on a given template. Even
though, the added MRI atlas does not originate from the
measured animals, it still gives a considerable gain of infor-
mation compared to PET data alone allowing a detailed
sub-classification. Nevertheless, it still should be seen critical
in very small regions as well as in peripheral regions.

Data used for implementation offered the advantage, that
FDG has a good homogeneous uptake in the brain. Even
though the number of animals is sufficient for the imple-
mentation of the tool, for statistical analysis, the number of
animals should be further increased in further studies.

Unfortunately, the SAH lesions were too small for an
accurate delineation by FDG-PET. In the upcoming steps,
the proposed tool needs to be tested using data showing no
homogeneous uptake, e.g. when using specific radiotracer or
for disease patterns such as metastases or lesions to confirm

its potential as image analysis tool in PET imaging in neu-
rological diseases.
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Radio-Guided Surgery with b− Radiation:
Tests on Ex-Vivo Specimens

C. Mancini-Terracciano, V. Bocci, M. Colandrea, F. Collamati,
M. Cremonesi, R. Faccini, M. E. Ferrari, P. Ferroli, F. Ghielmetti,
C. M. Grana, M. Marafini, S. Morganti, S. Papi, M. Patané, G. Pedroli,
B. Pollo, A. Russomando, M. Schiariti, G. Traini, and E. Solfaroli
Camillocci

Abstract
Radio-Guided Surgery (RGS) is a surgical technique
aimed at assisting the surgeon to reach as complete a
resection of the tumoural lesion as possible. Established
methods to date make use of c-emitting tracers to
radio-mark the neoplastic tissue. However, in case of
uptake from healthy organs around the lesion the large
penetration of photons yields a non-negligible back-
ground that can limit the RGS application. The adoption
of b� radiation has been proposed to overcome this limit.
To validate the entire RGS procedure, from the evaluation
of the tracer uptake of the tumor, to the assumptions on
the bio-distribution and the signal detection, tests on
ex vivo specimens of meningioma brain tumour were
performed. Meningioma was selected due to the well
known high receptivity to a b� emitting radio-tracer
already in use in the clinical practice: 90Y-labelled

DOTATOC. Patients were enrolled according to the
tumour Standard Uptake Value (SUV [ 2) and the
expected Tumour to Non-tumour Ratio (TNR [ 10)
estimated from 68Ga-DOTATOC PET images. After
injecting the patients with 93–167 MBq of
90Y � DOTATOC, 26 samples excised during surgery
were examined with a dedicated b� detecting probe to
assess the sensitivity of millimetre-sized tumour remnants
in case of administration of low activity value compatible
with those injected for diagnostic exams. Even injecting
as low as 1.4 MBq/kg of radio-tracer, tumour remnants
greater than 0.06 ml would be discriminated by the
healthy tissue in few seconds.

Keywords
Radioguided surgery � Meningioma brain tumor
b− radiation � Intraoperative imaging

1 Introduction

Radio-guided surgery (RGS) is a surgical technique that
enables the surgeon to evaluate, in real time, the complete-
ness of the tumour lesion resection [1]. It could also help to
minimise the amount of healthy tissue removed, in all the
cases where such attention could be of utmost importance for
the impact on the patient. It represents a significant surgical
adjunct to intra-operative detection of millimetre-sized
tumour residues, providing the surgeon with vital and
real-time information regarding the location and the extent
of the lesion, as well as assessing surgical resection margins.
RGS is crucial for those tumours where surgical resection is
the only possible therapy, since it reduces the probability of
tumour recurrence. It is based on the availability of a
radiopharmaceutical with an uptake larger on the lesion than
on the healthy tissue, such a quantity is called Tumour to
Non-tumour Ratio (TNR). The radiopharmaceutical is
administered to the patient prior to the surgery.
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Traditional RGS approaches use a c (photons) emitting
tracers with a detection probe optimised to detect them [2,
3]. Since c radiation can traverse large amounts of tissue, any
uptake of the tracer in the nearby healthy tissues represents a
non-negligible background, often preventing the practical
usage of this technique.

To mitigate this effect it was suggested in literature the
use of bþ decaying tracers [4]. The emitted positrons in fact
have a limited penetration and their detection is local.
Nonetheless, positrons annihilate with electrons in the body
and produce cs with an energy of 511 keV: the background
persists and actually increases in energy. The improvement
with respect to the use of pure emitters is that a dual system
can be devised where the background can be measured
separately and subtracted from the observed signal. This
approach has been studied in preclinical tests [5] but it is not
yet in use in the clinical practice. The largest limitations
range from the time needed to identify a residual, the
dimensions of the probes and the dose absorbed by the
medical personnel. A better solution to the current limits of
RGS would be to eliminate the background from radiation.

A better solution to the current limits of RGS would be to
eliminate the background from c radiation using pure b� (i.e.
electrons) emission [6].

Indeed, electrons with an energy of few MeV have a
penetration in water and human tissues of the order of mil-
limetres and the c contamination can be neglected, as the
Bremsstrahlung contribution has an emission probability
above 100 keV of 0.1%. In addition, we measured the sen-
sitivity of our probe to Bremsstrahlung photons to be lower
than 1% [7].

Using b� radiation allows the development of a probe
more compact than the one used in traditional RGS. More-
over, detecting electrons and operating with low radiation
background provides a clearer delineation of the margins of
lesioned tissues. For all these reasons, this novel approach
requires a smaller injected activity to detect tumor residuals
with respect to the one using c radiation. This reduces also
the medical personnel radiation exposure at a level which
can be considered negligible [6].

We performed several studies with both Monte Carlo sim-
ulations (MC) [7] and laboratory tests on phantoms [8] to
predict the applicability of this technique.We started with brain
tumours, namely meningioma and glioma [9], and abdominal
neuro-endocrine tumors [10] that are known to express recep-
tors to 90Y-labeled [1,4,7,10-tetraazacyclododecane-N,N
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,N

00
,

N
000
-tetraacetic acid0-D-Phe1,Tyr3]octreotide (DOTATOC), a

radio-pharmaceutical already in clinical use for therapy.
90Y-DOTATOC is a suitable radio-tracer for b� RGS since
90Y is a pure b� emitting radionuclide. The feasibility studies
showed that for those tumours the receptivity to the tracer and
the TNRs were high enough to detect 0.1 ml lesioned

residuals with a dedicated detecting probewithin few seconds.
These studies used the PET images with 68Ga-labeled
DOTATOC assuming that the bio-distribution of the tracer
did not change when labeled with 90Y. The patient
68Ga-DOTATOC activity distribution was used to sample the
distribution probability of 90Y in a MC simulation program
(FLUKA [11]) to estimate the counting rate on the probe.

To strengthen the feasibility studies and test the entire
RGS procedure, from the evaluation of the tracer uptake of
the tumour to the assumptions on the bio-distribution and the
signal detection, tests on ex vivo specimens of meningioma
brain tumour were performed. A description of the test on a
first patient as a proof-of-principle was published in Ref.
[12]. In this article, the results of tests on further three patients
are reported. The patients were injected with 90Y-labeled
DOTATOC prior to surgery and a prototype of the intraop-
erative detecting probe was exposed to the radiation of the
excised samples. Decreasing activity values (93–167 MBq)
were administered in order to evaluate the minimum detect-
able activity in meningioma. Moreover, tumor samples of
different sizes were measured with the probe to estimate the
device sensitivity to small meningioma residuals (*0.1 ml).

2 Methods

2.1 Patient Treatment Protocol

Three patients with radiological diagnosis of meningioma
were selected for the present study. They gave written
informed consent to participate in the clinical trial
(EUDRACT 2013-004033-32) approved by IEO Ethic
Committee (institutional review board).

To assess the in vivo presence of somatostatin receptors,
a PET scan with 68Ga-DOTATOC was performed about two
weeks prior to the surgical intervention to ensure a sufficient
uptake to test the technique. As in the preliminary studies,
the biodistribution was assumed to be dependent on the drug
delivery mechanism and not affected by the labelling
radionuclide. The patients were enrolled if the PET scans,
performed one hour after the injection of 4 MBq/kg,
revealed that the bulk tumor had an average SUV > 2 and a
TNR > 10. These threshold values were estimated in a
previous study [9].

Twenty-four hours before surgical intervention, the
patients were injected with 90Y-DOTATOC. The treatment
protocol was the same as for the patient of the
proof-of-principle test [12], except for the injected activity.
Indeed, the first patient was injected with 300 MBq
(4.7 MBq/kg) while for these tests the activity was lowered
case by case according to the individual radiotracer uptake
(SUV, TNR) and the patient weight (167, 111 and 93 MBq
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resulting in 1.6 MBq/kg for the first one and 1.4 MBq/kg for
the others), aiming at evaluating the minimum value that
makes a 0.1 ml tumour volume detectable.

Before surgery the probe was placed in proximity to the
skin of the patient in several spots to estimate the level of
background. After surgery, that was performed following the
clinical routine, the extracted tumor and the attached dura
were sectioned in samples.

The specimens were placed in calibrated boxes designed
and built to host them and estimate their volumes (see the
next section). Then, the counting rate of each sample was
measured with the intraoperative probe prototype to detect
the activity in them.

Finally, the specimens underwent histology to evaluate
their actual tumoral nature.

2.2 Samples Characterization

The volume of each sample was measured estimating height
(h) and area (As) using boxes built on purpose: a set of
rectangular calibrated vessels with height of 1, 2, 3 and
4 mm and a reference grid with a millimetre step placed on
the floor of each box.

Each sample was placed in the vessel that best fitted its
thickness to measure h. Using this vessel, during the mea-
surement the probe was nearly in contact with the sample
without applying pressure on it and avoiding shape distortion.

The area was computed acquiring photos of the speci-
mens with the grid behind and redrawing its shape off line.
The specimen profile was drawn on each picture as shown in
Fig. 1 (the yellow contour line) and its area was measured
converting the area in pixel to millimetre using the reference
grid. The figure also shows the area covered by the probe tip
(the blue circle): we had to consider the percentage of the
sample covered by the probe, given the short penetration of
the electrons.

Assuming an uniform distribution for h and As in a range
of 0.5 mm, and an uncertainty of 5% for both, h and As, then
the volume uncertainty is: rh ¼ 0:5=

ffiffiffiffiffi

12
p ¼ 0:14 mm.

2.3 The Detection System

The b� detection system used in this test was a prototype of
the intraoperative probe developed for RGS of brain tumor
(see Fig. 2) [13].

The radiation sensitive element was a plastic scintillator
made of mono-crystalline para-terphenyl doped to 0.1% in
mass with diphenylbutadiene. The high light yield of this
material (larger than typical organic scintillators), its
non-hygroscopic property, and the low density resulting in

low sensitivity to photons [14] make the para-terphenyl an
optimal candidate to detect the b� decays.

The scintillator tip was 5 mm in diameter and 3 mm in
height and was enclosed by a black ABS (Acrilonitrile
Butadiene Stirene) ring with external diameter of 12 mm.
A 15 lm-thick aluminum front-end sheet covered the detector
window ensuring the light sealing. The scintillator light was
read by a silicon photomultiplier (SiPM from SensL). This
assembly was encapsulated in an easy-to-handle aluminum
cylindrical body (diameter 12 mm and length 14 cm).

A portable electronics based on Arduino Due, with
wireless connection to PC or tablet was used for the read out
[15]. The electronic noise measured with this probe proto-
type and its electronics is less than 0.5 counts/s.

3 Results and Discussion

The Tables 1, 2 and 3 summary the results obtained
measuring the specimens excised from the three patients.
In them the geometrical properties of each sample

Fig. 1 Example of the method used to estimate the specimens’ area.
The overlaid contour is used to estimate the sample size as explained in
the text; the blue circle (d ¼ 6 mm) shows the projection of the active
area of the probe (Color figure online)
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(surface and volume), the counting rate measured with
the probe and the report from the histological analysis
are listed. To test the probe sensitivity on small menin-
gioma residuals, the specimens were cut in sub-samples
and measured with the probe. The number subscript to
the sample name keeps track of the specimen split from
the same sample.

These tests showed that meningioma specimens [ 0:06
ml are detected with a counting rate of at least 10 cps. These
values have to be compared with the expected value of about
1 cps for the healthy brain (see Ref. [12]). Therefore for a
tumour specimen, a volume of 0.06 ml is enough to yield a
signal that could be clearly discriminated from the healthy
tissue administering to the patient at least 1.4 MBq/kg in a
few seconds, as the first one produces roughly 10 times the
counts than the second one. The procedure we applied did
not allows to discriminate if the dura mater was infiltrated,
however it was not in the purposes of this work.

Fig. 2 The b� probe prototype

Table 1 Patient 1. Label of the sample, surface (As) and volume (V),
counting rate acquired and category of the sample according to the
histological analysis

Name As [mm2] V [ml] Counts
[cps]

Medical report

1-A 47 � 2 0.047 � 0.007 1.80 � 0.05 Dura mater

1-B 19 � 1 0.038 � 0.003 2.66 � 0.16 Dura mater

1-C 101 � 5 0.404 � 0.025 50.1 � 1.1 Meningioma

1-E 1 65 � 3 0.259 � 0.016 44.6 � 1.5 Tumour
margin

1-E 2 44 � 2 0.176 � 0.011 43.7 � 0.7 Tumour
margin

1-E 3 16 � 1 0.064 � 0.004 13.7 � 0.5 Tumour
margin

1-F 1 26 � 1 0.102 � 0.006 15.0 � 0.3 Meningioma

1-F 2 43 � 2 0.171 � 0.011 20.2 � 0.3 Meningioma

1-F 3 23 � 1 0.092 � 0.006 45.9 � 1.5 Meningioma

Table 2 Patient 2. Label of the sample, surface (As) and volume (V),
acquired counting rate and category of the sample according to the
histological analysis

Name As

[mm2]
V [ml] Counts

[cps]
Medical report

2-A 60 � 1 0.060 �
0.009

1.3 � 0.1 Dura mater

2-B 1 108 � 2 0.22 � 0.02 3.4 � 0.2 Dura mater
infiltrated

2-B 2 115 � 2 0.23 � 0.02 4.6 � 0.3 Dura mater
infiltrated

2-D 56 � 1 0.056 �
0.008

13.4 � 0.5 Meningioma

2-E 31 � 1 0.031 �
0.005

10.4 � 0.3 Meningioma
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Table 3 Patient 3. Label of the sample, surface (As) and volume (V),
acquired counting rate and category of the sample according to the
histological analysis

Name As

[mm2]
V [ml] Counts

[cps]
Medical report

3-A 73 � 2 0.146 �
0.013

1.3 � 0.2 Dura mater

3-B 144 � 4 0.576 �
0.035

4.6 � 0.2 Dura mater
infiltrated

3-D 1 147 � 4 0.588 �
0.036

68.9 � 2.1 Tumour margin

3-D 2 67 � 4 0.268 �
0.017

42.5 � 0.6 Tumour margin

3-D 3 44 � 4 0.177 �
0.011

35.6 � 0.2 Tumour margin

3-D 4 23 � 4 0.092 �
0.006

22.3 � 0.6 Tumour margin

3-D 5 13 � 3 0.039 �
0.003

8.9 � 0.4 Tumour margin

3-E 1 45 � 3 0.136 �
0.009

10.8 � 0.4 Meningioma

3-E 2 18 � 3 0.055 �
0.004

4.0 � 0.3 Meningioma

3-F 1 19 � 4 0.075 �
0.005

10.6 � 0.3 Tumour margin

3-F 2 17 � 4 0.070 �
0.004

13.3 � 0.4 Tumour margin

3-F 3 11 � 3 0.034 �
0.002

4.1 � 0.1 Tumour margin

Radio-Guided Surgery with b− Radiation … 697



Investigation of Time-Activity Curve
Behavior in Dynamic [11C]-(R)-PK11195 PET
in Cortical Brain Regions: Preliminary Results

Giordana Salvi de Souza and Ana Maria Marques da Silva

Abstract
Dynamic Positron Emission Tomography (PET) allows
quantification of underlying physiological processes in a
tissue or organ of interest by modeling the radioactivity
concentration measured in time (time-activity curve, i.e.
TAC). Although the [11C]-(R)-PK11195 PET radiotracer
binds to activated microglia and therefore images neu-
roinflammation, its quantification is still challenging. The
aim of this study was to investigate a novel method for
analyzing [11C]-(R)-PK11195 TAC behavior from
dynamic PET. Seven healthy subjects underwent dynamic
60 min [11C]-(R)-PK11195 PET scans, and TACs were
generated for 30 brain cortical regions using the
AAL-Merged atlas. The proposed method supposes
healthy subjects have similar TACs, which allows the
construction of a “healthy template”. Then, TACs of
patients can be compared to the healthy template to
determine the likelihood that their behavior is abnormal.
To evaluate the differences between a healthy region and
an inflamed region, a cut-off value for abnormality was
created. The method was then tested on a multiple
sclerosis (MS) patient. The proposed method was able to
identify a number of brain cortical regions with distinct
behavior in one MS patient as compared to the healthy
template. Further studies are required to evaluate the
applicability of the proposed method with additional MS
patients, and with data acquired in different scanners and
reconstructed with other algorithms.

Keywords
Dynamic images � PET � [11C]-(R)-PK11195

1 Introduction

Neurodegeneration mediated by an inflammatory response
involves the activation of macrophages resident in brain,
called microglia, and the release of neurotoxic and
pro-inflammatory factors, including cytokines, free radicals,
nitric oxide and eicosanoids that can damage neurons and
glial cells. Microglia are constantly sweeping brain tissue to
detect any signs of damage and infections, and when these
last occur, microglia launches a defensive response generally
known as microglial activation [1]. The microglial activation
increases the expression of the translocator protein 18 kDa
(TSPO), which can be considered as a sensitive biomarker of
microglial activation and therefore of inflammation. In
contrast, in the central nervous system (CNS) of a healthy
adult, microglia appear as small branched monocytic cells
with little apparent activity [2].

With the use of Positron Emission Tomography (PET), it
is possible to image the expression of TSPO with the aid of
the radiotracer [11C]-(R)-PK11195. This radiotracer is used
to study several conditions, including Alzheimer’s disease
[3], multiple sclerosis [4–6], normal aging, dementia [7] and
depression [8]. One of the advantages of PET is that it allows
for the quantification of underlying physiological processes.
For that purpose, dynamic images are acquired, time-activity
curves (TAC) are generated and analyzed through pharma-
cokinetic modeling.

Although [11C]-(R)-PK11195 PET enables visualization
of neuroinflammation or of microglial activation in brain
diseases. However, dynamic imaging quantification is still
challenging, due to the high expression of TSPO in
peripheral organs where the radiotracers are bound specifi-
cally, the large contribution of non-specific binding in the
brain and the absence of a brain reference region devoid of
specific binding [9].

The aim of this study was to propose a new method for
analyzing TAC behavior from dynamic [11C]-(R)-PK11195
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PET in a simple straightforward way, without the need of a
plasma input function or a reference region.

2 Methodology

To investigate the dynamic behavior of [11C]-(R)-PK11195
in neuroinflammation, PET images we analyzed from vol-
unteer subjects and multiple sclerosis patients scanned at the
Brain Institute of Rio Grande do Sul (InsCer). The Ethical
Committee (CAAE 23949813.7.0000.5336, opinion
1.094.228) approved the study.

Dynamic PET acquisitions (60 min) were performed on a
Discovery 600 (GE Healthcare). The data was acquired in
list mode and then rebinned into 23 time frames: 1 � 15 s,
3 � 5 s, 3 � 10 s, 2 � 30 s, 3 � 60 s, 4 � 150 s,
5 � 300 s and 2 � 600 s. The temporal rebinned in the
second frame was chosen to sample in detail the uptake in
this moment.

The study group comprised seven (7) healthy subjects
(mean age 29 years, age range 21–36 years; 4 men, 3
women), injected with (372 ± 73) MBq [11C]-(R)-PK11195
activity. The method was validated with one multiple scle-
rosis (MS) patient with high score (5) in Kurtzke Expanded
Disability Status Scale (EDSS), age of 41 years and injected
activity was 362 MBq.

All images were analyzed using PMOD (3.5, PMOD
Technologies, Zurich, Switzerland). Statistical analysis was
performed using SPSS software (SPSS Statistics, version 17;
IBM).

2.1 Method Rationale

The method proposed in this study assumes the overall
behavior of TACs differ between healthy and affected
regions. Therefore, the goal was to construct a regional TAC
template representing the behavior seen in healthy subjects.
However, TACs are dependent on injected activity, and
therefore require normalization before inter-subject
comparisons.

The first step of the model was to transform the TACs
into normalized SUV-based TACs. For that purpose, each
subject’s regional TAC values were normalized by injected
dose and weight. In addition, for each subject, the area under
the TAC curve (AUC) for each brain region was calculated,
and a global brain AUC from the healthy population. At a
second step, mean healthy TACs were constructed for each
region by averaging the normalized TACs across healthy
subjects. Then, each individual regional TAC was compared
to the healthy template by Spearman correlation to under-
stand the variability between healthy subjects in their TAC

behavior. Finally, a cut-off for abnormality was determined
using Spearman correlation values bellow two standard
deviations between the normalized TAC and the healthy
template.

2.2 Method Validation

SUV (Standard Uptake Value) values were extracted from
each cortical brain region TAC, using the AAL-Merged atlas
(3.5, PMOD Technologies, Zurich, Switzerland).

For each healthy subject (i), the AUC was calculated for
each brain region (k), composed by r regions, in the time
interval (j), as shown in Eq. 1.

AUCi ¼
Xr

k¼1

X1
j¼0

tjþ 1 � tj
� � SUV tjþ 1

� �þ SUV tj
� �

2

� �

ð1Þ
The AUC mean of m healthy subjects was calculated, and

then, for each subject, each region (k) was normalized by
value of its own AUC and the AUC mean of the healthy
group. The healthy template hTACk is calculated by the
mean of normalized TACs (nTACik) for each brain region,
for a healthy population of m individuals.

A cut-off for abnormality was determined using the mean
and standard deviation (SD) of the Spearman correlations
(R) between the healthy template hTACk and nTACik by
region. The cut-off value (vk) for each brain region (k) was
defined as shown in Eq. 2.

vk ¼ Rcontrols � 2 � SD ð2Þ
Correlation values below the cut-off value (vk) would

indicate a significant difference in brain uptake in this region,
relative to the same brain region in the healthy TAC. To
validate the method, TAC of one MS patient with high score
in Kurtzke EDSS was compared with the healthy template
hTACk.

3 Results

3.1 Healthy Time-Activity Curve

The Shapiro-Wilk test showed that AUC values of the
healthy group obeyed a normal distribution, within a sig-
nificance level of 5%. Figure 1 shows the healthy
time-activity curve, hTACk, by brain region, obtained from
normalized TACs.

Figure 2 (left) shows whole brain TACs for each healthy
subject and the whole brain hTAC (black line) and the effect
of the data normalization (right).
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3.2 Cut-off Values and MS Patient Data

The method was tested on a MS patient with high score
(5) in Kurtzke EDSS. We identified lower correlation values,
bellow the cut-off, in the following brain regions: cerebellar
vermis, rolandic operculum, supplementary superior area,
paracentral lobule, insula, cingulate gyrus, hippocampus and
parahypocampal gyrus, amygdala, fusiform gyrus, helsch
gyrus, temporal lobule, calcarine fissure and surrounding
cortex, cuneus, lingual gyrus, lateral remainder of occipital
lobe, supramarginal gyrus, precuneus, putamen, cerebellum
and cerebellum crus. Precentral, olfactory gyrus, frontal
gyrus, gyrus rectus, postcentral gyrus, angular gyrus, parietal

lobe, caudate nucleus, pallidum, thalamus showed high
correlation with the healthy population-based TAC.

Table 1 shows the correlation mean and SD values
between hTACk and nTACik, the cut-off value (vk) for
exemplary brain regions and the correlation values between
hTACk and the MS patient TAC.

4 Discussion

This study investigated the kinetic behavior of [11C]-(R)-
PK11195 PET scans in 30 brain regions in healthy subjects.
Cut-off values for each brain region were created, from the

Fig. 1 Healthy TAC, hTACk, by brain region

Fig. 2 Left. Whole brain TACS for each healthy subject and hTACk. Right. Normalized whole brain TACs and hTACk
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mean and SD of Spearman correlation between hTACk and
nTACik. Some brain regions show higher variability (angular
and olfactory gyrus), even within healthy subjects, resulting
in a small cut-off, does not discriminating healthy or
abnormal regions.

Although the method was tested with only one MS patient,
correlation values bellow the cut-off, were identified in several
cortical brain regions. This preliminary result should be val-
idated with more MS patient data, evaluating the correlation
between affected brain regions and clinical symptoms.

Although AUC has been used to analyze dynamic PET
scans [10, 11], none use a healthy template. Kreisl et al.
(2010) used AUC to differentiate [11C]-(R)-PK11195 and
[11C]PBR28 uptake in different organs [10]. Shiiba et al.
(2014) studied the efficiency of AUC in dynamic imaging
with 123I-MIBG to distinguish Lewy body disease and
Parkinson’s syndrome, achieving 93% sensitivity and 100%
specificity [11].

Further studies are required to investigate the effect on
healthy TAC for images acquired in different scanners and
using other reconstruction algorithms.

5 Conclusions

The proposed method is able to identify brain cortical
regions with a distinct behavior as compared to a healthy
template, indicating higher chances of it being affected by
neuroinflammation in [11C]-(R)-PK11195 PET scans using a
healthy population-based TAC. The method was tested
preliminarily with a MS patient and cortical regions affected
by neuroinflamation were found.
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Table 1 Mean and SD of Spearman correlation, cut-off values vk of
some brain regions, and the Spearman Correlation of one MS patient

Brain region Rcontrol SD Rcontrol
� �

vk MS

Cerebellar vermis 0,971 0,034 0,902 0,543

Precentral gyrus 0,862 0,099 0,664 0,854

Olfactory gyrus 0,776 0,499 −0,221 0,636

Frontal gyrus 0,878 0,138 0,602 0,912

Hippocamp/
Parahippocam gyrus

0,978 0,030 0,918 0,636

Amygdala 0,928 0,087 0,755 0,532

Fusiform gyrus 0,933 0,101 0,730 0,593

Heschl gyrus 0,990 0,009 0,973 0,602

Lingual gyrus 0,966 0,036 0,895 0,849

Lateral remaind occipital
lobe

0,906 0,130 0,647 0,14

Postcentral gyrus 0,857 0,105 0,647 0,789

Supramarginal gyrus 0,946 0,044 0,858 0,75

Angular gyrus 0,729 0,331 0,068 0,78

Caudate nucleus 0,892 0,138 0,617 0,679

Putamen 0,891 0,126 0,640 0,636

Thalamus 0,927 0,080 0,767 0,856

Cerebellum 0,964 0,046 0,871 0,296
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Image Quality Performance of a Dedicated
Cardiac Discovery NM 530c SPECT: Impact
of Time Acquisition and Reconstruction
Parameters

Mariana Saibt Favero and Ana Maria Marques da Silva

Abstract
The aim of this study is to evaluate the impact of
acquisition time and reconstruction parameters in image
quality in a dedicated cardiac Discovery NM 530c
CZT SPECT scanner. Anthropomorphic torso phantom
with a cardiac insert and a cold lesion starting with
84 kBq/ml, 62 kBq/ml and 3 kBq/ml in myocardium,
liver and background, respectively, simulated high-dose
stress 99mTc acquisition. During two half-lives, images
were acquired hourly to simulate lower doses, using both
3 and 5 min time acquisition. Reconstruction parameters
were used separately per type of acquisition (low-dose
and high-dose), according to manufacturer recommenda-
tion. Image quality and cold lesion visibility were
evaluated using normalized standard deviation (NSD),
ventricle-wall cavity contrast (VCC), contrast-to-noise
ratio (CNR), and lesion effective contrast (EC). Variations
in acquisition time did not affect quality parameters and
lesion visibility for the appropriate reconstruction param-
eters, mainly in higher activities. However, image quality
indicators are highly sensitive to the reconstruction
parameters, producing significant differences (p < 0.05)
in NSD, VCC, CNR and EC. Concluding, the recon-
struction parameters need to be chosen carefully, consid-
ering patient´s characteristics and administered activity, in
order to produce the best relation image quality/lesion
visibility and dose.

Keywords
SPECT � Cardiology � CZT � Image quality
Discovery NM 530c

1 Introduction

Instrumentation in nuclear cardiology field has evolved
significantly in recent years. Concerns about radiation dose
and acquisition time have driven the evolution of dedicated
SPECT scanners for cardiology [1]. Designs with new col-
limators, such as multi-pinhole or focused collimators
arranged in optimized geometries for cardiac exams, were
implemented to increase the gamma photon detection
sensitivity.

Some of the new SPECT cameras use solid state detectors
and photodiode arrays, instead of scintillation crystals and
photomultipliers, making it possible to reduce camera
dimensions and reduce up to 7 times acquisition time, with
similar reduction in radiation exposure [2]. SPECT cameras
with cadmium-zinc-telluride (CZT) detectors have several
advantages compared to conventional Anger SPECT cam-
eras. While guides recommend a 20–30 min acquisition time
for Anger SPECT systems, cardiac SPECT camera with
CZT detectors can acquire images in 3–6 min [3].

Discovery NM 530c, a GE Healthcare ultra-fast cardiac
SPECT camera, features CZT detectors and a multi-pinhole
system [4]. D-SPECT, produced by Spectrum Dynamics,
utilizes the same CZT detectors, with dynamic parallel-hole
collimators, which focuses on the myocardium [5]. They
were created to meet the demands of nuclear cardiology,
possessing high sensitivity, as well as improvement in spa-
tial, temporal and energetic resolutions, allowing the acqui-
sition time reduction.

Previous studies [6–9] have shown that myocardial per-
fusion exams in patients with CZT SPECT, has a significant
dose reduction and reduced acquisition time with image
quality comparable to conventional Anger SPECT scanner.

Imbert et al. (2012) compared Discovery NM 530c and
D-SPECT CZT cameras with Anger cameras, and reported
better physical performance of CZT cameras [10]. However,
both CZT cameras are inherently different, with better spatial
resolution and contrast-to-noise ratio in Discovery NM 530c,
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whereas detection sensitivity is higher in D-SPECT. Dartora
et al. (2015) showed better cold lesion detectability of
images acquired in a cardiac phantom in the Discovery NM
530c when compared to the conventional Anger camera
[11].

However, studies found pitfalls and artifacts in obese
patients [12], and the influence of small changes in patient
positioning on the images acquired in a CZT GE Discovery
NM 530c [13]. In the literature, there are no studies showing
the impacts generated by acquisition parameters modifica-
tions, such as acquisition time and image processing
parameters in the visibility of cardiac lesions.

The objective of this work is to evaluate the impact of
changes in acquisition time and reconstruction parameters in
image quality and cold lesions visibility in a multi-pinhole
GE Discovery NM 530c scanner.

2 Materials and Methods

A commercially anthropomorphic torso phantom with car-
diac insertion (Data Spectrum Corporation, Hillsborough,
NC, USA) was used in this study. The phantom compart-
ments were initially filled with 99mTc solutions at different
concentrations: 83.8 kBq/ml for the left ventricle wall (car-
diac insert), 46.2 kBq/ml for the liver, and 2.8 kBq/ml for
the thorax and left ventricle cavity, approximately in the
ratio 30:15:1. A solid cold lesion was positioned in the
infero-basal region. Phantom was placed at Discovery NM
530c (GE Healthcare) scanner field of view center. Prior to
this study all quality control tests recommended by manu-
facturer were performed.

Acquisitions were carried out over 12 h (two half-lives),
and images were acquired hourly, with acquisition times of
3.0 and 5.0 min.

The manufacturer offers only two reconstruction options:
High dose (HD) for stress studies or Low Dose (LD) for rest
studies. The dedicated reconstruction algorithm is based on a
3-D iterative Bayesian reconstruction combining accurate
scanner modelling. Reconstruction algorithm parameters are
optimized separately per type of acquisition (LD, HD), based
on the optimal trade-off between reconstructed uniformity of

healthy myocardium and contrast of lesions, using phantom
studies [14].

Four quality indicators were calculated. Normalized
standard deviation, NSD [14] and contrast between the
ventricle wall and the cavity, VCC [15] were evaluated in
the phantom region without myocardial lesion. Phantom
region with the insertion of the inferobasal cold lesion were
evaluated by contrast-noise ratio, CNR and the effective
contrast in the lesion, EC [14].

Mean and standard deviation (SD) of quality indicators
were performed in three subsequent slices. Differences
between different acquisition times and reconstruction
parameters were evaluated using ANOVA single factor
analysis, with p < 0.05. All statistical analyses were per-
formed with the software OriginPro® 2017 (OriginLab
Corporation, Northampton, MA, USA).

3 Results and Discussion

Table 1 shows representative results of NSD, VCC, CNR
and EC when the acquisition time is 3 and 5 min, for the
same reconstruction parameters.

Acquisition time variation of 3 and 5 min does not pre-
sent significant difference in image quality NSD, VCC and
CNR, for a higher activity concentration values. However,
for lower activities, acquisition time affect NSD (p = 0.06)
and EC (p = 0.20), producing a 20% decrease in effective
contrast [15].

Table 2 summarizes the results of NSD, VCC, CNR and
EC for a fixed acquisition time of 3 min. Images were
reconstructed with the manufacturer’s indicated reconstruc-
tion parameters, using HD (>48 kBq/ml) and LD for lower
activities. Mean and SD of the quality indicators were cal-
culated in three subsequent slices.

Figure 1 shows the results for a acquisition time of 3 min
using box-plot graphs. HD reconstruction indicates grouped
data with myocardium > 48 kBq/ml and LD for lower.
Normality for quality indicators using Shapiro-Wilk test was
rejected.

When reconstruction parameters are chosen according to
the manufacturer’s indications (HD for myocardial

Table 1 NSD, VCC, CNR and EC for representative activities in the myocardium, for 3 and 5 min acquisition time and same reconstruction
parameters

Myocardium activity (kBq/ml) Acq time (min) Recon param NSD (%) VCC CNR EC

51.0 3 LD 29.4 ± 0.3 83.3 ± 0.2 4.51 ± 0.01 55.2 ± 0.1

51.0 5 LD 30.5 ± 0.3 87.4 ± 0.3 4.62 ± 0.02 56.1 ± 0.1

28.0 3 LD 31.2 ± 0.1 85.8 ± 0.2 4.86 ± 0.04 46.4 ± 0.2

28.0 5 LD 31.4 ± 0.1 85.8 ± 0.2 4.90 ± 0.01 55.6 ± 0.3
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Table 2 NSD, VCC, CNR and EC means and standard deviations, for different concentrations of activities in the myocardium, for a fixed 3 min
acquisition time, and reconstruction parameters indicated by manufacturer. Data are expressed as mean ± SD

Myocardium activity (kBq/ml) Acq time (min) Recon param NSD (%) VCC CNR EC

83.8 3 HD 18.3 ± 0.1 73.3 ± 0.1 3.98 ± 0.01 56.3 ± 0.1

72.7 3 HD 21.9 ± 0.3 77.3 ± 0.2 4.02 ± 0.01 56.2 ± 0.1

64.5 3 HD 15.5 ± 0.1 87.3 ± 0.1 4.52 ± 0.02 55.3 ± 0.3

56.1 3 HD 18.3 ± 0,1 89.2 ± 0.2 4.53 ± 0.02 55.4 ± 0.2

51.0 3 HD 31.9 ± 0.1 88.2 ± 0.3 4.54 ± 0.02 55.2 ± 0.1

46.2 3 LD 21.9 ± 0.1 93.5 ± 0.4 4.49 ± 0.06 50.2 ± 0.1

40.8 3 LD 23.3 ± 0.2 90.4 ± 0.4 4.46 ± 0.01 40.5 ± 0.2

35.2 3 LD 23.5 ± 0.2 90.2 ± 0.3 4.44 ± 0.01 40.4 ± 0.3

31.9 3 LD 24.5 ± 0.1 90.2 ± 0.3 4.86 ± 0.02 40.3 ± 0.1

28.0 3 LD 22.1 ± 0.2 90.0 ± 0.1 4.84 ± 0.04 46.6 ± 0.2

25.7 3 LD 22.6 ± 0.1 89.9 ± 0.1 4.84 ± 0.04 48.8 ± 0.1

22.6 3 LD 22.3 ± 0.1 83.2 ± 0.1 4.87 ± 0.02 48.5 ± 0.4

Fig. 1 NSD (upper left), VCC (upper right), EC (lower left) and CNR (lower right) for a fixed acquisition time of 3 min for the manufacturer’s
indicated reconstruction parameters, using HD reconstruction for myocardium activities higher than 48 kBq/ml and LD for lower activities
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concentration > 48 kBq/ml and LD for <48 kBq/ml), the
analysis show statistically significant differences between
image indicators when activities decrease until two
half-lives.

As the activity decreases, image quality NSD decrease,
with higher variability in HD than in LD group data. NSD
characterize uniformity in the healthy cardiac tissue. A large
NSD variability near the limit for using recommended HD
parameter (48 kBq/ml) was observed. NSD results in
31.9%–51 kBq/ml, very different from the posterior value
(18.3%), for a slightly higher activity (56.1 kBq/ml).

CNR also decreases with activity reduction with high
variability in both HD and HD groups. VCC increase and
then decrease close to 48 kBq/ml, where the reconstruction
parameter changes and then increases again. EC shows
values varying in opposite direction regarding VCC, but
with the same dependence with the activity values close to
48 kBq/ml. These results are consistent with the separated
optimization in the reconstruction per type of acquisition
(LD, HD) in this scanner, based on the optimal trade-off
between uniformity of healthy myocardium and contrast of
perfusion defects, cited by Volokh et al. (2018) [14].

Table 3 summarizes some results for NSD, VCC, CNR
and EC for a fixed acquisition time of 3 min and images
reconstructed using HD and LD parameters.

Huge variability is shown changing the reconstruction
parameters without considering the actual activity concen-
tration in the heart. These results reveal the importance of
careful selection of the reconstruction parameters, taking in
consideration patient weight and size and uptake.

4 Conclusion

We evaluated the impact of acquisition time and recon-
struction parameters in the image quality and cold lesions
visibility of a cardiac anthropomorphic phantom scanned by
a CZT SPECT Discovery 530c. Acquisition time does not
affect quality and lesion visibility indicators for the appro-
priate reconstruction parameters, mainly at higher activities.

This means a cost-saving reduction in radiopharmaceutical
dosage with similar image quality indicators and a corre-
sponding patient and personnel radiation exposure reduction,
contributing to cost-effectiveness in the nuclear cardiology
clinic. However, image quality indicators are sensitive to the
reconstruction parameters choice, considering patient´s
characteristics and administered activity, in order to produce
the best relation image quality/lesion visibility and dose.
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A Surgical Robotic System for Transurethral
Resection

Junchen Wang, Jiangdi Zhao, Xuquan Ji, Xuebin Zhang,
and Hanzhong Li

Abstract
Transurethral surgery is a noninvasive interventional
procedure that delivers a tubular surgical instrument via
the urethra to access surgical sites in the prostate or
bladder for abnormal tissue resection. In the clinical
practice, a rigid resectoscope is inserted via the urethra to
access the surgical site. The resectoscope is manually
operated by the surgeon. Due to the limited field of the
view (FOV) of the resectoscope, difficult hand-eye
coordination, hand tremor, and lack of depth perception,
the procedure is laborious, having a risk of perforation
and damage to healthy tissue. We develop a master-slave
robotic system for transurethral resection. The system is
composed by a user console and a slave robot. The user
console provides surgical vision and intuitive
human-robot interaction interface, and the slave robot
performs the surgery accordingly. The slave robot further
consists of a 6 DOFs (degree of freedom) serial robot arm
and a 1 DOF end-effector. The robot arm is used to
accurately position and orient the resectoscope inside the
body. The end-effector is designed to hold the resecto-
scope and precisely implement the linear motion of the
cutting loop by reproducing the user’s operation at the
console side. Preliminary experiments were performed to
evaluate the proposed system and the results have
confirmed its effectiveness.

Keywords
Transurethral resection � Surgical robot � End-effector

1 Introduction

Transurethral surgery is an interventional procedure that
accesses the surgical site via the urethra. Typical clinical
indication includes transurethral resection of the prostate
(TURP) and bladder tumor (TURBT). Due to the
non-invasiveness of the procedure, it has become the golden
standard treatment of benign prostate hyperplasia and
non-muscle-invasive bladder cancer. A resectoscope is the
most widely used surgical instrument that performs trans-
urethral surgery [1]. It is a rigid endoscope with a monopolar
electrical cutting loop at the distal. The resectoscope is
inserted into the patient’s urethra and positioned inside the
prostate or bladder. Surgeons manually orient the resecto-
scope and operate a handle to control the cutting loop for-
ward and backward to excise tissue under the vision
guidance of the endoscope. However, manual manipulation
of the resectoscope is laborious and non-intuitive. Due to
hand tremor and lack of depth perception, it also has a risk of
perforation and damage to healthy tissue [2]. Furthermore,
limited by the narrow field of view and motion dexterity of
the endoscope, surgeons have difficulties in understanding
the global surgical environment and reaching all suspect
areas. These make the surgical outcomes variable and highly
dependent on surgeons’ experience and ability.

Robotic systems have been proposed to assist transure-
thral surgery. The advantages of robotic assistance include
access dexterity, precise motion and targeting, intuitive
interaction, high repeatability, improved visualization. Yoon
et al. [3] reported a shape memory alloy (SMA) based
automated steering mechanism for bladder surveillance. The
system only controls the imaging fiber and does not provide
resection functionality. Sarli et al. [4] developed a cus-
tomized resectoscope prototype. This resectoscope has a
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stem at the distal that provides working channels for flexible
surgical tools. However the control of the surgical tools was
not considered. Goldman et al. [5, 6] proposed a minimally
invasive telerobotic platform for transurethral surveillance
and intervention. The main body of the robot consists of an
outer sheath and an inside dexterous continuum arm with
access channels for the parallel deployment of multiple
visualization and surgical instruments. The flexible contin-
uum arm can be driven to bend so that it can reach the place
where the traditional resectoscope has difficulty to access.
A laser cautery fiber is inserted into one of the access
channels to cauterize abnormal tissue. The shortcoming of
the system is the inefficiency in excising tissue due to the
limited heat effect of laser cautery. Hendrick et al. [7] pre-
sented a multi-arm hand-held robotic system for transure-
thral laser prostate surgery. The system provides surgeons
with two concentric tube manipulators that can aim the laser
and manipulate tissue simultaneously. Russo et al. [8] also
developed a robotic platform for laser-assisted transurethral
surgery of the prostate. A multi-lumen catheter is inserted
into the working element of the resectoscope in which a laser
fiber is integrated. The catheter is driven by three cables to
change the direction. Additionally, three fiber Bragg grating
(FBG) sensors are attached to the catheter to measure the
force. However, compared with the electrical cutting loop,
laser ablation is low efficient and is not a mainstream method
for transurethral resection. For the consideration of fast
clinical acceptance, this paper presents a commercial resec-
toscope compatible master-slave robotic system for trans-
urethral surgery.

2 System Overview

Figure 1a illustrates the proposed master-slave robotic sys-
tem. The slave robot is set up at the surgical site, which
consists of a commercial resectoscope, a 6R robot arm, and
an end-effector to hold and control the resectoscope. The
master site consists of a computer workstation, a monitor to
display the endoscopic view, a joystick as the interactive
device to control the robot arm and end-effector. The
mechanical design of the end-effector is shown in Fig. 1b. Its
main function is holding the resectoscope and controlling the
linear motion of the cutting loop. The resectoscope is fixed
on the end-effector’s supporting frame which can be attached
to the robot arm. The central axis of the resectoscope coin-
cides with the z axis of the robot’s tool coordinate system
(TCS). A DC motor is amounted at the frame to drive the
cutting loop handle forward and backward by a cogged belt.
The joystick shown in Fig. 1c is employed to control the
motion of the robot arm and implement the cutting operation
remotely. The x-y-z information from the joystick is

processed by the workstation to obtain the desired pose of
the resectoscope, and the pose instruction is further sent to
the robot arm to execute. The position of the cutting loop
handle is also obtained from the joystick, and is sent to an
embedded system to drive the motor. The control scheme is
shown in Fig. 2.

3 Resectoscope Orientation

The robot arm is used to orient the resectoscope inside the
body so that the cutting loop can reach the target site. To
mimic the surgeon’s operation, the robot arm is controlled to
implement two types of movement. One is moving along the
z axis of the TCS. This is achieved by directly controlling
the robot arm. The other is fixed point rotation. The rotation
center is set to be on the TCS’s z axis, and can be shifted
along the axis so that the rotation is always performed with
respect to the patient’s pubis. The rotation axis is determined
from the joystick controlled by the surgeon. To achieve
intuitive manipulation, the rotation axis in the TCS should be
correlated with the endoscopic camera’s axis, since the
surgeon operates the joystick at the master site by moni-
toring the real-time endoscopic image. As shown in Fig. 3a,
let Ox and Oy denote the camera’s horizontal and vertical
axes where O is the camera’s center. If the user wants to
pivot the resectoscope so that the camera’s center moves
towards P in the image, he/she may push the joystick
towards the same direction shown in Fig. 3b. The rotation

axis rTCP in the TCS can be calculated as rTCP ¼ R �
ð� sin h; cos h; 0ÞT where R is the rotation transformation
from TCS to the camera’s coordinate system (CCS); h ¼
atanðy; xÞ and (x, y) is the output of the joystick. R can be
obtained by a so-called robot hand-eye calibration proce-
dure. After obtaining the rotation axis in TCS, the robot arm
can be programmed to execute the desired pivot.

4 Cutting Loop Control

The linear motion of the cutting loop is driven by the DC
motor with an encoder. The DC motor is controlled in PWM
(pulse width modulation) mode using an STM32
micro-controller. The basic idea is to reproduce the sur-
geon’s cutting operation (push or pull the joystick) at the
end-effector side, which means the position of the cutting
loop should follow the joystick’s output. A classical position
PID control model is applied to achieve this goal, as shown
in Fig. 4. The input position is from the joystick’s output
represented by the encoder’s pulse count. The output posi-
tion is measured by the encoder. Position error is fed into the
PID controller to determine the duty ratio of the PWM wave,
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which is used to control the speed of the motor. When the
motor is rotating, the encoder records the total pulse count
which is considered as the current real position.

5 Experiments

Experiments were performed to evaluate the system. The
experimental scene is shown in Fig. 5a. The robot arm was
UR5 from Universal Robots. The end-effector was fabricated
using 3D printing, with a total weight of 2 kg. The encoder
had a resolution of 2000 pulses per round. The linear motion
range of the cutting loop was approximately 21 mm, yield-
ing the total pulse count of 9250.

We first evaluated the accuracy of resectoscope orienta-
tion by simulating the TURP procedure. A circular marker
with the radius of 2.5 cm shown in Fig. 5b was employed to
evaluate the accuracy. The black/white dots in each
black/white sector were set to be targets. An operator was
asked to manipulate the joystick at the remote site only by
watching the endoscopic view. For quantitative evaluation,

the cutting loop was replaced by a stainless steel pin shown
in Fig. 5c. The operator was asked to orient the resectoscope
so that the pin can touch each target dot on the marker as
precisely as possible. Note that once the pinpoint have
touched the marker area for the first time, it cannot be
adjusted and the error is immediately measured. The error
was calculated by measuring the distance between the pin-
point and the dot center, as shown in Fig. 5d. The results are
shown in Table 1. The mean error was 0.76 mm.

Then we evaluated the time delay of executing cutting
operation. The joystick was changed to the cutting loop
control mode. Two IMU (inertial measurement unit) sensors
(JY901) were attached to the joystick lever and the cutting
loop handle, respectively. The operator was asked to push
the joystick which would eventually drive the cutting
loop. The acceleration signals from both IMU sensors
(Fig. 6a) were collected with time stamps. The time differ-
ence where the signals abruptly changed was used to esti-
mate the time delay. Ten trials were performed and the time
delays are shown in Fig. 6b. The average time delay was
150 ms.

Fig. 1 a System overview. b End-Effector. c Joystick
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Fig. 2 Control scheme

Fig. 3 Intuitive orientation control. a Pivoting resectoscope so that the principal point O moves towards P. b Corresponding manipulation of
joystick

Fig. 4 Control model
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6 Conclusion

This paper presented a robotic system for transurethral
resection. System configuration, end-effector design, resec-
toscope orientation, cutting loop motion control were elu-
cidated. Experimental results have shown the initial
effectiveness of the system. Further research includes image
guidance and force sensing.
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Sophisticated Hydrodynamic Simulation
of Pulmonary Circulation for the Preclinical
Examination of Right Heart Circulatory
Assist Device

Yusuke Tsuboko , Yasuyuki Shiraishi, Akihiro Yamada,
Kiyotaka Iwasaki, Mitsuo Umezu, and Tomoyuki Yambe

Abstract
To evaluate systemic circulatory support devices such as
left ventricular assist system, surgical heart valve
prosthesis, and transcatheter aortic valve, various
in vitro hydrodynamic tests have been performed. As
these devices are being applied to the pulmonary
circulatory support in recent years, novel evaluation
platform for right heart support is increasingly
demanded. This study aims to develop a pulmonary
mechanical circulatory simulation system to assess the
hydrodynamic performance of newly designed artificial
cardiovascular devices. For the construction of the
system, we developed the pneumatically-driven polymer
right atrial and ventricular models with the pulmonary
arterial valve chamber, silicone-made peripheral pul-
monary artery model, and a venous reservoir. A woven
polyester vascular graft and commercially available
mechanical bileaflet valve were installed into the valve
chamber. Then, the right ventricular pressure and
pulmonary arterial pressure were regulated by the
peripheral resistive unit. As a result, we successfully
obtained the standard conditions of our mechanical
circulatory system to be 28/3 (systolic/diastolic) mmHg

of right ventricular pressure, 29/7 mmHg of pulmonary
arterial pressure, 6 mmHg of mean right atrial pressure,
and 3.0 L/min of pulmonary flow rate. To carry out the
sophisticated assessment for the support of the pul-
monary surgical and percutaneous treatments, we are
preparing the next step with the reproduction of
respiratory changes in pulmonary peripheral resistance,
and the patient-specific shape vascular model including
catheter access vessels. Under the highly simulated both
pulmonary anatomical morphology and hemodynamic
function conditions, effective preclinical examination of
newly designed surgical or percutaneous pulmonary
circulatory support devices can be performed.

Keywords
Pulmonary mechanical circulatory simulator
Right heart support device � Preclinical evaluation

1 Introduction

To evaluate systemic circulatory support devices such as left
ventricular assist system, surgical heart valve prosthesis, and
transcatheter aortic valve, various in vitro hydrodynamic
tests have been performed. As these devices are being
applied to the pulmonary circulatory support in recent years,
novel evaluation platform for right heart support is increas-
ingly demanded. In pulmonary circulation which has
one-fifth of pressure in comparison with systemic circula-
tion, the effect of kinetic energy is relatively high (Fig. 1)
[1]. The authors have been developing a mechanical mock
circulatory system for the evaluation of pediatric pulmonary
artery reconstruction [2, 3]. This study aims to develop a
sophisticated pulmonary mechanical circulatory simulation
system as a platform for evaluation of hydrodynamic per-
formance in newly designed pulmonary circulatory support
devices.
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2 Materials and Methods

2.1 Construction of Pulmonary Mechanical
Circulatory System

A mechanical circulatory system was designed to simulate a
natural pulmonary circulation. The system consists of a
pneumatic-driven right ventricle (RV) and a right atrium
(RA) with a bileaflet polymer valve, a pulmonary valve
chamber with a visualization port, a pulmonary arterial
compliance tube, a pulmonary peripheral resistance unit, and
a venous reservoir (Fig. 2). The peripheral resistance of the
PA model was adjusted at the resistive unit attached to the
PA model. The RA and the RV could be driven syn-
chronously under the different timing patterns with com-
pressed air through the air ports. We also developed a
pneumatic driver for the interactive contraction between the
RA and the RV. The pressure in the upper air chamber was
supplied and controlled by an air pressure regulator. The

system achieved the synchronous motion with ventricular
driving signals in the atrium model, as well as its pumping
rate and systolic fraction.

2.2 Hydrodynamic Performance Test

Considering the reproducibility of experiments, a room
temperature saline was used as a circulatory medium.
Commercially available woven polyester vascular graft
(Maquet, Hemashield, Japan) and mechanical bileaflet valve
(St. Jude Medical, Regent, USA) were installed into the
valve chamber. Then, the pressure of the RV and the PA
were regulated by the resistive unit for maintaining those
values within physiological ranges [4, 5] as shown in
Table 1. The measurements were performed at 60 beats/min
with diastole of 600 ms. During systolic periods, the RV was
contracted to 400 ms with 25 mmHg. The RA was con-
tracted for 150 ms with 5 mmHg prior to the ejection of the
RV. The atrioventricular interval (50 ms) was chosen to be

Fig. 1 Blood pressure
distribution through the
circulation system (created based
on data from [1])

Fig. 2 Whole view of
pulmonary mechanical circulatory
system

718 Y. Tsuboko et al.



similar to physiological conditions of the atrial contraction
during sinus rhythm. RA and RV systolic fraction were 15,
40%, respectively. We measured the RV pressure, PA
pressure waveforms and RA pressure by the pressure
transducers (Nihon Kohden, DX-300, Japan). The pul-
monary flow was obtained at RV outflow portion using the
electromagnetic blood flow probe (Nihon Kohden, FF-200T,
Japan).

2.3 Calculation of Pulmonary Artery Input
Impedance

Vascular input impedance represents the afterload of the
heart and depends on the resistance and elastance of the
vasculature and the inertia of the blood [6–9]. The pul-
monary input impedance of system was acquired using
pulmonary pressure and flow measurements using Fourier
analysis algorithms. The modulus Z and phase angles / of
impedance for 14 frequencies (harmonics) were calculated
by

Z xð Þ ¼ jPAPðxÞj=jPAFðxÞj ð1Þ

/ xð Þ ¼ hðxÞ�uðxÞ ð2Þ
where x is the frequency, |PAP(x)| and |PAF(x)| are the
spectra of the average PAP and PAF. The length of the
average PAP and PAF was dependent on the heart rate. h is
the PAP phase angle and u is the flow phase angle. The
impedance at zero harmonic (Z0) was obtained from the
impedance modulus at zero harmonic. The characteristic
impedance (Zc) was calculated as the average impedance
modulus from harmonics 1–14.

3 Results

3.1 Hemodynamic Simulation

As a result, we successfully obtained the standard conditions
of the mechanical circulatory system to be 28/3 mmHg
(RVP), 29/7 mmHg (PAP), 6 mmHg (mean RAP), and 3.0
L/min (mean PAF). In this study, we could simulate the

physiological waveforms in natural pulmonary circulation
by our mechanical circulatory simulator (Fig. 3).

3.2 Pulmonary Arterial Input Impedance

We calculated pulmonary input impedance from pulmonary
arterial pressure and flow in our mechanical circulatory
simulation condition (Fig. 4). The fluctuation could be
obtained in high harmonics. Longitudinal impedance at 0 Hz
and characteristic impedance were 524.2, 153.2 dyne sec
cm−5, respectively.

4 Discussions

In this study, we achieved hemodynamic simulation that
could be derived in the natural pulmonary artery and right
ventricle with atrial contraction. To achieve the sophisticated
evaluation of the pulmonary support devices, the optimal
driving contractile conditions including physiological atri-
oventricular balances should be considered. In our pul-
monary mechanical circulatory simulator, we employed
room temperature saline as the circulating medium. Fluid
viscosity effects on the circulatory condition followed by the
pressure and flow changes should be examined in the future
study that could simulate the natural blood viscosity. We
calculated the pulmonary input impedance from simultane-
ous pulmonary arterial pressure and flow measurement.

Fig. 3 Hemodynamic waveforms obtained from pulmonary mechan-
ical circulatory system. RVP; right ventricular pressure, PAP; pul-
monary arterial pressure, RAP; right atrial pressure, PAF; pulmonary
arterial flow

Table 1 Physiological pressure ranges of pulmonary circulation in the
human

Parameters mmHg Physiological range

Systole Diastole Mean

Right atrium – – 2–6

Right ventricle 20–30 0–5 –

Pulmonary artery 15–30 2–8 10–15

Sophisticated Hydrodynamic Simulation of Pulmonary Circulation … 719



Natural pulmonary arterial input impedance characteristics
[6, 9] were well reproduced in our mechanical simulator.
The variation of these pulmonary resistance could be chan-
ged by the ventilation pressure difference, and this pul-
monary impedance changes would also be implanted into the
mock circulatory examination for regulatory purposes.
Therefore, pulmonary impedance variation caused by res-
piratory phase and the negative pressure condition in the
thoracic cavity should be considered. Under the highly
simulated both pulmonary anatomical morphology and
hemodynamic function conditions, effective preclinical
examination of newly designed surgical or percutaneous
pulmonary circulatory support devices can be performed.

5 Conclusion

The purpose of this study was to develop the evaluation
platform for pulmonary circulatory assist devices. We suc-
cessfully constructed of mechanical pulmonary circulatory

simulator which was capable of pressure and flow condition
in healthy or diseased right heart hemodynamics.
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Part XIII

Healthcare Facilities—Emergency Preparedness
Assessment and Training



Education Successes Applied to Disaster
Preparedness, Meeting Infectious Diseases
and Malnutrition Challenges

R. Rivas, Y. David, and T. Clark

Abstract
Hurricanes, floods and earthquakes have devastated part
of the Caribbean and Latin America Region: “Maria”
hurricane in Puerto Rico, flooding disaster in Peru, the
several serious earthquakes in Mexico, Colombia, Chile,
Argentina, occurred recently; it is required to ensure the
effective functioning of the health systems at the potential
situation of an emergency. Natural disasters and other
emergencies around the world put the populations at risk;
they may cause diseases and/or the disruption of health
systems, facilities and services. The health risks of a
disaster can be mitigated by building capacities of
individuals, community and the country with developed
or developing economies to protect health, Preparedness
should address all the health disciplines. Responding to
the effects of climate change on 2017 the National
Institute of Health of Peru trained health workers from the
6 regions seriously affected by dengue disease, the result
improved the effectiveness of the regional laboratories
through the on time distribution and correct use of
supplies to respond to the emergency. On 2014, the
Philippines trained to prepare health professionals work-
ing in hospitals to detect and safely manage Ebola virus
disease (EVD): public, private and local government
hospitals were engaged. The confidence in managing
EVD increased significantly (P = 0.018) with 96% of
participants feeling more prepared to safely manage EVD
cases. In other country like Ethiopia the adequate
preparedness in emergencies and disaster response
improved the capacities and better understanding of
context specific causes of acute malnutrition and

contributed to prevent the increase of severe acute
malnutrition in the Horn of Africa in 2011 and other
places in 2013 and 2014.

Keywords
Natural disasters � Preparedness � Education
Health systems � Resilience

1 Introduction

Hurricanes, floods and earthquakes have devastated part of
the Caribbean and Latin America Region: “Maria” hurricane
in Puerto Rico, flooding disaster in Peru, the several serious
earthquakes in Mexico, Colombia, Chile, Argentina, occur-
red recently [1].

The effective functioning of the health systems during the
situation of an emergency is critically needed and depending
on multidiscipline preparation. Natural disasters and other
emergencies around the world put the populations at risk;
they may cause diseases and/or the disruption of health
systems, facilities and services.

Emergency Preparedness-EP follows an iterative
cycle [2]:

1. Coordinating: mechanisms that include multisector and
partners participation.

2. Financing: available financial and resources from local,
national or international sources.

3. Assessing risk and capacity: EP program and plans
should be based on all-hazards assessments of risk, and
of the available capacity to manage the priority risks.

4. Planning: aimed at developing consensus and agreement
not only on content, but also with regard to roles in
implementation and financing.

5. Implementing: includes the definition of roles for stake-
holders to oversee and monitor progress; responsibilities
and accountabilities identified; sufficient resources
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available; and an adequate time lag between development
and implementation of the plan.

6. Evaluating and Taking corrective actions: using
pre-defined indicators and standardized tools and pro-
cesses, this should be reported accordingly.

7. Exercising: co-operatively test and evaluate emergency
policies, plans and procedures (Fig. 1).

EP is defined as: “…the knowledge and capacities and
organizational systems developed by governments, response
and recovery organizations, communities and individuals to
effectively anticipate, respond to, and recover from the
impacts of likely, imminent, emerging, or current emergen-
cies” WHO, Framework for a Public Health Emergency

Operations Centre, 2015. EP is aimed to events which
include infectious diseases and others caused by natural,
technological and societal hazards [2].

The aim of this paper is to contribute to the achievement
of health systems resilience through the training of a health
emergency workforce.

2 Infectious Diseases and Malnutrition
Following Natural Disasters

Infectious diseases are reported following natural disasters in
developing countries. Disasters increase the risk factors for
infectious diseases transmission by affecting preexisting
poor water, sanitation and sewage systems [3]. See Table 1:

In other side malnutrition could increase following nat-
ural disasters; they cause higher morbidity and mortality in
developing countries compared to middle-income and
high-income countries due to higher vulnerabilities of the
population, weaker healthcare system, and limited surge
capacity [4].

3 Disaster Preparedness-Philippines,
Ethiopia, Peru

3.1 Hospital Preparedness in Philippines

A training workshop to detect and safely manage Ebola virus
disease-EVD was organized by the Philippines Department
of Health and WHO. Teams with 5 members of health
professionals from public, private and local government
hospitals participated. Each workshop extended over 3 days
with 18 lectures and 10 practical or small group sessions,
including three practical sessions to don (put on) and doff
(take off) personal protective equipment-PPE [5]. See
Table 2:

Fig. 1 Operationalizing emergency preparedness, a strategic frame-
work for emergency preparedness, WHO 2016

Table 1 Risk factors and communicable diseases following natural disasters, Kouadio et al. [3

Mayor risk factors following natural disasters Communicable disease

Population displacement from no endemic to
endemic areas

Malaria, Dengue fever

Overcrowding (close and multiple contacts) Diarrhea, Acute Res-piratory Infection-Pneumonial Influenza, Measles,
Meningococcal, Meningitis, TB

Stagnant water after flood and heavy rains Diarrhea, Leptospirosis, Malaria, Dengue fever

Insufficient/contaminated water and poor sanitation
conditions

Diarrhea, Hepatitis

High exposure and proliferation to disease vectors Leptospirosis, Malaria, Dengue fever

Insufficient nutrient intake/ Malnutrition Diarrhea, Acute Respiratory Infection-Pneumonial Influenza, Measles, TB

Low vaccination coverage Measles

Injuries Tetanus, Cutaneous mucormycosis
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Confidence in managing EVD increased significantly
(P = 0.018) with 96% of participants feeling more prepared
to safely manage EVD cases. It was effective at increasing
the level of knowledge about EVD and the level of confi-
dence in managing EVD safely was effective at increasing
the level of knowledge about EVD and the level of confi-
dence in managing EVD safely.

3.2 Preparedness for Nutrition in Ethiopia

Recurrent droughts in the last 30 years contributed to con-
tinuous loss of assets and depleted communities especially
poorest. As result, households in six drought regions are
chronically food insecure have had associated higher
prevalence of acute malnutrition that evolves to emergency

Table 2 Structure of workshop on hospital management of EVD, Carlos et al. 2015
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levels even with mild rainfall performance. This case illus-
trates the importance of accurate, timely and reliable nutri-
tion information to improve: planning, implementation and
monitoring of emergency nutrition responses [6].

Global Nutrition Cluster-GNC concluded that adequate
preparedness especially expansion and training Health
Extension Workers-HEW on Community Management of
Acute Malnutrition-CMAM in health posts as well as annual
procurement of Therapeutic Feeding Programme-TFP sup-
plies’ timely distribution mitigates the impact of drought
crisis and prevents unprecedented increase in acute malnu-
trition among under five children in drought affected
woredas.1

On 2014 the preparedness for nutrition cluster according to
GNC included: (A) biannual nutrition surveys conducted in
21–25 selected sites in the country. (B) Trend analysis
regarding the nutrition situation and trends in TFP admissions
are conducted and compared with previous years and (C)
Training to HEW/HWs on Severe Acute Malnourished-SAM
management.

Long term resilience programming with emergency
response capacities and better understanding of context
specificcausesofacutemalnutritionwere identifiedaseffective
solutions among others to prevent the increase of severe acute
malnutrition. The cluster strategic plan coordinated 30 part-
ners:government institutions,UNagencies,NGOsanddonors.

“El Niño” effects Peru: A warming of the central to
eastern tropical Pacific Ocean, “El Niño” affects in eastern
and southern Africa, the Horn of Africa, Latin America and
the Caribbean, and the Asia-Pacific region since 2015.

Severe drought and associated food insecurity, flooding,
rains, and temperature rises due to “El Niño” are causing
disease outbreaks, malnutrition, and other diseases [7].

The number of cases of dengue increased in Peru. See
Fig. 2.

Piura, La Libertad, Tumbes, Ica, Ancash, Ayacucho,
Lambayeque, Ucayali, Loreto have the higher number of
cases of dengue in the country. See Fig. 3:

National Institute of Health’s assessment applied to the
laboratories of Piura determined the following urgent
requirements [8]:

1. Improvement of infrastructure.
2. Human resources trained.
3. Acquisition of Equipment for Laboratories: serological

and molecular tests.
4. Improvement of capacities to increase the number of tests

and supplies for diagnostic.

Some of the actions implemented by NIH on 2017 were:

• Staff from NIH-Lima was transferred to the laboratories
of Piura for 3 months.

• Acquisition of equipment for the laboratories of Piura:
serological and molecular diagnosis for dengue.

NIH remarked the relevance of (a) improving the training
of human resources and (b) the need of technology acqui-
sition for diagnostic to guarantee the effective response of
the laboratories in Piura in short term.

Fig. 2 Dengue disease: 2000–
2017, MoH, Peru, 2017

1Administrative structure similar to a district.
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4 Actions in Peru

4.1 Laboratory Technology: On-Line Course
on Technology Planning and Management

Clinical engineers play an important role in emergency
planning by applying healthcare technology management
principles to determine technology needs, supporting logis-
tics, providing asset inventories and applying proven edu-
cational methods throughout the technology life-cycle.

To maximize the value of EP education and training
especially, where learners are at a distance from classrooms
hybrid interactive EP programs can be valuable. Hybrid
training is achieved by combining strategic classroom ses-
sions with ongoing webinars and online courses. This
strategy prepares personnel to effectively respond to disas-
ters and post-disaster challenges without an extreme
expenditure of scarce resources. This training approach to
public health in Peru can be valuable with pertinent evidence
for other health sectors around the world that face similar
health challenges.

To support the Peruvian National Institutes of Health, a
hybrid training program has been developed to improve

public health laboratories in Lima and in the regions of Peru.
The course provides personnel with a basic knowledge of the
principles of Health Technology Planning and Management
focusing on improvement in operations quality assurance,
maintenance, and emergency preparedness. After an initial
live workshop to start the course, ten one hour webinars will
be held mixed with a midterm live session. This allows NIH
laboratory staff in the regions to learn remotely without the
expense and disruption of travel. The course will end with
student team presentations in a workshop format. During the
course, students will have access to resources via an online
platform: text, pictures, diagrams, flow charts, figures, and
links to the resources of the World Wide Web. Assessments
will include Tests and Exams, Discussion Questions along
with the final report/project.

5 Conclusions and Future Steps

Emergency Preparedness should address all the health dis-
ciplines; Clinical Engineering has an essential role in this
regard by applying: healthcare technology management
principles, technology life-cycle and others to contribute to
the achievement of health systems resilience.

Fig. 3 Dengue disease per region: 2000–2017, MoH, Peru, 2017
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In other side:

1. Health services during and post disasters are more
effective when EP program has been planned well, sup-
ported, and practiced. Clinical Engineering is an impor-
tant resource applied to this activity.

2. Building capacities on Emergency Preparedness-EP have
in incorporating Hybrid interactive EP Programs a
valuable support.

3. Timing and level of effective response regarding public
health diseases are two strong positive aspects to promote
Hybrid Interactive EP Programs specially in developing
countries.

4. Contents of the program in Peru should include the
elaboration of improvements related to the topics and
applied to NIH public health laboratories.

The health risks, especially infectious diseases and mal-
nutrition, of a disaster can be mitigated by building capaci-
ties of individuals, community and the country with
developed or developing economies to protect health.
Hybrid EP Programs are effective to provide the training and
information required. EP Preparedness program should
address all the health disciplines.
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Experience from Industrial Graduate
(PhD) Schools

Maria Lindén and Mats Björkman

Abstract
Traditionally, research education is performed within the
universities, and the PhD students are working within a
research group. However, technical development and also
research is performed within companies, and the need to
keep up with the latest findings in research and to
strengthen the competence within the private business
sector is increasing. At Mälardalen University, we have
experience from working in several Industrial Graduate
Schools. The collaboration with the companies gets
intensified and deepened trough such programmes, and
the university tends to keep the good contact with
previous PhD students and their companies also many
years after their graduation. The Graduate Schools also
give the companies good insight in the university world.
Presently, we are involved in two Graduate Schools, and
several of the PhD projects are focusing within Biomed-
ical Engineering. Further, one of the graduate schools is
linked to the research profile Embedded Sensor Systems
for Health, which is supported from the same financier.
Companies are involved also in the research profile, and
through these activities, the Industrial PhD students form
a critical mass and can exchange both experience and
knowledge with other companies and with university
researchers.

Keywords
Industrial graduate school � Collaboration with industry

1 Collaboration Between Academia
and Industry

The importance of collaboration between academia and
industry is recognized by many research financiers, among
these the European Commission, but also at national levels.
Academia and industry working together will give benefits
to both sides, more specifically industry will gain knowledge
in their development and the universities will work with
challenges of large relevance and importance for innovation
development. By this, the research environments of the
universities will develop as well as the environments at the
participating industries.

There is an increasing need of knowledge development
within industry today. The development in technology is
very rapid, and a close collaboration with universities helps
industry to follow the research development. Also, there is a
need to further educate the industry staff, and providing
research education for persons working in industry will give
the companies inside expertize.

2 The Concept of Industrial PhD

The main idea behind industrial graduate schools (industrial
PhD education) is to enroll a person working in industry as a
PhD student at a university. The person is already working
with complex development and/or analysis at the company,
and by collaboration with a university, the problem solving
can be elevated to a higher level. The research problem that
the PhD student works with is of relevance both to the
company, which wants to solve a certain issue, and to the
university, since it is so complex that it cannot be solved by
conventional methods. It is also of major interest to the
company to increase the internal knowledge level.

In addition to work on the research project, there is a
requirement to take relevant courses for the PhD student.
The amount of courses required varies depending on the
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subject, but normally equaling 1–1.5 years of study. One
part of the courses is general research education, the other
part aims at deepening the knowledge of the research
problem, and can also consist of self-studies on a specific
subject.

3 The Concept of Industrial Graduate
(PhD) Schools

Long-term objectives from a doctoral student perspective are
to enable higher career opportunities through industrially
relevant education and research, as well as awareness of
opportunities in industry and academia. Further, to provide
opportunities for graduate students to work in both academic
and industrial environments, gaining knowledge and expe-
rience valuable for a future career, and to establish long-term
international contacts and networks with leading universities
or research institutes, with other companies, and with other
PhD students.

From a collaboration perspective, the objectives for pur-
suing an industrial graduate school are to establish a
long-term platform for collaboration between universities
and the participating companies based on co-production,
giving results beneficial to both parties and also leading to a
wider network—both academically and industrially, with
increased possibilities for personal mobility. Further, it will
provide opportunities for graduate students to work in both
academic and industrial environments with knowledge and
experience valuable for a future career, and with increased
personal mobility, and to assure industrial relevance of the
research and education at the universities. Additionally, it
might increase industrial involvement in education at the
Master level, and also to some extent at the Bachelor level.

Objectives from a university environment perspective are
to contribute to research of highest international standard
regarding methods and tools, e.g. in areas such as reliable
embedded sensor systems, contributing to state-of-the-art
competence for future product development. It will also help
to obtain deep knowledge, insight and understanding of the
area of reliable embedded sensor systems in the participating
companies, which in turn leads to academic awareness and
knowledge of industrial competence and industrial needs in
the area of reliable embedded sensor systems and to assure
industrial relevance of the research and education. Also, it
will increase the industrial involvement in education at the
Master level, and also to some extent at the Bachelor level. It
will also enable higher career opportunities for both the
industrial PhD students and other students through indus-
trially relevant education and research, as well as increased
awareness of opportunities in industry and potential of
engaging students. It will also be instrumental in deployment

of the latest research results, primarily to the industrial PhD
school partners, secondly to industry in general.

Objectives from a business sector perspective are to
obtain strategic competence by research education of exist-
ing industrial specialists and/or new PhD students, to
establish a long-term platform for collaboration with uni-
versities based on co-production, giving results beneficial to
both parties, and to develop the profession and function that
will contribute to new competitive products, including
technical development. Additionally, a national and inter-
national network of leading scientists and industrial practi-
tioners is developed. The status and knowledge is increased
in industry by cooperation with other industrial partners in
and new and improved methods supporting technology
development is provided.

4 Experiences from Several Industrial
Graduate Schools

The research environment of Mälardalen University
(MDH) has experience of managing several successful
Graduate Schools in co-production with industry. The
Swedish Knowledge Foundation funding agency (KKS) [1]
has funded most of these. The current KKS-funded graduate
schools ITS ESS-H, ITS-EASY and Innofacture, as well as
the former KKS-funded graduate school SAVE-IT, are
hosted by the School of Innovation, Design and Engineer-
ing, at Mälardalen University, and ITS ESS-H, SAVE-IT
and ITS-EASY belong(ed) to the same strategic research
area, Embedded Systems (ES). Within the graduate school
ITS-EASY, there have been four industrial PhD students
active in the area of Biomedical Engineering. Within the
graduate school ITS ESS-H, there are also four industrial
PhD students active in the area of Biomedical Engineering.

ITS-EASY mainly focuses on Embedded Software and
Systems, and ITS ESS-H is an important complement to
ITS-EASY by focusing on reliable embedded sensor sys-
tems. The main industrial domains considered in ITS-EASY
are automation, telecommunication and vehicles and the
primary topics covered by ITS-EASY are related to system
and software engineering of embedded systems. Within ITS
ESS-H, reliable embedded sensor systems it the main topic,
including the core competence areas of the research profile
Embedded Sensor Systems for Health (ESS-H); sensor
systems, signal processing, intelligent decision support, and
reliable communication, together with area of reliable
hardware systems.

With the industrial graduate schools, we have been col-
laborating with both large and small companies. The col-
laboration typically works very well, with a big interest from
the companies to take part in meetings and joint activities of
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the schools. Since one of the objectives of these graduate
schools is to give the industrial PhD students a research
context bigger than what is available at the companies, these
joint meetings and activities are important to create a rela-
tionship between PhD students, and between participating
companies, as well as providing training for the PhD stu-
dents. The joint activities usually take the form of either
1–2 days meetings, or travel to conferences of joint interest
to the participating PhD students.

Another form of activities that are important to the wider
knowledge of the PhD students is visits to the participating
companies. By getting to know the participating companies
better, new ideas for collaboration topics can results from
this. This is one of the unexpected benefits of these industrial
graduate schools; they have established new collaborations
between companies that have not previously collaborated.

There are of course also challenges with industrial grad-
uate schools. For an industrial PhD student, the company is
the employer, and critical work tasks may interrupt the PhD
work for shorter or longer periods of time. On a higher
business level, long-term interests of the company may
change, forcing the PhD student to re-focus the research
efforts of the PhD studies. However, these problems have
only been occurring in a few cases.

Our experience is that the quality of the PhD work of
industrial PhD students is high. We have this far, within the
Biomedical Engineering area at MDH, three PhD theses at
MDH as results from industrial PhD students in industrial
PhD schools: Kaisdotter Andersson [2], Kade [3], and

Ljungblad [4]. In addition, we have two Licentiate (a degree
halfway to PhD) theses from industrial PhD students:
Gerdtman [5], and Du [6].

To conclude, the concept of industrial PhD students is
beneficial to companies and universities as well, and enables
a mutual exchange of knowledge that are good for both
parties. The concept of industrial graduate schools enables a
critical mass of industrial PhD students that enhances the
situation of the PhD students and enables collaboration and
knowledge exchange also between participating companies.
According to our experience, the specific challenges with
industrial PhD students are small compared to the benefits.
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Gender Balance in Medical Physics—Lost
in Transition?

Loredana G. Marcu and David Marcu

Abstract
Before the toppling of the communist regime in Romania
in 1989, the gender distribution in physics college
students was bent towards males with an approximate
two-thirds to one-third ratio. A recent statistical analysis
made among researchers that have applied for research
grants in the area of health science (including medical
physics) shows that the number of male applicants is
around double the number of female applicants. However,
a look at the current gender balance among clinical
medical physicists shows a clear bend towards females.
Theoretically, this could result in an increased number of
female researchers in medical physics, though practically
this does not happen due to the large clinical workload in
the Romanian hospitals which limits the time and effort
necessary for scientific explorations. This fact leads us to
the actual category of skilled people who undertake
research: the academic staff. Among them, the gender
balance is off, as the male to female ratio is nearing 3.
Given these facts, it is interesting to think about the
choices made by males and females after graduation,
entering the workforce. Despite the general decline in
science students over the last few decades, medical
physics keeps being an attractive educational offer
presented by several Romanian universities. An interest-
ing shift is that among current medical physics students,
the large majority are female both at undergraduate and
postgraduate levels. Does this mean that in 20 years we
will see a dominance of females in higher academic
positions and research grant applications? Can we afford

to just let nature take its course, or do we have to actively
intervene to encourage women to choose an academic and
research career after graduation?

Keywords
Science education � Gender inequity � Science career

1 Introduction

According to the 2015 report of the UNESCO Institute for
Statistics on women in science, employees in STEM (sci-
ence, technology, engineering, and mathematics) are pre-
dominantly men, totaling over 70% as a worldwide average
[1]. While this gender imbalance has diminished over the
last decades in various scientific fields, overall, they are still
dominated by men [2].

Statistics show that women outnumber men in overall
undergraduate enrolments, however men are more likely to
major in science or mathematics and also to pursue a career
in these fields [3]. While these statistics are based on
American college graduates, the trend is found in European
countries as well. The scientific literature points out several
aspects that lead to different preferences towards curricular
subjects between men and women and implicitly, to different
career choices. Psychologists consider that male predilection
towards sciences are based on (i) evolutionary perspective,
(ii) differences in brain structure and function between sexes,
(iii) biopsychosocial aspects related to environmental fac-
tors, (iv) sociocultural influences including family and
school [4].

The goal of this paper is to present the gender distribution
among Romanian students, academic professionals and
researchers (both young and mature) in the field of physical
sciences, and to illustrate the effects of the last decades on
gender balance in this area.
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2 From School to Workplace

Until 1989, the gender distribution among Romanian phy-
sics college students was bent towards males with an
approximate two-thirds to one-third ratio. Over the last
couple of decades this distribution has balanced out, and
today is even shifted towards female students. Several fac-
tors contributed to this change, including new carrier
opportunities through interdisciplinary education, increased
number of female teachers playing a role model, and con-
tinuous global female emancipation.

This shift in gender distribution among medical physics
students is already observed among clinical medical physi-
cists. As the profession of medical physicist is rather new in
our country, the relative proportion of female medical
physicists is expected to correspond to the relative propor-
tion of female medical physics students. According to the
Romanian College of Medical Physicists, the percentage of
active female members versus male members in 2018 is
70.6% versus 29.4%, while ten years ago it was 45% versus
55%. Theoretically, this female dominance should lead to a
preponderance of female researchers in medical physics,
though reality paints a different picture. Due to the heavy
clinical workload of the Romanian hospitals, the time and
effort necessary for scientific explorations is severely lim-
ited. As a result, the majority of scientific research is
undertaken by the higher education academic staff. An
analysis of current members of physics departments among
Romanian universities shows that the gender balance of male

to female academics is close to 3 (see Fig. 1 for the physics
faculties and departments in the country).

It is interesting to notice the difference in gender balance
between the two career choices. The ‘medical physicist’
profession has been officially introduced in Romanian leg-
islation in 2005, leaving a short 13-year period for the for-
mation of this professional community. The gender ratio
within this group closely follows the ratio seen within cur-
rent physics students. An academic career takes long years to
build, explaining why the gender balance within faculty
members still reflects the student ratio from a few decades
ago.

3 Gender Distribution in Research Related
to Physical Sciences

In order to observe gender distribution among grant appli-
cations, first we evaluated the types of available calls as a
function of their eligibility criteria to determine the level of
seniority of likely applicants.

For a better overview and trend prediction, two types of
research grants are assessed below regarding the gender of
the applicants: (i) complex research projects (aimed at
mature, established researchers) and (ii) postdoctoral
research grants (aimed at young researchers). Based on the
aforementioned science graduate student statistics that was
dominated in the past by males, it is expected that in the first
grant category, the same gender imbalance be found (Fig. 2).

Fig. 1 Male to female ratio
among academic staff within
physics faculties and departments
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Figure 2 presents the male versus female candidates that
addressed the call for complex research projects within a
national competition. Two research areas that are of interest
for the current study are presented: life sciences and physical
sciences. The charts in Fig. 2 clearly illustrate the male
preponderance in both fields (58% males in life sciences and
82% males in physical sciences).

In contrast with the results illustrated in Fig. 2 are the
statistics from the postgraduate research competition
(Fig. 3), where the applicants were young researchers
(postdoctoral). The new gender distribution among science
students is reflected already in the group of young
researchers, with 51% female applicants in the field of
physics and an impressive 74% female applicants in the field
of biotechnology and applied health sciences.

4 Where Are We Headed?

Over the last few decades there was a noticeable decline in
science students, a trend that is not only local, but universal.
Nevertheless, medical physics keeps being an educational

offer that attracts local students and is therefore, presented by
several Romanian universities. A remarkable observation is
that among current medical physics students the large
majority are female both at undergraduate and postgraduate
levels. It will be interesting to see if this trend will be further
translated into a dominance of females in higher academic
positions and complex research grant applications in
20 years’ time.

One of the reasons for the increase in female students
undertaking medical physics studies might be the strong
interdisciplinary aspect of medical physics, which beside
physics and medicine incorporates several other scientific
disciplines, ranging from chemistry to bioinformatics. Since
gender distribution differs in various science fields [2], the
interdisciplinary aspect of medical physics education can
stimulate a more homogeneous group of interest, decreasing
the gender imbalance. Another reason determining women
to choose careers that historically were stereotyped as
male-specific is the global emancipation of women. This has
been determined by a strong cultural shift and accelerated by
the high level of connectivity enabled by modern
technology.

Fig. 2 Mature researchers:
Male versus female candidates
that addressed the call for
complex research projects within
a national competition (data
processed from [5])

Fig. 3 Young researchers: Male
versus female candidates that
addressed the call for postdoctoral
research projects within a national
competition (data processed from
[5])
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The traditional trend of women becoming science edu-
cators rather than science researchers has led to the situation
where current students have an abundance of female role
models playing an important part in their science upbringing,
which might also determine more young women to choose a
career in science research.

As a subjective reason for women’s presence in the field
we could mention the fortunate aspect of medical physics
that allows the specialist to be directly involved in other
people’s wellbeing, which creates a strong professional
fulfilment.

It is very pleasing to see that women are entering this
field of science in great numbers. As shown within the
body of this work, the current trend has not only reached
gender balance, but crossed over into a larger presence of
young female professionals. If the trend continues, medical
physics in Romania will be clearly dominated by women
for the foreseeable future. We must ask ourselves if this
situation will serve the best interest of the scientific com-
munity. We believe that a well-balanced community of
professionals is best suited towards the advancement of
science.

Gender balance in research and workforce has several
advantages. It has been shown by Ingalhalikar et al. [6] that
the structure of the male brain facilitates connectivity
between perception and coordinated action, while the
female brain enables communication between the analytical
and intuitive processing modes. Also, Stoet et al. [7] has
shown that women tend to outperform men at assignments
that require multitasking, while men tend to more easily
focus on a specific task. The ideal research team has
members that can provide a variety of cognitive abilities,
attention to details, ability to easily transition between
highly focused tasks and last, but not least, collaborate
effectively with empathy.

It is a well-known fact in science that the very act of
measuring a system introduces changes to said system.
While sometimes the changes are instant (the introduction of
a measuring device in an electrical circuit), other times the
changes happen over time as a ‘snowball effect’. The fact
that today we are acknowledging and measuring the gender
imbalance in our scientific community, will hopefully raise
awareness and future actions aimed at achieving gender
balance.

5 Final Note

As mentioned above, gender distribution can be influenced by
role models that play inspirational roles in someone’s life.
I would like to finish by exemplifying a recent personal experi-
ence that involved a large number of medical physics students
asked to actively partake in the organisation of an important
event. For the last 5 years I have been organising at the
University of Oradea the International Day of Medical Physics
(IDMP), alongside IOMP (International Organization for Med-
ical Physics). Since in November 2017 the scientific world cel-
ebrated 150 years from the birth ofMarie Sklodowska-Curie, the
‘mother’ of medical physics, the topic chosen for this occasion
was “Medical Physics: Providing aHolisticApproach toWomen
Patients and Women Staff Safety in Radiation Medicine”.
Whether the topic, or the name of Marie Curie stimulated the
creativity and willingness to contribute to this event, fact is that
an exceptionally high female interest was shown in activity
involvement, to such an extent that 100% of the presenters were
women and 100% of the high-school teachers that involved the
students in these activities were female. Interestingly enough,
none of the four previous events (IDMP in 2013–2016) gathered
presenters that represented one gender in unanimity.
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Crude Oil in Drinking Water: Chitosan
Intervention

Eileen E. C. Agoha

1 Introduction

Water pollution affects drinking water from rivers, streams,
lakes and oceans all over the world. In many developing
countries, it is usually a leading cause of death by people
drinking from polluted water.

Oil exploration in Nigeria has been characterized by
crude oil spills, illegal oil refining and pipeline vandalism
with attendant pollution of water sources and massive
environmental degradation. An estimated 240,000 barrels of
crude oil are spilled in the Niger Delta every year Anony-
mous [5].

Owaza is one of the villages situated at the banks of the
Imo River in Ukwa West Local Government Area, Abia
State, Nigeria, and obtains its drinking water from Owaza
Imo River. For more than five decades Owaza has become
important because of petroleum operations in the area com-
monly known as Owaza Flow Stations. Thus crude oil spills
are not uncommon in this community and the river often
overflows its banks during such oil spills. As observed by
Amnesty International, hundreds of crude oil spills continue
to blight the Niger Delta and some of the major operators
have lost control of their operations Anonymous [4].

Like most villages in the developing countries where
municipal water supplies are non-existent, the villagers
depend on the crude oil polluted river for their daily water
needs. Reports have indicated that the principal risk to
human health associated with the consumption of polluted
water is microbiological in nature, although the dangers of

chemical contamination should not be underestimated
(WHO 2014; Ziemer 2007). However water treatment
chemicals Tayor [15]; Guibal et al. [9] play an important role
in maintaining public and environmental quality, and also
improve the quality of drinking water.

Chitosan, a linear polysaccharide consisting of b-(1!4)-
linked 2-amino-2-deoxy D-glucose residues has been suc-
cessfully used in the removal of a great variety of water
pullutants No and Meyers [14], Guibal et al. [9], Agoha and
Mazi [2], Agoha et al. [3].

The inhabitants of Owaza have been drinking from the
Owaza Imo River for more than five decades and with no
alternative source of drinking water. It is envisaged in this
study to investigate the quality of water from Owaza Imo
River using chitosan as a treatment chemical information
form this study could help medical experts in understanding
the cause of some diseases prevalent among the inhabitants
of Owaza Community.

The Objectives of this Study Were:

1. To produce chitosan from snail shells waste.
2. To determine the physical, chemical and microbiological

qualities of water samples from Owaza Imo River.
3. To determine the physical, chemical and microbiological

properties of chitosan treated water samples from Owaza
Imo River.

2 Materials and Methods

2.1 Materials

Water samples were collected from Owaza Imo River in
Ukwa West Local Government Area, Abia State, Nigeria
and stored in closed glass jars. Chitosan was obtained from
the shell wastes of the land snail (Achatina fulica) as
described by Agoha and Mazi [2].
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2.2 Water Treatment

Water samples (1 L each) were separately pre-filtered into
coagulation beakers and treated with chitosan at different
concentrations (0.1, 0.2 and 0.3 mg/L) and allowed to stand
for 1 h for formation of flocs and sludge and then filtered.
Another 1 L of the water sample was pre-filtered into a
coagulation beaker, but without chitosan addition and no
further filteration (i.e. untreated water).

2.3 Water Analysis

Physical properties—odour, taste and turbidity of the water
samples were determined following the ASTM [6] method.
pH was determined using the Surgifield SM601A membrane
pH meter.

Chemical properties—total hardness, calcium and mag-
nesium were determined following the method of James
[12]. Total alkalinity was determined as described by Udoh
and Ogunwale [16]. The heavy metals lead, zinc, iron,
chromium, copper and nickel were determined by the
Atomic Absorption Spectrophotometer (AAS, Perkin Elmer
60011AAS) according to James [12].

2.4 Microbiological Analysis

Microbiological examination was carried out following the
ICMSF [11] specifications.

3 Results and Discussion

3.1 Physical/Chemical Properties

The water sample from Owaza Imo River had a brown
colour, but with a turbidity of 0.009 units Hazen. It also had
a hydrocarbon odour and taste with a pH value of 5.76 which
indicated that the Owaza Imo River was highly acidic sug-
gesting the presence of free carbon dioxide from crude oil
pollution. Thus the water did not meet the WHO standard for
drinking water (WHO 2011). When the water samples were
treated with chitosan at concentrations of 0.2 and 0.3 mg/L,
the pH values were 6.50 respectively and 6.75 respectively
which were similar to WHO recommended values of 6.50 to
8.50 for drinking water (WHO).

Alkalinity, total hardness, calcium and magnesium ions in
the untreated water samples were 118.4, 29.36, 24.92 and
3.77 mg/L respectively and the above values were within the
WHO acceptable standards for drinking water. On treatment
with chitosan at the various concentrations, the values were
still acceptable (WHO 2004).

Table 1 showed that the untreated water samples from
Owaza Imo River had high concentrations of the heavy metals
lead 0.84 mg/L, iron 3.27 mg/L, chromium 0.47 mg/L, nickel
0.41 mg/L and these values were above the maximum allow-
able concentrations for surface potable water (WHO 2011),
while zinc 2.38 mg/L and copper 0.92 mg/L met the WHO
standard of 5.0 mg/L and 1.00 mg/L respectively. Water
sample treated with chitosan concentration of 0.3 mg/L
reduced the lead content to 0.39 mg/L representing 56.25%
reduction. Lead is toxic and accounts for most of the causes of
paediatric heavy metal poisoning which affects the bones,
kidney and thyroid glands (Neil [13];WHO 2011; Harvey et al.
[10]). At the same chitosan concentration of 0.3 mg/L reduc-
tions in other heavy metals were zinc 52.10%, iron 29.97%,
copper 36.96%, chromium 34.04% and nickel 51.22%. The
above findings indicated that the water did not meet the set
standards in the water criteria (WHO 2011). Copper and zinc
are trace elements essential to maintain the body metabolism,
but in high doses copper can cause anaemia, liver and kidney
damage and stomach and intestinal irritation. Also nickel is
needed in small amounts in the human body to produce red
blood cells.However, long term exposure like in drinkingwater
can cause decreased body weight, heart and liver damage and
skin irritation (Banflavi [7]; Vallero and Letcher [17]; Aggra-
wal [1]. On the other hand, chrominium can cause cancer,
erythyma and exudative eczema and dermatitis.

3.2 Microbiological Properties

The results indicated a high total plate count of
252.67 � 104 cfu/mL in the raw water while chitosan
treatment at 0.1, 0.2 and 0.3 mg/L concentrations reduced
the total plate counts to 176.0 � 104, 151.67 � 104 and
135.0 � 104 cfu/mL respectively. This showed a reduction
in the bacteria load suggesting the antibacterial activity of
chitosan against the bacteria in the water (Friedman and
Juneja [8]. Similarly, the coliform count was reduced to a
most probable number (MPN) of 8.67/100 mL in the
untreated water to 2.00/100 mL water after treatment with

Table 1 Heavy metals content of raw and chitosan treated water
samples (mg/L)

Heavy
metals

WHO
std.

Raw
water

Water +
0.1 mg
chitosan

Water + 0.2 mg
chitosan

Water + 0.3 mg
chitosan

Pb 0.05 0.84 0.76 0.55 0.39

Zn 5.00 2.38 1.59 1.25 1.14

Fe 0.30 3.27 3.17 2.77 2.29

Cu 1.00 0.92 0.82 0.76 0.58

Cr 0.05 0.47 0.36 0.33 0.31

Ni 0.02 0.41 0.28 0.25 0.20

Values are means of triplicate determinations
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0.3 mg/L chitosan concentration representing 76.93%
reduction in the coliform count. Bacteria isolates from the
water samples included Micrococcus, Pseudomonas, Bacil-
lus, Proteus, Staphylococcus and E. coli, confirming the
poor sanitary quality of the water.

4 Conclusion

The study has demonstrated that Owaza Imo River was
highly contaminated with crude oil and heavy metals, and
hygienically unfit for human consumption. There is an
urgent need to create awareness about the health implica-
tions of drinking water polluted with crude oil particularly in
the Niger Delta area of Nigeria, and the need for the pro-
vision of safe water for the inhabitants. Lastly, chitosan has
both chelating and bactericidal properties and should be
further investigated as a cheap and alternative water treat-
ment chemical for the production of safe drinking water.
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Women in Biomedical Engineering
and Medical Physics in the Czech Republic

Lenka Lhotska

Abstract
In last decades the effort to increase the number of women
applying for studies at technical universities, and conse-
quently for a job in the field of technology, can be seen in
European countries. We analyzed the situation in the
Czech Republic and found differences in ratio of females
in individual engineering disciplines. We can see a
positive trend in biomedical engineering and medical
physics where the percentage of female students almost
reached 50% in bachelor and master study. However, in
PhD study and in research in general the number of
females is lower. Successively, it is also lower in jobs in
the health care sector. Although the jobs are on the border
between engineering and life sciences, they are consid-
ered more as engineering jobs. And employment of
women in any field of engineering is still considered
nontraditional. We discuss the position of females as
employees and present their potential advantage in
biomedical engineering and medical physics jobs. As a
potential support to professional development we propose
mentoring and show its positive impact on personal and
professional growth.

Keywords
Biomedical engineering � Medical physics
Gender � Employment � Mentoring

1 Introduction

In last decades the effort to increase the number of women
applying for studies at technical universities, and conse-
quently for a job in the field of technology, can be seen in
European countries. We analyzed the situation in the Czech
Republic and identified differences in ratio of females in
individual engineering disciplines. There is a positive trend
in biomedical engineering and medical physics where the
percentage of female students almost reached 50% in bach-
elor and master study. However, in PhD study and in
research in general the number of females is lower. Suc-
cessively, it is also lower in jobs in the health care sector.
They are mostly employed as ordinary employees since only
the largest hospitals have separate biomedical engineering
departments. Moreover, we still have the so-called vertical
segregation in employment. When it comes to comparison of
positions in the companies or institutions, males are more
frequently present on hierarchically higher positions. Less
than 10% of the top positions and about 20% of high
managerial positions are occupied by females. Recently we
have analyzed and discussed the perception of women in
engineering in general. We have also asked our students for
their opinion. Regarding the prejudices about women in
engineering, students are aware of their existence, but they
personally do not make any differences between females and
males. That is a very positive conclusion bringing hope that
the situation in engineering fields will change, finally
resulting in gender balance.

The fact that there is a low percentage of women in the
field of technology, engineering and science in the Czech
Republic can be explained based on the results of two
studies conducted by Public Opinion Research Centre and
Ministry of Labour and Social Affairs of the Czech Republic
in 2006 and 2007. According to them, Czech society is
conservative considering the division of the male and female
roles in the society. In addition, employment of a woman in
any field of engineering is considered nontraditional [1].
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This clearly points out to social stereotypes in this country,
considering only the close connection of men and technol-
ogy to be natural.

Nowadays, various organizations both on
global/European and local level present role models—
women who overcome gender stereotypes and become
successful in the area of engineering. These organizations, as
for example IEEE Women in Engineering [2], Women’s
Engineering Society [3] or Zkus IT (= “Try IT”) [4] and
Zeny a veda (= “Women and Science”) [5] in the Czech
Republic are dedicated to promoting and supporting women
in engineering, as well as inspiring young women to achieve
their potential as engineers, scientists and technical experts.
Also, numerous programs within the Sixth and Seventh
Framework Programmes of the European Union were ded-
icated to gender issues, e.g. PROMETEA [6] or DIVER-
SITY [7]. In general all of them have a common goal—
reaching gender balance in engineering.

The aim of the paper is to present briefly current situation
and gender disbalance at universities in the Czech Republic
in different study fields. Then we discuss female employ-
ment in engineering jobs and their professional career. The
ratio of men and women in higher positions is commented in
context of horizontal and vertical segragation. Finally men-
toring as a means of guidance in personal and professional
growth is mentioned.

2 Education

Technical education has been traditionally understood as a
male domain. Engineering requires abilities that have been
habitually associated with men. Similarly, electrical engineer
or computer expert almost automatically imply male gender
while female representatives of these areas could be per-
ceived as an oddity and sometimes approached with distrust
though we are living in the 21st century. That suggests that
various gender patterns or even prejudices resonate in society
as well as technical schools themselves and thus influence
women’s decision to enter engineering programs [8].

In the Czech Republic, most of the undergraduate study
programs are structured into Bachelor and Master levels.
There are only few exceptions, as for example medicine. It
can be observed that at Bachelor and Master programs there
is a greater percentage of women. At the PhD level, per-
centage of women among all students is increasing, but it is
still lower than the percentage of men.

Different situation is observed at engineering faculties at
all educational levels. Technical disciplines are studied more
by men: overall percentage of women is about 11% and
slowly decreasing, while this percentage in male population
is around 40%. However, if we analyze the numbers in
interdisciplinary areas, such as biomedical engineering,

biomedical informatics, eHealth and telemedicine, we see
different ratio. There are usually up to 30% of female stu-
dents. The discussions with students confirm our assump-
tions, why they decided to apply for these particular
interdisciplinary programs. The main motivation to enter
interdisciplinary study programs is their variability and
interaction in different settings than just “be confined in a
laboratory setting, design room or a manufacturing floor”.

Generally, more women are among university graduates
at the first two levels, but at the PhD level men make
approximately two-thirds of the total number. Women do not
finish their doctoral studies during/after their maternity leave
relatively frequently and if they get the degree they very
often leave the institution or remain at lower academic
positions. This obviously supports the idea that it is difficult
to combine professional career with family care in the
male-dominated area.

Several Czech technical universities have joined the
campaigns promoting technical education among girls and
women. The largest institutions—Czech Technical Univer-
sity in Prague and Brno University of Technology—have
both supported the web portal www.zkusit.cz trying to
attract women to ICT sector. The CTU also runs a much
more vibrant web portal www.holkypozor.cz (“attention
girls”) that informs about interesting events happening at the
CTU while often including perception of the current female
students. The initiative also tries to build on the reputation of
excellent female scientists and highly successful and rec-
ognized alumnae.

3 Employment

There were many discussions about status of women in
technology and engineering and also in research in last
decades. Ratio of male and female university students cor-
responds to gender ratio in population in most European
countries. However we can see many differences across the
disciplines and in jobs—the phenomena are called horizontal
and vertical segregation.

Recently the effort to increase the number of women
applying for studies at technical universities, and conse-
quently for a job in the field of technology, can be seen in
European countries. There exist already many positive
examples in several countries. However the situation in the
Czech Republic is different. Czech society is still conser-
vative considering the division of the male and female roles
in the society. Therefore, employment of a woman in any
field of engineering is not yet perceived as natural. We
cannot be surprised if we find out that most of the higher
positions in engineering jobs at universities, research insti-
tutes, hospitals, companies, and governmental sector are
occupied by men.
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3.1 Horizontal and Vertical Segregation

Horizontal and vertical segregations are terms expressing
differences in representation of females and males in disci-
plines and in hierarchy. Horizontal segregation means dif-
ferent representation of men and women in individual
disciplines and sectors. Women are more frequently active in
the so-called soft disciplines (humanities and social sciences)
and employed mostly in governmental (37%) and non-profit
(38%) sectors. In entrepreneurial sector there are only 15%
of females in R&D. There is great contrast between soft
disciplines (43% of female researchers) and engineering
(only 12% of female researchers).

Vertical segregation expresses concentration of men and
women on different levels of hierarchy. Women are more
frequently represented on lower positions in the hierarchy,
while men have majority on decision making positions.
Almost the same situation is across disciplines and sectors.
We explored it in more detail in academic sector and we can
illustrate it by numbers from the universities in the Czech
Republic: among 25 rectors of public universities there are
only 2 females. On the position of a director of a research
institute of the Academy of Sciences there are 12 females out
of total number of 62 directors. Similar situation exists in
other sectors.

In general, the number of university educated women in
the Czech Republic represents 56% of all graduates, in PhD
study the ratio is lower—about 43%. This is still a high
number that changes rapidly later. When we observe the
numbers in research and development area the females
constitute only 26%. They are concentrated in specific sci-
entific areas and in lower positions in the hierarchy. Defi-
nitely one of the reasons is care for children and family. If a
woman does not find support in her family, it is usually
difficult to continue the career in particular in areas where,
for example, frequent and whole-day presence in laborato-
ries is required. These facts show that without systematic
work and support from the side of the institutions it is almost
impossible to reach more satisfactory results.

3.2 Change in Scientific Culture and Institutions

Since 2009 EU has been supported approaches and projects
aimed at cultural and institutional (structural) changes at
academic and research institutions. Acceptance of respon-
sibility at the institution is a key assumption for the activities
that should lead to systemic changes and their sustainability.
Support of gender equality is not a partial or marginal goal.
Strengthening gender equality is an important value and
inseparable part of the strategic development of an institu-
tion. The main aim is change of culture of academic envi-
ronment that should become more open, free of bias and

traditional stereotypes. Such environment may offer equal
opportunities for all gifted and qualified researchers of both
sexes to participate actively in high quality research. One of
the results of these activities is introduction and support of
the mentoring programs (see Sect. 4).

3.3 The Female Advantage

Women in biomedical engineering and medical physics jobs
can advantageously use their mental abilities, such as
empathy, communication, etc. Women are seen as less
intimidating when reviewing complex technology with
nurses. Women who pick this career are recognized and
valued in some circumstances and create a tremendous
positive presence. There are some distinct advantages to
sending a woman technician with strong communication
skills to clinical environment. They are seen as less invasive
when they have to communicate and translate with clinical
staff that is not technologically trained. Additionally, as
service providers, female clinical engineers have an advan-
tage when working in certain clinical areas. For example, it
is easier to send a female into a sensitive department, such as
mammography. Obstetrics is another area in which women
might be better suited than men. Women possess other
unique characteristics that can significantly benefit the
industry: the ability to listen, to understand someone else’s
point of view, teamwork, and the ability to communicate.
Women have the innate ability to multitask and adapt to their
environment better than men.

4 Mentoring

Mentoring is a process of continuous and dynamic feedback
between two individuals to establish a relationship through
which one person shares knowledge, skills, information, and
perspective to foster the personal and professional growth of
the other. It is a different relationship than supervision which
is usually pre-established and does not necessarily lead to the
personal growth of the individual. Mentoring has already
proved to be an efficient instrument that helps people to
progress in their career. In recent years it has become
increasingly popular. We present here basic characteristics
of mentoring and few examples of existing programs.

4.1 Mentoring and Models of Mentoring
Programs

Mentoring is a partnership between mentor and mentee
normally working in a similar field or sharing experiences. It
is a helpful relationship based upon mutual trust and respect.

Women in Biomedical Engineering and Medical Physics … 747



The main aim of a mentoring program is support of pro-
fessional development of postdocs and PhD students and
help to start their scientific career. This complex aim consists
of several partial goals: help young researchers to identify
their career goals and steps to reach them; ease orientation in
scientific career system; mediate them important contacts
with the peers and more experienced researchers and extend
their professional network; strengthen mutual exchange of
experience among program participants; support
self-confidence of young researchers.

Mentoring is quite frequently used within an institution to
help new members of staff. It is interesting that active and
successful mentoring programs can be found in life sciences
but not so frequently in engineering or strongly interdisci-
plinary areas, in particular on the edge of engineering and
medicine or biology. Mentoring programs can be based on
different models of interaction. Some forms could be better
adjusted for newcomers, some for more experienced
employees. A group peer, collaborative mentoring model
founded on principles of adult education is a good example
of the latter mentoring form.

With fast development of interdisciplinary R&D, inter-
disciplinary mentoring has become more important and
prevalent over the recent years. Interdisciplinary mentorship
is the tool for scientists to help produce synergy in group,
and to generate multifocal ideas and complex solutions to
complex challenges. We should mention that it is frequently
more useful and enriching if the mentor and mentees are
coming from different disciplines and even from different
institutions because they can view all issues from slightly
different points, bring new opinion and perspectives, and are
not bound by processes and relations in the institution of the
mentees.

The areas covered by mentoring are extensive and
diverse: networking (professional, educational, supporting);
career support; role model; communication skills; research
progress; supervision; scientific writing; presentation skills;
combination of professional and private life. However, we
have to note that the coverage of these areas in a single
mentor—mentee relation need not be exhaustive. The con-
tent must be individualized based on the situation and pre-
vious experience of the particular mentee.

4.2 Relation Between Mentor and Mentee

A mentor is a guide who can help the mentee to find the right
direction and who can help him/her to develop solutions to
career issues. The mentor relies upon having had similar
experiences to gain an empathy with the mentee and an
understanding of his/her issues. Mentors are usually expe-
rienced researchers or university teachers from the same or
similar scientific discipline. However, it is recommended

that they come from a different institution than the mentee.
As mentioned above, in interdisciplinary areas it is welcome
when mentor and mentee come from different disciplines.
Mentoring provides the mentee with an opportunity to think
about career options and progress. A mentor should help the
mentee to believe in himself/herself and boost his/her con-
fidence. A mentor should ask questions and formulate
challenges, while providing guidance and encouragement.
Mentoring allows the mentee to explore new ideas in con-
fidence. It is a chance to look more closely at oneself, one’s
own issues, opportunities and what he/she wants in life.
Mentoring is about becoming more self-aware, taking
responsibility for one’s own life and directing the life in the
direction he/she decides, rather than leaving it to chance.

We realize that women, particularly working mothers,
often need to balance their working lives with responsibili-
ties at home. We recognize that issues outside the workplace
may be hampering progress at work. Mentors and mentees
should match using their own criteria-career considerations
or aspects of their personal circumstances. Most of the
mentoring programs provide guidelines and training for both
mentors and mentees, but the issues discussed vary
depending upon the issues being faced by the mentee.

4.3 Examples of Mentoring Programs

Recently several professional engineering societies, e.g. [9–
11], and many American universities have started to orga-
nize mentoring programs. They have different forms with
relations to type of mentees addressed. Many American
universities organize mentoring programs for their students.
They offer special programs for women in engineering and
various programs for students of different years of study.
Mentors and mentees is a peer mentoring program where
freshmen are matched with juniors, and sophomores with
seniors, in the same major. Grad mentoring program is a
program providing peer mentoring for incoming graduate
students. Professional mentoring matches undergraduates
with professional female engineers from industry.

Recently, a mentoring program has been initiated in the
Czech Republic [12]. It is organized by the National Contact
Centre Gender & Science. Till now more than 50 mentees
have participated, both females and males coming from
research—postdocs and PhD students. The mentors are
experienced researchers at higher than postdoctoral level
working at public universities or research institutions,
interested in sharing their experience with younger col-
leagues. Based on the evaluation of feedback from both
mentors and mentees it has been decided to continue because
all participants were very satisfied and it helped the mentees
in their career development, they learned how to deal with
new experience, tackle problems, and manage time better.
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Both parties agreed that their relationship was based on
mutual trust, respect, mentor’s experience and mentee’s
commitment. It was important that the mentor demonstrated
proper professional behavior, shared what he/she knows, and
developed a shared connection with the mentee.

5 Conclusion

Although technologies are perceived as prospective students
still do not prefer technical schools and universities. There
are still stereotypes that women do not understand engi-
neering and technologies. There are too few positive
examples. It is not exceptional that women after maternity
leave stay at the same position and do not proceed in their
career. However, the experts claim that technical disciplines
are attractive for females. Women employed in these disci-
plines earn more than in other fields, they are less endan-
gered by unemployment and their work is usually more
flexible, which is an advantage regarding care for children
and family.

In the Czech Republic, there has been recently started an
initiative that focuses on issues connected with professional
development of females, in particular in research and engi-
neering disciplines. The initiative has been transformed later
to a project. The implementation of the project will be per-
formed through realization of the so-called plan of gender
equality. Its goals and activities correspond to three strategic
areas. They are focused on professional placement and
career development of females and young researchers of
both sexes. An example in this area is a mentoring program
for PhD students and postdocs, educational activities and
training, career consultancy, gender sensitive setup of eval-
uation processes and career advancement or working con-
ditions allowing coordination of work and family life fixed
in official documents of the institution. Second area is
increasing representation of women in decision-making and
leading positions. The aim is setup of transparent and open
rules for career advancement, elimination of gender bias and
strengthening motivation of women themselves (for example
training increasing competences of females aspiring to leader
positions or to membership in decision-making boards or
advancement in academic hierarchy). Third area is inclusion
of gender perspective into knowledge development. That

means inclusion of gender dimension into all phases of
research cycle, starting from research intention and
hypotheses over composition of the research team, selection
of methodology, data analysis up to result interpretation and
publication. Activities in this area are focused on education
and increase of competences how systematically consider
gender perspective and work with gender category as ana-
lytical variable in different scientific disciplines. And last but
least, the positive examples of successful individuals should
be more presented publicly.
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A Combined-Predictor Approach
to Glycaemia Prediction for Type 1 Diabetes

Kyriaki Saiti, Martin Macaš, Kateřina Štechová, Pavlína Pit’hová,
and Lenka Lhotská

Abstract
Glycaemia prediction plays a vital role in preventing
complications related to diabetes mellitus type 1, sup-
porting physicians in their clinical decisions and moti-
vating diabetics to improve their everyday life. Several
algorithms, such as mathematical models or neural
networks, have been proposed for blood glucose predic-
tion. An approach of combining several glycaemia
prediction models is proposed. The main idea of this
framework is that the outcome of each prediction model
becomes a new feature for a simple regressive model.
This approach can be applied to combine any blood
glycaemia prediction algorithms. As an example, the
proposed method was used to combine an Autoregressive
model with exogenous inputs, a Support Vector Regres-
sion model and an Extreme Learning Machine for
regression model. The multiple-predictor was compared
to these three prediction algorithms on the continuous
glucose monitoring system and insulin pump readings of
one type 1 diabetic patient for one month. The algorithms
were evaluated in terms of root-mean-square error and
Clarke error-grid analysis for 30, 45 and 60 min predic-
tion horizons.

Keywords
Diabetes � Glycaemia prediction � Combined-predictor
Insulin pump � Diabetes care

1 Introduction

Diabetes is defined as a group of metabolic diseases in which
a patient has high blood-sugar, either due to pancreas
inability to produce enough insulin, or because cells do not
respond to insulin as expected. Two of the most important
(short term) complications of diabetes are hypoglycaemia
and hyperglycaemia, both of which are life-threatening [2].
Supporting patients to manage diabetes has gained global
interest with recent efforts aiming at controlling the
short-term complications [6, 9]. Type 1 diabetes and type 2
are chronic diseases and their conventional therapies are
mainly dependent on diet management, physical exercise,
exogenous insulin infusion and drug administration.

There are several developed diabetes management sys-
tems aiming to assist diabetics in self-managing disease,
such as CareLink personal software (Medtronic, Northridge,
CA) [8]. One of the most crucial components of any diabetes
management system is the blood glucose level prediction
method. Accurate short and long term predictions could
enable diabetics to take control actions, such as adjusting the
insulin dosage, taking extra food or choosing meals low in
carbohydrates. Several specific data-driven methods have
been proposed for blood glucose level prediction such as
regression prediction, artificial neural networks and support
vector machines. Finan et al. [1] implemented a family of
linear models included Autoregressive with exogenous
inputs model, autoregressive moving average with exoge-
nous inputs model and a Box-Jenkins Model. Georga et al.
[5] implemented a Support Vector Machine model in order
to provide individualized glucose predictions. Zarkogianni
et al. [11] presented a Feedforward neural network, a
Self-Organized Map and a Neuro-Fuzzy network.

Results from each prediction algorithm could vary
between patients or even for the same patient. Dassau et al.
[4] and Buckingham et al. [3] proposed a hypoglycemia
prediction algorithm combination framework. Wang et al.
[10] proposed an adaptive-weighted-average framework for
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combining different models by giving a weight to each
prediction output using the sum of squared prediction error.

In this study, a stacking regression framework was sug-
gested to use any blood glucose level prediction method and
calculate the final prediction outcome by using the output of
each individual model as predictor for a simple regressive
model. Moreover, we examined the abilities of this frame-
work by combining an Autoregressive, a Support Vector
Regression and an Extreme Learning Machine for regression
model.

2 Materials and Methods

Patients provided continuous glucose monitoring by using
insulin pumps which were wirelessly connected to small
subcutaneous glucose sensors. It represents 288 glucose
concentration measurements per day. Patients used this
system at least 30 days (one sensor can be used for 6 days).
Insulin dose measurements were obtained by downloading
insulin pump memory as well as documentation of all meals
by using smart phone camera and recording meals and
activity in a detailed logbook including food list and activ-
ities. Currently 16 patients are involved in this study. Using
data from one female type I diabetic patient, autoregressive
with exogenous inputs (ARX), Support Vector Regression
(SVR), Extreme Learning Machine for regression
(ELM) models were created in order to implement the pro-
posed framework, predict blood glucose levels and compare
the results.

It is generally accepted that various patients have different
blood glucose characteristics, have different reaction even
after taking the same insulin dosages and of course different
metabolic rate. Nevertheless, even with data from the same
patient each prediction algorithm could work differently;
therefore, a stacking regression framework is proposed to
combine different models by applying a standard regression
on individual predictions. As an example, the above men-
tioned framework was used to combine ARX, SVR and
ELM as these models have been used extensively in blood
glucose level prediction. To make this study self-contained,
some brief model descriptions are given in the following
sections. All the derivations were done in MATLAB 2016b
(The MathWorks, Inc., 1 Apple Hill Drive, Natick MA,
USA).

ARX model prediction For implementing the ARX
model we used the information about long-acting (basal) and
fast-acting insulin (bolus) dosages as well as the blood
glucose levels from a given training set. The ARX model
can be stated algebraically as [7]:

ŷARXph ¼ X� h ð1Þ

where matrix X contains the predictors, parameters h are
estimated using the ordinary least squares method and ph is
the prediction horizon.

SVR model prediction For developing SVR model
blood glucose levels were used. SVR estimates a function by
minimizing an upper bound of the generalization error.
Given a training set ðxðkÞ; yðkþ phÞÞ where x are the pre-
dictors and yðkþ phÞ are the measured values at a specific
prediction horizon, the basic idea of SVR is to map the data
x into a higher-dimensional feature space via a nonlinear
mapping and perform a linear regression in this feature
space. The regression function can be defined as [10]:

ŷSVRph ¼
Xn

i¼1

ðai � a�i ÞKðxi; xÞþ b ð2Þ

ELM model prediction Using only the information
about blood glucose levels w implemented ELM algorithm
with ten hidden layers, we chose the hyperbolic sigmoid
function as the activation function and the predicted output
can be calculated be the following equation [10]:

ŷELMph ¼ HT � b ð3Þ

where H is the hidden layer output matrix and b is the output
weight vector.

Stacking regression framework We defined R as the
matrix which includes outputs of individual models in order
to calculate the coefficients U according to the following
formula:

U ¼ ðRTRÞ�1RT yðphÞ ð4Þ

Fig. 1 Stacking regression framework
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where R ¼ ½ŷARXph ŷSVRph ŷELMph � and yðphÞ is a vector contains the
measured blood glucose values at each prediction horizon.
The final prediction is given by the following equation:

ŷðphÞ ¼ R� U ð5Þ
Figure 1 shows the basic principals of the stacking

regression model implementing for combining results from
three models; ARX, SVR and ELM. Moreover, this frame-
work can be applied with any other model combination.

3 Experimental Results and Discussion

To quantify the prediction performance we measured the
Root-Mean-Square-Error (RMSE) for each model and we
used the Clarke Error grid analysis (CEG). In brief, data that
fall into Zone A are considered clinically accurate so a larger
percentage in zoneAmeans better prediction performance [1].

A comparison of the prediction performance between the
proposed framework and the three individual algorithms
shows that stacking regression could give more reliable
outputs. Examining the results, we conclude that a model
can give better results to a particular prediction horizon than
another one on training data as well as the result for the same
case could be different on testing data.

In detail, according to Table 1 for ph = 60 min, SVR
model performed better than the other two individual algo-
rithms (RMSEARX ¼ 35:13, RMSESVR ¼ 34:23, RMSEELM ¼
35:49 ½mg=dl�) on the training set while on testing set the
ARX model had the best performance (RMSEARX ¼ 29:72,
RMSESVR ¼ 31:17, RMSEELM ¼ 30:63 ½mg=dl�). The pro-
posed framework gave the most satisfactory results at each
prediction horizon for both training and testing set.

4 Conclusion

To sum up, the role of an accurate prediction model in
self-diabetes management devices has proved to be crucial
and could be able to improve patients’ every day life. It can
been seen that combining different algorithms could give
more sufficient predictions and could overcome the

weaknesses of each model although the results for long-term
predictions (ph� 60 min) are not yet reliable enough. Future
work would be focused on improving results for long-term
predictions by implementing and combining more mathe-
matical models and neural networks.
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Improving Prediction of Glycaemia Course
After Different Meals—New Individualized
Approach

Lenka Lhotska , Katerina Stechova, and Jan Hlúbik

Abstract
Motivation and objectives: Diabetes is one of the biggest
medical problems nowadays, having different forms and
different mechanism of development but the ultimate
result is the same—hyperglycaemia. Hyperglycaemia
leads to development of chronic diabetic complications,
which are the most frequent cause of worsening patient’s
life quality and often shortening life expectancy. All
diabetes mellitus (DM) type 1 patients and some of DM
type 2 patients require full insulin substitution. It is not
simple to adjust insulin dose to different meals and
different daily activities. To help patients with this
challenge we started to develop an application for smart
phones having new features in comparison with existing
applications. We concentrated on individual response to
different types of meals (division based on glycaemic
index), to physical activity and individually different
basal metabolic rate. Material and methods: So far 24
patients, mostly insulin pump users, were enrolled.
Patients used during the study at least 4 weeks
RT-CGM and during this period they were asked to
document all food and drinks containing carbohydrates
by smart phone camera. Patients wrote during this time a
detailed logbook as well. The detailed nutritional analysis
of patient’s food was done as well as evaluation of other
condition (level of depression, measurement of basal
metabolic rate). Results: The quality of photos was
problematic but the biggest problem was to analyze
mixed meal from the photography. It was not possible

without at least short patient’s description. Patient’s diet
was unhealthy (high fat content etc.) and patients despite
remedial nutritional reeducation made mistakes in carbo-
hydrates counting which was reflected in their glycaemia
profiles. Conclusion: It seems that using photos with brief
notes is an acceptable solution and adding a personalized
database of favourite meals with correct nutritional data
(which we are developing now) may be very helpful.
Then the patient only confirms selected meal and does not
need to insert all data again. Based on data from the
insulin pump and the glucose sensor and inserted
information about the planned meal from the patient,
the application can recommend the prandial bolus to be
injected before meal.

Keywords
Diabetes � Glycaemia course � Individualization
Metabolism

1 Introduction

Diabetes is defined as a metabolic disease which is charac-
terized by the disruption of glucose homeostasis leading to
hyperglycaemia [1].

Glucose homeostasis. Glucose is the main energetic
source for a human body. Glucose is acquired from food or
can be produced (gluconeogenesis) by human liver and
kidneys from alternative sources (lipids and proteins). Blood
glucose concentration is maintained in very narrow interval
(fasting glycemia <5.6 mmol/L, glycaemia after meal or 2 h
after glucose administration in glucose tolerance test
is <7.8 mmol/L). The main hormone acting in glucose
homeostasis is insulin which is produced by pancreatic beta
cells. Production of insulin is basal (approximately 50% of
total daily production) and stimulated when glycaemia is
increasing after a meal. This stimulated (prandial) response
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is quick and very effective so under the usual circumstances
maximal glycaemia increment after meal is 2 mmol/L [2].

Types of diabetes. There are different types of diabetes
which differ in the pathogenesis of glucose homeostasis
disruption. The most frequent is type 2 diabetes mellitus
(DM2). The crucial moment in DM2 pathogenesis is the
increase of insulin resistance. In current DM2 treatment
schema insulin is considered as a part of second level
treatment options when glycaemia is not well controlled by
other drugs.

The second most common is type 1 diabetes mellitus
(DM1) which pathogenesis is totally different from DM2 but
the result is the same—hyperglycaemia. Leading cause of
this disease is a reaction of patient’s immune system towards
beta cells so DM1 belongs to autoimmune diseases. DM1 is
more frequent in young individuals but can developed also
in adults. Prior insulin discovery DM1 was the fatal disease
and treatment by insulin injections is an only way how to
save patient’s life [1, 3].

There are other types of diabetes, namely gestational
diabetes and “other specific forms of diabetes” which are not
relevant to our topic so they are mentioned here only for
complexity and will not be discussed further.

Hyperglycaemia consequences. Lasting hyperglycaemia
leads to the development of chronic diabetic complications.
These are classified as microvascular resp. macrovascular.
Macrovascular complications are the result of accelerated
atherosclerosis and include ischemic disease of the heart (for
example myocardial infarction), brain (stroke) and lower
limbs. Macrovascular complications are leading cause of
premature death in diabetic patients. Microvascular com-
plications are specific for diabetes and are represented by
neuropathy, nephropathy and retinopathy. They lead to
important worsening of life quality and to shortening of life
expectancy too. Complication termed “diabetic foot” has a
combined etiology (it develops due to microvacular as well
as macrovascular changes) [4].

Insulin therapy. It is well known that since there is
currently no possibility to restore a self-insulin production
when beta cells are destroyed, an only way of treatment is
via insulin injections to mimic physiological situation as
much as possible. DCCT (Diabetes Control and Complica-
tion) trial clearly showed that to minimize the risk of chronic
diabetic complications development full insulin substitution
must be done in the form of intensified insulin regime (IIR).
There are basically two types of IIR—multiple daily insulin
injections (MDI) regime and insulin pump therapy. MDI
regime consists of 1–2 injections of basal insulin (long
acting insulin) and of prandial injections of rapidly acting
insulin (usually 3 injections daily). In insulin pumps only
rapidly acting insulins are used and the pump doses auto-
matically basal dose according to the preset program (for
example 1 insulin unit (IU) per hour) in a form of

microboluses and patients give themselves (manually by
pushing pump buttons) prandial boluses prior meal. In last
two decades two innovations brought intensified insulin
regimes closer to the ultimate therapeutic goal—to reach
near normoglycaemia without increasing the risk of serious
hypoglycaemia development. Hypoglycaemia is an acute
diabetic complication which can develop in patients treated
by insulin/insulin secretatogues and can be life threating [5].

Smarter insulin–insulin analogues. The first innovation
was an introduction of insulin analogues (chemically altered
and enhanced a molecule of human insulin). Basal insulin
analogues are designed to produce long and stable level in
the organism and rapidly acting analogues act quickly and
shortly to minimize postprandial glycaemia increment as
well as the risk of overcorrection and hypoglycaemia
development prior the next meal [6, 7].

Diet and life style. DM1 patients are educated in car-
bohydrate counting and healthy life style (including healthy
diet and exercise) is recommended. DM1 patients having
appropriate body weight can eat even sweet food (in rea-
sonable amount) when their glycaemia is within normal
range. Carbohydrate counting still represents a big challenge
for patients and educators [1].

Continuous glucose monitoring. The second crucial
moment in the optimizing diabetes therapy was the intro-
ducing of continuous glucose monitoring (CGM). It is not
possible to tailor insulin dose precisely without knowing
actual glycaemia and the direction of its change. At the time
of DCCT trial (90th of the last century) blood glucose
monitoring by using personal glucometers started to spread.
But still, even by frequent glucose monitoring (prior each
meal, 2 h after each meal and at least once during the night)
many hypoglycaemia as well as hypoglycaemia episodes
remained unrecognized. At the time of introducing first
insulin analogues continuous glucose monitoring started to
be implemented into diabetic patients’ glycaemia selfmoni-
toring. The principle of the most frequently used glucose
sensors nowadays is based on glucose oxidase reaction—
gentle small electrode (covered by the enzyme
glucose-oxidase) is inserted into subcutaneous tissue where
the reaction of glucose and oxygen is catalyzed by this
enzyme. In the cascade of chemical reactions electron cur-
rent is generated and is converted to electric signal which
amplitude reflects glucose concentration. Glucose sensor is
attached to the transmitter and the signal is sent wirelessly
into a receiver. As a receiver a special device, insulin pump
or smart phone can be used. This CGM type is called real
time CGM (RT-CGM), displayed glucose concentration is
actualized every 5 min and the trend of glucose concentra-
tion change is shown by trend arrows as well. RT-CGM
system is equipped with hypo-resp. hyperglycemia alarms
which threshold can be individualized. When a smart phone
is used as RT-CGM receiver—a caretaker can be informed
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for example about hypoglycemia by sending warning sms.
Blinded CGM exists too and is used as glucose concentra-
tion holter. By analyzing its record, a doctor can reveal
problems in diabetes compensation when a patient for some
reason is not suitable for RT-CGM.

Another system represents “Flash Glucose Monitoring”
system which can be described as a glucose scanner. The
system registers glucose concentration values all time but
glucose concentration value and trend is displayed only
when scanning device is activated so no warning is possible
[8–10].

2 Materials and Methods

Study group. So far 24 patients suffering from type 1 dia-
betes were enrolled. All patients signed a written consent
approved by the local ethical committee and all patient data
were analyzed anonymously. Patient’s further characteristics
are as follows: 15 females, 9 males; median of age 40 years
(range 20–59 years), median of diabetes duration 23 years
(range 9–39 years). In insulin pump users (19/24) median of
this type treatment was 7 years (range 1 month to 31 years).
Seven out of 24 patients already have at least one chronic
diabetic complication present (mostly retinopathy). To
evaluate the efficacy of insulin therapy treatment several
parameters must be taken into account. The first one is
glycosylated haemoglobin (HbA1c) which reflects a mean
glycaemia during last three months. Physiological values
are � 42 mmol/mol. Patient’s HbA1c should
be � 53 mmol/mol. Otherwise a change of therapy is rec-
ommended. This condition only 5/24 patients fulfilled.
Median of HbA1c in the study group was 60 mmol/mol,
range 39–96 mmol/mol, SD 12.3 mmol/mol. Other criteria
for compensation evaluation represent glycaemia profiles
which will be discussed separately. Other parameters are
important too. One of them is BMI (Body Mass Index)
which should be in a range 19–25 [11]. Optimal BMI was
present in only 10/24 patients (42% of the study group).
Overall median of BMI in the tested group was 25.5 (range
20.4–34). Another parameter reflecting diabetes stabilization
is total daily insulin dose per kg which should be <0.6 IU/kg
[12]. Eight patients from the study had a higher total daily
insulin dose per kilogram than this recommended threshold.

Methodology. All patients underwent prior the beginning
of the study standardized reeducation with a special focus on
diet and carbohydrates counting. Patients used during the
study at least 4 weeks RT-CGM and during this period they
were asked to document all food and drinks containing
carbohydrates (meaning milk, juice etc.) by smart phone
camera with time index recording. Patients wrote during this
time a detailed logbook as well. The logbook was focused on
meal description and patient’s estimation of carbohydrates

and glycaemic index of the meal. Physical activity and
eventual health problems or special circumstances were
recorded too. Patients were asked at least during the first and
last week of the study to use NutriData which is an on-line
application for diet recording. The data from this application
were analyzed by NutriPro software and the intake of
energy, carbohydrates, proteins and lipids was evaluated by
an experienced nutritional specialist. RT-CGM data and
insulin data from insulin pump were downloaded and ana-
lyzed by using provider’s software (CareLinkPro Medtronic,
Dexcom Studio and by DiaSend). The RT-CGM analysis
was done by an experienced diabetologist. Energy expen-
diture was analyzed by using vivo smart fitness wrist band
and basal metabolic rate was measured by BIA (Bioimpe-
dance Analysis; Bodystat Quadscan 4000 device). Patients
also filled Beck inventory which is used routinely for the
screening of depression.

3 Results

The quality of photos taken by patients. During the study
4464 photos were analyzed. Patients documented their meals
without important gaps (meaning minimum missing meals
photo documentation) but the problem was the quality of
photos which was not caused by the quality of camera. Only
3/24 patients were able to provide perfect photo documen-
tation (100% photos in a very good quality).

Identification of a meal from the pictures. The problem
with photos quality can be handled by repeated patients
instructing and practical training but the crucial problem was
the identification of mixed meals (meaning for example
pasta with meat and vegetables)—Fig. 1a. It is possible to
estimate a food size with a good accuracy by comparing it to
the object with standardized size (a pen, a teaspoon etc.) but
to identify fully automatically meal content is now techni-
cally impossible. Automated identification of the food is
applicable for one-component food (for example a banana—
Fig. 1b) or for commercially prepared food having EAN
code [13].

Willingness to use diet recording application. Patient’s
main complaint was that additional time is required to do
this and they do not want to be concerned with their food
analysis and diabetes so long. One patient summarized the
problem with low motivation clearly: “We simply want eat
what we want without additional thinking. As other people
do.”

Psychological problems. The presence of depression
according to standardized questionnaire (Beck inventory)
was high in the study group (13/24 patients), 5/12 patients
use antidepressive drugs regularly. Higher depressivity is of
course connected to worse co-operation and lower motiva-
tion, on the other hand the situation is well understandable as
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many patients suffer important daily difficulties due to dia-
betes, its complications and present comorbidities.

Nutritional analysis results. Results (median, range) in
% of recommended daily value: Energy intake: 117% (94–
180%), total carbohydrates 109% (80–120%),
mono + oligosaccharides 133% (93–180%), total fat 144%
(120–210%), saturates 133% (105–196%), cholesterol 97%
(93–110%), proteins 98% (83–132%), fiber 72% (63–
110%). Only one patient had absolutely appropriate diet as
well as energy expenditure. According to results on carbo-
hydrates and lipid intake patients were categorised into 3
groups with different compliance to diabetic diet (Group 1—
all results within 100% + 1SD of recommended values,
Group 2—none parameter >100% + 2SD of recommended
value, Group 3—at least one parameter >100% + 2SD of
recommended value). Twelve patients (50% of the study
group) scored 3 (the worst category, 4 of these 12 patients
are obese and 4 of them are overweight). We observed the
correlation between the compliance category and sex
(women scored better, p = 0.049, r = 0.63) as well as with
HbA1c level when patients scoring 3 had higher HbA1c at
baseline (p = 0.019, r = 0.69) as well as after diet
re-education combined with 4 weeks of continuous glucose
monitoring (p = 0.037, r = 0.57). Level of depression was
highly correlated to the compliance category when depres-
sive patients scored worse and they had high mainly
mono + oligosaccharides intake (p = 0.01, r = 0.74).
Patients did not evaluate their diet as unhealthy and they
considered only total carbohydrate intake as important.

Accuracy of patient’s carbohydrates content estima-
tion. Patients underestimated carbohydrate content impor-
tantly but mistakes in GI (glycaemic index of food)
evaluation were insignificant. Sometimes overestimation of
carbohydrates occurred as well with subsequent hypogly-
caemia due to insulin overdosing. Median of “carbohydrate
mistake” was 15 g (range 0–45 g).

Energy expenditure and the reaction to physical
activity. Only 8/34 patients have a regular physical activity,
one patient has hard manual work with high energy expen-
diture, 7/8 patients are active sportsmen. The most frequent
reported sport activity was jogging and cycling, one patient
goes in for martial arts. These trained patients did not react
by important glycaemia dropping when they were intro-
duced to submaximal physical activity (submaximal
according to heart rate). Physical activity of other patients
was low and after introducing mentioned physical activity
for 30 min their glycaemia dropped quickly (Fig. 2). Basal
metabolic rate (median) in the study group was 23 kcal/kg
(range 17–29 kcal/kg). Women energy expenditure was
more frequently lower than recommended in comparison
with men (p = 0.028).

CGM results. Median of time spent in normoglycaemia
was 47% (33–63%) and no serious hypoglycaemia as well as
hyperglycaemia occurred. Hypoglycaemia events (mild
hypoglycaemias) were connected in 40% to previous phys-
ical activity and in 36% to hyperglycaemia overcorrection.
Glycaemia over target range occurred in 63% after meal and
was strongly influenced by meal carbohydrate content
underestimation (p < 0.001, Fig. 3). Patients insufficiently
used advanced insulin pump features (bolus calculators,
different bolus types etc.) and/or online dietary advisors
(online nutritional databases) but they were satisfied with
using smart phones as the quick and convenient meal
logbook.

4 Discussion

We do not have another option for acquiring the information
about meals then manual input provided by the patient.
Since it is so strongly dependent on his/her perception of the
health problem and motivation to cope with it we need to

Fig. 1 a Example of mixed
meal, b example of one
component food

760 L. Lhotska et al.



find a way that is least obtrusive on one side but informative
on the other side. It seems that using photos with brief notes
is an acceptable solution. Additional option we are working
on is to create a personalized database of favourite meals
which can be finally completed with more detailed infor-
mation about nutrition values, including glycaemic index.
Then the patient only confirms selected meal and does not
need to insert all data again. Based on data from the insulin
pump and the glucose sensor and inserted information about
the planned meal from the patient, the application can rec-
ommend the prandial bolus to be injected before meal.

The case study shows that it is not a simple task to design
and develop an application that can help a patient even when
we have data input from several devices. If there is another
input required from the user the final operation and relia-
bility of the application is dependent on the precision of
manually inserted data.

The presented results and data analysis indicate that the
input data and information are key components for good
quality decision making on insulin dose. In principle the
mechanism can be represented by a control system with
feedback.

In our case, the control system can be described in the
following way: input data are represented by the information
about meals and physical activity, the system (body with its
metabolism) must be described by a model respecting the
individual characteristics of the given person, measuring
element is the glucometer (RT-CGM), controller and effector
represent the insulin pump. It is obvious that there might be
disturbances we cannot predict and usually we cannot mea-
sure them, as for example psychical stress. If we can get as
precise information as possible about composition and
quantity of meals and physical activity we can use it for better
control of the system. We have to keep in mind that the values
acquired from RT-CGM are delayed, the time delay is known.
Thus this information must be included in the model.

The ultimate goal in the treatment using the insulin pump
technology is the closed loop concept when patient has an
insulin pump, glucose sensor and insulin dosage is driven by
an algorithm integrated into computer.

There are several groups working on CL concept. All
groups report a reasonable progress to maintain normogly-
caemia (or near normoglycaemia) during nights. A great
problem is how to fit insulin dose to very variable day

Fig. 2 Hypoglycaemia at 2 pm
due to prior physical activity

Fig. 3 Hyperglycaemia after
sweet breakfast eaten at 8 am
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activities, different meals, stress etc. The main “technical”
problem is that currently available rapidly acting insulin
analogues are not still “rapid enough” because insulin
kinetics after its artificial parenteral application is different
from the physiological situation.

In one of the most recent papers where OL (open loop
which means not fully automatized system) was compared to
two CL algorithms there was reported that time spent in the
target range was quite similar in CL and OL. While mean
glucose level was significantly lower in OL, percentage of
time spent in hypoglycaemia was almost threefold reduced
during CL. It means that nowadays CL is superior in pre-
vention of hypoglycaemia but unfortunately is not now so
superior to OL in the achievement of normoglycaemia [14].
There was presented a day and night closed-loop control in
adults with type 1 diabetes as a comparison of two
closed-loop algorithms driving continuous subcutaneous
insulin infusion versus patient self-management.

5 Conclusion

In the paper we focused on detailed analysis of data and
information content and quality in outpatient treatment. In
particular, the patient study group has the diagnosis of dia-
betes mellitus type 1. The patients are dependent on insulin
dosing and they have to estimate rather precisely the food
composition in relation to insulin units. The analysis showed
that even experienced patients sometimes make mistakes
because it is not always easy to estimate carbohydrates
content in mixed meal, especially in ready meals. Based on
the analysis and long-term experience of one of the authors
(KS) we started to design an application that can serve as a
recommendation system for the patients both for meal
composition estimation and insulin bolus.
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Innovative Biosensor of Circulating Breast
Cancer Cells; a Potential Tool in Latin America
Oncology Rooms

César A. González and Herberth Bravo

Abstract
The detection of circulating tumoral cells represents the
possibility for therapy monitoring as well as prevent
metastasis in oncology patients. Portable and economical
technologies are required in most of the oncology rooms
of third level Latin America hospitals. In this work an
innovative biosensor of circulating breast cancer cells on
the basis of bioimpedance spectroscopy measurements
assisted with magnetic nanoparticles is presented. The
technical proposal involves a microfluidic system for
cancer cells separation by immunomagnetic technique
and its detection by multifrequency bioimpedance mea-
surements. An experimental proof of concept to detect a
typical breast cancer cell line was developed to evaluate
the sensitivity of the system. The results shown the
technical proposal feasibility as portable, inexpensive and
non-invasive biosensor of circulating tumoral cells, as
well as its technical feasibility for implementation in
oncology rooms of Latin America third level hospitals.

Keywords
Biosensor � Bioimpedance � Cancer � Cell

1 Introduction

According to the World Health Organization (WHO) Breast
Cancer (BC) is one of the largest health problems in the
world. BC is the most frequently diagnosed and the leading
cause of cancer death among women, accounting for 23% of
total cancer cases and 14% of cancer deaths. BC is also the

leading cause of death among women in economically
developing countries in Latin America. Metastasis is the
main cause of morbidity and mortality related to BC. In
addition, some studies show that 30% of women with pri-
mary BC harbor micro metastasis in their bone marrow.
Almost half of the patients with localized BC treated with
surgery have a high possibility of recurrence, which attempts
to be reduced by subjecting the patient to oncological
treatment (chemotherapy, radiotherapy and others) that is not
often effective because it does not consider the amount of
cancer cells in systemic circulation. [1–4].

Circulating Tumor Cells (CTC) are cancer cells that
originate from primary/metastatic solid tumors and are in
transit through the circulatory system. The detection and
characterization of CTC allows us to have a control of the
oncological treatment of the patient with BC and to define if
it is effective. The CTC count allows a window of possibility
for general survival in operable and advanced breast cancer.
However, the isolation of CTC is a challenge due to its
extreme rarity, there are approximately between 1 and 10
CTC for every 10E9 of the total blood cells. [5–7].

Currently several methods and technologies for the
detection of CTC that are based on their physical and bio-
logical properties are under development. This is a very
complicated process since the ideal method must be highly
sensitive, reproducible and easy to implement in a clinical
setting, in addition to the very low concentration of CTC in
the blood flow. Nowadays, better technologies are sought to
avoid the disadvantages of these methods, such as the use of
expensive and specialized equipment, expert and qualified
personnel, the lack of accessibility that the population has to
these, among others. Due to the above, it is necessary to
search for new technological methods that allow us to dis-
suade these inconveniences and be able to have high quality
technologies at a low cost and with easy access [4, 7, 8]. In
most existing methods, a first enrichment step is carried out
to increase the sensitivity of the assay. Then we continue
with a detection step that will ideally protect the integrity of
CTC [8].
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Our research group has proposed the detection of CTC
through magnetic bioimpedance-assisted spectroscopy
measurements with magnetic nanoparticles coupled with
antibodies that recognize surface proteins [9]. The central
idea is to attach magnetic nanoprobes made of iron oxide
coated with a polysaccharide to which an antibody is
adhered, on the surface of CTC, separate and anchor them by
immunomagnetic methods on the surface of an array of
micro-electrodes and perform bioimpedance measurements
as detection technique. As a first approach to the proposed
technique, in this research work we propose to evaluate the
technical feasibility of using electrical bioimpedance mea-
surements to detect breast cancer cells with the use of a
microfluidic device.

2 Methodology

2.1 Biosensor Description System

The block design of the system consists of four modules:
(1) Microfluidic infusion pump; (2) Electrical-Ionic Inter-
face; (3) SciospecTM Module; and (4) The PC. The infusion
pump mircofluidic has adapted an insulin syringe, which
performs the controlled infusion of the analytes into the
chamber of the Electrical-Ionic Interface module by means
of a capillary tube. The Electrical-Ionic interface represents
the main point of the experiment, since it is where the iso-
lation of cancer cells and measurement of bioimpedance
through gold electrodes is made. The SciospecTM module is
the instrument that allows us to interact with the electrodes
of the Electrical-Ionic Interface, that is, the one that injects
the potential difference and at the same time measures the
current to estimate the impedance of the system. The PC
module allows us to program the SciospecTM instrument
and data storage (Fig. 1).

2.2 Bioimpedance Measurements
in Microfluidic Device

The impedance reading module brings with it the Scios-
pecTM software, which is provided by the same company
that manufactured the product, allowing communication
with the PC through a USB port, which provided the option
of making a measurement protocol, achieving with this a
mapping of 126 logarithmically spaced steps in a frequency
range of 100 Hz to 1 MHz. The measurements were made in
triplicate (Fig. 2).

2.3 Immunomagnetic Isolation of Cancerous
Breast Cells in Microfluidic Device

Weused the breast cancer cell line SK-3, such cell line represents
an advanced and very aggressive phase of BC. The bioconjugate
was elaborated on the basis of the A-10 CHEMICELL INC
protocol, which is a coupling procedure with carbodiimides for
magnetic particles. The technique demands the identification of
molecular markers to promote an antigen-antibody reaction,
which causes the cancer cells to adhere to the nanoparticles
within the bioconjugate and thereby achieve immunomagnetic
isolation, that is, to be able to trap the cells anchored to the
nanoparticles with a magnet in the chamber of the microfluidic
device and thus measure its impedance [10, 11].

waste

Microfluidic
Pump

Electric-Ionic
Interface

SciospecTM

PC

Fig. 1 Block diagram of the system

Electric-Ionic

1.-Microfluidic
Pump

Waste

2.- Interface

4.- PC

3.- SciospecTM

Fig. 2 Physical appearance of
the system modules
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2.4 Design of the Evaluation Experiment

In order to demonstrate changes in the electrical bioimpe-
dance as a function of the isolation and anchoring of cancer
cells in the electrical-ionic interface, an experiment was
designed in two independent tests in order to generate the
following conditions: (A) SK-3—infusion and magnetic
anchoring of cancer cells of the SK-3 line incubated with
nanoprobes, and (B) Negative Control—infusion and mag-
netic anchoring of nanoprobes without the presence of
cancer cells. A concentration of 50 cells/500 L, was evalu-
ated in order to estimate the sensitivity of the system, each
test was performed in triplicate (see Fig. 3).

3 Results

Figures 4 shows the bioimpedance spectra in magnitude and
phase, for a concentration of 50 cells/500 lL. The magni-
tude spectrum shows significant sensitivity at low frequen-
cies to discriminate the presence of cancer cells with respect
to the condition in which only bioconjugate was infused.

4 Discussion

The relevant observation is that the highest sensitivity to
discriminate the presence of cancer cells was observed in
magnitude at low frequencies, basically below 10 kHz, and
not sensitive in phase was observed, such observations
indicate in principle the influence of structural changes in the
evaluated biological sample, those changes must be associ-
ated to the complex and size of the cells in the whole volume
of the case sample and not present in the control. Evaluating
the potential utility of bioimpedance measurements to detect
breast cancer cells by this proposed method, we determined
very well a positive result, which, it should be noted that it is
only possible to validate the sensitivity under the

experimental conditions that were defined for the experi-
ment, not so for a clinical validation, which leads us to the
need to investigate even more in this procedure, for instance;
characteristical bioimpedance spectra for the presence of
different CTC and even blood cells are required studied, in
addition, noise sensitivity studies as a function of differents
CTC concentration in the sample are warranted, in order to
the renewal or improvement of the used device, being pos-
sible to do it with a smaller budget and with this to be able to
take to the communities most in need in Latin America.

5 Conclusion

The implementation of a small system as a biosensor for the
isolation and detection of breast cancer cells through the use
of a microfluidic device and measurements of bio impedance
assisted with magnetic nanoparticles was feasible at low cell
concentrations and magnetic nanoparticles. Measurements of
the magnitude of bioimpedance at low frequencies seem to
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Fig. 3 Experimental evaluation design
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offer the best sensitivity of the system, which indicates that
this device together with its measurement procedure is viable
as a new CTC detection technique.
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Prototype of Simplified Microwave Imaging
System for Brain Stroke Follow Up

Jan Tesarik, Luis F. Diaz Rondon, and Ondrej Fiser

Abstract
Stroke could be detected by Microwave Imaging method
(MWI) in the future. At ELEDIA@CTU laboratory was
designed prototype of MWI system for stroke follow
up/detection. The system was able to detect five from six
strokes which were then reconstructed by existing
algorithm for difference Microwave Imaging. These
results were very valuable for next research where for
example new antenna elements need to be design as well
as realistic phantom of human head.

Keywords
Microwave imaging � Stroke detection
Dielectric properties

1 Introduction

Stroke is the second most common non-traumatic cause of
mortality in the world [1] and can be distinguish on ischemic
or haemorrhagic in general. Time plays key role in diagnosis
of stroke and its shortening is main goal for successful treat-
ment. Every minute dies 1.9 million neurons if stroke is not
treated [2]. One way how to short a time between onset of
stroke and its detection/classification is to use Microwave
Imaging (MWI) method. Microwave Imaging is a new per-
spective non-harmful method which could be used for diag-
nosis of tissues state in the future similarly as CT or MRI.
Potential of MWI hardware is at its fast diagnosis in the order
of minutes, use of non-ionizing radiation, can be compact,
light and relatively low cost. Such equipment could be placed
directly in emergency cars as already presented by company
Medfield Diagnostics [3] for example, so a time between onset
of stroke and treatment would be shortened. Principle of MWI

is based on interaction of human tissues with microwaves and
non-invasive measurements of so called dielectric properties
[4]. If the difference in dielectric parameters for normal brain
tissue and ischemic/haemorrhagic brain tissue exists as well as
for healthy and disease tissues, MWI can be used.

The aim of this contribution is to present some results of
stroke detection provided by first prototype of MWI system
designed at ELEDIA@CTU laboratory as well as describe
methods and progresses leading to create MWI system and
its experimental setup.

2 Methods

2.1 Design of Microwave Imaging System

Simplified Microwave Imaging system was designed in
COMSOL Multiphysics as octagonal container respected an
average size of human head with eight Bow Tie antennas
placed in one plain around as shown in Fig. 1a. Width of
system was set on 16 cm, length on 20 cm and deep on
20 cm too. Inside the system was possible to placed cylin-
ders with different diameters d1 = 20 mm and d2 = 30 mm
on three different positions p1, p2 and p3 as shown in Fig. 1b.
Cylinders could be filled with liquid so that way stroke could
be simulated. System as well as cylinders was printed from
PLA material on 3D printer. Bow Tie antennas was designed
by numerical parametric study in COMSOL Multiphysics
where parameters of antenna a, b, c (mm) for resonance
frequency 1 GHz were found. Eight Bow Tie antennas were
fabricated by chemical etching method. Example of fabri-
cated Bow Tie antenna is shown in Fig. 1c.

2.2 Phantom of Human Head and Strokes

To provide perfect contact between antennas and head
phantom without any gaps a liquid phantom of human head
adopted from IEEE standard [5] was chosen and prepared.
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Weight percentage of used substances and target dielectric
parameters for frequency 900 MHz are summarized in
Table 1. Stroke phantoms were prepared according to same

recipe, based on assumption that ischemic tissue cause local
decrease of dielectric parameters, haemorrhagic tissue cause
local increase of dielectric parameters respectively. This
assumption comes from [6]. It was prepared two hemor-
rhagic phantoms marked as Hem1 and Hem2 and three
ischemic phantoms marked as ISCH1, 2, 3 as summarized in
Table 2. Dielectric parameters of this stroke phantoms were
measured by dielectric probe SPEAG DAK-12 and handheld
VNA Keysight as well as prepared phantom of human head.

2.3 Experimental Setup

Printed model of Microwave Imaging system was fitted with
Bow Tie antennas and through switching matrix R&S®

ZN-Z84 was connected to VNA R&S® ZNB 4 as shown in
Fig. 2a. MWI system was filled with liquid phantom of
human head and on given positions was placed cylinders
with stroke phantoms Fig. 2b. The power input from VNA
was set to maximal value 13 dBm, width of inter-frequency
filter was set to 100 kHz and operating frequency to 1 GHz.
For that configuration all stroke phantoms to position p3 and
to the cylinders with diameter d1 and d2 were placed. Into
position p1 stroke phantoms Hem2 and ISCH2 with diameter

(a) (b) (c)

b 
=

 1
6,

75
 

p2

a = 25 

p1
p3

c = 2 

Fig. 1 Simplified model of MWI system (a), positions p1, p2 and p3 of cylinders and upper view on MWI system (b) and example of fabricated
Bow Tie antenna with dimensions of its parameters (c)

Table 1 Weight percentage of used substances for preparing of
human head phantom and target dielectric parameters of this phantom
for frequency 900 MHz

Propylene glycol NaCl Watera

wt% 64.81 0.79 34.40

er (—) 41.80

rðS �m�1Þ 0.97
aDeionized and demineralized water

Table 2 Measured dielectric parameters of prepared phantom of
human head (Phantom) and stroke phantoms as well as absolute
difference Der (—) and DrðS �m�1Þ between stroke phantoms and
Phantom

Phantom Hem1 Hem2 ISCH1 ISCH2 ISCH3

er (—) 40.65 48.63 55.47 25.06 19.28 32.04

rðS �m�1Þ 0.95 1.28 1.52 0.83 0.74 0.85

Der (—) 7.98 14.82 −15.59 −21.37 −8.61

DrðS �m�1Þ 0.33 0.57 −0.12 −0.21 −0.1

Fig. 2 Experimental setup of MWI system, switching matrix and VNA (a), detailed view on liquid phantom of human head and position of stroke
phantom (b) and detailed view on connection of SMA ports and coaxial cables (c)
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d2 were placed. The measured output was S-matrix (8 � 8)
where its values (S-parameters) are changing according to
specify combination of stroke phantom its position and
diameter. Each combination was measured five times.

Measurements were simplified by the symmetricity of MWI
system, it was used principle of reciprocity.

2.4 Data Processing

Reconstruction algorithm for differential microwave imaging
was used and is described for example in [7]. Necessary
input for this algorithm is intensity of the electric field each
of eight antennas in x, y, z coordinates which was calculated
numerically for model of MWI system in configuration with
as well as without stroke phantom. Another input was dif-
ference between measured “stroke” S-matrix and measured
“background” S-matrix. The goal was to find out the values

Table 3 Comparison of measured changes in dielectric parameters D
and reconstructed changes d for position p3 and diameter d2, green
colour marks successful reconstruction and linker marks that was not
possible to determine which type of stroke was placed in MWI system

Hem1 Hem2 ISCH1 ISCH2 ISCH3

Der (—) 8 15 −16 −21 −9

DrðS �m�1Þ 0.3 0.6 −0.1 −0.2 −0.1

d er (—) – – −11 −15 −10

drðS �m�1Þ – 0.5 – – –

(a) (b)

(c) (d)

(e) (f)

BA for Hem2, p
3
, d

2
BA for Hem2, p

3
, d

2

BA for ISCH2, p
3
, d

2
BA for ISCH2, p

3
, d

2

BA for Hem2, p
1
, d

2 BA for Hem2, p
1
, d

2

Fig. 3 Reconstructed change of
relative permittivity der and
electrical conductivity dr for
stroke phantoms Hem2 (a) and
(b), ISCH2 (c) and (d) on position
p3 for diameter d2 and for Hem2
(e) and (f) on position p1 for
diameter d2
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of dO vector, where each value is change in relative per-
mittivity and conductivity, respectively.

3 Results

3.1 Measured Dielectric Parameters

In the Table 2 are summarized measured dielectric param-
eters of prepared phantom oh human head and stroke
phantoms together with absolute difference in dielectric
parameters of stroke phantoms and human head phantom
Der (—) and DrðS �m�1Þ.

3.2 Reconstructed Strokes

On each of figures a–f is shown reconstructed change of
relative permittivity der (—) and electrical conductivity
drðS �m�1Þ. Black circle marks actual position of stroke
phantom in MWI system. Values of reconstructed dielectric
parameters are summarized in Table 3.

4 Discussion

By designed MWI system was possible to differentiate and
reconstruct some of simulated strokes in phantom of human
head. As shown in Fig. 3a–d and in Table 3 haemorrhagic
stroke Hem2 was distinguished from background (phantom
of human head) based on increase of electrical conductivity
while ischemic strokes ISCH1, 2, 3 were distinguished based
on decrease of relative permittivity. Hem1 was not possible
to reconstruct probably due to so low Dr. MWI system was
able to measure change of dielectric parameters only for
diameter of stroke phantoms d2 = 30 mm. Results for
diameter d1 was not reached probably due to fact that
diameter of stroke phantom is lower than half of wavelength
of propagating EM wave which is 2.3 cm. Reconstruction of
strokes placed on position p1 was distorted as shown in
Fig. 3e and f because of symmetricity of stroke phantoms
towards MWI system, the number of independent values in
S-matrix was decreased. Measurements were influenced by
unstable environment in laboratory and used Bow Tie
antennas which radiated to all directions, so microwave
absorbers built around MWI system was used. Recon-
structed changes of dielectric parameters could be affected
by time instability of prepared head and stroke phantoms.

5 Conclusion

First prototype of MWI system in Czech Republic was
designed and measurements of changes in dielectric
parameters between phantom of human head and stroke
phantoms following by reconstruction of simulated strokes
was implemented. MWI system was able to differentiate five
from six prepared strokes as summarize in Table 3. Sensi-
tivity of system was influenced by position of strokes its
diameters and difference in dielectric parameters of stroke
phantoms and human head phantom. Nowadays new
antenna elements with ground plane are testing and in near
future new heterogeneous phantom of human head will be
designed. Results provided by first prototype of MWI sys-
tem are very valuable for research of next generation of
MWI systems and testing of MWI method for stroke
detection.
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Samples of Dry Head Tissues Phantoms
for Brain Stroke Classification

Jan Tesarik, Tomas Pokorny, and Lukas Holek

Abstract
Phantoms are necessarily for testing of MWI method. At
ELEDIA@CTU laboratory phantom for testing of brain
stroke classification are designing. For that purpose, new
materials/substances were tested. It was prepared a few
series of phantom samples with different weight percent-
ages of given materials. Fabricated samples were mea-
sured by dielectric probe. Measured dielectric parameters
shown that some of samples can mimic head tissues like
skin, skull and CSF. Results of this contribution will be
used for fabrication of dry heterogeneous human head
phantom.

Keywords
Microwave imaging � Phantoms of head tissues
Dielectric properties

1 Introduction

Microwave Imaging (MWI) is new perspective non-harmful
method for diagnosis of human tissues state. In comparison
with current conventional imaging techniques, MWI systems
could be relatively cheap, fast and portable devices which
use non-ionizing microwave radiation. Research in applica-
tions of microwaves is focused mainly on two areas, timely
breast cancer detection [1] and brain stroke follow up, its
classification respectively [2]. For testing and validating of
MWI method phantoms of human tissues are used. Phan-
toms could be distinguished on homogeneous and hetero-
geneous in general. Another differentiating is possible based
on its structure to liquid, semi-dry (agars) or dry. A large
summary of phantom types and its application including
MWI is available for example in [3]. At ELEDIA@CTU

laboratory a simplified prototype of MWI system for brain
stroke follow up was developed [4]. Homogeneous liquid
phantom of human head for testing of MWI system and
stroke detection was used. Liquid phantoms are not time
stable [5]. It is necessary to developed dry heterogeneous
phantom of human head with realistic shapes and layers for
more detailed testing of MWI systems.

The aim of the contribution is to present measured
dielectric parameters of fabricated phantom samples of head
tissues and compare it with dielectric parameters of head
tissues obtained by fourth order Cole–Cole model. Results
should be base for future design and fabrication of dry
heterogeneous human head phantom.

2 Methods

2.1 Materials and Phantom Samples Fabrication

According to studies [6, 7] a new material suitable for
mixing with graphite powder and carbon black powder as
shown in Table 1 was chosen. The combination of first three
listed materials in Table 1 should provide time-stable, flex-
ible and low viscosity mixture which preparation should be
relatively easy. To decrease a viscosity of mixture was
possible to add an acetone. Acetone (L) was added inde-
pendently on total weight of each sample. Viscosity of
mixture is very important for future fabrication of hetero-
geneous head phantom where different mixtures will create
different layers of phantom.

In total 20 samples was fabricated. There were five basic
series. Graphite series (GX), carbon black series (CBX),
graphite 20% series (G20CBX), graphite 25% series
(G25CBX) and carbon black 4% series (GXCB4) as sum-
marized in Table 2. Weight percentages of our materials was
mixed in the kitchen mixer, put to the printed bowls and
vacuumed (approximately -0,8 atm) to eliminate air bubbles.
Examples of fabricated samples are shown in Fig. 1.
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2.2 Measurements and Data Processing

Dielectric parameters of each of fabricated samples were
measured in ten repetitions by open-ended coaxial reflection
probe method. The experimental setup, shown in Fig. 2, was
consisted of handheld VNA Keysight N9913A FieldFox, PC
with corresponding software and dielectric probe SPEAG
DAK-12 which can perform measurements in frequency
range from 10 MHz to 3 GHz [8]. Dielectric probe was
calibrated by OSL calibration method. Measured data was
processed in MATLAB®, statistically evaluated using the
uncertainty of type C and compared with dielectric param-
eters of skin, skull and CSF represented by fourth order
Cole–Cole model also implemented in MATLAB®.

3 Results

Measured trends of dielectric parameters of some of fabri-
cated phantom samples are shown in this chapter. In each
figure is displayed the interval given by uncertainty of type
C (error bars) which with a certain probability (95%)
includes actual value of the measured relative permittivity
and conductivity, respectively.

4 Discussion

Because of large number of phantom samples only relevant
results are presented. Relevant means that results which were
the most similar to Cole–Cole model of dielectric parameters
of head tissues (skull, skin, CSF). From Figs. 3, 4 and 5 is
evident that each of three human head tissues can be mim-
icked by mixing of urethan rubber, graphite powder and
carbon black powder in specific weight percentages. Rela-
tive errors for each of presented phantom samples with
respect to Cole–Cole model of given head tissues for fre-
quency 1 GHz are summarized in Table 3. The little higher

Table 1 Materials and its specification used for fabrication of
phantom samples

Material Specification Producer

Urethan rubber PMC®-121 30/Wet Smooth-On, Inc

Graphite powder 282863-graphite Sigma-Aldrich

Carbon black powder 45527 carbon black Alfa Aesar

Acetone 99.9% acetone Lach-Ner, s.r.o.

Table 2 Weight percentages of given materials for phantom samples
fabrication

Name Urethan
rubber (wt
%)

Graphite
powder (wt
%)

CB
powder
(wt%)

Acetone
(L)

G10 90 10 – –

G20 80 20 – –

G30 70 30 – –

G40 60 40 – 0.3

G50 50 50 – 0.3

CB1 99 – 1 –

CB5 95 – 5 0.1

CB10 90 – 10 0.1

G25CB2 73 25 2 0.3

G25CB2.5 72.5 25 2.5 0.3

G25CB4 71 25 4 0.3

G25CB6 69 25 6 0.3

G10CB4 86 10 4 –

G15CB4 81 15 4 –

G20CB4 76 20 4 0.3

G25CB4 71 25 4 0.3

G30CB4 66 30 4 0.3

G20CB4 76 20 4 0.3

G20CB2 78 20 2 –

G20CB0.5 79.5 20 0.5 –

Fig. 1 Some of fabricated samples of human head tissue phantoms

1

2

Fig. 2 Experimental setup for measurements of dielectric parameters
of fabricated samples, 1—dielectric probe, 2—VNA
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relative errors could be caused by inaccuracy of dielectric
probe and by fact that surface of fabricated phantom samples
was not absolute smooth. The rest of fabricated phantom
samples mimicked given head tissues only in one of two
dielectric parameters or did not at all. Some of samples

mimicked brain tissues like white matter or grey matter
which is going to be very valuable for next research in
phantom design and fabrication area.

5 Conclusion

The aim of this contribution was to present some of results of
phantom samples fabrication suitable for brain stroke classifi-
cation. It was found out that mixture of urethan rubber, graphite
powder, carbon black powder and acetone in specific weight
percentages can mimic head tissues like skin, skull and CSF.
This weight percentages will be very valuable for fabrication of

(a) (b)Fig. 3 Measured relative
permittivity (a) and conductivity
(b) of fabricated phantom sample
G40 compare with Cole–Cole
model of skin, skull and CSF

(a) (b)Fig. 4 Measured relative
permittivity (a) and conductivity
(b) of fabricated phantom sample
G15CB4 compare with Cole–
Cole model of skin, skull and
CSF

(a) (b)Fig. 5 Measured relative
permittivity (a) and conductivity
(b) of fabricated phantom sample
G25CB2.5 compare with Cole–
Cole model of skin, skull and
CSF

Table 3 Relative errors d(%) for each of presented phantom samples
with respect to Cole–Cole model of given head tissues for frequency
1 GHz

G40/CSF G15CB4/Skull G25CB2.5/Skin

d er (%) 7.34 22.90 22.70

dr (%) 14.55 37.32 26.04
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dry heterogeneous phantom of human head in the future which
needs to be fabricated at ELEDIA@CTU laboratory for testing
of brain stroke classification/detection by MWI system.
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High-Water Content Phantom for Microwave
Imaging and Microwave Hyperthermia

Michaela Kantova, Ondrej Fiser, Ilja Merunka, Jan Vrba,
and Jan Tesarik

Abstract
The main goal of this contribution is the investigation,
design, and evaluation of an agar-based high-water
content phantom for microwave imaging and hyperther-
mia. The contribution attempts to specify preparing
procedure to get the most uniform results and describes
the problems during the fabrication of the phantom,
solves the problem with air bubbles. The effect of the size
of PE powder particles to dielectric properties (40–48 and
150 lm) was evaluated. Dielectric properties of agar
phantoms with different compositions of grape sugar and
polyethylene powder were compared for lowering the
relative part of the complex permittivity over the
frequency range of 10–2995 MHz. Proposed phantom
also consists of agar powder, distilled water, sodium
chloride and TX-151. The relative permittivity was
decreased to the value under 60 at frequency 434 MHz
for muscle phantom with available equipment and
fabrication (with 13.23% PE powder, 40–48 lm).

Keywords
Hyperthermia � Tissue-mimicking phantom
Agar phantom

1 Introduction

For the design of microwave hyperthermia and microwave
imaging systems, is an essential step the possibility of test-
ing. Ideally, a phantom of biological tissue should accurately
represent all the properties of the biological tissue [1]. For
microwave applications, the necessary parameters of the
phantom are electrical conductivity and complex relative
permittivity. In recent years, great effort has been devoted to
designing phantoms and hyperthermia applicators. One of
the new approaches are applicators based on zero-order
mode resonator metamaterial structures [2, 3].

One of the first gel phantoms was developed by Guy [4].
The base ingredient for simulating high-water-content tissue
is TX-150, the other substances are a saline solution and
polyethylene powder. Another alternative is a phantom
based on gelatin, water, kerosene and sunflower oil descri-
bed by Lazebnik et al. [5] for the broadband frequency range
500 MHz–20 GHz. One of the first compositions of agar
phantoms designed for hyperthermia comes from Kato and
Ishida [6]. The first phantom was designed to test RF
hyperthermia at 13.56 MHz. It consists of 3 components—
agar powder (2%), NaCl (0.43%) and water (97.57%). Ito
et al. created an agar phantom that represents the electrical
parameters of a high-water tissue suitable for the frequencies
300–2450 MHz [7]. Phantom consists of agar powder,
deionized water, TX-151, PE powder, NaCl and preserva-
tive. The polyethylene powder is used to modify relative
permittivity, while the electrical conductivity is adapted in
particular by the proportion of NaCl (but also by PE pow-
der). The agar solution cannot be mixed with PE powder
directly, so the TX-151 is used to increase viscosity. Due to
the high melting point (approx. 80 °C), agar phantoms are
suitable for applications using higher temperatures (ablation,
hyperthermia) [1].
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2 Phantom Design

The agar type of phantom was selected for designing our
phantom for its easy preparation, availability and high
melting point. The proposed phantom is based on a recipe
[7], which consists of deionized water, agar, sodium chlo-
ride, TX-151, polyethylene powder, and preservative. Our
measurement of the parameters of this muscle tissue model
did not achieve the required values with available equip-
ment. It was necessary to modify the phantom composition
to obtain appropriate properties. The proportion of PE
powder adjusts the relative permittivity; the electrical con-
ductivity is regulated mainly by the amount of sodium
chloride, less by PE powder. Various recipe variants were
prepared, based on a change of the proportion of PE powder
and sodium chloride in the resulting mass to get lower
permittivity and conductivity. For reducing the permittivity
was necessary to increase the percentage of PE powder in
the mixture, to reduce the conductivity, decrease sodium
chloride. We used 300 g of distilled water and proportions of
other substances. Figure 1 shows the results of different
versions when changing the ratio of PE powder and sodium
chloride along with the reference model from IT’IS Foun-
dation [8].

During the preparation, many air bubbles get into the
sample, which in case of non-removal, would devalue the
measured results. For removing the bubbles was used a
vacuum system. The consistency of the final mixture chan-
ges with the percentage of PE powder, with 49 g of PE

powder the mixture was more solid than with using 30 g of
PE powder.

Due to our observation, with the increasing proportion of
PE powder permittivity decreases. Conductivity is signifi-
cantly affected by the presence of sodium chloride, less with
the proportion of PE powder. With decreasing sodium
chloride, conductivity decreases. The following Fig. 2
compares the measured permittivity with a PE particle size
of 40–48 lm and a powder with particle’s size 150 lm.
Almost three times bigger particles have just a little effect on
the measured permittivity.

The possibility of substitution PE powder with the more
available grape sugar has been inspected. However, mea-
sured data shows that replacing cannot be fully achieved.
Figure 3 shows samples with various percentage of grape
sugar. Problematic is the consistency of the phantom, which
is very adhesive.

3 Proposed Phantom

The best results were achieved with the phantom with
13.23% of the polyethylene powder. The detailed compo-
sition of the phantom is in Table 1. Comparison of this
phantom with muscle tissue is shown in the following Fig. 4
along with the measurement uncertainty.

The following preparation procedure ensures the best
stable results with available equipment. Distilled water with
sodium chloride is placed in the pot. The mixture of TX-151

Fig. 1 Relative permittivity and conductivity of samples with varying proportion of PE powder and sodium chloride along with the muscle tissue
properties by IT’IS Foundation [8]
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and agar powder is sprinkled several times by using mesh
into the liquid and quickly mixed. The mixture is brought
above to 85 °C (still mixed), which leads to the agar being
solid. Polyethylene powder is sprinkled and quickly mixed
into the liquid. The liquid is poured into the beaker and put
into the vacuum system. Then vacuum system (approx. 0.6
bars due to the solidness of phantom) is used several times to
remove air bubbles from the mixture. When the phantom is
solid, it is covered and kept at room temperature. The mask,
gloves and safety glasses should be worn during the whole
fabrication.

Relative permeability and specific conductivity of all
phantoms were measured using the open-ended probe kit
SPEAG DAK-12 in conjunction with VNA Keysight
FieldFox N9923A. The measurement was performed at
room temperature. It was necessary to avoid too much
pressure on the sample to avoid distortion of the measure-
ment. Multiple measurements were taken to obtain

Fig. 2 Relative permittivity with varying particle’s size along with the
muscle tissue properties by IT’IS Foundation [8]

Fig. 3 Relative permittivity and conductivity of samples with varying proportion of grape sugar and sodium chloride along with the muscle tissue
properties by IT’IS Foundation [8]

Table 1 The composition of
proposed muscle phantom,
substances in grams and
percentages by weight

Ingredients Percentage by weight (%) Mass (g)

Distilled water 80.99 300

PE powder 13.23 49

TX-151 2.97 11

Agar powder 2.48 9.2

Sodium chloride 0.32 1.2
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measurement uncertainty. Long-term stability of parameters
was examined as shown in Fig. 5. The parameters did not
change drastically during eight days.

4 Conclusion

The appropriate type of phantom was chosen for our appli-
cation, prepared and measured. Due to the required proper-
ties, it was necessary to adapt the phantom. Proposed
phantom is an alternative to the mentioned phantoms pro-
posed in [4–7].

The recipe is suitable for hyperthermia applications over
the frequency range from 434 MHz to 2.45 GHz. Appro-
priate values of relative permittivity and conductivity were
achieved by gradual modification of the composition; con-
sideration was also given to the consistency of the final
phantom. The procedure of preparation requires vacuum
system for removing any remaining air bubbles in the
sample. Proposed phantom consists of approximately 81%
distilled water, 13% polyethylene powder (particle size of
40–48 lm), 3% TX-151, 2.5% agar powder and 0.3%
sodium chloride. The properties of the proposed phantom
were measured over eight days, and no major changes were
recorded. The possibility of replacing PE powder with grape
sugar has also been investigated. Measured data shows that
this substitution is not appropriate.
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Fig. 4 Relative permittivity and conductivity of proposed muscle equivalent phantom along with the muscle tissue properties by IT’IS Foundation
[8]

Fig. 5 Relative permittivity and conductivity of proposed muscle
equivalent phantom measured for eight days along with the muscle
tissue properties by IT’IS Foundation [8]
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Processing of Standard MR Images Prior
Execution of the MR-Based Electrical
Properties Tomography (MREPT) Method

Luis F. Díaz Rondón and Jan Tesarik

Abstract
Magnetic resonance-based electrical properties tomogra-
phy (MREPT), uses information of the Bþ

1 field distri-
bution in MRI, and computes electrical properties relative
permittivity and electrical conductivity via the Helmholtz
equation. The method can be done using standard MRI
sequences, boosting the method into a more realistic
clinical environment. MRI images need to undergo
certain image pre-processing to correct ailments like
noise and phase shifting. Recent publications on the topic
report encouraging results and give a detailed explanation
on the theory in which the process is based. However,
little or none explanation is given to the processing to
which the standard MRI images need to undergo in order
for the method to be correctly implemented. Emphasis
will be put on processing and corrections that needed to
be applied to the retrieved MRI images to arrive to the
results that are here reported.

Keywords
MREPT � Electrical properties � Relative permittivity
Electrical conductivity � In vivo � MRI

1 Introduction

Electrical properties for biological tissues can be computed
in vivo using MR imaging if the Bþ

1 field distribution in the
scanned sample is determined. MREPT is a technique that is
able to map relative permittivity erð Þ and electrical conduc-
tivity rð Þ via the Helmholtz equation [2]. Standard MRI
sequences, Gradient Recalled Echo (GRE) low-flip-angle

and Spin Echo (SE), can be used to derive a complex field
distribution approximation [5]:
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In Eq. (1), IGREj j stands for image intensity of the mag-
nitude image from a GRE sequence with low flip angle; ]ISE
stands for image intensity of the phase image of a SE
sequence; and x is the Larmor frequency. Equations (2) and
(3) solve for relative permittivity and electrical conductivity
respectively [5].

An experiment was done in which three liquid samples,
enclosed in 250 ml plastic containers, with varying electrical
properties, underwent MREPT following procedures previ-
ously published by other research groups. The results of this
experiment were published in [3]. During this, some diffi-
culties were encountered that were not covered in much
detail in other publications and thus the reason for this
document. Here will be covered the processing steps on the
GRE and SE resulting images that took place in order
achieve the satisfactory results reported on [3].

2 Pre-processing Prior MREPT

The scans were made on a 3T SIEMENS MRI scanner.
From the scanner, all images were exported as DICOMS and
imported into, and processed using MATLAB (MathWorks,
USA).
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2.1 GRE Low-Flip-Angle Magnitude

Square root The magnitude image coming from the
low-flip-angle GRE sequence undergoes a simple square root
operation yielding the magnitude term of the complex number
seen in Eq. (1). A filtering stage is necessary to proceed. Get-
ting rid of the noise in the image gave a considerable amount of
trouble, as different filtering options, normally used in image
processing, were applied with no satisfactory results. Noise
needs to be filtered out in such subtle way as to conserve the
data which in this case, is supposed to represent the magnitude
values in space of the RF magnetic field distribution. Figure 1a
shows the original magnitude image coming from the GRE
sequence, while the square-rooted GRE can be seen on Fig. 1c.

De-noise The taken approach was the wavelet transform.
By using a basic built-in de-noising function in Matlab
(MathWorks, USA) [6], it was possible to reduce the noise
in the image at such point that real results matched the
expectations. Figure 2d and e show the surface of one

scanned sample before and after the wavelet de-noising
function.

2.2 SE Phase

Re-scaling SIEMENS displays phase images using intensity
values from a scale of 0 to 4096, with 2048 being the zero
phase. The image needs to be operated in such way that it
could be re-scaled from (p) to (−p). Figure 1e shows orig-
inal phase image from SE, and Fig. 1f, the image after
re-scaling.

Phase correction SE phase images, may come with offset
and spatially varying errors, known as zero-order and
first-order phase errors. In [1], a very simple and effective
method for first- and zero-order phase correction is very well
explained, and this was the one successfully applied during
the experiments. This method starts by stating that the image
intensity from SE image is expressed by

Fig. 1 Resulting images from
the different stages of their
processing. a Original GRE
low-flip-angle magnitude image.
b GRE low-flip-angle image with
background noise removed and
edges extracted. c GRE
magnitude square-rooted.
d Square-root of GRE
low-flip-angle surface fitted.
e Original SE phase image. f SE
phase image, re-scaled from (p,
−p), with background noise
removed and edges extracted.
g SE phase-corrected. h Half of
SE phase-corrected surface-fitted.
i er map (numerical simulations).
j er map (MREPT). k r map
(numerical simulations). l r map
(MREPT)
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f̂ ðx; yÞ ¼ f ðx; yÞexpi/0expi�1x;

where /0 is the zero-order phase error, �1 the first-order phase
error, and f x; yð Þ is the true image intensity. These two error
terms are determined using an autocorrelation function and
histogram operations, and then by inverse multiplication the
error terms are cancelled. In Fig. 2a–c can be seen how the
phase values are distributed in the image, at the beginning,
after first-order error is corrected, and after zero-order error is
corrected. Figure 1g shows SE phase image after successful
phase correction. After the correction, the phase image can
then be multiplied by 0.5 (Fig. 1h), following Eq. (1).

2.3 Surface Fitting

Computation of the Laplacian in a 2Dor 3D image can be easily
done by convolution using the appropriate kernel. Problem
resides in noisy images and also in kernel position, as edges
may be inside a different tissue type, increasing noise and/or

giving out false information. In order to deal with this issue,
mainly the noise, a surface fitting took place. Every surface of
the samples were extracted from the original image, and indi-
vidually underwent a second-order polynomial surface-fit
(Fig. 2f), following a parabola-fitting approach suggested and
applied in [4]. Once all surfaces, from the magnitude and phase
images were fitted, they were inserted back into their original
format. End results can be seen on Fig. 1d and h. Done this, all
needed to satisfy the equations and solve for relative permit-
tivity and electrical conductivity, was to join square-rooted
de-noised-surface-fitted GRE magnitude image, and halved
phase-corrected surface-fitted SE phase image, into a
complex-valued matrix, following Eq. (1).

2.4 MREPT and Resulting Electrical Properties

For every pixel, electrical properties were computed using
Eqs. (2) and (3). Resulting images can be seen on Fig. 1j
and l, for relative permittivity map and electrical

Fig. 2 a Histogram: SE phase
values distribution from original
re-scaled SE phase image.
b Histogram: SE phase values
distribution after first-order phase
correction. c Histogram: SE phase
values distribution after first-order
and zero-order phase correction.
d Noisy surface from a sample in
square-rooted GRE magnitude
image. e Sample’s surface from
square-rooted GRE magnitude
image after wavelet transform
de-noising. f Sample’s surface
from de-noised square-rooted
GRE magnitude image after
fitting
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conductivity map respectively. Figure 1i and k are corre-
spondent electrical properties maps resulting from numerical
simulations [3] (Table 1).

3 Conclusion

Magnetic Resonance-based Electrical Properties Tomogra-
phy manages to provide a closer look into mapping of
electrical properties of biological tissues in vivo. For those
that are interested in following in this line of research it is
important to understand that processing of delivered MR
images is necessary, and its complexity will depend on the
complexity of the imaged tissue.
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Metamaterial Sensor for Microwave
Non-invasive Blood Glucose Monitoring

Jan Vrba, David Vrba, Luis Díaz, and Ondřej Fišer

Abstract
In our previous paper, a metamaterial and microstrip
transmission line sensors for non-invasive blood glucose
level monitoring were designed. In this paper two
different models of dielectric properties of blood glucose
solutions are used to evaluate sensors’ sensitivity by
means of numerical simulations. Model A is adopted
from professional literature and the model B was created
by our group using information about dielectric properties
of blood plasma-glucose solutions, recently published
dielectric properties of red blood cell cytoplasm-glucose
solutions and an electromagnetic mixing formula. Both
sensors shows smaller sensitivity for the model B than for
the model A. Due to non-linear dependency of dielectric
properties on glucose concentration predicted by model B
a lower sensitivity for high glucose concentrations was
observed. The metamaterial sensor shows approximately
10-times higher sensitivity than the microstrip sensor of
the same length.

Keywords
Microwave sensor � Wearable sensor � Glucose
Monitoring

1 Introduction

The amount of glucose in the blood directly affects blood’s
dielectric properties in microwave frequency range, which
makes it possible to detect changes in glucose concentrations
(GC) using microwave sensors [1–4].

Several different sensors were designed to measure blood
GC based on microwave resonators in past. Some have
already been used for in vivo measurements and it has been

shown [5–7] that the blood glucose level can be estimated in
real-time. At the same time the need for individual calibra-
tion of each subject being measured by an invasive glucose
meter was emphasized.

In this paper, numerical models of the metamaterial and
microstrip TL sensors in virtual contact with blood samples
which dielectric properties are defined by models A and B
(glucose and frequency dependent models of dielectric
properties of blood-glucose solutions) were created and
sensors’ S-parameters were computed in COMSOL Multi-
physics [8]. Numerical results were used for evaluation of
sensors’ sensitivity.

2 Methods

Themain aim of this paper is to evaluate the sensitivity of both
sensors to GC in the blood. The two main components nec-
essary for sensitivity evaluation are the mathematical model
of the dielectric properties of the blood-glucose solution and
numerical models of the sensors. The first mentioned is briefly
described in Sect. 2.1 and the other in Sect. 2.2. The sensitivity
of a microwave TL sensor is given in Sect. 2.3.

2.1 Models of Dielectric Properties

As mentioned above there are two models considered in this
paper. The model A was adopted form [9]. In [4], it was
observed that the model A significantly overestimate
dependency of the dielectric properties on GC. Furthermore,
non-linear behavior was observed in [9] (was not taken into
account when creating the model) and [10]. From those
reasons a new model (here denoted as model B) was created
by our group (details about the model B go beyond this
article and will be published elsewhere) as follows. In gen-
eral a mixing formula, volumetric ratio between RBC and
blood plasma and models of dielectric properties of blood
plasma [11] and of RBC cytoplasm [10] were used. Both
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permittivity as well as conductivity are more dependent on
the GC in model A. Correspondingly, higher sensor sensi-
tivity is expected for model A.

2.2 Numerical Models of Metamaterial
and Microstrip Sensors

The geometry of the metamaterial (MTM) transmission-line
based sensor as well as substrate dielectric properties were
adopted from [3]. The second sensor is based on microstrip
(MS) TL and has the same length and substrate as the MTM
sensor. Both sensors are microwave 2-ports. Numerical
models were created in full-wave numerical simulation tool
COMSOL Multiphysics and they corresponds to sensors’
prototypes inserted into bottomwall of the container for blood
sample (see Figs. 1 and 2). The two models of dielectric
properties of blood-glucose solutions were implemented in
MATLAB [13] and imported into numerical models.

2.3 Sensor Sensitivity

In our case phase shift Du of transmission coefficient S21 is
used for evaluation of GC. Sensors’ sensitivity is defined as

U ¼ Du
Dcbg

; ð1Þ

where cbg is glucose in blood concentration (mmol/l). The
evaluation of the sensor sensitivity was performed as fol-
lows. First the transmission coefficients as functions of fre-
quency were obtained from numerical simulations for two
different cbg, namely for 3 and 15 mmol/l. By subtracting the
phases of the two S21 for different cbg and dividing the
resulted curve by the difference of the two considered cbg we
obtained an estimate of sensor sensitivity U in (°�‘�mmol−1).

3 Results

For identifying two frequencies with high sensitivity and not
too low module of S21 (>−30 dB) a set of numerical simu-
lations of transmission coefficient were performed for cbg
ranging from 1 to 20 mmol/l. Phases of S21 as a function of
cbg at the two frequencies and for both mathematical models
(A and B) are depicted in Figs. 3 and 4 for MTM and
MS TL sensors, respectively.

Fig. 1 Geometries of the numerical models of MTM (a) and MS
(b) TL sensors

Fig. 2 Photos of the MTM sensor inside a container for blood sample.
Length of the sensor (distance between the axes of the SMA
connectors) is 2 cm

Fig. 3 Numerically simulated
dependence of phase of parameter
S21 on glucose in blood
concentration cbg for the MTM
sensor. For model A at
1,757 GHz (a) and for model B at
1,757 GHz (b)
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4 Conclusions and Outlook

In this work two different models of dielectric properties of
blood glucose solutions were used to numerically evaluate
sensitivity of the MTM and MS TL sensors. Sensors shows
smaller sensitivity for the new model B than for the model A.
For usual GCs cbg < 10 mmol/l the phase of transmission
coefficient has for both models almost linear dependency on
GC. The linear dependency is shown in case of model A even
for high GCs. In case of model B the non-linearity starts to be
significant. The lower sensitivity for high GCs does not have
to represent a problem. In case of detection of high GC in
blood the measurement have to be repeated by other method.
On the other hand the current invasive glucometers also show
lower accuracy for higher glucose levels.

Although the sensitivity of the MTM sensor is consid-
erably higher than that of the MS LT sensor, it is relatively
small. Sensitivity of the MTM sensor, however, due to the
high flexibility in the implementation of the sensor unit cells
should not be difficult to further increase. Currently experi-
mental validation of the mathematical and numerical models
presented here is being prepared. Based on the results we
plan to modify sensor geometry to set its sensitivity to
desired value.

The sensitivity of the both sensors can be compared based
on results shown in Figs. 3 and 4. The metamaterial sensor
shows approximately 10-times higher sensitivity than the
microstrip sensor of the same length.
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A New Numerical Model of the Intra-aortic
Balloon Pump as a Tool for Clinical
Simulation and Outcome Prediction

Silvia Marconi, Carla Cappelli, Massimo Capoccia,
Domenico M. Pisanelli, Igino Genuini, and Claudio De Lazzari

Abstract
Counterpulsation is the form of circulatory support
provided by the intra-aortic balloon pump (IABP), a
device widely used in the clinical setting to assist the left
ventricle by mechanical control of blood volume dis-
placement within the aorta. The principles underlying the
IABP function are well established but the interactions
with the cardiovascular system make its performance
rather complicated and still not completely understood.
Here we propose a novel IABP numerical model as a tool
with potential for clinical application in terms of simu-
lation and outcome prediction in critical patients. The
analysis of IABP assistance is presented in terms of the
effects on stroke volume, mean aortic diastolic pressure,

aortic end-systolic pressure, aortic end-diastolic pressure,
endocardial viability ratio and pressure-volume loop shift.
Balloon inflation/deflation rate and timing are also
considered. The new model was implemented in
CARDIOSIM© software simulator of the cardiovascular
system.

Keywords
Cardiovascular system � IABP � Numerical model
Haemodynamics � Software simulation

1 Introduction

The intra-aortic balloon pump (IABP) has been the subject
of significant research from an experimental, theoretical and
clinical point of view [1, 2]. Despite the controversy gen-
erated by the shock trial [3], the IABP maintains a role to
play in the clinical setting. Alternative percutaneous assist
devices such as Impella and TandemHeart show a superior
haemodynamic profile but require more technical expertise
and no real survival benefit is observed. Central or peripheral
veno-arterial extracorporeal membrane oxygenation
(VA-ECMO) is a more advanced approach with variable
survival although its timing and benefit remain controversial
[4]. Despite the criticism and its limitations, the IABP
remains widely used because of its immediate availability
and ease of insertion. A combined IABP and VA-ECMO
strategy is advocated but controversy remains [5].

The aim of this study was the development of a numerical
model that could give appropriate information about the
main haemodynamic and energetic parameters affected by
the use of counterpulsation in order to monitor its efficacy in
a simulation setting. A previous IABP module [6, 7] already
existing in CARDIOSIM© software simulator, developed in
the Cardiovascular Modelling Lab of the Institute of Clinical
Physiology (Rome) [4–7], was upgraded with a new lumped
parameter numerical model to reproduce the behaviour of
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the systemic arterial circulation and the IABP combined with
specific features for electrocardiogram (ECG) timing
intervention.

The proposed new model allows real time changes of the
IABP drive in relation to ECG timing and pressure. Also,
appropriate synchronization with the dicrotic notch that
precedes the inflation point of the balloon can be carried out
leading to a reduction in peak systolic pressure and coronary
perfusion pressure.

Preliminary simulation results showed that the new
lumped parameter numerical model could reproduce the
effects induced by the IABP on diastolic, systolic and mean

systemic arterial pressures. The activated IABP model
increases cardiac output, coronary blood flow and decreases
left atrial pressure. The new IABP model can also be used
for educational purposes to train medical personnel, para-
medics, students in medicine and bioengineering in a con-
trolled clinical simulation setting [6–9].

2 Methods

CARDIOSIM© consists of seven modules: left and right
heart, systemic and pulmonary arterial sections, systemic
and pulmonary venous sections and finally coronary circu-
latory network (Fig. 1). All the available modules can be
assembled using relatively complex numerical representa-
tions. Several devices for mechanical circulatory and venti-
lation assistance are implemented in our software [7, 9].
Atrial and ventricular behaviour is modelled with a modified
time-varying elastance approach [6, 7]. The following
equations allow the simulation of ventricular interaction:

Plv (Prv) is the left (right) ventricular pressure; Vlv (Vrv) is
the left (right) ventricular volume; Vlv,0 (Vrv,0) is the resting
left (right) ventricular volume; esp is the septal elastance; elv
(erv) is the left (right) ventricular elastance.

The following equations allow the simulation of atrial
interaction [6, 7]:

Systemic Arterial
Section

Rvs2

Rvs1Cvs

Pvs

Systemic
VenousSection

Left 
Ventricle

Right  
Atrium

Left 
Atrium

Pt

RvpCvp

Right 
VentriclePt

RcpLap

Cap

Rap

Pulmonary
Arterial Section

Pulmonary
VenousSection

Coronary network

Fig. 1 General electrical
analogue representation of the
cardiovascular network. Systemic
and pulmonary venous sections
are modelled using simple
representation. Rvs1 and Rvs2 are
two variable resistances. Cvs
(Pvs) is the systemic venous
compliance (pressure).
Pulmonary arterial section is
modelled with a modified
windkessel and variable
peripheral pulmonary arterial
resistance (Rap). Lap (Cap) is the
pulmonary arterial inertance
(compliance). Cvp (Rvp) is the
pulmonary venous compliance
(resistance). Pt is the mean
intra-thoracic pressure

PlvðtÞ ¼ espðtÞ � elvðtÞ
elvðtÞþ espðtÞ

� �
� VlvðtÞ � Vlv;0
� �þ elvðtÞ

elvðtÞþ espðtÞ
� �

� PrvðtÞþ espðtÞ
elvðtÞþ espðtÞ

� �
� Plv;0

PrvðtÞ ¼ espðtÞ � ervðtÞ
espðtÞþ ervðtÞ

� �
� VrvðtÞ � Vrv;0
� �þ ervðtÞ

espðtÞþ ervðtÞ
� �

� PlvðtÞþ espðtÞ
espðtÞþ ervðtÞ

� �
� Prv;0
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Pla (Pra) is the left (right) atrial pressure; Vla (Vra) is the
left (right) atrial volume; Vla,0 (Vra,0) is the resting left (right)
atrial volume; ela (era) is the left (right) atrial elastance. The
coronary section was modelled as described in [4, 7].

The scheme described in Fig. 1 was used to test the new
IABP model. Figure 2 shows the electrical analogue of the
new IABP numerical model inserted in the systemic arterial
tree. The systemic arterial section includes four modified
windkessel models reproducing the aortic (RAT, LAT and
CAT), thoracic (RTT, LTT and CTT) and abdominal (RABT1,

LABT1, CABT1 and RABT2, LABT2, CABT2) tracts respectively.
The IABP behaviour was emulated by the compliances
CABP1, CABP2 and CABP3 activated in parallel with the sys-
temic compliances, the resistances RABP1, RABP2 and RABP3

and a generator reproducing the balloon driving pressure.
The IABP resistances are volume-dependent. The balloon

drive can be controlled to make changes in the driving,
vacuum and plateau pressures. Also, appropriate ECG syn-
chronisation is achieved by modifying the balloon cycle
duration and making further changes to the rapid inflation

LABT1
RABT1

CAT

LAT
RAT

CABT1CTT

LTT

PIABP PIABP PIABP

CIABP1 CIABP2 CIABP3

Pt Pt

RTT

Ras

RIABP2 RIABP3

PAT PTT PABT1

QAT

Qas

Plv

Rlo

QTT
QABT1 QABT2

RIABP1

RAT

SW1

SW2

RTT

SW1

SW2

RABT1

SW2

SW1

SW2 SW2
SW2

RABT2
LABT2

CABT2

Fig. 2 Electrical analogue representation of the systemic arterial tree
and IABP. PIABP is the driving IABP pressure. Ras represents the
variable peripheral arterial systemic resistance. PAT, PTT and PABT1
represent the aortic, thoracic and abdominal pressures respectively.

When all SW1 are ON and all SW2 are OFF the IABP is not activated,
when all SW1 are OFF and all SW2 are ON the IABP is activated. The
abdominal section is divided in two different tracts (RABT1, LABT1,
CABT1 and RABT2, LABT2, CABT2)

PlaðtÞ ¼ eAspðtÞ � elaðtÞ
elaðtÞþ eAspðtÞ

� �
� VlaðtÞ � Vla;0
� �þ elaðtÞ

elaðtÞþ eAspðtÞ
� �

� PraðtÞþ eAspðtÞ
elaðtÞþ eAspðtÞ

� �
� Pla;0

PraðtÞ ¼ eAspðtÞ � eraðtÞ
eAspðtÞþ eraðtÞ

� �
� VraðtÞ � Vra;0
� �þ eraðtÞ

eAspðtÞþ eraðtÞ
� �

� PlaðtÞþ eAspðtÞ
eAspðtÞþ eraðtÞ

� �
� Pra;0
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time, peak inflation artefacts, plateau pressure, rapid defla-
tion, deflation artefact and baseline return. The IABP is ON
when all SW1 are OFF and all SW2 are ON. The effects of
IABP assistance were analysed on diseased states repro-
duced from literature data following IABP activation and
ECG synchronisation.

3 Results

Figure 3 shows CARDIOSIM© screen output when diseased
states were reproduced from literature data. Window A
(B) in Fig. 3 shows the left (right) ventricular

[A] [B]

[C]

[D]

[E]

[F]
[G]

[H]

[I]

Fig. 3 Screen output with
simulated diseased states obtained
using CARDIOSIM© software
simulator

A

A

[H]

[I]

A’

A’

A’

A

AA’

Fig. 4 Screen output with
simulated diseased and assisted
(with IABP) conditions obtained
using CARDIOSIM© software
simulator
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pressure-volume loop. The instantaneous left ventricular and
systemic arterial pressures (right ventricular and pulmonary
arterial pressures) are plotted in window C (D). The
instantaneous left atrial and pulmonary venous pressures
(right atrial and systemic venous pressures) are plotted in
window E (F). Window G shows the coronary blood
flow-aortic pressure loop.

The mean values of pressures and flows calculated during
the cardiac cycle are reported in panel H with particular
reference to the mean (Pas), systolic and diastolic aortic
pressures and the mean coronary blood flow (CBF). Panel I
shows the end-systolic (Ves) and end-diastolic (Ved) ven-
tricular volumes, the stroke volume (SV) and the ejection
fraction (EF%) for both ventricles. Figure 4 shows the
effects induced by IABP activation. The heart rate (HR) re-
mains unchanged at 60 beat/min during the assistance.
A rightward shift of the left ventricular loop is observed with
reduction of end-diastolic and end-systolic volumes. The
instantaneous aortic pressure before (A) and after (A’) IABP
activation is listed in the middle window. The results
obtained with the proposed new IABP numerical model are
consistent with current literature data. In fact, the analysis of
Figs. 3 and 4 shows:

• an increase in “augmented diastolic aortic blood pres-
sure” up to 130.6 [mmHg];

• a decrease in “assisted aortic end-diastolic blood pres-
sure” up to 44.1 [mmHg];

• a decrease in mean left atrial pressure (Pla) from 15.5
[mmHg] to 12.9 [mmHg];

• a decrease in mean venous pulmonary pressure (Pvp);
• an increase in cardiac output (CO) from 3.68 [l/min] to

4.13 [l/min];
• an increase in CBF from 115.8 [ml/min] to 121.7

[ml/min].

4 Conclusions

Although preliminary simulation results are quite promising,
further data evaluation from patients treated with IABP is
required to validate and improve our model.
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Proposal of Electrode for Measuring Glucose
Concentration in Blood

Klara Fiedorova, Martin Augustynek, and Tomas Klinkovsky

Abstract
The article deals with the design of the electrode system
and the appropriate measuring circuit for the measure-
ment of blood glucose concentration, since the determi-
nation of the level of blood glucose is an integral part of
many medical procedures for determining the state of the
human organism. The aim of the concept is to create two
functional devices with different design of the electrode
system and to perform a series of measurements to verify
the functionality and the data statistically process. There
was used the principle of resistive sensing of non-electric
quantities, so the designed systems using gold electrodes
working as electrolytic sensors. The problem relating to
the measuring circuit, which is the same for both
electrode systems, has been solved by a microampere
meter which can convert the generated signal to a suitable
measured electrical signal. The signal is formed by the
reaction of glucose and enzyme, the resulting value being
directly proportional to the glucose concentration. At this
work, created systems fully meet specified conditions and
requirements. The research confirmed the functionality of
the designed units. On the basis of obtained data is
possible to compare and evaluate the constructed elec-
trode systems and to make the basis for further develop-
ment in the subject matter.

Keywords
Measurement of blood glucose concentration
Glucose meters � Basic principles of analyzers
Blood glucose � Diabetes mellitus
Glucose measurement sensors

1 Introduction

In clinical practice, blood glucose is used as an important
indicator of the state of the human body, primarily used in
patients affected by diabetes mellitus. The glycemic value
affects the physical proportions of the individual, the time of
day and also the diet. The determined value is also depen-
dent on the source of the analyzed blood. Normal blood
glucose levels range from 3.3 to 6.6 mmol/l in capillary
blood, 6.9–5.5 mmol/l in venous blood, and 4.2–6.4 mmol/l
in blood plasma. A fall in blood pressure below 3.3 mmol/l
is referred to as hypoglycemia and values above 5.5 mmol/l
are called hyperglycemia. The basic division of methods
used to measure blood glucose is invasiveness of measure-
ment. Invasive methods are more accurate and include lab-
oratory tests, glucometers, and part of a continuous
subcutaneous electrode method [3]. Many invasive methods
are based on the chemical reaction of the enzyme or the
chemical with glucose, electrochemical or photometric
techniques are used to determine the blood sugar concen-
tration with the chemical reactions mentioned. Invasive
methods are nowadays insurmountable in terms of accuracy
and market accessibility. In addition, non-invasive methods
would be very convenient in terms of comfort, but they are
only experimental processes that are in the development
phase. The most notable non-invasive method is the NIR
method utilizing infrared interaction along with glucose.
Further, there is reverse iontophoresis or Raman spec-
troscopy [3, 6].

The work focuses on the development of a suitable
electrode or electrode system that would be able to measure
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the blood glucose concentration. This is the development of
a new blood glucose measurement technique for continuous
measurement where the sensor should be incorporated into
the catheter and then inserted into the body of the patient. In
end use, the sensor should be used to detect glucose levels,
and then the heart rate should be calculated from this value.

2 Methods

Before the actual design of the electrode system, the type of
electrode sensor had to be determined. It was taken into
account that the conductivity of the solution, which will
correspond to the glucose concentration, will subsequently
be measured. Therefore, the proposed system should behave
like an electrolytic sensor. General information on this type
of sensor is given in [1, 2, 5, 6]. It was also very important to
include in the proposal the fact that the enzyme that is
specific to its chemical reactions is used for the measure-
ment. The exact procedure for enzymatic chemical reactions
is disclosed in the publications [4]. To illustrate the nature of
the electrochemical reaction:

GLUCOSEþGOx FADð Þ ! GLUKAGONþGOx FADH2ð Þ
GOx FADH2ð ÞþO2 ! GOx FADð ÞþH2O2

This part of the chemical reaction produces hydrogen
peroxide, which oxidizes at a potential of

H2O2 !0:6V:
exotherm;s¼4MJ=kg

2H þ þ 2e�

Based on the specificity of the enzyme measurement, the
electrode system design was followed. The first step was to
select a suitable material for all elements of the electrode
system so that the material did not enter and did not affect
chemical reactions. The best material for the electrodes
would be platinum, but due to availability, gold-plated
electrodes that are of sufficient quality were used. The
electrodes have a diameter of 0.6 mm. Next, the material
into which the entire system is built will be chosen and will
serve as a container for the injection of test samples. Silicone
has been chosen in the form of a tube, allowing for easy
installation of electrodes that are electrically non-conductive
and do not affect the measurement. The tube diameter is
0.4 cm, the height above the earth electrode is 0.5 cm. The
size of the space for application of the solution is
25.13 � 10−8 l. The electrodes embedded in the tube are
connected by means of copper wires with pinheads, which
can be connected to the measuring circuit. The material for
the earth electrode is copper wires in the insulator. The size
of the diameter is chosen with respect to the size of the

silicone tubing to provide a seal for the tube. Its main
function is to eliminate the interference of the entire mea-
suring system. It consists of a system of copper wires in an
insulator.

To measure the blood glucose concentration, it was
essential to construct a suitable circuit that would supply a
required 0.6 V source voltage to the electrode and allow a
suitable signal to be measured to match the glucose con-
centration. Since the assumed signal is assumed to be small,
the circuit must be capable of capturing it. The whole is
shown in Fig. 1.

The concept of conductivity, which is one of the methods
for determining the concentrations of electrical conductivity
of solutions, is applied in this issue. Here we take into
account the given biosensor parameters, such as the
cross-section and the distance that we calculate the resistance
of the given system (Tables 1 and 2).

Based on the above parameters, the system resistance is
calculated.

R ¼ q � l=S ð1Þ

G ¼ 1=R S½ � ð2Þ

q ¼ Specific Resistance; l ¼ Distance of electrodes

S ¼ Cross Section of electrode;

G ¼ k � C;C ¼ S=l; k ¼ Specific Conductivity

3 Results

The blood glucose level was measured under constant,
unchanging conditions. For illustration and orientation in
glucose analysis, blood was not used but aqueous solutions
with a known glucose concentration of 3 mM, 7 mM,
12 mM, 18 mM with a volume of 0.3 ml. The measurement
was carried out in two phases, the first phase being measured
only with a pure glucose solution. Based on the fact that
aqueous glucose solutions are made up of distilled water, we

Fig. 1 Diagram of design principle of the proposed system
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can assume that when the electrical voltage is applied to the
solution, it will be possible to measure the current propor-
tional to the glucose concentration in the solution. During
the measurement, the value was recorded at the specified
time point. In the second step, 0.01 g of the enzyme was
added to the 10 s solution and the reading was read at the
time point before the enzyme was added and at the time of
enzyme application. Subsequently, there was a violent
change in the voltage caused by the chemical reaction, and
the response time was read off, the voltage value was again
read off after the steady state. Each sample was measured 10
times. The voltage was recorded at certain time points in
order to fully understand the nature of the measurements and
the principle of chemical reactions.

A detailed description of the measured values presented
in tables and graphs with statistic data analysis can be found
in the literature. Tables 3 and 4 show the selected repre-
sentatives of the measured groups, Table 3 characterizing
the measurement of the pure glucose solution and Table 4
with the enzyme measurement. From both tables it is pos-
sible to read that the measured voltage value increases with
increasing glucose concentration. Enzyme measurement is
very characteristic of its course as the chemical reaction
between glucose oxidase and glucose is fully applied here.

At this point, the time of the chemical reaction was mea-
sured, and the value of the stress after the steadying was then
read. From these values it is again seen that the value of the
measured voltage with increasing concentration increased.

It can be seen from the graph of Fig. 2 that the measured
voltage measured at certain time intervals increases as the
concentration of the solution analyzed at that time increases.
The solid lines correspond to pure glucose solutions, is no
enzyme added. The dotted lines plot the samples with the
added enzyme. For each solution concentration, whether
pure solution or with added enzyme, one color is selected.
Measurement with and without enzyme is distinguished only
by line type. The blue curves record a course of 3 mM
solution analysis. In both cases these are the lowest values.
Therefore, the assumption is that samples with a 3 mM
glucose solution should have the lowest strain. The red lines

Table 1 Overview of electrode system parameters

Electrode
system

Cross
section
[mm]

Distance
[mm]

Specific
resistance
[X cm]

Length
[mm]

1 0.6 0.47 2:35l 4

Table 2 Overview of electrode system parameters

Electrode system Resistance [Ω] Conductivity [S]

1 0:02 � 10�6 50 � 106

Table 3 Table of readings of pure glucose solution obtained by the first electrode system

Solution (mM) [V] 20 s/[V] 40 s/[V] 60 s/[V] 80 s/[V] 100 s/[V] 120 s/[V] 3 min/[V]

3 0.168 0.17 0.173 0.182 0.19 0.195 0.199 0.22

7 0.322 0.296 0.284 0.271 0.276 0.272 0.276 0.295

12 0.253 0.281 0.295 0.316 0.334 0.364 0.381 0.413

18 0.348 0.358 0.379 0.411 0.429 0.438 0.451 0.499

Fig. 2 Graphical representation of the measured values using the first
electrode system (Color figure online)

Table 4 Table of readings of the pure enzyme solution with the added enzyme obtained by the first electrode system

Solution (mM) [V] Enzyme 10 s/[V] Reaction [s] Change [V] [min] 2:20 min/[V] 2:40 min/[V]

3 0.173 0.183 20 0.387(1:55) 0.392 0.385

7 0.241 0.246 16 0.492(1:17) 0.478 0.443

12 0.262 0.274 14 0.616(1:21) 0.662 0.664

18 0.286 0.294 14 0.671(1:21) 0.766 0.782
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ranged from 7 mM samples. These curves give higher
voltages than blue, so the assumption is confirmed again.
Green includes curves plotting the measured voltage from a
solution of 12 mM. Again, these are higher voltage values
than in previous situations. The black curves recorded
samples measured at a concentration of 18 mM. These val-
ues are visibly the highest.

4 Discussion

In this work it was a creation of a functional unit consisting
of an electrode system and a measuring circuit that could
determine the value of the concentration of glucose in the
aqueous solution. After the construction of the measuring
unit, it was possible to test it. This took place in two cycles,
when the stress value of the pure glucose solution was
determined with different concentrations of this substance
and then the enzyme tests were performed. During the initial
measurement experiments, we have immediately confirmed
the assumption that electrical energy can transfer even a pure
glucose solution, is without a proper chemical reaction. After
this verification, the final set of experimental measurements
could be switched. From the measured values that were
subjected to the graphical comparison, it is clear that the
values obtained by analyzing the pure glucose solution are
dependent on the concentration of the glucose solution used,
as the increasing concentration increases the value of the
measured voltage. This fact was confirmed by the second
assumption. Another important assumption was that data
measured by analysis of the enzyme solution using glucose
should become higher in voltage. This was confirmed during
the comparison of the individual voltages that were

measured using the same glucose solution concentrations.
This comparison clearly shows that the samples with the
enzyme used show higher voltages. The course of these
measurements is characterized by a rapid increase in voltage
with a consequent rapid retreat. This phenomenon is asso-
ciated with the chemical reaction and its saturation. How-
ever, when measuring the level of blood glucose, where
many of the parts that are capable of transmitting electrical
energy, we must accurately distinguish the electrical signal
generated by the chemical reaction.
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Evaluation Application for Tracking
and Statistical Analysis of Patient Data
from Hospital Real Time Location System

David Oczka, Marek Penhaker, Lukáš Knybel, and Jan Kubíček

Abstract
In the recent time, an importance of the Real-time
Locating systems (RTLS) in the hospital environment is
increasingly important. Such systems are essentially
utilized for the localization of either unmovable objects,
or patients in the hospital environment. It is supposed that
patients who underwent some trauma and surgery may
have influenced their cognitive functions in a sense of lost
concentration, and orientation is space. Such disorders
may endanger the patient’s health. In cooperation with the
Trauma Center of University Hospital we have designed a
localization system constituting the patients IR tags which
are detected by the IR anchors placed in every hospital
room. Data from such system represents the patient’s
movement and localization completed by sophisticated
system of alarms. In this context we have developed the
SW application which is connected with the RTLS
database where the patient’s localization data are stored.
This application is fully integrated into the RTLS system.
The SW application evaluates time data represents spent
time in every room. The patient’s data are consecutively
refreshed and updated in the SW application to receive
current information.

Keywords
RTLS � RF system � IR system

1 Introduction

Real-time location systems provide easy and efficient
localization of objects or humans. These systems can be
based on several types of technology including infrared
radiation, radiofrequency radiation, GPS signal, ultrasonic
waves and other or any combination of technologies listed
before.

Basic model of real-time location system is consisted of
an electronic tag for every tracked object, which is watched
by some type of checking devices e.g. by gates. The gates
are connected to some service which process and present
position data to an authorized user in real time. The con-
nection can be wireless or by wire depending on data
workload. In most cases a processing service is web based
and the users are connected to the system by the internet.

Real-time location systems are usually used to track
goods, equipment, vehicles, pets or humans e.g. attendants
of marathon. The tracking tags are very small and
energy-independent to fulfill their function as long as pos-
sible [1–7].

2 Real-time Location System Overview

Real-time location system described in this paper uses a
combination of infrared and radiofrequency technologies.
An infrared emitter is used to determine position and a
radiofrequency transmitter is used to transfer data. System is
consisted of tags, infra-red anchors and receiving gates.

All positions, users, events and other data are saved in
database. Every tag, gate and patient has unique identifica-
tion number by which is distinguished in the system and the
database. The database also containing information about
which tag is held by which patient and that way assigning
position data to the corresponding patient [8–11].

The system is event based and every patient movement
between rooms is detected and saved to database. All events
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have assigned time stamp and room identifier, therefore
every tag can be located in room and spent time in room can
be calculated [12–15] (Fig. 1).

3 Design and Implementation

Software application is implemented in .NET Framework
using Windows Forms platform and C# programming lan-
guage. Database connection is realized by Firebird database
library. The application use shared libraries of software part
of Real-time location system, mentioned above in Chap. 2,
to easier communication and processing of data offered by
the system [16–20].

Application layout is as simple as possible and is con-
sisted of two views: Patient listing view and Data processing
view.

Patient listing view shows all available patients, which
have finished their tracking session; their tracking tag in
database is assigned as inactive. The view also offer sorting
feature and data obtained from the system can sorted by
many aspects e.g. name, surname, sex, social security

number, birth date. Detailed information about selected
patient and his corresponding tag are available in the bottom
of the Patient listing view. When patient or more patients are
selected, their data from database are processed and shown
in Data processing view (Fig. 2).

Data processing view process data of selected patients
from Patient listing view and show them in time table and
pie chart. In time table are shown all calculated times spent
in single rooms by patient, the same data are shown in pie
chart. Time data are calculated from events of patient change
room. Final time is calculated as sum of differences between
each event. If more patients are selected, calculated data
from all patients are averaged (Fig. 3).

The application has also exporting feature. All selected and
processed patient data can be exported in machine-readable
and human-readable format. Machine-readable format is
Comma Separated Values (CSV) format. Human-readable
format is Portable Document Format (PDF).

Data from database are secured by password protection
on database connection level and also authorized user login
on application level. User data and credentials are protected
by MD5 and AES encryption.

Fig. 1 Architecture of RTLS
system
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Fig. 2 Patient listing view

Fig. 3 Data processing view
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4 Discussion and Conclusion

The system is still under development, therefore database
does not offer all data needed to implement new functions.
There will be more features added in future to calculate other
statistically useful results. The system and its collected data
can reveal security risks which are not obvious and thanks to
alarm features the system can alert appropriate staff to pre-
vent an accident right in time.
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Baby Cry Recognition Using Deep Neural
Networks

Boon Fei Yong, Hua Nong Ting, and Kwan Hoong Ng

Abstract
Infant cry recognition is a challenging task as it is hard to
determine the speech features that can allow researchers
to clearly separate between different types of cries.
However, baby cry is treated as a different way of
communication of speech. The types of baby cry can be
differentiated using Mel-Frequency Cepstral Coefficient
(MFCC) with appropriate artificial intelligence model.
Stacked restricted Boltzmann machine (RBN) is popular
in providing few layers of neural networks to convert the
high dimensional data to lower dimensional data to fine
tune the input data to a better initialized weight for the
neural networks. Usually RBN is used with another deep
neural network to form the deep belief networks (DBN),
and the studies in this direction is heading towards the
convolutional-RBN variant. The study on RBN to
pre-train Convolutional neural networks (CNN) without
convolution function in the RBN meanwhile is scarce due
to the Back propagation and principal component analysis
can be applied directly to the CNN. In this paper, we
describe the hybrid system between RBN and CNN for
learning class specific features for baby cry recognition
using the feature of Mel-Frequency Cepstral Coefficient.
We archived an 78.6% of accuracy on 5 types of baby
cries by validating the proposed model on baby cry
recognition.

Keywords
Infant cry recognition � Restricted boltzmann machine
Convolution neural networks

1 Introduction

Infant’s cry is the primary form of communication which
reflecting the infant’s physiological function to the adults.
Detecting the types of infant’s cry can help to understands
the current situation of the infants and help to detect early
pathological diseases [1]. Scientists believe that infant cries
are like the adults and therefore the studies of infant’s cry
recognition should be referenced to the adult speech recog-
nition. The acoustics information of infant’s cry had shown
significant differences among different types of cries and this
will help in the infant’s cry recognition using machine
learning [2]. Many infant’s cry recognition studies are being
done in past and they can be categorized into two main
categories, statistical analysis and classification studies using
the acoustics parameters and machine learning related
infant’s cry recognition studies. In this paper we are going to
propose the use of machine learning method in formulating a
model that can be used to classify different types of infant’s
cry.

The used type of machine learning in adult speech
recognition can be repeated on the infant’s cry recognition
studies provided there are clear boundary of the acoustic
features of different type of cries. Thus, the infant’s cry
recognition experiment processes are same as the adult
speech recognition study. RBN and CNN are two famous
deep learning neural networks models that are been used in
image and speech recognition [3]. The acoustic features of
infant’s cry are first converted to the mathematical model
which is closed to the human ear perception call the
Mel-Frequency Cepstral Coefficient (MFCC) [4]. RBN is
having the distributed hidden state to model and classify
different infant’s cry. This can make sure the acoustic
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features feed into the RBN are correlated with the different
types of infant’s cries so that the RBN can position the high
level raw data into correlated lower level data which can be
feed into the CNN. By having no connection between the
hidden layers, the RBN largely breakdown the raw MFCC
into only visible-hidden connections which means the
infant’s cry recognition problem is converted to the bipartite
graph problem which can be solved using the Gibbs Sam-
pling in RBN or other mathematical models [5]. By stacking
the RBN into few layers, the deep belief net formed can be
linked to the CNN. CNN is use in image recognition because
its ability to handle well the dimensionality of the raw data
of images which is usually formed by curves and boundary.
However, CNN is not suitable to mode the MFCC local
frequency directly because of there is a convolution layer in
this CNN which is having the filter to convolve the input
signals with a limited bandwidth. To solve this problem, we
proposed to use the RBN as a pre-training to the CNN so
that this MFCC acts like a static spectrum that can be cor-
related transformed and represents the infant cry in corre-
lated locally process spectrum [6].

In the next section, the infant’s cry acoustic features used
in this study are explained with the processes of feature
extraction from raw data into MFCC. Then this is follow by
the explanation of the detail of RBN-CNN hybrid system
architecture in handling the MFCC. In the Sect. 4, the
experiment process and the results are presented. Then, the
paper is followed by discussion and conclusion.

2 Features Extraction

The infant’s cry samples were collected from the University
Malaya Medical Centre with the help of the medical staffs.
The samples were recorded with sampling rate of 16 kHz
with 8-bit resolutions by putting the Olympus sound recor-
der 5 cm away from the crying babies’ mouth. A total of 500
infant cry sounds were collected with 100 cry samples for
every type of the cry. The infants were less than 2 weeks
old. All the files are recorded as WAV files format. The five
types of cry were pain, cold, hungry, diapers changed and
discomfort (Another cry reason which is unknown) were
collected separately. The pain cry samples were collected
when the infants received their routine injections. Hunger
cry samples were collected after before feeding. Cold cry
samples were collected when the infant were having their
routine bathing session. Diaper change cry samples were
collected when the diaper was changed and for other
unknown cries occur spontaneously they were classified as
cry due to discomfort. Each cry sample corresponded to only
one type or reason of reason.

MFCC is one of the most popular features used in the
machine learning classification related problems. The MFCC

is originated from the Mel scale filter bank which is simu-
lating the human auditory function. For this study, only the
voiced part of the infant’s cry is taking into the conversion of
the raw data to MFCC. The samples are parsing through
hamming window and then only the voiced part are consider
into the analysis window. The total window size used is
145 ms, with 25 ms static moving window overlapped with
10 ms of window size. This created total number of 13
frames per sample ((145−25)/10 +1). Each of the frame is
being converted using the short time Fourier transform of the
logarithm of the power spectrum to form the Mel Scale filter
bank. Then they are converted into the coefficient by the
discrete Fourier transform. Each of the frame will takes its
original 13 orders of MFCC with its first and second
derivatives forming the total of 507 (39 � 13) input nodes
that will be fed into the RBN. By taking the overlapping
window into consideration the warping function can repre-
sent the changes in the static window so that the cry samples
are well represented into trainable form. There are total of
100 samples for each of the cries which form the total of 500
training and testing samples. They are divided into 5 folds of
cross validation set which will helps in the generalization of
the experiment which is described next.

3 RBM-CNN Hybrid System Architecture

3.1 RBM-CNN Hybrid System

The spectral variability of the input signal is modeled using
the RBM model. In this study, we use a RBM that is only
with connections between visible nodes and the hidden
nodes. There is no visible-visible connection and
hidden-hidden connection in the RBM. Each of the
visible-hidden connections are represented by an energy
function with its weights and bias value. Since infant’s cry is
considered as a time series problem, the type of RBM used is
the conditional RBM because the ability to model sequential
data by grouping the visible nodes into one group, and then
perform the conditioning time step to move from one group
to another. By doing so, the dynamic of the infant’s cry can
be well modeled before feed into the next layer of the hidden
layer. Here the total number of group of frames are 13, where
each group contains 39 nodes (represented by each frame of
the window that is converted to the MFCC). Since there is
no connection within the hidden units, all the hidden nodes
are conditionally independent to each other. For the exper-
iment, we are evaluating different numbers of hidden nodes
which are 200, 500, 1000 or 2000. The numbers of hidden
nodes will change the structure of the CNN but the method
of grouping of the input nodes of the CNN are similar for all
different numbers of hidden nodes with different scaling
applied on the CNN input.
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The CNN layer consists of the convolution layer and the
max pooling layer. The RBM output is connected to the
input layer of the CNN which is the convolution layer. For
simplicity we use one layer of input and one hidden layer.
The convolution layer applies the filter to the output layer of
the RBN where each of the filter generalized along the input
space. In this study we evaluated the convolution layer with
filter size of 4 bands with total filters of 100 per band. The
200, 500, 1000 or 2000 output nodes used in the RBM are
convoluted with the 100 filters. Every band has its own
shared weight which is connected to the hidden layer of the
convolution layer, each of the band is convoluted to the
hidden layer with the shared weight which reduce the total
numbers of nodes in the hybrid system and thus decrease the
overfitting that may generates in the CNN layer. For max
pooling layer, we are evaluating the use of different band
sizes (1–8) of max pooling to see which is the most suitable
for the hybrid system. The output layer of the CNN is a layer
with five nodes which also equivalent to the total number of
the infant’s cry. When each bands are pooled towards the
output layer, the lower number in the top layer provides a
convergence in the training of the CNN.

The entire architecture of the RBM-CNN hybrid is shown
in Fig. 1. V and h are visible and hidden weight connections
respectively, B is the bias added to the connections.

3.2 Training

Every connection of the visible-hidden are using the same
energy function with the softmax to model the joint proba-
bility function of the infant’s cry [7]. The energy connection
function is as the following.

Eðv; hÞ ¼
XV

i¼1

XH

j¼1
xijhjvij �

XH

j¼1
hij

�
XV

i¼1

ðvi � biÞ2
2

ð1Þ

Probabilities of hidden layers are formulated as

pðv; hÞ ¼ � eEðv;hÞ

z
ð2Þ

where v and h represent the visible nodes and hidden nodes
respectively; i and j represent the weight connections for
visible node and hidden node respectively; b represents the
bias; z is the probability constant. To train the RBM formed
efficiently since the hidden layer is conditionally indepen-
dent and the structure of conditional RBM where we group
the visible nodes into different groups, we are going to use
Gibbs Sampling with alternating sampling value of one
visible layer group to the hidden layer and then repeating it

Fig. 1 RBN-CNN architecture
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to the other visible layer group of the energy function using
the following distribution.

pðv; h;mÞ ¼ a
XH

j¼1
xijhjvij

� �
þm ð3Þ

The weights and bias of the energy function are updated
by solving the equation two using the stochastics gradient
descent on the negative log likelihood as following where a
is the learning rate (only use 0.01 in this study) and m is the
momentum to smoothen the weight and bias update. Com-
pared to other studies that used RBM for classification that
use convergence divergence (CD) approximation of the
gradient on the visible-hidden connections, the CD formula
that used in this study is a simplified version where the
samples are generalized by the Gibbs sampler to formulate
the infant’s cry dynamic data into the real value feature
vectors. Last to speed up the training and avoid the RBM
overfitting, the following generative and discriminative
optimizer is added to the training process.

For the CNN layer, all the connections are trained using
the stochastic gradient descent with Adam optimizer and
dropout rate of 30%. All visible and hidden layers are
connected in shared weights so the update of the weights are
occurred in parallel to all the shared weights [8].

4 Results and Discussions

The infant’s cry recognition average results are shown as
Table 1.

The results show a trend of increasing numbers of hidden
layer nodes in the RBM improved the accuracy. The best
result is RBM with 2000 hidden nodes with CNN band size
of 4 which achieved the average accuracy of 78.6% on a
five-fold cross validation. From this setup, the highest
accuracy out of the five folds cross validation is 82%. The
confusion matrix of the best recognition accuracy is shown
in Table 2. We can see diaper change and discomfort cry are
two types of cry that slightly confused each other. However,
we also noticed that changing the band size from 1 to 8 does

not bring any significant changes to the result (variation less
than 1%).

5 Conclusions and Future Works

In this paper, we proposed the hybrid system of using
Restricted Boltzmann Machine and Convolutional Neural
Networks to perform infant’s cry recognition on the newborn
infants. The results are encouraging and it shows that CNN
can be used for infant’s cry recognition although we are
using the MFCC as the features. To be more efficient, future
works should be focused on using other speech features to
replace MFCC as CNN require features which are locally
correlated in time and frequency. Although we have proven
the use of RBM and the conversion of MFCC into the form
of spectrum are workable for the infant’s cry recognition, we
think that other speech features such as chromatogram, Mel
spectrum, linear predictive cepstral coefficients, or other
non-discrete cosine converted features will be more suitable
for the CNN. The experiment should be repeated on larger
size of infant’s cry database and extends to the use in the
pathological analysis and recognition studies.
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Healthcare Technology Management
(HTM) by Japanese Clinical Engineers:
The Importance of CEs in Hospitals in Japan

Jun Yoshioka, Keiko Fukuta, Hiroki Igeta, Takeshi Ifuku,
and Takashi Honma

Abstract
Japanese clinical engineer (CE) is a significant and unique
profession compared with other nations with its dual
clinical and technology focus and national licensing.
The CE system of licensing was established in May 1987
under the Clinical Engineers Act. CEs are required to
complete 3 to 4 years in designated schools and pass a
national examination. It is a professional medical position
responsible for the operation and maintenance of
life-support and non-life-support medical device systems
under the direction of physicians. In Japan, CEs support
and operate various life-support medical devices. Tech-
nology developments have led to significant improve-
ments in performance, making devices easier to break and
requiring specialized maintenance. Some of our health-
care technology management (HTM) initiatives include:
1. Rental equipment: oversee use and conduct in-house
testing and repair, avoiding faulty units. 2. Ventilator
maintenance: a multi-year track record of assessing and
replacing defective parts in-house, contributing to prompt
repairs and reduced costs. 3. Battery-equipped devices:
created a more efficient system for charge management. 4.
Intermittent pneumatic compression device dedicated
tester: reducing the incidence of thromboses and
embolism in patients.

Keywords
Japanese clinical engineer � National licensing
Healthcare technology management

1 Introduction

It is important to ensure appropriate quality control of higher
risk medical equipment, such as mechanical ventilators and
anesthesia machines [1–3]. In the past in Japan, doctors and
nurses performed maintenance for ventilators [4], with faulty
devices repaired by the distributor. However, since the late
1990s, clinical engineers—who have a certificate of com-
pletion and have met and completed established course
requirements—now perform this maintenance. We would
like to introduce the benefits of having CEs in the hospital,
how they can reduce the exposure of potential harm to
patients.

2 What Are Japanese Clinical Engineers

In Japan, Clinical Engineer is a paramedical profession. CEs
are medical technologists who work in the clinical field in
hospitals and maintain and operate various life-support
medical devices such as mechanical ventilators, hemodialy-
sis units, heart-lung machines, and other medical devices. The
demand for CEs is high, and the number has increased steadily
since the specialty was introduced in 1987. As of January
2018, there are approximately 40,000 CEs working in Japan.
CEs are required to complete 3 to 4 years of study in desig-
nated schools and pass a national examination. CEs practice
under the direction of doctors. The CE’s familiarity with
medical equipment allows them to train doctors and nurses in
its best use, a critical element for avoiding user error.

3 Department of Clinical Engineering,
Yamagata University Hospital

The CE department was created in our hospital in 2011.
There are currently sixteen CEs working in a broad variety
of clinical areas such as in operating rooms, dialysis room,
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cardiac catheterization room, ICU, HCU, NICU, emergency
room and hospital wards. The main CE activities include
extracorporeal circulation, blood purification, hyperbaric
oxygenation, HTM, and education. We currently have a
large number of devices—a total of 2100, including
mechanical ventilators, anesthetic machine, hemodialysis,
heart-lung machines, PCPS (percutaneous cardiopulmonary
support), IABP (intra aortic balloon pumping), defibrillators,
pacemakers, incubators, foot pumps, continuous low pres-
sure suction units, infusion pumps, syringe pumps, patient
monitoring, electric scalpels, and endoscope devices except
for the radiological equipment.

4 Safety Management

How do you know if medical equipment is reliable, accurate,
and safe? Maintaining this equipment is a key safety issue.
The stage of technology development is a critical aspect of
safety management.

• Earlier: During the 1980s, general-purpose medical
equipment was in use, with a simpler operating principles
and few circuit boards and/or sensors. The equipment
was rugged and did not break down easily. Operator error
accounted for most of the sudden malfunctions.

• Present day: However, over the last two decades, tech-
nology development has led to significant improvements
in the high performance medical equipment. Modern
critical care medical equipment has numerous CPU boards
and sensors, and more failure points. Thus, increased
specialized maintenance of medical equipment is neces-
sary. In our hospital, medical equipment is maintained
using specialized analyzers/test equipment for incubators,
defibrillators, ventilators, infusion devices, external
pacemakers, electrical safety, electrosurgery, and others.

• Key CE services: (1) Overseeing equipment utilization
and performing in-house repairs has avoided the use of
faulty rental units. (2) Replacing non-functioning parts
in-house has contributed to prompt service response and
reduced repair costs. (3) Use of specialized test equip-
ment has contributed to the discovery of previously
undetected malfunctions in the new generation of high
performance medical equipment. The CE department has
decreased medical equipment failure, lowering poten-
tially harmful risks to patients. (4) However, proactive
maintenance does not preclude or prevent the sudden
problems that can occur in daily practice. Clinicians
using medical equipment must continue to exercise vig-
ilance and good clinical judgment in order to ensure
patient safety during care delivery; CEs partner with
them to lower risk.

5 The Benefits of Having Clinical Engineers

• Ventilator example: The involvement of CEs in main-
taining ventilators has ensured safe management [5].
Mechanical ventilator failures expose patients to unac-
ceptable risks and maintaining consistent ventilator
safety is very important. We examined the usefulness of
maintaining ventilators by CEs using a specialized
analyzer.

Table 1 shows the year-to-year comparisons of inspection
times, cases of suspected ventilator failure, number of ven-
tilators, minor problems, and failures. Tests to verify device
accuracy were performed 2,430 times during the period from
January 2004 to December 2010. There were a total of 151
(0.07%) cases of suspected ventilator failure. The number of
faulty ventilators was 90 (0.04%) for ventilator volume, 39
(0.02%) for oxygen concentration, and 22 (0.01%) for
malfunctions.

Faulty ventilators were repaired by calibration and by
replacing sensors, circuit boards, and other components. The
number of ventilators in use has increased each year.
However, minor problems during daily practice that need to
be handled on the spot have been reduced because of
after-use maintenance of ventilators by CEs. These minor
problems included oxygen or flow sensor calibration as a
result of an inability to maintain parameters within accept-
able limits, start-up problems, dead batteries, breathing cir-
cuit settings, faulty alarms, etc. Major failures, which
necessitated a change out of the ventilator, have been
reduced because of after-use maintenance of ventilators by
CEs.

Table 2 shows the details regarding failures and whether
a ventilator was repaired in-house or was sent to a distrib-
utor. In our hospital, patients experienced no long-term
squealer, deaths, or serious injuries associated with failure
during this study period.

The use of the PTS-2000 calibration analyzer has con-
tributed to the discovery of previously undetected malfunc-
tions in the new generation of high-performance mechanical
ventilators. In this way, evaluating ventilation and carrying
out in-house repairs has proved to be effective for obviating
the chance of renting faulty units. Clinical engineering has
decreased medical device failure which exposes patients to
potentially harmful risks.

The most important item should be the checking of
mechanical ventilators by CEs. CEs are certainly specialists in
medical devices, and their involvement in maintaining
mechanical ventilators is logical for the hospital, prompt, and
most importantly safe. CEs fill an essential role for the safe
operation of mechanical ventilators, and, more importantly, the
CEs technology provides safe maintenance for many hospitals.

818 J. Yoshioka et al.



• Development of the VOLT BANK

We are developing a better system for more efficient
charge management of battery-equipped medical equipment
[6]. Battery-power in medical devices is often an important
function for mobile devices, yet not always checked by
users. The VOLT BANK (Fig. 1-TAKASHIN, Japan) was
developed by our institution to address this concern.

A charge-control box was created with various functions,
and a special rack was incorporated. In the 100 V cutoff
function, when the batteries are fully charged, the equipment
automatically turns off the power supply of 100 V, in the
order that they finish charging.

A maximum of 36 medical devices can be simultaneously
charged and stored. This rack was thought to enable con-
struction of a safe, smoothly operating system for

battery-equipped medical equipment and efficient
battery-charge management that prevents overcharge and
electrical discharge.

• Development of the IPCD tester

Inspection to ensure the safe use of devices is an essential
part of the daily checks vital to safety in the clinical field. Only
basic checks of external appearance and operation checks
were possible during maintenance control of intermittent
pneumatic compression devices until now, and no specific
tester had been available. The vinyl tube that connects the
device to pressurized sleeves worn on the lower limbs can
break easily and ways to conduct a thorough leak check have
been in demand. An intermittent pneumatic compression
device tester (IPCD Tester: Fig. 2-TAKASHIN, Japan) was

Table 1 Year‐to‐year comparisons of inspection times, cases of suspected ventilator failure, number of ventilators, minor problems, and failures

Year 2004 2005 2006 2007 2008 2009 2010 Total

Inspection times 275 290 250 339 388 430 466 2430

Cases of suspected mechanical ventilators failure 11 9 13 28 28 28 34 151

・Ventilatory volume 0 0 5 21 18 20 26 90

・Oxygen concentration 5 5 3 5 9 6 7 39

・Malfunctions 6 4 5 2 1 2 2 22

Number of mechanical ventilators 15 18 21 2 4 28 3 0 30 –

Minor problems 62 60 49 47 25 10 12 265

Failures 17 11 5 3 0 4 0 40

Case of suspected mechanical ventilator failure: There failures were discovers by using the PTS-2000 calibrator at the time of after-use inspections
Minor problems and failures: The incidents of mechanical ventilator that occurred while in use in general wards or the ICU

Table 2 Details of mechanical ventilator failures

Faulty parts Result of accuracy test Repair

Successful calibrated Parts
exchanges

Ventilatory volume Flow sensor Decrease in tidal volume 24 12 12 ☆

Increase in tidal volume 4 2 2 ☆

Calibration error/breakdown 62 – 62 ☆

90 14 76

Oxygen concentration Oxygen sensor Decrease in oxygen concentration 6 3 3 ☆

Increase in oxygen concentration 32 6 27 ☆

39 9 30

Malfunctions Circuit board Ventilation defects 10 – 10 ○

Flow trigger sensor Auto triggering 1 – 1 ○

Pressure trigger board Auto triggering 1 – 1 ○

Battery and filter Weak battery/deteriorated filter 10 – 10 ☆

22 – 22

☆In-house: Parts could be replaced in-house by CEs
○Distributor: When in-house repair by CEs was impossible due to a serious problem, the ventilator was sent to the distributor for repair
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co-developed and marketed in collaboration with a local
company, and then applied to existing tests at our hospital [7].
This tester not only checks the air pressure value of the
compressor (or “heart”) and alarm function of the intermittent
pneumatic compression device, but even checks the tube
connector. Consequently, efficiency measurement, assess-
ment of system errors, and testing of the easily broken
sequential compression device (SCD) connector tube in
intermittent pneumatic compression devices is now possible.

Introducing IPCD testers to existing tests allows detection
and repair of issues in intermittent pneumatic compression
devices. Lending out of broken devices can be avoided
before it happens, thus reducing the incidence of thromboses
and embolism in patients (Fig. 3).

Objects 99 intermittent pneumatic compression devices
that is maintained by CEs at our hospital.

6 Conclusions

The combined user and maintenance role of CEs is unique in
Japan. On one hand, as medical technologists operating high
risk devices alongside clinicians, CEs decrease equipment
user errors. On the other hand, the involvement of CEs in
device maintenance demonstrably provides safer care
delivery and cost-effective equipment management. Having
these unique CE capabilities in hospitals also create value in
other current and emerging aspects of safety management. In
conclusion, clinical engineering in Japan has had a signifi-
cant impact on improving patient safety.
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Partial Findings of the Clinical Engineering
Body of Knowledge and Body of Practice
Survey

S. J. Calil and L. N. Nascimento

Abstract
Clinical Engineering has been fundamental to health care
for decades, providing expertise in the interaction
between medical devices and the health care system.
Because the skills and activities required from clinical
engineers around the world are not homogeneous, the
Clinical Engineering Division at IFMBE decided to
promote a global survey to identify the body of knowl-
edge and body of practices they adopt. The survey was
aimed at collecting data about employers and professional
status, background knowledge, activity responsibilities,
and the time spent in the multiple classes of activities.
Survey results suggest the profession is still associated to
certain traditional characteristics, such as the predomi-
nance of professionals with background in electrical,
electronic, or mechanical engineering and the prevalence
of hospitals and clinics as employers. The questionnaire
seems adequate to reveal which skills and activities are
considered the most relevant by clinical engineers, but
more responses are required before a solid Body of
Knowledge and Body of Practice can be defined.

Keywords
Clinical engineering � Body of knowledge
Body of practice

1 Introduction

Clinical Engineering (CE) has been a frontline ally of health
care for decades, providing technical expertise for multiple
levels of the health care system, such as medical device
manufacturers, health care institutions, regulatory agencies,
and service delivery organizations.

Considering the perceived differences in knowledge and
practices of clinical engineers around the world, the Division
declared that one of its mission statements is [to] “define and
promote an international body of knowledge, skills and
competences on which the profession of clinical engineering
can be practiced in various clinical setting” [1].

In 2005, The Clinical Engineering Division of the Inter-
national Federation for Medical and Biological Engineering
(IFMBE/CED) developed a survey to identify the activities
developed by Clinical Engineers worldwide. The aim was to
understand CE profession in different regions/countries and
if there was a common set, if any, of CE activities. The
results showed there is a common set of activities but the
number of CEs developing each activity is highly dependent
on the region/countries [2]. At that time, the conclusion was
the need to obtain additional data and to deeper explore such
findings.

Recently, a joint effort between the Global Task Force
and IFMBE/CED, launched a second survey. This time
however was not only to identify the activities practiced by
CEs worldwide (Called Book of Practice—BoP), but also to
understand the kind of knowledge CEs need to develop their
work (called Book of Knowledge—BoK). The final goal is
to define a set of subjects that will help any teaching unit to
revise and develop its academic curricula aiming to train
clinical engineers.

The objective of this article is to present part of the results
of this last survey aimed at identifying the BoP and BoP
clinical engineers adopt around the world.

2 Materials and Methods

A total of 574 invitations in English were sent to respond the
survey.

The kind of questions and format of this survey was
based on a similar survey carried out by the American
College of Clinical Engineering to understand the profile and
practices of CEs working in USA and Canada [3].
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The survey developed and described here was divided
into five parts.

The first part, “Contact Information”, asked for identifi-
cation and general information about the respondent, such
as: name, company, country, and e-mail address. Here, only
the respondent country was mandatory.

The second part of the survey, “Job Information”, was
developed to acquire data about employer and background.
It included questions about the type of employer, about how
respondents describe their profession, the primary nature of
their current position, about their educational background
(Engineering or other), and about CE certification.

The third section of the survey, “Knowledge”, presented a
list of 28 background knowledge topics and asked the
respondents to rate how important (Minor, Moderate, or
High Importance) they are for the development of their
activities.

The fourth part, “Responsibilities”, presented eight clas-
ses of activities (Technology Management, Service Delivery
Management, Product Development Management,
IT/Telecommunications, Education, Facilities Management,
Risk Management/ Safety, and General Management). A list
of multiple skills related to each one of these classes was
then presented and respondents were asked to rate how
important (No, Minor, Moderate, or High importance) each
skill is to develop each responsibility.

The final and fifth session, “Work Activities”, asked the
percentage of time the respondents dedicate to each of those
eight classes of activities.

For a better interpretation of the processed data and
generation of the radar charts, weights were assigned to the
multiple responsibility responses: where the answers
required three rating levels, 0 (zero) was assigned for
“Minor”, 1 for “Moderate” and 2 for “High” importance;
where 4 rating levels were required, 0 (zero) Zero was
assigned for “No”, 1 for “Minor”, 2 for “Moderate”, and 3
for “High”.

3 Results

Among several strategies to process and present the data,
here it was gather the answers in 7 world regions, according
to the country of the respondent. Hence, from the 574
invitations to respond the survey, 199 responses were
received from 35 countries. From those; 35% came from
Latin America, 20% from Oceania, 14% from Asia, 11%
from Middle East, 10% from Europe, 6% from Africa and
4% from USA and Canada.

The second part of the questionnaire showed that almost
half of the respondents work in hospitals or clinics (48.2%);
followed by 12.5% in government agencies; 9% in the health
system, and 6.5% at the Academia. Except for the option

“Other”, none of the remaining employer categories reaches
5% of the responses. These categories include private
practice consultants, medical equipment manufacturers,
medical equipment vendors, and standards development
organizations. For 48.2% of the respondents, their profession
is best described as “Clinical Engineer”, followed by 18.1%
as “Healthcare Technology Manager”, 13.1% as “Biomedi-
cal Equipment Technician”, 5.5% as “Clinical Systems
Engineer”, and 4.0% as “Medical Equipment Planner”—the
questionnaire provided definitions for each class and inclu-
ded an “Other” option for open responses.

The main answers for the nature of the respondents’
present positions were “Management” (45.7%), “Service
Delivery” (15.6%), and “Professional Support” (14.1%).

Around 65% of respondents indicated they had degrees in
electrical/electronic/mechanical engineering and 11.5%
(extracted from the open responses) indicated they had
degrees in biomedical engineering. No other background
presented a relevant number of responses.

Regarding Clinical Engineering Certification, 47.7% of
the respondents answered there was no certification in their
region and were not certified elsewhere; 26.1% have a cer-
tification system in their region and were certified; 16.1%
that there was certification, but were not certified; and 10.1%
have no certification system in their region, but were certi-
fied elsewhere.

The results of the third section, “Knowledge” is sum-
marized and presented in Fig. 1, a single example to clarify
the “radar chart”; while the knowledge about Respiratory
Therapy is quite relevant to CEs in African region (6% of the
respondents), one cannot say the same for CEs in Europe
(10% of the respondents).
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As the amount of data obtained in the fourth section
(Responsibilities) is quite extensive to be presented in this
paper, only one of the eight groups of activities is presented
here—Technology Management. Figure 2 shows the rates
given for 10 skills related to Technology Management, per
region. It should be noted that a set of 20 skills was pre-
sented in the survey, but, to make the answers readable, only
the skills that received “moderate” or “high” by at least 70%
of the respondents were considered.

An example to better understand the radar chart: while the
Responsibility for Interpretation of Codes and Standards
skill rating is between Minor and Moderate for European
CEs (10% of the respondents), it is above Moderate for Latin
American CEs (35% of the respondents).

The results regarding the amount of time dedicated to
each of the 8 general activities by each respondent per
region, explored by fifth section, is presented in Fig. 3.
While CEs in Oceania (20% of the respondents) employ
more than 30% of their time to Service Delivery activities,
CEs in the Middle Eastern region (11% of the respondents)
employ less than 20% of theirs.

4 Discussion

The low number of respondents from the 574 invitations is
probably due to two main reasons: the survey extension and
the absence of translations to other languages.

Because the number of responses varied a lot among
regions and even countries within each region, it is still early
to discuss specifics, but certain tendencies can already be
identified.

First, electrical/electronic/mechanical engineers (65%)
who work in hospitals and clinics (48.2%) as managers are
still a relevant group.

Second, the answers related to the “Clinical Engineering
Certification”, revealed that a number of respondents
(10.1%) went beyond the limits of their region to get certi-
fied elsewhere, indicating a certain interest among the CE
community in strengthening and add quality to the
profession.

Third, certain topics not traditionally related to Clinical
Engineering (such as IT and Human Factors Engineering)
are considered quite important background knowledge by
the respondents. This reveals that digital technologies and
safety requirements using this kind of knowledges are being
adopted by health services all over the world and CEs feel
the need of such knowledge.

And fourth, overall activity importance seems to vary
among regions, but the relative importance ratings between
certain groups of activities are somewhat similar (education
tends to be considered more important than IT or Facilities
Management).

5 Conclusion

The amount of information revealed by this survey can be
extremely important to understand not only what is hap-
pening in the regions but also in each country. The crossing
of data can reveal, for instance, the need of knowledge of
CEs working in different environment/country/region.
Despite the relatively low number of responses, the results
already forecast the set of knowledge needed worldwide by
CEs.
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The translation of the questionnaire to other languages,
followed by another call for responses, might help collecting
enough data to draw a solid profile of the clinical engi-
neering profession.

A larger volume of responses more evenly distributed
among regions might help identifying regional particularities
and confirm which skills and activities should be part of the
body of knowledge and practices for clinical engineers.
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flict of interest to declare.

References

1. CED Homepage, http://cedglobal.org/, last accessed 2018/01/25.
2. Calil, S. J., Nascimento, L. N., & Painter, F. R.: Findings of the

worldwide clinical engineering survey conducted by the clinical
engineering division of the international federation for medicine and
biological engineering. In: 11th Mediterranean Conference on
Medical and Biomedical Engineering and Computing
2007, pp. 1085–1088. Springer, Berlin, Heidelberg (2007).

3. Subhan, A. 2015 American College of Clinical Engineering Body of
Knowledge Survey Results. Journal of Clinical Engineering, 42(3),
105–106 (2017).

826 S. J. Calil and L. N. Nascimento

http://cedglobal.org/


Global Clinical Engineering Innovation,
Overview and New Perspectives

Mario Castañeda and Thomas Judd

Abstract
Health Technology (HT) is vital to health care and
wellness programs. The dependence on HT services and
the expectation for novel approaches has never been
greater. Patients, payers, and administrators are demand-
ing innovative HT and optimal services. Clinical Engi-
neers (CEs) are critical members of the healthcare team
and are responsible for current and emerging strategies for
HT management. But is their role recognized? An IFMBE
Clinical Engineering Division (CED) survey determined
it was generally unrecognized and collected further data
with a landmark survey of success stories. 400 stories
from 125 countries qualified as evidence-based CE
contributions. A subset of innovation stories were subse-
quently extracted to see how innovation approaches and
solutions could be effectively shared with stakeholders.
These stories demonstrated significant benefits from HT
innovation and evidenced a compelling case for CEs to
embrace innovation as brand for their work and a path to
enhance recognition within the global health community.

Keywords
Clinical engineering � Innovation � Recognition
Influence

1 Introduction

The clinical engineering (CE) profession has grown along-
side important and visible professions like physicians and
other patient caregivers. In the decade of the 1970s, the
nascent patient care technology that CEs began to manage

included discreet medical devices. Visibility and influence
for CEs was enhanced by the unique and valuable skill set of
the clinical engineer and their close relationship with
physicians. The few clinical engineers available were
involved in the planning, acquisition, maintenance, and use
of medical devices.

A snapshot from the past illustrates the special relation-
ship clinical engineers had with physicians. From time to
time, a clinical engineer could receive requests from physi-
cians such as coming up with a way to measure the pressure
of a heart chamber to confirm a diagnosis. The CE would
assemble a set of devices that included a blood pressure
monitor to connect to the catheter with a transducer tip to be
inserted into the patient’s heart, an EKG monitor; and a
defibrillator. The procedure was conducted in a sterile room
with a fluoroscope in a dynamic mode to indicate to the
radiologist the catheter’s progress along the patient’s ves-
sels. The team for this intervention included the CE who
scrubbed, sat next to the large arrangement of devices, and
ensured all systems were appropriately connected, cali-
brated, and functioning.

Moving forward just a few decades, the incredible growth
and complexity of health technology along with the
increased demand for patient services began changing the
health delivery scene. Digital and information technology
(IT) changed the health care team relationships. New players
in the patient space like the health IT professionals brought
another perspective to the health care team. The proliferation
of user devices and networks moved health IT to center front
in visibility to the policy and decision makers. Meanwhile
clinical engineers were concentrating on medical devices
mostly at operational levels.

Gaining visibility and enhancing the value to our orga-
nizations and stakeholders is imperative. Innovation is on the
current priority list of most health care organizations.
Focusing on this aspect is of high value to Clinical Engineers
(CEs). This paper describes some examples of how to get
visibility with our executives and grow in our careers.
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2 Methodology

2.1 Background

The 1st Global CE Summit, under IFMBE/CED, was
organized in 2015 to determine the common international
challenges to the CE profession. At the 2nd Global CE
Summit in September 2017, these concerns were reviewed
and updated. At both events, attendees agreed to address the
most pertinent barriers:

• lack of professional recognition and influence, and
• lack of sufficient education and training for entering the

field and for professional development.

The Summits’ action plans included first, data collection
identifying if CE contributions qualify as improvement to
world health and wellness, and whether these stories can it
be substantiated through evidence-based (reproducible,
data-driven) records.

The results of this timely research were the base to further
the quest for options to address the barriers identified in the
Summits. Over four hundred stories from around the globe
were collected and validated. Among the stories, there were
many that displayed a high degree of innovation. Innovation
is a highly valued process and outcome, and the various
projects clearly validated the involvement and contribution
of clinical engineers in the health care community. Follow-
ing this line of thought, 78 “Success Stories” with innova-
tion were extracted from the main body of research to start
on the path of aligning with innovation to tell our stories.

2.2 Definitions

Innovation often occurs at the beginning of the HT life cycle
where new ideas can offer solutions to current problems
faced by healthcare providers or their patients. Clinical
engineers are well positioned to understand the current
problems and guide different or new approaches to resolve
them. Innovation, in the CED data collection effort, means to
demonstrate the team approach to solving problems all the
way from a concept and building a prototype and continuing
with clinical trials and demonstration of compliance with
standards, regulations, and intended outcomes.

Innovation then is a pathway for clinical engineers to
achieve improvement for both professional challenges out-
lined above. Be an innovator! We CEs already are… we just
tell our stories. We need to be able to learn from all kinds of
sources—both within healthcare and outside; and use ‘sys-
tems thinking’ to collaborate with others. The C-Suite in
health care thrives on innovation.

Innovation for our Success Stories was defined as:
“through provision of new HT solutions, adaptation of
existing, or a combination to address several issues.” [1].
Summaries from CED’s 2016 and 2017 data collection of
evidence-based Innovation stories are outlined below:
(1) CED’s HT Resources [1] document provided to the
World Health Organization (WHO’s) World Health
Assembly in May 2016, WHO’s May 2017 Third Global
Forum on Medical Devices [2]; (2), CED’s September 2017
Brazil II ICEHTMC [3] (S), and Others [4] from 2016–2017
IFMBE published sources (O).

2.3 Success Stories

2.3.1 2016 = 17 Total; 13 + Countries
USA India Ethiopia Australia Uruguay

MG Hospital
re test for
superbugs [1]

Sharma, AMTZ
—Local
production of
HT and MOH
innov [1]

Optimal
design of O2
concentrators
[1]

New
blood/fluid
warner
design [1]

Simini, CE
driving
facility
design [1]

WHO: LRC
innov [1], HT
ebola [1]

Bangladesh:
HT policy and
HTM [1]

South
Africa: Local
production of
HT in Africa
[1]

Italy:
Robotic
surgery [1]

Colombia:
Bus. opps
in HT;
Castaneda
[1]

WHO, Tech
specs O2
concentrators
[1]

Malaysia:
Biomechanics
for Amputee [1]

Tanzania:
MCH
(maternal
child health)
rural HT [1]

Peru:
Heavy
metals
detection
[1]

Canada:
Province
respiratory
outreach
[1]

2.3.2 2017 = 61 More; 16 + Countries
WHO/Global India USA UK Brazil Colombia

G-PATH
(20) MCH [2];
G-WHO
assistive HT

G-Prasant, GANDI
—needs driven
innov. [2]

G-MGH:
LMIC Inn [2];
Africa
post-part hem
[2]

G-Un.
Oxford child
Pneu. diag
[2]

G-Orthostatic
chair [2],
S-Loc. HT via
WiFi [3]

O-Cipro
pharm model.
and circuits [4]

G-Priority
devices,
WHO HQ and
EMRO [2]

G-Hypothermia
alert for
newborns-Bempu
[2]

G-Early
detection brst
canc—Un
WA [2]

G-Endo GI
canc scrg
leeds Un [2].

G-Photometric
test gestational
age [2]

O-ECG signal
modeling [4]

G-UNICEF:
how we drive
innovations [2]

G-Prevent apnea
prematurity-bempu
[2]

G-Field test
neo
photothera.
Lit Spar [2]

Norway,
Denmark

G-Prem light
detect [2],
S-Remote
Eq. Mon [3].

O-Mechanical
knee modeling
[4]

G-EPFL Dig.
X-ray [2],
G-IARC Therm.
Coag [2]

G-Remote monitor.
critical
infants-Bempu [2]

G-Test
pre-eclampsia
Un.
OSU-Geneva
[2]

O-Tiss engr
impr.
monitoring
[4]

S-travel ECG
telem [3];
S-dig surgical
video [3]

O-Mech
ventilation
from
pesticides [4]

G-e-stethoscope
child Pneu diag,
Un.Gen [2];
G-Emerg. Care

G- AMTZ 2 -HT
Policy impr. Svc
del. [2]

Senegal:
G-O2
concentrators
[2], G-Inn. HT
inf diseases
[2]

Italy:
G-Phototh.
and
transfusions
[2]

S-Flow anal
bld pmp [3];
O-Respiratory
control with
exercise [4]

O-Parkinsn EP
study [4]
O-perm.mag
drug del [4]

G-UNICEF
devices for
MCH, LaBarre
[2], G-WHO TB
diagnoses [2]

Bangladesh: G-
jaundice
screening-harvard
[2]

IFMBE:
G-BME and
HTA, Pecchia
[2]

O-HTA
trends [4],
O-HTA
tablet for dig
pathologies
[4]

S-BME aid
diagnose
pathologies [3],
S-Hi flow nasal
therapy [3]

O-Respiratory
system
simulation [4],
O-Parkin.
EEG study [4]

G-WHO: Dig
Hlth Inv [2],
G-Innov LRC 2

China: S-renal
GRF estimation [3];

G-CED Inn,
david [2],
G-CE-IT

Croatia:
O-Diab Pts

Mexico:
G-Hand
orthosis [2]

Chile: S-Clin
Sim prior to

(continued)
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WHO/Global India USA UK Brazil Colombia

[2]; G-NCD kit
refugees [2]

Australia: G-O2
storage [2]

innovation,
castaneda,
judd [2]

remote mon.
[4]

new Facility
opening [3].

2.4 Discussion

From the validated success stories there were 78 stories that
met de criteria for innovations. Additionally, they were
grouped in four categories and selected ones were presented
at a Special Session on CE Innovation at the 2018 Prague
World BME/CE (IUPESM) World Congress: (Table 1)

A useful grouping of innovations is the simplified clas-
sification of groups into technical, administrative, product
and process [5]. Further refining yields the following groups.

• Structure of health care delivery
• Process of care delivery
• Outcomes of health care delivery approach
• Individual medical device/HT system design

improvement

To position the importance and need for the innovation
programs presented within the four groups, it is useful to
review the global healthcare needs and priorities. One of the
credible sources in health care is the annual Deloitte Global
Healthcare Outlook [6]. Information contained in the report
is reviewed by a large number of stakeholder governments,
C-suites, and industry among others.

According to the report Global health care spending is
projected to increase at an annual rate of 4.1% in 2017–
2021, up from just 1.3% in 2012–2016. Although the battle
against communicable diseases is far from over, countries
are making headway through improved sanitation, better
living conditions, and wider access to health care and vac-
cinations. The estimated number of malaria deaths world-
wide fell to 429,000 in 2015, down from nearly 1 million in
2000. The number of AIDS-related deaths dropped from 2.3

million in 2005 to an estimated 1.1 million in 2015, due
largely to the successful rollout of treatment.

Rapid urbanization, sedentary lifestyles, changing diets,
and rising obesity levels are fueling an increase in chronic
diseases—most prominently, cancer, heart disease, and dia-
betes—even in developing markets. China and India have
the largest number of diabetes sufferers in the world, at
around 114 million and 69 million, respectively. Globally;
the number is expected to rise from the current 415 million
to 642 million by 2040.

3 Gaining Visibility

The highest contributors to solving the problems and issues
of an organization enjoy visibility of their immediate supe-
riors and clients. Increasing the level and value of the
solutions increases the visibility and reputation of clinical
engineers as problem solvers. One indication that a clinical
engineer has been perceived by their employers as a valuable
and innovative contributor in an organization is when the
engineer gets invited to meetings of other peer departments
who are seeking for solution [7]. The reputation of a CE
innovator brings positive visibility.

How to be aligned with the priorities of a field and
organization begins with the awareness of the current
problems and priorities. With the advent of Internet infor-
mation about healthcare technology is readily available.
Global reports and analysis from public [8] and private
organizations provided analysis and priorities that are widely
read and acknowledged. For example, Deloitte points out
their consensus of global health care priorities for 2018:

• Creating a positive margin in an uncertain and changing
health economy

• Strategically moving from volume to value
• Responding to health policy and complex regulations
• Investing in exponential technologies to reduce costs,

increase access, and improve care

Table 1 Example of health technology innovation stories

Structure Process Outcome Device

India AMTZ (In-country HT
production)

Canada (Provincial respiratory
outreach)

Malaysia (Biomechanics for
Amputee)

USA (Mass Gen
Hosp. Superbug Test)

UNICEF (NGO focused on Maternal
child health-MCH HT)

Brazil (Travel ECG
telemedicine)

Croatia (Diabetes control
remote patient monitoring)

Ethiopia (O2
concentrator)

PATH (20-country NGO focused on
MCH HT projects)

Bangladesh (HT Policy and
HTM)

Colombia (Mechanical
ventilation after Pesticides)

Australia (Blood/fluid
warmer)

WHO (Global agency focused on
various priority HT areas)

Italy (Phototherapy and
transfusions)

Peru (Heavy metals detection) Norway, Denmark (tissue
engr monitoring)

Ministries of Health-MOH
(Sponsored HT projects)

Chile (Clinical simulations
prior to facility opening)

China (Renal GRF estimation) Mexico (Hand orthotics)
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• Engaging with consumers and improving the patient
experience

• Shaping the workforce of the future

Being aware of global priorities and specifically on pri-
orities that are of special significance to your organization
and clients present an opportunity to contribute with inno-
vative solutions. Innovation focused on immediate needs is
welcomed at all level of organization. A gap
analysis-oriented methodology is very useful [9]. The gap is
the difference between the potential and the actual status.

Relentless thinking about solutions that add value fosters
a culture of innovation. Culture encompasses many factors
such as the collective consensus of what is useful and
valuable, what is rewarded or punished, and what is beau-
tiful, etc. A culture of innovation can be fostered by
employers and clients. However it starts with the individual
who internalizes inquiry about status quo and has the dis-
cipline of adding several perspectives to solving the issues at
hand.

Embracing and internalizing innovation is a basic
step. Producing outcomes that elegantly a creatively support
the goals and priorities of the organization is a path to vis-
ibility. One organizing frame to evaluate the level of success
of an innovative outcome is to rate the outcome in terms of
uniqueness and value [10]. The desired outcome is to have a
unique and valuable process or product. Any other combi-
nation of uniqueness and value provides a grade for the
outcome. Not unique and not valuable process or product is
therefore at the bottom of the scale.

4 Conclusions

4.1 Perspective

As a result, here are some practical observations and steps
forward:

1. Innovation is cool, is wanted, is admired, and everybody
in health care (government, private sector, industry, and
academia) has acknowledged this positive item.

2. We have a survey that validates the two most pressing
issues for clinical engineers: lack of recognition and
influence, and lack of educational pathways to the top.

3. We have this one-of-a-kind global clinical engineering
(CE) project that collected and validated success stories
around the world. Wow, there is some serious innovation
work in these success stories.

4. We will acknowledge and show this work at an Inno-
vation Track at the IUPESM World Congress.

5. As we are looking for wide (outside our peers) recogni-
tion, and innovation is a language more widely recog-
nized, can we use these innovation success stories to
communicate our work with wide audiences?

6. Let us submit that CE innovation is one of our recogni-
tion tickets because it swiftly reaches beyond our peer
group.

7. Further, let us submit that embracing innovation as a part
of our professional DNA can associate a CE with a
positive brand of creativity, problem solving, and use-
fulness to the organization and clients.

8. Let us continue to write paper and craft presentations to
introduce the excellent CE innovation work around the
globe and propose a CE culture adjustment that trans-
plants innovation to all of our issue/resolution processes.

5 Summary

To transform the perception of clinical engineers by policy
and decision makers, first there needs to be an alignment of
values and priorities on both sides, and secondly, there needs
to be meaningful communication. While the alignment of
values is more natural and easier in a health care team, the
priorities may be quite different.

In the current environment, the concept of innovation is
understood and desired by leadership. When clinical engi-
neers are perceived as innovators, they would be noticed and
acknowledged for their culture and results. To complete the
transformation the second part, meaningful communication,
requires that clinical engineers also embrace a process for
reporting and updating their superiors and clients of their
innovation accomplishments and challenges. Professional
recognition for clinical engineers will come from our peers,
employers, industry, and other stakeholders when we are
identified as members of a culture of innovation, and we all
can speak and understand a common language—we have 78
opportunities (stories) to do it. Influence is the corollary of a
valued profession.
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Feature Extraction and Visualization
of MI-EEG with L-MVU Algorithm

Ming-ai Li, Hong-wei Xi, and Yan-jun Sun

Abstract
The feature extraction of Motor Imagery Electroen-
cephalography (MI-EEG), as a key technique of brain
computer interface system, has attracted increasing
attention in recent years. Because of the high temporal
resolution of MI-EEG, researchers are usually bedev-
iled by the curse of dimensionality. Some manifold
learning approaches, such as Isometric Mapping (ISO-
MAP) and Local Linear Embedding (LLE) etc., have
been applied to dimension reduction of MI-EEG by
modeling the nonlinear intrinsic structure embedded in
the original high-dimensional data. However, these
methods are difficulty to exactly represent the nonlinear
manifold, affecting the classification accuracy. The Max-
imum Variance Unfolding (MVU) can solve this prob-
lem, but it is unsuitable for online application due to the
computation complexity. In this paper, a novel feature
extraction approach is proposed based on the Landmark
version of Maximum Variance Unfolding (L-MVU).
First, the MI-EEG signals are preprocessed according to
the event-related desynchronization (ERD) and
event-related synchronization (ERS). Then, L-MVU is
used to extract the nonlinear features, and a joint
optimization of parameters is performed by using
the traversing method. Finally, a back-propagation neural
network is selected to classify the features. Based on a
public dataset, some experiments are conducted, and the
experiment results show that L-MVU can preserve more

information and perfectly extract the nonlinear nature of
original MI-EEG, and reduce the redundant and irrelevant
information by introducing the landmark points as well,
yielding a higher classification accuracy and a lower
computation cost. Furthermore, the proposed method has
a better effect on feature visualization with an obvious
clustering distribution.

Keywords
Motor imagery electroencephalography
Feature extraction � Dimension reduction
Landmark maximum variance unfolding

1 Introduction

Brain-Computer-Interface (BCI) is defined as a technique to
provide direct communication and control pathway between
human’s brain and external devices [1, 2]. The BCI has been
applicated to numerous fields such as rehabilitation therapy,
Virtual Reality (VR), disease diagnosis and so on [3–5]. The
MI-EEG signals contains a large amount of physiological
information and more important is that they have a close
correlation with the state of consciousness. Consequently,
the recognition of MI-EEG signal is a key point in
BCI-based rehabilitation therapy. And extracting the feature
of MI-EEG is top priority of a BCI system to obtain a better
classification effect.

MI-EEG is a nonlinear, non-stationary, high temporal
resolution signal and has the individual differences. The
approach of feature extraction has to cope with its charac-
teristics. In the last few years, a large number of feature
extraction methods have been proposed. The time domain
methods are the earliest proposed methods. Limited by its
low frequent resolution, it is difficult to get better classifi-
cation effect when it is applicated in MI-EEG signal.
Wavelet Transform (WT) is the most widely applicated in
the feature extraction of MI-EEG. However, because of the
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irrelevant information contained in wavelet coefficients, WT
can’t extract the accurate feature of MI-EEG signal either.
As a nonlinear and high temporal resolution signal, it is
complicated to process MI-EEG signal due to its high
dimension and nonlinear structure. Recently, the arising of
Manifold Learning (ML) provides a better new way to
process MI-EEG signal. ML can recover the structure of
lower dimensional manifolds from high-dimensional data
and can help us obtain the corresponding nonlinear
embedded coordinates that are regarded as a meaningful
representation of reduced the dimension of data [6]. Many of
ML algorithms have been proposed based on different
instinct. And most of them has been applied in the dimen-
sion reduction of EEG signal. Krivov et al. [7] involve
Riemannian geometry in the space of symmetric and
positive-definite matrices to measure distances between
covariance matrices in more accurate fashion. Then the
ISOMAP algorithm is applied to the Riemannian pairwise
distances to locate manifold, corresponding to human EEG
signals, and arrange points, corresponding to covariance
matrices, in lowdimensional space, preserving geodesic
distances. Finally, linear discriminant analysis is applied for
classification. On the public dataset of four classification
problem, the ISOMAP obtain the accuracy equal to Com-
mon Spatial Pattern (CSP). Yin et al. [8] first use the LLE
technique elicited the mental workload (MWL) indicators
from different cortical regions. Then, the support vector
clustering (SVC) approach is used to find the clusters of
these MWL indicators and thereby to detect MWL varia-
tions. It has been demonstrated that the proposed framework
can lead to acceptable computational accuracy. Gramfort
et al. [9] apply the Laplacian Eigenmaps (LE) on the EEG
data successfully. They prove that it provides a powerful
approach to visualize and understand the underlying struc-
ture of evoked potentials or multi-trial time series. From
these studies, we can discover that the approaches based on
ML have been applicated in feature extraction and visual-
ization of EEG signal. Nevertheless, most of these methods
only applied in the data dimension reduction of the original
signal rather than using the low dimension feature to classify
the motor imagery task. As the matter of fact, during the
process of dimension reduction, these methods only preserve
the distance of the local area. It leads to many of useful
information is missed. The MVU algorithm can preserve
more information of the local area [10]. However, limited by
the high computational complexity and large storage
requirement, it is difficult to use MVU on massive data
processing. In this paper, we adopt L-MVU to reduce the
computational complexity and storage requirement. Firstly,
we choose the optimal time block of the original MI-EEG
signal what the task is imagine left/right hands movement.
Then we apply L-MVU in the chosen time block to complete
the feature extraction and visualization of MI-EEG signal.

Finally, we use the back-propagation neural network clas-
sifier to classify the features obtain by L-MVU. By means of
the joint-optimal against the parameter of L-MVU, we obtain
the high classify accuracy and acceptable computation
complexity.

The rest of the paper is organized as follows: In Sect. 2,
the feature extraction method based on L-MVU is briefly
introduced. Section 3 describes the specific experimental
process and the results of the experiment. Section 4 is the
conclusion and future work.

2 Methods

MVU is a typical ML algorithm based on full spectral
technique. As for the high dimensional input data, it can
produce the faithful output data of low dimension. The
“faithful” means the output data contains the key informa-
tion of the input data [10, 11]. But limited by the high
computation complexity, MVU can’t process the dimension
reduction of large data set. The L-MVU is proposed to solve
this problem by introducing landmark points to decompose
the kernel matrix in MVU [12].

In this paper, based on L-MVU, we proposed a novel
feature extraction method of MI-EEG. More details steps of
this method is as follows.

Step 1: Based on the ERS/ERD physiological phe-
nomenon of the MI-EEG signal, we chosen the optimal time
block O min;max½ � by analyzing instantaneous power spec-
trum of C3 and C4 conductor. For a given x i; jð Þ, which
represents the jth data in trial i, the average, the average
power P jð Þ can be calculated as:

P jð Þ ¼ 1
N

XN

i¼1
x2 i; jð Þ ð1Þ

where the N is the number of trials. Because the ERS/ERD is
more obvious between C3 and C4, the results of imagine
left/right hand movement instantaneous power spectra are
computed only on C3 and C4.

Step 2: According to the optimal time block O min; max½ �,
we computed the difference value of C3 and C4 conductor.
For a given x i; jð Þ defined in Step 1, difference value of C3
and C4 conductor d i; jð Þ can be calculated as:

d i; jð Þ ¼ x i; jð ÞC3�x i; jð ÞC4; j 2 O ð2Þ
Then we obtain the (max-min) dimension vector

~Di ¼ d i;minð Þd i;minþ 1ð Þ. . .d i;maxð Þð ÞT
Step 3: we use the ~Di computed in Step 2 as the high

dimension input data of L-MVU. Then we formulate a
semidefinite program (SDP) as follows:

Maximize trace ( QLQT ) subject to:
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I: QLQT
� �

ii
�2 QLQT

� �
ij
þ QLQT
� �

jj
� jj~Di � ~Djjj2

for allði; jÞwith gij ¼ 1

II:
X

ij
QLQT
� �

ij¼ 0

III: L� 0

ð3Þ

where the L is m�m submatrix of inner products between
landmarks (with m � n; and n ¼ max�min), the Q is an
n�m transformation derived from solving a sparse set of
linear equation, and gij 2 0; 1ð Þ denote weather input ~Di and
~Dj are k-nearest neighbors. The landmark points are chosen
randomly of the input data points. The transfer matrix Q is
computed by the weight matrix W in LLE algorithm. The
connection between objective function and low dimension
output data~yi is as follows:

QLQT
� �

ij
	~yi �~yi ð4Þ

where the~y 2 R1�d are the features of MI-EEG.
To verify the effectiveness of our method, back-propagation

neural network is selected to classify the features.

3 Experimental Research

3.1 Data Set Description

The experimental dataset was from BCI Competition 2003
provided by BCI Lab, Graz University of Technology. The
dataset was composed of 280 trials, of which 140 were for
training and 140 were used for testing images of left/right
hand movements. The data were sampled at 128 Hz. Three
MI-EEG channels were measured over a C3, CZ, and C4
conductor, using AgCl as an electrode. The placement of the
electrode obeys the 10–20 electrode system.

3.2 Feature Extraction and Visualization

First, we choose the optimal time block of the original
MI-EEG. The results of imagine left/right hand movement
instantaneous power spectra are presented in Fig. 1.

We can discover that in the time range from 3.5 to 7 s is
the most variable between C3 and C4, so we choose the data
in this time block to applicate in the next experiment
processing.

As mentioned in the Sect. 2, L-MVU transforms the
optimization problem of feature extraction to be a
SDP. Therefore, we should solve this SDP. In this paper,
CSDP 6.2.1 solver is used to solve SDP [13]. Then a joint
optimization of parameters is performed. By using the
traversing methods, we have chosen the optimal value of
parameters of L-MVU. The four types of parameters are the
expected dimension d, the nearest neighbor r (used to derive
locally linear reconstructions), the nearest neighbor k (used
to generate distance constraints in the SDP) and the numbers
of landmarks m. Figure 2 illustrates the segmental results of
the parameter optimization (r = 52, m = 11). We can dis-
cover that the highest classification rate appeared when we
chose k = 20 and m = 11. The feature visualization results
of ML methods are showed in Fig. 3. The ML methods
include ISOMAP, LLE, LE, Landmark ISOMAP
(L-ISOMAP), MVU, L-MVU, Local Tangent Space Align-
ment (LTSA), Linear LTSA (LLTSA), Diffusion Mapping
(DM) and Hessian LLE (HLLE). The blue points represent
the task of imagine left hand movement, and the yellow
points represent the task of imagine right hand movement.
From Fig. 3, we can see clearly that MVU and L-MVU has a
better effect on feature visualization with an obvious clus-
tering distribution compare with other ML methods.

3.3 Classification Accuracy and Computation
Complexity

On the dataset we introduced in 3.1 and the same experi-
mental conditions, we have completed the experiments, in
which ML methods mentioned in Fig. 3 are applied to
extract the features of original MI-EEG signal. Figure 4
shows the classification accuracy of 10-fold cross validation
by using these methods including MVU and L-MVU. Fur-
thermore, Table 1 shows the embedded time consumption of
these ML methods on the same data set used in this paper.
The experimental environment is the windows 10 64-bit

Fig. 1 Instantaneous power
spectrum of left/right hand
movement
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operating system; the CPU is Intel(R) Xeon(R) E5-2683 v3;
the memory is 16 GB; the software is MATLAB R2017a.

We can conclude from Fig. 4 that MVU and L-MVU
show its superiority on classification accuracy. This is
because these two algorithms preserve more information
from high dimension data. This information includes the
angle between two input points. The experimental results
indicate that this information is useful for our classification
task.

From Table 1 we discover that MVU waste too much
time on producing low dimension data, this will make sig-
nificance influence on the online experiments. Therefore, we
use L-MVU solve this problem basically. More surprising is
that L-MVU gains 1% advance in average classification rate.
This is actually reasonable. We choose landmark points to

Fig. 2 Results of the parameter optimization about d and k (r = 52,
m = 11)

Fig. 3 Feature visualization
results of ML methods

Fig. 4 Average classifier rate of
multiple ML methods
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lower the computation complexity. Simultaneously, this
process reduces the redundant information contains in the
input data. Table 1 proved L-MVU can basically meet the
requirement of online experiments.

4 Conclusions

In this paper, a novel feature extraction method is proposed
based on L-MVU algorithm for MI-EEG. The original
MI-EEG signal whose time block is chosen by instantaneous
power spectra analysis is used as the input high dimension
data of the L-MVU algorithm. By means of adjusts param-
eters of L-MVU algorithm, we find the optimal parameter of
data set used in this paper. Compare to other ML algorithm,
our feature extraction method performs better on the clas-
sifier accuracy. The computation complexity is also better
than its traditional version. It makes our methods could
basically meet the request of the online recognition of larger
data set.

In the future work, the proposed method could improve in
three aspects. First, many ML algorithm has incremental
version, such as ISOMAP [14] and LLE [15], but either
MVU or L-MVU has not yet, that lead the problems that if
we want to obtain the low dimension data of new test data,
we must use the train data to reproduce the whole data
points. Therefore, the incremental version of L-MVU is
necessary. Second, the landmark points of L-MVU are
chosen randomly. If we find a criterion for choosing land-
mark points, the experiment result could be better. Finally, in
this paper we use L-MVU only to obtain the nonlinear
structure of MI-EEG. However, we ignore the
time-frequency characteristic of MI-EEG. Combined the
time-frequency methods with L-MVU algorithm is also the
work we have to do next [16, 17].
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Influence of Parameter Choice
on the Detection of High-Dimensional
Functional Networks

Britta Pester, Karl-Jürgen Bär, and Lutz Leistritz

Abstract
The detection of directed interactions within networks
derived from spatially highly resolved data, such as
functional magnetic resonance imaging (fMRI) has been a
challenging task for the last years. Commonly this is
solved by restricting the analysis to a small number of
representative network nodes (e.g. fMRI voxels), to
regions of interest (e.g. brain areas) or by using dimension
reduction methods like principal or independent compo-
nent analysis. Recently, these problems have successfully
been encountered by combining multivariate autoregres-
sive models and parallel factor analysis. This approach
involves a cascade of analysis steps, entailing a number of
parameters that have to be chosen carefully. Yet, the
question of an appropriate choice of analysis parameters
has not been clarified so far—in particular for temporally
varying models. In this work we fill this gap. Synthetic
data with known underlying ground truth structure are
generated to evaluate the correctness of results in
dependence on the parameter choice. Resting state fMRI
data are used to assess the influence of the involved
parameters in the clinical application. We found that
model residuals offer a good means for determining
appropriate filter algorithm parameters; the model order
should be chosen according to two aspects: the
well-established information criteria and the fit between
Fourier and estimated spectra.

Keywords
Large scale granger causality � Resting state fMRI
Time-variant multivariate autoregressive models

1 Introduction

The human brain is a complex network, exchanging an
immense mass of information between remote neuronal
areas. Therefore, a thorough investigation of brain processes
does not only require the analysis of brain activity but also
the consideration brain connectivity [1]. In other words, two
regions being active at the same time do not necessarily
transfer information between each other. For this reason
many approaches have successfully developed in order to
quantify the extent of connectivity between different brain
regions. Prominent examples are dynamic causal modelling,
transfer entropy, Granger causality, directed transfer func-
tion and partial directed coherence [1–3].

However, spatially high-resolved data lead to two prob-
lems: first, the number of spatial nodes (in this work: fMRI
voxels) by far exceed the number of temporal samples (in
this work: fMRI volumes). Second, from a practical point of
view, the computational capacities are exhausted due to the
high network dimensionality: in the fMRI case, the number
of network nodes reaches ten thousands up to a hundreds of
thousands; in addition, the number of possible connections
quadratically rises with the number of network nodes. This
makes any conventional connectivity analysis unfeasible. In
most cases, the analysis is limited to time series derived from
a smaller set of selected or aggregated voxels. Another
alternative is the application of dimension reduction
methodologies as for example independent or principal
component analysis (PCA) [4, 5].

A new approach has been proposed in [6]. Here, a PCA
dimensionality reduction from high-dimensional (HD) into
low-dimensional (LD) space is combined with a following
multivariate autoregressive (MVAR) estimation which is
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transferred back into HD space. This finally enables the
calculation of a highly resolved network, i.e. the quantifi-
cation of directed connectivity from voxel to voxel.

What has been missing so far is an in-depth consideration
of the necessary analysis parameters. The proposed
methodology requires many analysis configurations, such as
settings of the estimation algorithm or the proportion of
retained variance after the PCA dimension reduction. Here,
we successively vary the involved parameters and show the
influence and reciprocal effects of parameter choice on the
quality of network identification.

2 Material

In this work, we followed two complementary approaches:
first, simulated data with known ground truth structure were
generated in order to evaluate the correctness of results in
dependence on the parameter choice. Second, resting state
fMRI data of 154 healthy subjects were used to assess the
influence of the involved parameters in a clinical application.

2.1 Synthetic Data

Simulated time series were realized as time-variant MVAR
processes, where the model coefficients were chosen
according to pre-defined ground truth networks. These net-
works were designed in such a way that the network nodes
form four non-overlapping clusters, so-called modules [7].
This means that the expected value for an intra-module con-
nection is considerably higher than that for an extra-module
connection. The number of network nodes was set to D ¼ 50
and the number of temporal samples toN ¼ 1000, providing a
good balance between network size and temporal resolution
[8]. At sample n ¼ 500, ground truth changed from one net-
work into another, which enables the generation of time series
based on a temporally varying model.

2.2 Resting State fMRI Data

To evaluate the influence of analysis parameters in
practice, data from a resting state fMRI experiment
conducted by the Department of Psychiatry and Psy-
chotherapy, Jena University Hospital were used [9].
Pseudonymized data of 154 subjects were acquired using
the 12 channel head coil at the 3T MRI scanner
(MAGNETOM TIM Trio, Siemens). The experiment
included a resting state fMRI scan with a subsequent
high-resolution, anatomical T1-weighted MR scan. A to-

tal of N ¼ 240 volumes were acquired; each consisting of
45 transversal slices covering the whole brain, deliberately
including the lower brainstem [9].

3 Methods

3.1 Applied Analysis Steps

The herein applied methodologies are based on time-variant
multivariate autoregressive models (tvMVAR) [10]. This
tvMVAR approach has been further developed to the large
scale MVAR model (lsMVAR) that can be used to estimate
time-variant approximations of high-dimensional data [8].
Despite the benefit of time variance, this approach offers the
possibility to apply any tvMVAR-based connectivity mea-
sure in high dimensions, including frequency-selective
approaches.

The initial step of the lsMVAR approach is a reduction
from HD space comprising D (D large) network nodes to LD
space with C (C small) network nodes by means of PCA. Let
x 2 R

C�N be the LD matrix containing the C retained prin-
ciple components of N temporal samples derived from HD
data. Then, consider the LD tvMVAR model of order p for x:

xðnÞ ¼
Xp

r¼1

BrðnÞxðn� rÞþ eðnÞ; n ¼ pþ 1; . . .;N; ð1Þ

with LD model parameters Br 2 R
C�C and LD model

residuals eðnÞ 2 R
C. Then, the whole model can be pro-

jected back onto D-dimensional space by a left multiplica-
tion of the pseudoinverse of the (truncated) mixing matrix
W 2 R

C�D:

Wþ xðnÞ ¼ Wþ Xp

r¼1

Brxðn� rÞþ eðnÞ
 !

ð2Þ

which can be rearranged to

Wþ xðnÞ|fflfflfflfflffl{zfflfflfflfflffl}
:¼~yðnÞ

¼
Xp

r¼1

WþBrW|fflfflfflfflffl{zfflfflfflfflffl}
:¼Ar

Wþ xðn� rÞþ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
:¼~yðn�1Þ

Wþ eðnÞ|fflfflfflfflffl{zfflfflfflfflffl}
:¼~eðnÞ

2 R
D;

ð3Þ
with approximated HD data ~yðnÞ, HD model parameters Ar

and HD residuals ~eðnÞ. This offers the opportunity for the
estimation of time-variant MVAR models. In this work,
connectivity was assessed by means of time-variant partial
directed coherence (PDC) which has the benefit that directed
connectivity can be quantified under consideration of vari-
ous frequencies [1].
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3.2 Involved Parameters

The lsMVAR approach requires four parameters that are
involved in three different analysis steps:

• TvMVAR parameters were estimated by means of the
Kalman Filter [11]. This time-variant approach requires
two constants: c1 regulates the adaption of the covariance
matrix; c2 defines the step-width of the random walk that
is used to update the tvMVAR parameters.

• The tvMVAR model p has to be determined. This
parameter defines the number of temporal samples in the
past that are considered for the estimation of the current
value.

• PCA dimension reduction demands an a priori definition
of the number of retained PCA components C. This value
determines the proportion of variance explanation after
PCA, i.e. the higher C, the higher the explanation of
variance.

4 Results

4.1 Synthetic Data

Simulations offer the possibility to clearly decide whether
the results are correct or not. To assess the goodness of fit
between ground truth and computed networks, we used the
Cohen’s kappa [12]. It quantifies the agreement between two
raters; in this case between the derived networks and the
known ground truth networks. The results of our simulations
can be summarized as follows:

• A quite reasonable possibility for choosing the Kalman
filter parameters c1; c2 is to consider the tvMVAR model
residuals. In our simulations, this approach has proven to
be useful: synthetic data showed that a high Kappa
coefficient—and thus a high accordance between GTNs
and PDC networks—corresponds to low mean squared
model residuals. Therefore, surveying the model residu-
als offers a suitable possibility for an adequate choice of
c1; c2.

• The determination of the tvMVAR model order p has
proven to be not that clear. Conventional information
criteria like Akaike’s and Bayesian information criterion
[10] provide a first recommendation by establishing a
balance between goodness of fit and number of param-
eters that have to be estimated. However, for
frequency-selective approaches like PDC it is important
whether the model order is suitable to properly reproduce
the frequency spectrum of original data. We found that

the best way is to initially use the information criteria to
obtain a first impression of a reasonable region for the
choice of p; then, Fourier spectra of real time series
should be checked against those of estimated
MVAR-based data.

• The successive variation of the number of retained
components C did not show surprising results for simu-
lated data. Figure 1a shows the performance in depen-
dence on C by means of the area under the receiver
operating characteristic curve [13]; clearly, the accor-
dance of PDC networks with GTNs rises with increasing
C. Cohen’s kappa in dependence on the explained vari-
ance is represented in Fig. 1b; again, a higher explana-
tion of variance leads to a deteriorated agreement
between GTNs and lsMVAR-driven networks.

4.2 FMRI Data

Individual fMRI connectivity patterns heavily differed
between subjects. However, it turned out that in despite of
this variation, the influence of parameter choice was similar
for the whole group. Therefore, we show the results for one
exemplary subject.

First, all parameters were chosen according to the sug-
gestions described in Sect. 4.1, then they were kept fix and
successively one parameter has been systematically varied.

• The variation of Kalman filter parameters c1; c2 showed
that the model residuals slightly rise with increasing c1
while they intensively decrease with increasing c2. That
means: a faster adaption of the covariance matrix and a
lower the step width of the random walk lead to a better
model fit. As a consequence, it does not appear to be
useful to solely consider the model residuals but also
whether the adaption of the estimator is satisfying, which
of course requires a certain experience of the user in the
application of the method.

• According to Akaike’s and Bayesian information crite-
rion the model order was suggested to be set to p ¼ 8. As
described in Sect. 4.1, it is important to also consider the
spectral properties; we found that for our data, p� 11
should be preferred with the aim to adequately separate
connectivity patterns regarding the frequency domain.
The reason is that for p\11, time-frequency-maps of
PDC are quite smeared, getting clearer with increasing p,
while for p[ 11, there is hardly any further improve-
ment regarding this point. As an example, Fig. 2a shows
the connection from the locus coeruleus complex (LC) to
the nucleus raphes dorsalis (DRN), which have proven to
be connected during resting state situations [9]. In our
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time-variant, frequency-selective analysis approach, the
order p ¼ 8 suggested by the information criteria is not
enough to separate the connection in low frequencies
(around 0.06 Hz) emerging during the second half
(Fig. 2a, left panel) in a clear manner as compared to
p ¼ 11 (Fig. 2a, right panel).

• A similar situation is when the number of retained
components C has to be chosen. Whenever C is
increased, the model gets more accurate; on the other
hand it has to be considered that a high number of
components leads to high computational efforts. There-
fore, a good strategy is to inspect the results in depen-
dence on the explained variance and identify a proper
balance between explained variance and adequate com-
putational efforts. For our data, we found that an
explained variance of around 87% provides a good
compromise. Again, the rationale is that this choice
represents the point, where for higher values of C the
detected networks hardly vary, while for smaller C the
derived networks immensely differ when C is changed.
This property is by far more pronounced for the choice of
C as compared to the choice of p. Figure 2b demon-
strates this property: analogous to Fig. 2a, it illustrates
the PDC time-frequency maps of the connection from LC
to DRN. In the left panel, the map for 75% variance
explanation is shown and on the left for 87%. The most
striking difference occurs in the lower frequency domain:
for 75%, high connections are indicated around 0.03 Hz,

while for 87% it is around 0.06 Hz. Notably, this
0.06 Hz connection remains for higher variance expla-
nation than 87%, this is why that point provides a suit-
able indicator for a proper choice of C.

5 Discussion and Future Work

Any newly introduced method requires a substantial evalu-
ation to justify the application to real-world data. Nonethe-
less, in addition it is important to test and understand the
influence and mutual effects of analysis configurations in
order to avoid misinterpretations due to inappropriate
parameter settings. For conventional PDC there has been
in-depth work on that aspect based on simulations and EEG
data, providing recommendations for the application of this
method [14].

However, for the recently proposed lsMVAR approach
this point has not been investigated yet. The lsMVAR
methodology combines a PCA dimension reduction with
tvMVAR modelling and involves four important parame-
ters: two parameters that control the adaption of the esti-
mation algorithm; the tvMVAR model order, defining the
number steps in the past that are included for the estimation
of the current value; and the number of retained PCA
components which corresponds to the proportion of
explained variance.

Fig. 1 Performance of lsMVAR-based PDC analysis. Panel a shows the temporal mean of the AUC values in dependence on the number of
retained components C ¼ 1; . . .; 50. In panel b, the temporal dynamics of Cohen’s kappa for 70; 80; 90 and 100% explained variance are depicted

(a) p = 8; 87 % p = 11; 87 % (b) p = 11; 75 % p = 11; 87 %

Fig. 2 PDC results of the connection from LC to DRN. Subplot
a provides a comparison between two different model orders p ¼ 8
(suggested choice based on information criteria) and p ¼ 11

(data-driven optimum). Analogously, subplot b shows the PDC results
for two different proportions of explained variance, 75 and 87%
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Based on the analysis of synthetic data, we found that
model residuals yield a useful indication for a suitable set-
ting of the Kalman filter control parameters. A combination
between common information criteria and the consideration
of frequency spectra give support in choosing an appropriate
tvMVAR model order p. Not surprisingly, a higher number
of retained components C leads to a better agreement
between GTNs and PDC networks.

For the resting state fMRI data, we found that the choice
of Kalman filter parameters based on model residuals is not
advisable. Besides surveying the residuals, a sufficient
expertise is necessary to find an appropriate compromise
between fast adaption and smoothness of the estimated
model. The model order p should be chosen in two steps:
first, information criteria should be applied to get an
appropriate initial value. Second, the results in this range
should be inspected with regard to the fit between Fourier
and estimated spectra, in order to find out whether this value
is adequate. Finally we found that the most impact on the
results was made by the explained variance after PCA (i.e.
number of retained components C). Similar to p, C should
successively be varied to identify the setting when the results
of higher C only differ to a small extent.

So far, we inspected the results from a methodological
point of view. After finding an appropriate parameter choice,
the next step will be to investigate the results in addition to
methodological questions—can the lsMVAR approach pro-
vide new insights into the default mode network [15]?
Furthermore, what has not been done yet is to take advan-
tage of the possibility to explore temporally varying exper-
imental setups [16]. Finally, a comparison between groups is
of great interest [17], which however will be a big challenge
due to the high number of output data.
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Extraction of Diagnostic Information
from Phonocardiographic Signal Using
Time-Growing Neural Network

Arash Gharehbaghi, Ankica Babic, and Amir A. Sepehri

Abstract
This paper presents an original method for extracting
medical information from a heart sound recording, so
called Phonocardiographic (PCG) signal. The extracted
information is employed by a binary classifier to distin-
guish between stenosis and regurgitation murmurs. The
method is based on using our original neural network, the
Time-Growing Neural Network (TGNN), in an innova-
tive way. Children with an obstruction on their semilunar
valve are considered as the patient group (PG) against a
reference group (RG) of children with a regurgitation in
their atrioventricular valve. PCG signals were collected
from 55 children, 25/30 from the PG/RG, who referred to
the Children Medical Center of Tehran University. The
study was conducted according to the guidelines of Good
Clinical Practices and the Declaration of Helsinki.
Informed consents were obtained for all the patients prior
to the data acquisition. The accuracy and sensitivity of the
method was estimated to be 85% and 80% respectively,
exhibiting a very good performance to be used as a part of
decision support system. Such a decision support system
can improve the screening accuracy in primary healthcare
centers, thanks to the innovative use of TGNN.

Keywords
Intelligent phonocardiography
Time-growing neural network
Deep time-growing neural network

1 Introduction

The fact that screening accuracy of pediatric heart disease is
still insufficient in primary healthcare centers, has been
reported in a number of the studies [1, 2]. It is evident that a
huge amount of the medical costs on the global healthcare
system can be prevented by improving the screening accu-
racy, especially when it comes with the pediatric heart dis-
ease, in which as many as 70% of the healthy children can
have a sort of innocent murmurs. Many healthy children are
sent to the hospital for the cardiac investigation because of
the innocent murmur. This brings an extensive unnecessary
expenses to the healthcare system, and also stress to the
families. On the other hand, a number of the diseased chil-
dren are overlooked by the practitioners due to the com-
plexities in heart sound auscultation. Our previous studies
introduced a non-invasive and inexpensive approach for
such a screening, which we called “intelligent phonocar-
diography” [3, 4]. The Intelligent PhonoCardioGraphy
(IPCG) is indeed a computerized phonocardiography, sup-
ported by the intelligent machine learning algorithms for the
decision making. Although the current practical usage of
IPCG is for the screening purpose, our recent studies
revealed that further diagnostic information can be provided
by this approach when sophisticated processing algorithms
are employed, i.e. advanced machine learning methods [5–
7]. One of the important challenges of this approach is dis-
crimination between two groups of heart disease, obstructive
abnormalities on a semilunar valve, aortic or pulmonary
valve, and regurgitation from an atrioventricular valve,
mitral or tricuspid. Both of the groups, create systolic mur-
mur, but with different characteristic in terms of the
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time-frequency distribution. However, an inexperienced
practitioner can easily mix them up, especially in mild cases.
A consequence of this misconception could improper dis-
ease management, as the obstructive defects can require
different follow-up routines due to the higher risk of the left
ventricular hypertrophy comparing to the regurgitation
defects. It is therefore, a priority for the approach to develop
sophisticated methods to discriminate between these two
groups of the disease, even though other possibilities of
IPCG have been recently investigated [8–11]. This paper
presents an original method for classifying heart murmurs,
based on our deep learning method for characterizing cyclic
time series [12]. The proposed provides a robust classifica-
tion by modifying the deep learning method in a way to be
sophisticated for this application in which a precise learning
of systolic murmurs is objective. Meanwhile, complexities
of our previous method is drastically reduces, to avoid the
over-fitting problem exist in learning with small data size.
The experimental results show that the method can effi-
ciently profile the systolic murmur caused by the obstructive
defects. However, there is no theoretical obligation to
employ the method for other case studies. Simplicity of the
testing phase provide the possibility to install the resulting
method on the mobile or web technology.

2 Materials

2.1 The Tools

A set of the WelchAllyn Meditron Anlyzer system was used
for synchronous recording of heart sounds and electrocar-
diogram (ECG) signals in conjunction with a DELL lap-
top. Each signal contains 10 s of the recording with
sampling rate of 44,100 Hz and a resolution of 16bit reso-
lution. The heart sounds were recorded from the thoracic
apical site. The ECG was used for timing and localization of
the systolic segment. We used the Meditron software for
data collection, but all the processing algorithms were
implemented under the MATLAB platform.

2.2 The Patient Population

The pediatric referrals to the echocardiographic lab at the
Children Medical Center hospital, Tehran University of
medical science, Iran, participated in this study. All the
participants underwent echocardiography as well as other
complementary tests including electrocardiogram and chest
X-ray, according to the guideline of the hospital. Patients
with aortic or pulmonary stenosis were selected as the

Patient Group (PG) against a Reference Group (RG), com-
posed of those ones with mitral or tricuspid regurgitation.
Table 1 lists the patient population.

All the referrals gave their informed consent according to
the Good Clinical Practice, and the study complied with
rules of the World Medical Association and the Declaration
of Helsinki. The study was approved by the institutional
committee of ethics.

3 Methods

3.1 The Heart Sound Processing

Heart sound signals were filtered and down-sampled to
2 kHz before being segmented in which the systolic inter-
vals between first and second heart sounds are extracted for
processing. The method is illustrated in Fig. 1.

The systolic segments were divided into three successive
slices with equal length. Then, three different fashions of
time growing neural network, the forward, the backward and
the mid-growing scheme of time growing neural network is
employed for the feature extraction. Details of the growing
schemes are found in [12]. For each scheme, three temporal
frames are employed, for spectral calculations. A unique
discriminative frequency band is found for each temporal
frame, based on using the Fisher criteria and discriminant
analysis. The spectral energy of the signal over each dis-
criminative band is independently calculated for each frame
using periodogram. A multi layer perceptron neural network
performs the nonlinear mapping to the discriminative vectors
of 4 dimension. The neural network has 6 input nodes of the
spectral energies. The hidden and output layers contain 10
and 4 neurons, respectively. Each neuron of the output layer
is indicative for one class of the patients of the dataset (see
Table 1). The neural network was trained by using back
propagation error method. A support vector machine per-
forms the binary classification, discrimination between the
PG and RG.

3.2 Statistical Evaluation

The repeated random sub sampling was employed to eval-
uate the method using accuracy Pac as the performance
measure:

Pac ¼ 100
NTP þNTN

NTP þNTN þNFP þNFN

where NTN and NTP are the number of the correctly classified
individuals from the RG and the PG, respectively. The NFP
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and NFN are the number of the incorrectly classified indi-
viduals from the PG and the RG, respectively. In this
method, 15 individuals from the PG, and 20 individuals from
the RG are randomly selected for training, and the rest for
testing the method. The performance measure is then, cal-
culated. This procedure is repeated several time and the
average of the Pac is calculated.

4 Results

Figure 2 represents one cycles of the four classes of the
signals in our dataset.

The systolic murmur is seen in all the cases. However,
differentiation between the classes is not easy, even for a
skilled person. The repeated random sub sampling with 100
iterations was applied to the method and the average accu-
racy was estimated to be 85% with a sensitivity of 80%. In
order to find an understanding about the structural risk of the
method, the A-Test method is employed. In this method, k-
fold validation is applied to the method, using different
validation index K, and average value of the classification
error is calculated as a measure of the structural risk. To this
end, 2-fold validation is firstly applied to method and the
classification error is calculated. This is repeated with

different values of K, (3-fold…), and the corresponding
classification are plotted. The plot shows stability of the
classification method against the training data. Details of the
A-Test are found in [12]. Figure 3 demonstrates the varia-
tion of the classification error according to the A-Test.

The A-Test shows a relatively stable valve for the clas-
sification error, with an average classification error of
17.4% ± 5.5%. The minimum value of the classification
error, is as small as 11%, showing a high capacity for the
method to learn the patterns with a higher size of the training
data.

5 Discussion

This paper proposed an important application of the intelli-
gent phonocardiography, in assessing origin of the under-
lying systolic murmur. Such an assessment helps the
practitioners to chose a proper management for the patients.
For instance, aortic stenosis can remain asymptomatically
over a decade after which the lifetime is drastically
decreased. It is therefore, important for the patients to be
managed properly. Art of the approach is its easiness and
inexpensiveness that avails healthcare to those who are of
real need by reducing the unnecessary medical investiga-
tions. The intelligent phonocardiography takes advantage of
the advanced machine learning methods, which allows effi-
cient learning by modifying our deep learning method. This
modification includes the use of three scheme of the growing
sectors to profile the systolic segment in an efficient way.
This novel aspect is considered as an elaborative feature of
the method, that provides the flexibility to effectively learn
temporal and spectral contents of the signal, as reflected by
the A-Test method. This is especially important for assessing

Table 1 The characteristics of the participating patients

Aortic
stenosis

Pulmonary
stenosis

Mitral
regurgitation

Tricuspid
regurgitation

Number of
patients

13 12 15 15

The age
range

1–8 1–10 4–18 5–9 years

Fig. 1 An illustration of the
method. More details of the
calculations can be found in [12]
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mild valvular obstruction in which the between-class dis-
similarity is marginal. It can be considered as an important
contribution of the study, comparing to the existing methods
for processing heart sound signal [13–16]. Our proposed
method has the potential to be rather improved by including
a more comprehensive training data, in favor of using the

time-growing neural network which associate a high learn-
ing capacity to the approach.

Fig. 2 One sample of each class of the signals

Fig. 3 Variation of the
classification error according to
the A-Test
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6 Conclusions

This paper revealed an important application of intelligent
phonocardiography in discriminating between two groups of
heart abnormalities, obstruction on the semilunar valve and
regurgitation from the atrioventricular valves. Both the groups
introduce systolic murmur, both the patients need different
managements, especially for the obstructive defects where
management is rather important. Time-growing neural network
was modified in an innovative way, to exhibit less complexities
and lower structural risk. The statistical validation shows an
acceptable performance for the method in such a difficult clas-
sification, that is not easy to be performed byonly relying on the
conventional auscultation even for the skilled practitioners.
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Physiological Data Monitoring of Members
of Air Forces During Training on Simulators

Jiri Kacer, Vaclav Krivanek, Ludek Cicmanec, Patrik Kutilek, Jan Farlik,
Jan Hejda, Slavka Viteckova, Petr Volf, Karel Hana, and Pavel Smrcka

Abstract
Many complex situations can be induced to the members
of air forces during training on simulators, which may
result in mentally vigorous situations or even overload.
The aim of the paper is to describe the current state and
our contribution to development of systems for measure-
ment of the physiological data of basic member of air
force including mission commander, pilots, air traffic
controllers and ground support staff. The reason for
physiological data monitoring is to test the possibility of
usage them to estimate the physical and psychological

state of the team members. The base for the design of
physiological data monitoring was the FlexiGuar system,
originally developed at the FBMI CTU. The core of
simulators for training of military personnel in aviation
was Lockheed Martin’s Prepar3D simulation software.
Two airplane cockpits were used as simulators for
training of two pilots, air traffic control simulator, i.e. a
control tower simulator, and an airport ground station for
the preparation of aviation ground staff. The proposed
systems are used for simultaneous measurement of the
working performance and physiological data of members
of the four‐member team during their training. The
physiological data, heart rate, body temperature, move-
ment activity and perspiration intensity, are transferred to
the commander visualization unit for further evaluation.
Designed systems and methods could help to monitor, on
the base of physiological data and data from simulators,
the stress load of team members.

Keywords
Physiological data � Stress load � Air force
Training � Simulators

1 Introduction

Intensive research is currently underway on the development
of for monitoring health state of employees in aviation [1],
including in military aviation [2]. The objective of health
state measurement is to use this information on employee
health state to increase safety, i.e. to supplement the infor-
mation used in the monitoring or sensor subsystem of the
control system, which will be able to intervene to control [3,
4]. However, in the development of prospective systems,
pilot health state monitoring is only assumed. The health
state monitoring of other aviation personnel, such as air
traffic controllers (ATC) and ground support staff, is given
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little attention. Also, the monitoring of the health status of all
key members in aviation is nowhere suggested or presented.

The aim of this article is to describe the current state and
our contribution to development of systems for measurement
of the physiological data of basic member of air force
including mission commander, pilots, air traffic controllers
and ground support staff. The reason for physiological data
monitoring is to test the possibility of usage them to estimate
the physical and psychological state and eventually for
identification of dangerous situations in the staffing of the
military mission.

2 Methods

Based on the above mentioned requirements, methods of
direct measurement of the physical and psychological state
of the staff members can be designed. Methods may provide
both behavioural and cognitive/emotional physiological
measures to assess the performance of members and unit as a
whole [5]. All these methods assume a direct measurement
of the physiological indicators of the health state of staff.

2.1 Participants

Twenty‐eight soldiers (aged 21.1 (SD 2.2)) were recruited
for measurement. Soldiers were cadets of University of
Defence which is the only military institution of higher
education of the Czech Armed Forces. Students were future
members of air forces preparing for the profession of pilot
and air traffic controllers. However, they had only minimal
or zero experience with aircraft piloting. Cadets were sub-
jected to diagnostic evaluation focused on detailed disease
history, a neurologic examination, and routine laboratory
testing. The study was performed in accordance with the
Helsinki Declaration. The study protocol was approved by
the local Ethics Committee of the Faculty of Biomedical
Engineering of the Czech Technical University (CTU) in
Prague. The subjects were measured on same days.

2.2 Measurement Equipment

Measurement systems can be divided into two groups:
simulators for training and system for monitoring physio-
logical data.

The base for the design of physiological data monitoring
was the FlexiGuar system, originally developed at the Fac-
ulty of Biomedical Engineering, Czech Technical University
in Prague [6]. The FlexiGuard system is modular biotele-
metric system for real‐time monitoring of special military

units. However, this system and its previous use assumed the
measurement of individuals of a homogeneous group, i.e.
individuals performing an identical task with the same dif-
ficulty during a mission. In our case, the application assumes
measurement of a non-homogeneous group, i.e. parallel
monitoring of each member of the special team individually.
The systems consists of a set of sensors for monitoring body
temperature, heart rate, acceleration and humidity [6, 7]. The
modular sensing units records the measured data and send
them wireless to the visualization unit. All data are trans-
mitted wirelessly to visualisation unit. The limit values of the
measured physiological data for each subject can be indi-
vidually set in accordance with the expected values of a
particular subject undergoing a specific task within the
mission. These values are determined and set by the expert
before the measurement. The physiological data (heart rate,
body temperature, movement activity and perspiration
intensity) and their comparison with the limit values are
transferred to the commander visualization unit for further
evaluation.

Simulators for training can be divided into three groups:
airplane cockpit for training of pilots, air traffic control
simulator (i.e. a control tower) for training of air traffic
controller ATC, airport ground station simulator for the
preparation of member of ground support. In our case we
used two airplane cockpits, one ATC simulator and one
airport ground station simulator. The core of all simulators
for training of military personnel in aviation was Lockheed
Martin’s Prepar3D simulation software. It is necessary to
emphasize one essential fact, simulators are based on com-
monly commercially available software and hardware. The
workplace is compatible with Microsoft Flight Simulator X.
The workplaces consist of two basic elements: the visual-
ization system and the virtual console. Visualization systems
are based on commercially available monitors of computers.
Virtual consoles contain elements (rudder pedals, centre
stick, etc.) to represent the cores of workplaces of individual
members of air force. HW interface is built on a modular
system of IO Cards Simulation System. IO Cards Simulation
System is linked via the Flight Simulator Universal
Inter-Process Communication to the Microsoft Flight Sim-
ulator X software. The VR Group Ltd. (Prague, Czech
Republic) is the manufacturer of system of simulators. All
simulators are located in separate rooms. Communication
between simulators is ensured through an intranet. The
simulators allow us to store the following data: latitude,
longitude, heading, altitude, pitch, bank, airspeed, flaps
position, vertical speed, etc.

The data from simulators for training and system for
monitoring physiological data were synchronized by the
trainer’s command i.e. physical activity recorded by both
group of systems. Systems collected data at a sampling rate
of 1 Hz.
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2.3 Test Procedure

The proposed systems are used for simultaneous measure-
ment of the working performance and physiological data of
members of the four‐member team (two pilots, one ATC
staff and one ground staff member) during their training.

Twenty‐eight subjects were divided into seven groups of
four members. Thus, four subjects were measured at the
same time. Before each measurement, four portable systems
for the monitoring physiological data were placed on the
trunk of each soldier in accordance with [6, 7], see Fig. 1.

Then, two airplane cockpit simulators, one air traffic
control simulator and one airport ground station simulator
were used for training of military mission. The instructor
proposed a list of tasks that all team members had to per-
form. It was all about ten types of different tasks. The
commander‐instructor monitored the performance of tasks
by individual members and their physiological data, see
Fig. 2. All data was stored for the following evaluation.

2.4 Method of Data Processing

The recordings of the data obtained during performing the
tasks of each group on simulators are approximately a half of
an hour long to 45 min. The records of physiological data
and data from simulators can be processed to study the
health conditions of staff members. This process was done
using a custom‐designed MatLab program based on the
functions of the MatLab software.

Fig. 1 Preparation (a) and application (b) of modular sensing units

Fig. 2 Concept of the designed
physiological data monitoring of
members of air forces during
training on simulators
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3 Results

Preliminary results showed that there are dependencies in the
development of physiological parameters of individual
subjects in the team, although the correlation does not show
causality. These dependencies are strong among pilots and
controlling traffic controller, see Figs. 3 and 4, with less
dependency identified in member of grout support. This is
especially noticeable at the beginning of the start measure-
ment, where the highest heart rate value is identified for all
three members. Heart rate values are slowly decreasing after
the start of aircrafts. Values of heart rate are gradually rising
again when landing. The reason for this is that the start and
landing of the most challenging phases of the flight for
cadets‐pilots, and the finding is that air traffic controllers are
also responding to this, though not so much. Similar outputs
are found for all measured teams. Preliminary results also
show an increasing temperature of the body surface of all
three members of team during the task on the simulator.

Thus, the preliminary results showed higher correlations
among the subjects above mentioned.

4 Discussion

Authors present how the modules of monitoring system were
designed, training simulators adapted, and measurement and
tests were performed. Testing of the functionality of the
methodology took place on the training means of the army of
the Czech Republic. In the case of carrying out the mea-
surements on seven groups (i.e. 28 soldiers) of members of
air forces during training on simulators, the sensor and
simulator networks worked without any bigger problems.
Preliminary results show higher correlations in biomedical
data among the team members. From the results, we can
assume that the monitoring system and training simulators
allow us to study physical and psychological state and
eventually identification of dangerous situations in the
staffing of the military mission. However, this needs to be

Fig. 3 Example of the output from user sw: real‐time heart rate graphs of selected team members during training with color differentiation of
performed individual tasks required by instructor (Color figure online)
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further explored in future studies. We can say that low body
temperature and heart rate could refer to better physical and
psychological state and vice versa [7]. Thus, the systems and
technique can offer information which may help to monitor
the stress load level and operational preparedness of mem-
bers of air forces. The assumption of research is future use of
the technique in practice.

5 Conclusion

The proposed methodology and measurements were tested
on 28 members of Air Force of the Czech Republic.
Described preliminary findings demonstrate the ability of the
proposed systems and measurement techniques to identify
differences in the health state of team members of Air Force
during training. The method can be used for quantifying in
mental and physical state of the team members. Next goal is
to verify the method on more subjects measured over more
complex training missions, and integrate the system into
practice.
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Application of Smart Sock System
for Testing of Shoe Cushioning Properties

Alexander Oks, Alexei Katashev, Peteris Eizentals, Zane Pavare,
and Darta Balcuna

Abstract
Appropriate choice of shoes with required cushioning
characteristics is rather an urgent problem for people from
very different groups, such as sportsmen, elderly people,
peoplewith foot disorders and locomotionproblems. Present
research is devoted to further development of wireless
DAids™ Pressure Sock System and its application for shoe
cushioning estimation. In particular, a new version of
pressure sensors with improved sensitivity and working
range is designed and tested. Based on above-mentioned
developments, the possibility of shoe cushioning testing
using DAid™ Pressure Sock System was studied. For this
purpose, gait records of several test subjectswho used sets of
shoes with different cushioning properties, as well as bare
walking, were made. Data analysis showed that the devel-
oped system gives the possibility to recognize different shoe
cushioning. Several approaches to data processing to
increase the sensitivity of such recognition are discussed.
The comparison showed the potential ability of the devel-
oped system to test wirelessly shoe cushioning in real
outdoor conditions. Such ability also provides the possibility
tomonitor and estimate degradation of cushioning quality of
shoes under deterioration and environment.

Keywords
Textile sensors � Smart socks � Cushioning control

1 Introduction

It is known that cushioning ability of shoes is one of the factors
which have essential influence on lower feet loading level. For
example, according to [1]midsole degradation of running shoes
can lead to increase of heel impact loading forces up to20–30%.
These data were obtained by using force platforms. Data
obtainedwith smart insoles [2] showed an increment of loading
impact forces due to midsole degradation up to 100%. So,
appropriate choiceof shoesmidsoles andperiodicmonitoringof
their cushioning characteristics can be rather an urgent problem
for people from very different groups, such as sportsmen,
elderly people, people with foot and locomotion disorders.

Existing devices which can provide shoe cushioning
estimation are quite complicated and expensive and most of
them are only for indoor application and cannot be used for
outdoor shoe tests. Moreover, as clear from results [1, 2],
force platforms can give strongly underestimated data
comparatively with in-shoe pressure monitoring.

Reported in [3, 4] DAid™ Pressure Sock System is
in-shoe low cost device developed for outdoor monitoring of
human gate and running. Comprehensive tests of this system
showed its applicable accuracy for monitoring of temporal
parameters of locomotion. Present paper is devoted to
analysis of the possibility to use DAid™ Pressure Sock
System for shoe cushioning ability estimation. Different
types of sensor designs are developed and compared to
improve system sensitivity and accuracy for plantar pressure
measurement. Two data analysis methods of shoe cushion-
ing estimation are proposed and compared as well.

2 Pressure Sensors Tests

2.1 Materials and Methods

Three types of pressure sensors (“filled”, “ribbed” and
“curved line”, referred further as type A, B and C, corre-
spondently) (Fig. 1) were designed and produced using
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commercially available knitting machines. Five sensors of
each type were tested by using complex of Zwick/Roell Z2.5
and Agelent 34970A devices. This complex has provided
circling loading of sensors and simultaneous monitoring of
their electrical resistance. Loading range was from 2 to
50 N; loading rate—25 N/s. Each test consisted of five
loading-unloading cycles.

Effective squares of pressure platforms were 1.142 m2 for
A and B types and 0.782 m2 for C sensor type. Thus, pro-
vided loading pressure was up to 440 kPa for A and B types
and up to 640 kPa for C type. As the result, dependences of
electrical resistance R from applied pressure p were obtained.

2.2 Test Results and Analysis

Obtained characteristics R(p) had the same main features as
were described in [3]: high decrement of resistance in low
pressure zone (p < 50 kPa) and low decrement for
p >50 kPa.

It is known [5], that region of maximal plantar pressures
during human gate and running corresponds to p > 200 kPa,
i.e. to high pressure zone. So, to increase the sensitivity of
measurement in this zone, it was assumed to use inverted
dependences 1/R(p) instead of direct data R(p) in further
analysis. Examples of normalized inverted characteristics
Rmin/R(p) for all the sensor types are shown in Fig. 2a for both
fourth and fifth loading cycles. It can be seen, that depen-
dences 1/R(p) of all sensor types represent hysteresis loops,
which consist of two subloops (“low” and “high” pressure
subloops, marked as L and H, correspondently. Arrows show
loading and unloading branches of the loops.) It can be also
seen, that sensors demonstrate quite good repeatability under
cyclic loading. Exclusion of several first “warming” loading
cycles from data analysis provides essential increase of data
repeatability. To achieve the best approximation possible for
p >100 kPa data only H subloops were used (see Fig. 2b).
Analysis showed that these subloops can be approximated by
third order polynomial functions with RA,B,C

2 -squared values
not lower than RA,B,C

2 <0.95. Obtained approximation

Fig. 1 Knitted pressure sensors
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functions were used to compare sensors sensitivity to pressure
variations and to estimate possible measurement errors. Fig-
ure 3 shows relative sensitivity graphs d(Rmin/R)/dp of studied
sensors. It can be seen, that in the high pressures range the best
sensitivity to pressure variation has type C. On the contrary, in
lower pressures range type B is more sensitive. The lowest
sensitivity in all range of pressures has type A.

Estimation of measurement errors due to assumed
approximation of hysteresis loops showed, that the highest
relative error corresponds to the middle parts of the loops for
all type of sensors. Value of maximal error varies
from ±25% for type A to ±15% for type C. To improve
accuracy of measurements special hysteresis loop models
and algorithms of hysteresis compensation can be used [6].

3 Monitoring of Shoe Cushioning Properties

3.1 Test Protocol

Three male volunteers had participated in three walk test trial
series: first trial—walking without shoes (“bare” walking—
only smart socks had been put on the feet) and second shoed
trials—walking in shoes with different midsole stiffness
(hard and soft). These trials will be referred further as “B”-
bare, “H”-hard and “S”-soft. Midsole stiffness differs for
each volunteer, because they used their own shoes, com-
fortable for them. So, midsole stiffness of shoes used for S
trial by volunteer 1 can be harder or equal to the same of H
trial of second volunteer, and so on. Each trial had included
6 repeated series of walking with the length of 40–46 strides
each. All trials were made with the same walking speed,
which was monitored by using metronome device.

3.2 Materials and Methods

Plantar loading forces were measured during walking trials by
using DAid™ Pressure Sock Systemwith sensor placement on
the sole as follows [3]: toe part—under first and fifth meta-
tarsal; midfoot—inside under foot arc and symmetrically

outside; heel part—in the middle of the heel. Shoes cushion-
ing was tested by measurement of midsole’s heel parts stiff-
ness. Measurements were made using Zwick Z 100 device.

To study the possibility of midsole cushioning estimation
by using smart socks, two approaches of data processing and
analysis were used. The first one—Peak Value analysis
(PVA) was based on defining and comparison of the relative
average ak of peak values of pressure forces for B, H and S
trials. The second one—Loading Rate Analysis (LRA)—on
comparison of average loading rate of each sensor or sensor
group for B, H and S trials. Calculations for AP and LRA
were made using the following formulas:

For PVA:

ðAkÞB;H;S ¼
1
n

Xn

i¼1

Aik

 !

B;H;S

ð1Þ

ðAsumÞB;H;S ¼
1
5

X5

i¼1

Ak

 !

B;H;S

ð2Þ

ðakÞB;H;S ¼
Ak

� �
B;H;S ðAsumÞB; ð3Þ

where k = 1…5—sensor number, n—number of strides in a
trial, Aik—peak value of pressure force.

For LRA:

ðu0ikÞB;H;S ¼
uik �mina� i� b uik

maxa� i� b uik �mina� i� b uik

� �

B;H;S

ð4Þ

a ¼ i� 0:5w ð5Þ

b ¼ iþ 0:5w ð6Þ

ðvmaxik ÞB;H;S ¼ max
du0ik
dt

� �� �

B;H;S

ð7Þ

and then using Eqs. (1)–(3), replacing there Aik with vmaxik .
In Eqs. (4)–(6) uik is inverted signal of i-th stride from k-

th sensor, w is the normalization window size.

3.3 Results and Analysis

Data of measurements of shoe midsoles stiffness are pre-
sented in Table 1. Further, for convenience, results from H
trial of volunteer with number n will be marked as nH, from
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Table 1 Shoes midsole average stiffness, kN/m

Trial/Volunteer 1 2 3

H 110 300 170

S 71 100 110
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his S trial—as nS, etc. Also following abbreviations for
sensors are used: L, R—left and right foot; F, M, B—front,
middle, back; I, M, O—inside, middle, outside. So, for
example, LFI is the mark of frontal inside sensor of the left
foot (Fig. 4a) Using PVA and LRA, histograms of ðakÞB;H;S

and ðvmaxk ÞB;H;S values were built for each sensor separately
and, also, by zones (toe, midfoot and heel). Examples of
such histograms built for separate sensors are shown in
Fig. 4b, c.

It can be seen, that tested system “fills” even local
changes of lower foot cushioning: essential difference in
force amplitude peak values and sole loading rates performs
between B, H and S trials. One can also see, that PVA and
LRA give similar results for toe and heel parts of foot (see
LFI, LFO and LBM sensors). For midfoot part results are
different. It is explained by specificity of sensors placement
and features of midfoot loading. So, to recognize local
cushioning ability of shoes the results from both PVA and
LRA must be compared. Grouping of sensors gives the
possibility to test quality of midsoles cushioning by specific
zones.

4 Conclusions

New types of knitted pressure sensors are designed and
tested. It is shown that highest sensitivity has “curved line”
type sensor. Maximal amplitude measurement error with
third order polynomial approximation of sensor character-
istic is not exceeding 15%. Possibility to use DAid™ Pres-

sure Sock System for testing shoe midsole cushioning
quality is shown. Methods of data processing for cushioning
quality estimation and comparison are proposed.
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Wireless Assistance System During Episodes
of Freezing of Gait by Means Superficial
Electrical Stimulation

B. Barzallo, C. Punin, C. Llumiguano, and M. Huerta

Abstract
Parkinson’s disease in an advanced stage presents the
symptom of freezing of gait, approximately 80% of
patients may have a freeze after 17 years of illness,
provoking falls and injuries in the 60% of them, the
medication is obsolete before this symptom. In search of
new methodologies and instruments to help improve the
lifestyle of these patients, a non-invasive wireless system
is proposed to detect freezing and restart walking by
means of superficial electrical stimulation during an
episode. A sensor based on a triaxial accelerometer placed
on the posterior secondary nerve was used to acquire and
store the data of the right lower extremity during the
presence of a freezing episode. The data was processed on
a smartphone with Android operative system using the
tool of discrete wavelet transform developed in Java. The
transcutaneous electrical stimulation is applied near the
posterior tibial nerve of the lower extremities to continue
the walk, which presents better results compared to the
vibratory stimulation presented in an earlier version from
the authors. The results show feasible diagnostic tests for
the validation of the system, such as precision, sensitivity
and specificity.

Keywords
FOG � Parkinson’s disease � DWT � Variance
IMU � TENS

1 Introduction

The Parkinson’s disease (PD) is a chronic and progressive
neurodegenerative disorder, produced by the lack of dopamine
in the brain that causes difficulty to move, dopamine is the
reason for the controlled movement, coordinated and balanced
development of the muscles [1–3]. The clinical symptoms of
PD include non-motor deficits: depression, anxiety and prob-
lems related to memory, and motor ones: resting tremor,
bradykinesia, muscle stiffness and freezing of gait (FOG) [4,
5]. The freezing infers in the daily activities and the social
relations of the patients that present these episodes of FOG,
increasing the risk to fall and affecting their quality of life.

In search of help so that patients can leave these episodes
through the use of external devices, in Ecuador Punin et al.
2017 [6] develop a system to detect and avoid episodes of
non-invasive FOG through the use of inertial measurement
unit (IMU) systems and a vibratory stimulation of a micro
motor placed in the lower extremities near the posterior tibial
nerve, the results of the system before the occurrence of an
episode of FOG gave a specificity of 86.66% and a sensi-
tivity of 60.61% in the detection, while the effectiveness of
resumption of walking after detection was 80%. In [7] a
portable assistant was developed for the online detection of
FOG with an auditory feedback or vibration to resume
walking, with 88.6% in sensitivity and 92.4% specificity.
Tay with other researchers [8], developed a real-time PD
monitoring and biofeedback system using IMU sensors, it is
able to detect a FOG episode and activate an audio and
vibration feedback to prevent or reduce freezing. Regarding
of the Transcutaneous Electrical Nerve Stimulation (TENS),
due to the non-invasive approach, it has become a
well-known method to allow motor functions, TENS is
perceived to the underlying area level where the electrodes
are placed, such as sensation of fibrillary contractions; the
range of frequencies that are acceptable to TENS is of 2 to
200 Hz [9], the impulses are of short length and with a high
excitabilidad nervous, of high voltage and low intensity.
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Departing from the find on this stimulation, such inves-
tigations are presented like: the development of an
exoskeleton that uses the electrical stimulation as a therapy
to incite the march in paraplegic persons [10]. Also the
multichannel TENS system developed in [11] stimulates the
entire area of the group of electrodes assembly by first
applying regulated pulses of current of 8 mA.

This article proposes a wireless system consisting on
inertial measurement units that record the walk to be pro-
cessed by Discrete Wavelet Transform (DWT) and detect
episodes of FOG with the calculation of changes in variance,
when anomalies in the signal manifest, TENS is activated
with the objective of restart the walk. The system consists of
two devices located in the lower extremities, connected
wirelessly together with an application in a smartphone that
processes, stores and displays the data of the motor activity,
the system was subjected to diagnostic tests such as speci-
ficity, sensitivity and effectiveness, for its validation.

2 Freezing of Gait (FOG)

Is defined as an episodic phenomenon commonly seen as an
advanced symptom in PD, it is a sudden motor block with
short and transient movements, especially before starting the
march, during turns, walking in line straight, going through
narrow places like a door or finding obstacles [12]. FOG
events are transient, usually last a few seconds and tend to
increase in frequency and disability as the disease pro-
gresses. A freezing band has a frequency component that
varies from 3 to 8 Hz [6, 10, 13]. One of the important
characteristics of FOG is that the foot or toe does not leave
the ground or just peel off the ground. The episodic and
unpredictable nature of FOG can be quantified and evaluated
for several minutes. There are three different subtypes of
FOG, we have the well-known clinical declaration that it is a
patient who suddenly becomes unable to begin to walk or
cannot keep on advancing (akinesia) [14]. The second FOG
subtype is related to a final movement absence, while the
third FOG subtype consists on advancing dragging the feet
with very short steps [15, 16].

3 Development

3.1 Acquisition

The study involved 5 men and 15 women with Parkinson’s
disease, 16 had FOG and 4 did not with an age range of
57 ± 24 years. Participants go through a closed test of 10 m
length, which includes curves and straight trajectories with
narrow sections, designed with the intention of encouraging

the appearance of FOG. During the route, the patients carried
a triaxial accelerometer, placed in the posterior sural nerve
that acquires the data at a frequency of 20 Hz by means of an
Arduino Pro Mini.

3.2 Processing

The discretization allows to represent a signal in terms of
elemental functions accompanied by coefficients [17, 18],
then it is possible to represent a signal as a summation of
wavelet functions or mother w(t) and scale functions ∅(t),
this is manifested in (1). To obtain a discretized signal, the
DWT is applied, which provides specific frequency infor-
mation and time information at low and high frequencies, its
equation is represented in (2).

f ðtÞ ¼
X

k

X

j

cj;k;ðtÞþ
X

k

X

j

dj;kwðtÞ ð1Þ

DWTðj; kÞ ¼ 1ffiffiffiffiffiffiffi
½2� j

q
Z1

�1
xðtÞw t � 2 jk

2 j

� �
dt ð2Þ

In (1) and (2), the x(t) is the input signal, w the mother
wavelet, c is the vector of approximation coefficients, d is the
vector of detail coefficients and j and k are called scaling and
time location (displacement), respectively.

Daubechies 4 (DB4) is used as a wavelet mother, due to
their characteristics: asymmetric, orthogonal, Biorthogonal,
also has the highest number of times of dispersion, which
implies more smoothly, since the wavelet function is the best
adapted for the analysis of biosignals [19, 20]. In the first
step of DWT, the input signal passes simultaneously through
the high and low pass filters and its outputs are called
approximation coefficients (A1) and detail (D1) of the first
level that have half the bandwidth frequency of the original
signal, for the next decomposition the same process is
applied again to the A1, being its resulting the approxima-
tion coefficients (A2) and detail (D2) of the second level, this
is replicated until completing 4 levels of decomposition (A3,
D3 and A4, D4).

From wavelet coefficient vectors, D2 and D3 are selected
for the reconstruction of the signal, since they contain details
of the input signal between 5–10 Hz and 2.5–5 Hz,
respectively, ranges where FOG episodes may occur [21].
The Wavelet Transformation (WT) consists of a signal in
scaled and displaced versions of a wavelet, called a mother
wavelet, hence is feasible to use the calculation of the
variance to estimate changes in the signals [22–24].

The variance algorithm has the following process: cal-
culation of the variance by sections [24], points estimation of
the change of variance and location and segmentation in the
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original signal [23, 25]. The variance is calculated from the
reconstructed data vector of the DWT, then the variance
change estimation detects the amount of variations in its
results to be used as segmentation values in the original
signal, signaling the presence of FOG during the walk. In
Fig. 1 the process diagram, that involves the DWT and the
variance is illustrated [25].

3.3 Transmission Protocols

The transmission protocols are designed as a loop. The tri-
axial accelerometer sends the data through the I2C protocol
to the microprocessor, it is preprocessed and sent via Blue-
tooth V2.0 to a previously linked smartphone. The data is
stored and processed; part of its results is a logical state (1 or
0), that is sent to the Microprocessor by the same Bluetooth
link, where it is used for the control of the stimulation
communicating by radiofrequency to 433 MHz.

3.4 Storage, Visualization and Stimulation

The acceleration data, the coefficients of the DWT, the
reconstructed signal, the number of detected FOG episodes
and the start and end time of the episodes are stored every
10 s in a .csv file inside the internal memory of the Smart-
phone through an Android application. The results are
organized to be used with new processing and extraction of
signal characteristics, being accessible to the user and spe-
cialist. The application is linked via Bluetooth with the
devices, it graphs the real-time data of the acceleration,
reflects the state of the stimulus (On/Off) and the manual
control of it.

In the presence of FOG episodes, Transcutaneous Elec-
trical Nerve Stimulation (TENS) is applied, a method widely
used in physiotherapy. Its purpose is to transmit electric

current superficially so that the nerves of the lower
extremities react to an external stimulus that leads to the
resumption of the march. Electrodes placed on the posterior
tibial nerve and the sural nerve send square wave electric
impulses of 3 V/150 mA at a frequency of 2 Hz, as shown
in Fig. 2, allowing exogenous neurostimulation to occur.

4 Results Analysis

In the Fig. 3 are the signals of two patients who have
Parkinson’s disease in a range of age between 70 and
84 years. As we can see these signals are non-stationary, the
patient that presents PD but does not manifest FOG, as
shown in the Fig. 3a, has a continuous walk with an accel-
eration of 28 m/s2 as the highest peak. While the patient that
does present episode of FOG, as shown in the Fig. 3b, has
its highest peak in 18 m/s2; an abrupt deceleration is also
noted with tendency to the resting state (9.81 m/s2) that
starts at 2.3 s until 5.8 s, which is the range of time that this
episode of FOG lasts.

CD2

CD3

Variance

Variance 
change 
points

Acquired 
signal

Pulse of TENS

Reconstruction of 
the signal

DWT

Fig. 1 Block diagram of the system

Fig. 2 Devices placed on the patient
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The frequency band that presides a FOG is from 3 to
8 Hz [6, 14–16], when performing the wavelet decomposi-
tion of the signal acquired we have compensation of the
coefficients D2 and D3, located within this band; it is how
the reconstruction of the signal with these coefficients is
done to determine the characteristics of an episode of FOG.
Figure 4a shows a signal with an episode of FOG, its
wavelet reconstruction is represented in Fig. 4b, that has
maximum oscillating amplitude of 0.3 m/s2 with respect to
the rest, persisting in a period of 3.5 s. For this reason, a
variance calculation is made to establish the instants of
changes in the signal, thus was obtain the start time of a
FOG and the system detects the beginning of this episode
and feeds back by superficial electrical stimulation until the

start of the gait. In Fig. 4c shows the electrical pulse of
125 mA, this pulse is activated at the start of FOG (red line)
until leaving this episode (purple line), the pulses are carried
out every 2 Hz, resuming the march.

A rapid response to the stimulus may be due to a hyper-
sensitivity, common in the PD, which indicates a decrease in
the duration of the episodes before the application of the
stimulus (see Table 1), with the group of younger patients
being the ones that take longer to resume the march (5.069 s)
and the older ones are those who respond faster to stimulation
(2.307 s). In addition, the results of the specialist and the
system were calculated and compared: number of episodes of
FOG, mean duration of FOG, mean error in start (MEST) and
end time (MEET). In contrast to the opinion of the
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neurologist specialist, the system presents a MEST and
MEET of FOG episodes of 0.283 s and 0.918 s, respectively.

From the results of the tests to the 20 patients is obtained:
The true positives (TP = 14), true negatives (TN = 4), false
positives (FP = 1) and false negatives (FN = 2). The above
data calculates a sensitivity of 87.5%, specificity of 88.89%
and effectiveness of 82.35%, showing an improvement
compared to its previous version [6], of 21.74%, 2.23% and
2.35%, respectively, in which DWT, calculation of energies
and vibratory stimulation, differentiating also in that the
current system was tested in a larger sample.

Assuming that the duration of the FOG of the entire
population represents an exponential decay distribution and
choosing the patients who presented FOG (16 patients), the
chi-square test for variance is used, defined in (3), with the
aim of verify if the variance of the population is equal to the
variance of patient groups (G1, G2, G3).

v2 ¼ ðn� 1ÞS2
r2

ð3Þ

The Eq. (3), where n is the sample size, S2 is the variance
of the samples and r2 is the variance of the population, was
used under the following hypotheses:

• H0: r2 ¼ 3:074 s2 (null hypotheses)
• H1: r2 6¼ 3:074 s2 (alternative hypotheses)

Knowing the 15 degrees of freedom (16 patients–1) of the
population distribution, selecting a level of significance of
0.05 (divided into 0.025 and 0.025, for a bilateral analysis)
and taking into account the exponential decay distribution,
was obtained from the table of chi-square distribution [26,
27] the critical lower and upper values, corresponding to
6.262 and 27.488, respectively, as seen in Fig. 5.

From (3) was calculated the chi-square of Group 1 ðv2G1Þ,
Group 2 ðv2G2Þ and Group 3 ðv2G3Þ. Then, because
v20:025 ¼ 6:262\v2G1 ¼ 8:532; v2G2 ¼ 13:337,
v2G3 ¼ 6:985\v20:975 ¼ 27:488, that there is insufficient
evidence that the population variance is different from
3:074 s2.

5 Conclusions

The WT has the property of invariance with respect to the
translations or changes of the signal, which does not affect the
reconstruction of the signal as a function of wavelet coeffi-
cients and the processing of the signal by the DWT allows
extracting characteristics of the signal in low frequency as it is
a non-stationary signal. Based on the above, it is feasible to
use the calculation of the variance in the reconstructed signal
with the coefficients D2 and D3 to estimate changes in the
segments of the signals that represent an episode of FOG.

Table 1 Results of system tests by age groups of patients

Groups Patients FOG:
Specialist

FOG:
System

MEST (s):
Specialist/system

MEET (s):
Specialist/system

Mean duration of FOG (s):
System

G1: 40–54 6 4 3 0.368 1.919 5.069

G2: 55–69 9 9 7 0.210 0.669 2.542

G3: 70–84 5 4 4 0.327 0.250 2.307

Total 20 17 14 0.283 0.918 3.115

Fig. 5 Chi square- reliability intervals
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The duration of an episode of FOG is distinct, even for
the same patient, since it depends on the scenario, medica-
tion, emotional and physical conditions of the patient.
Patients of G3 perceive the electrical stimulus more effec-
tively; this is due to age specific percentages of permeability.

The manifestation of FOG is related to the degree of
Parkinson’s disease, the greater the degree of disease, the
greater the possibility that the individual will develop episodes
of FOG. During the study, all patients who demonstrated or
claimed that they usually exhibit FOG have a degree of disease
3 (determined by the specialist) along with a diagnosis of the
disease greater than 10 years and an average age of 62 years.
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Practical Performance Assessment of Dry
Electrodes Under Skin Moisture for Wearable
Long-Term Cardiac Rhythm Monitoring
Systems

Antonio Bosnjak and Omar J. Escalona

Abstract
The use of wearable dry sensors for long term recordings
of electrocardiographic bipolar leads located in comfort-
able areas of the body, is a requirement for detecting
certain heart rhythms. Knowledge of the skin-electrode
electrical performance of dry electrodes is necessary
when seeking to improve various processing stages for
signal quality enhancement. In this paper, methods for the
assessment of skin-electrode impedance (Zse) of dry
electrodes and its modelling are presented. We need to
know the behavior of dry electrodes when they are
moistened with skin sweat, either at the time of exercise
or when it comes to warm climates, under the following
posed hypothesis: the impedance magnitude of dry
electrodes under study would be significantly lower after
they have been moistened with sweat, and comparatively
could reach levels of impedance characteristics presented
by standard pre-gelled ECG electrodes. Measurements
were carried out on selected dry-electrode materials such
as silver, stainless steel, AgCl (dry), polyurethane and
iron (Fe). These presented, |Zse| values between 500 kΩ
and 1 MΩ within the main ECG frequency range (1–
100 Hz), under no sweat conditions, and values of few
kiloohms under artificial sweat conditions. However, in
spite of the sweat conditions, open bandwidth ECG traces
were of similar quality and stability, within tolerance;
with dry AgCl electrode material presenting the best ECG
trace performance.

Keywords
Dry electrodes � Moistened skin-electrode impedance
Spectroscopy � Effect of sweat � Arm ECG
Wearable monitoring devices � Heart rhythm

1 Introduction

Some patients need to be continuously monitored due to the
nature of their specific condition. For example, a surgical
procedure is sometimes used for long term rhythm moni-
toring and involves an implantable loop recorder. In this
procedure, a device is positioned on the chest wall, under the
skin, and the patient can be monitored for two years or
longer. However, there are some inconvenient issues asso-
ciated with this procedure, the device is expensive, and its
use involves risks such as infection and anesthetic reactions
among others [1]. Recently, a growing research interest has
arisen in the area of wearable physiological measurement
systems [2]. The development of devices that use
high-performance electrodes for such demanding ambula-
tory applications remains a research challenge [3, 4].

1.1 Electrical Bioimpedance

Mathematically, the complex impedance Z (in Eq. 1) is rep-
resented by its resistive component R (the real part), and the
reactance X (imaginary part), or alternatively, as its inverse
parameter, the admitance Y (in Eq. 2) integrated by its con-
ductanceG (real part), and its susceptance B (imaginary part).
These two parameters are also used either for serial type
models (impedance) or parallel type models (admittance):

Z ¼ Rþ j � X ð1Þ

Y ¼ 1
Z
¼ Gþ j � B ð2Þ
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The impedance of the skin (or admittance) depends on
many factors. And it is frequently described numerically in
the frequency domain by the Cole Eq. (3) [5].

Z ¼ R1 þ R0 � R1
1þ jxszð Þa ð3Þ

where R0 is the impedance at frequency 0 and is represented
on the right, in a Nyquist plot as shown in Fig. 1, as the
highest impedance of the electrode-skin. R1 is represented
on the left in the Nyquist plot, corresponding to the lowest
impedance of the electrode-skin interface. Between these
two points, the impedance travels from right to left, on a
crushed semicircle whose center is below the X (real axis).
The parameter ‘a’ is a dimensionless numerical constant, and
it is precisely its value which determines how flattened the
semi-circle curve.

2 Methods

The method for determining circuit parameters is represented
by the block diagram shown in Fig. 2. Measurements of
impedance phase and magnitude, obtained with the
impedance/gain-phase analyzer, were used as input to a
curve fitting process. The goal was to fit, to experimental
data, a polynomial function with coefficients derived from
the circuit model [6]. In order to validate that the method
was working correctly, a circuit with known values of
resistors and capacitors was assembled on a protoboard and

using the measurements of impedance phase, parameters of
the test circuit were obtained with an error lesser than 3% on
average.

Assambo et al. [7] proposed a circuit based on a double
time constant model similar as shown in Fig. 3. The impe-
dance function of the circuit is:

V1 � V2

I1
¼ R5

1þ jxR5C5
þRtissue þ R4

1þ jxR4C4
þR3 ð4Þ

which can be simplified by defining the following resistor:

Rt3 ¼ Rtissue þR3 ð5Þ
and the following time constants:

s5 ¼ R5C5 and s4 ¼ R4C4 ð6Þ
Once simplified using Rt3 the impedance function mag-

nitude can be expressed as:

Fig. 1 A schematic diagram of a
typical impedance locus for a
biological tissue

Fig. 2 Curve fitting and estimation of circuit parameters block
diagram
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ZSE ¼ R5 1þ jxs4ð ÞþR4 1þ jxs5ð ÞþRt3ð1þ jxs4Þ 1þ jxs5ð Þ
1� x2s5s4 þ j xs4 þxs5ð Þ

ð7Þ
In the above expression for the transfer function, the phase

angle is important because it can be used as a measure of how
close are the experimental plot, output by the impedance ana-
lyzer, and the analytical curve. Computing the arctangent from
Eq. (7) the following relation can be obtained:

/ðwÞ ¼ Arg ZSEð Þ

¼ tan�1 x R5s5 þR4s4½ � þx3s5s4 R4s5 þR5s4½ �
RT þx2 s24R5t þ s25R4t

� �þx4Rt3 s5s4ð Þ2
 !

ð8Þ
where:

R4t ¼ R4 þRt3; R5t ¼ R5 þRt3; RT ¼ R4 þR5 þRt3 ð9Þ

3 Results

The modelling approach described in the Methods section
was used with the purpose of performing impedance spec-
troscopy measurements using a Solartron Impedance

Analyser [6] on five different types of dry electrodes that are
used experimentally in electrocardiography and electroen-
cephalography. Photographic illustration of the dry electrode
materials used for the study are shown in Fig. 4. These were:
(1) AgCl stud (Ringtrode, BQEL1). (2) Iron (Fe), (3) Poly-
urethane—multipin—A, (4) Polyurethane—multipin—B
and (5) Silver disc (Ag).

In this work the experiment consisted of the following:
(1) the impedance of each of the electrode materials shown
in Fig. 4, as initially placed in its condition of dry electrodes
(without sweat) was measured. (2) Each of the electrodes
was moistened with physiological solution (medical intra-
venous saline solution, at 0.9% concentration) and their
impedance spectroscopy measure. It is well known that the
impedance of the wetted electrodes (few kX) is lower than
that of the dry electrodes (near to MX). Our objective is to
determine quantitatively how fast its impedance decreases to
a stable level, and if it decreases to a comparable levels of
the impedance reported for standard pre-gelled ECG
electrodes.

As it can be observed in Fig. 5, after moistening the iron
electrode (Fe) with artificial sweat used (saline solution,
0.9%), it significantly decreases its impedance profile to a
few kX magnitude, and thus being able to reach values
similar to the impedance values of a standard pre-gelled
disposable electrode. The variation in time of the impedance
of a standard pre-gelled electrode type were evidenced
experimentally in this study, and compared with each of the
dry electrode materials in Fig. 4, after moistening them.
There were no overall significant difference observed in all
cases.

In Tables 1 and 2, R1 corresponds to the Resistance at the
infinite frequency R1 (see Eq. 3) in the Nyquist impedance
locus, whereas R2 ¼ R0 � R1, where R0 (Eq. 3) is the
resistance value at zero frequency and corresponds to the
X-axis cutoff.

The impedance of each one of the electrodes after being
wetted with the artificial sweat decreases significantly, and in
most cases the parameters decreases less than ten times. The
most significant decrease in the parameters can be observed
in the Iron electrode (Fe). This dry electrode is a poor
conductor since its impedance is in the order of 1.9 MX, but
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when it gets wet the impedance drastically decreases 25
times less to be located in 75 kX. So, an electrode that looks
bad when it is dry, once moistened his behaves is equiva-
lently to a pre-gelled electrode. Figure 6 shows the change
that occurs in three different types of electrodes such as:

(a) Iron (Fe), (b) Polyurethane Multipin B, and (c) Silver
Disc (Ag). In all of these electrodes a significant decrease of
the impedance is observed. We concluded according to the
graph of Fig. 6, that the impedance of the wet electrode
decrease between 10 and 25 times, with respect to the dry
electrode.

Fig. 5 Nyquist plot showing comparatively the variation of the
complex impedance for the particular case of iron material dry
electrode (Fe). The upper graph is the dry-electrode (without artificial

sweat), while the lower graph corresponds to the complex impedance of
electrode after being moistened with artificial sweat

Table 1 Resulting circuit parameters obtained from Nyquist plot, for
five dry electrodes

Type of
Electrode

R1

(Ω)
R2 CPE—T Pseudo

Capacitance
CPE
—P a

AgCl
Ringtrode

746.2 260.4 kΩ 1.263 e-8 0.8556

Iron (Fe) 2398 1.939 MΩ 8.114 e-9 0.7808

Polyurethane
multipin A

277.3 201.08 kΩ 2.715 e-8 0.8437

Polyurethane
multipin B

1826 830.41 kΩ 1.927 e-8 0.8241

Silver Disc
(Ag)

464.7 533.47 kΩ 1.509 e-8 0.8868

Table 2 Resulting circuit parameters obtained using moisture elec-
trodes with artificial sweat

Type of
Electrode

R1

(Ω)
R2 (k
Ω)

CPE—T Pseudo
Capacitance

CPE—
P a

AgCl Ringtrode 670 100.07 6.3133 e-8 0.80171

Iron (Fe) 931 75.22 3.8243 e-8 0.79239

Polyurethane
multipin A

440.3 45.31 1.57 e-7 0.78575

Polyurethane
multipin B

1803 37.11 3.2892 e-7 0.72440

Silver Disc (Ag) 438 80.01 6.3283 e-8 0.84147
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4 Discussion and Conclusions

Although considerable amount of research effort on
high-performance electrode materials, destined to be used
without the application of a gel substance, continues increas-
ingly, their electrical skin interface performance needs to be
evaluated both under absolute dry conditions and under the
reality of naturally sweating skin; particularly if the wearable
long-term ECG monitoring device is to be located along the
arm. This study has demonstrated the drastic changes of a low
performance dry-electrode material: iron (Fe), presenting
impedancemagnitude values of around 1.9 MX (Fig. 5) before
the influence of “sweat”, to just 40 kX after they are moistened.
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A Multimodal Machine Learning Approach
to Omics-Based Risk Stratification
in Coronary Artery Disease

Eleni I. Georga, Nikolaos S. Tachos, Antonis I. Sakellarios,
Gualtiero Pelosi, Silvia Rocchiccioli, Oberdan Parodi,
Lampros K. Michalis, and Dimitrios I. Fotiadis

Abstract
This study aims at developing a personalized model for
coronary artery disease (CAD) risk stratification based on
machine learning modelling of non-imaging data, i.e.
clinical, molecular, cellular, inflammatory, and omics
data. A multimodal architectural approach is proposed
whose generalization capability, with respect to CAD
stratification, is currently evaluated. Different data fusion
techniques are investigated, ranging from early to late
integration methods, aiming at designing a predictive
model capable of representing genotype-phenotype inter-
actions pertaining to CAD development. An initial
evaluation of the discriminative capacity of the feature
space with respect to a binary classification problem (No
CAD, CAD), although not complete, shows that: (i) ker-
nel-based classification provides more accurate results as
compared with neural network-based and decision
tree-based modelling, and (ii) appropriate input refine-
ment by feature ranking has the potential to increase the
sensitivity of the model.

Keywords
Coronary artery disease � Patient risk stratification
Multi-modal machine learning

1 Introduction

Coronary artery disease (CAD) is a multi-factorial disease
characterized by the accumulation of lipids into the arterial
wall and the subsequent inflammatory response [1, 2]. The
phenotype of disease progression is affected by several
factors, including clinical risk factors (e.g. gender, smoking,
hyperlipidaemia, hypertension, diabetes) as well as molec-
ular, biohumoral and biomechanical factors (e.g. low
endothelial shear stress). CAD diagnosis is validated through
invasive coronary angiography (CA); however, different
invasive [e.g. intravascular ultrasound (IVUS), optical
coherence tomography (OCT)] and non-invasive imaging
modalities [e.g. computed tomography angiography [CTA],
magnetic resonance imaging (MRI)] are nowadays available
to visualize the vessel wall, quantify the plaque burden and
characterize the type of the atherosclerotic plaque.

Predicting the risk of CAD constitutes a widely-studied
problem from the perspective of statistical modelling. The
majority of existing risk models, such as the Framingham
risk score (FRS) [3], the Systematic COronary Risk Evalu-
ation (SCORE) [4] and the QRISK [5], postulate a Cox
proportional hazard regression or logistic regression model
of relatively few traditional predictors of the disease,
focusing on CAD or cardiovascular disease (CVD). In spite
of the reported good discrimination ability of parametric
linear regression models, a recent systematic review
demonstrated the paucity of external validation and
head-to-head comparisons, the poor reporting of their tech-
nical characteristics as well as the variability in outcome
variables, predictors and prediction horizons, which limits
their applicability in evidence-based decision making in
healthcare [6]. Precision medicine suggests individualized
dynamic predictive modelling approaches not being
hypotheses-driven [7–9]. Moreover, the increasing avail-
ability of electronic health records (EHRs), personal health
records (PHRs) and omics big data give rise to multiscale
multi-parametric predictive big data analytics in
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personalized medicine in cardiovascular research and clini-
cal practice [10–12].

The purpose of this study is to design and develop a
machine learning-based model effectively integrating mul-
tiple categories of biological data towards precise risk
stratification in coronary artery disease. Herein, we outline
the formulation of the problem, present the main compo-
nents of the model architecture, and investigate the predic-
tive power of the currently available feature set.

2 CAD Risk Stratification Methodology

2.1 Problem Formulation

CAD risk stratification is formulated as a multiclass classi-
fication problem, representing the severity of the disease as a
nonlinear parametric function of a confined set of features
f ðxÞ ¼ Ci; x ¼ x1; . . .; xd½ �; i ¼ 1; . . .; k. The utilized feature
set is provided in Table 1. Three dominant classes Ci; i ¼
1; . . .; k have been defined, namely “No CAD”, “Non
Obstructive CAD”, and “Obstructive CAD”, with a � 50%

diameter stenosis in at least one main coronary artery vessel,
as assessed by computed tomography coronary angiography
(CTCA), characterizing patients with obstructive CAD.

2.2 Multimodal Machine-Learning CAD
Stratification Model

A multimodal architecture was specified relying on two
processing layers which are defined according to late or
intermediate data integration strategies [13]. First, the fol-
lowing feature classes (or views) were defined: (View 1)
demographics, (View 2) clinical data, risk factors, symptoms,
(View 3) molecular variables (i.e. biohumoral, inflammatory
markers and lipids profile), (View 4) gene expression data,
(View 5) exposome, and (View 6) monocytes. As it is shown
in Fig. 1, late data integration consists in the construction of:
(i) an ensemble of decision tree-based prediction models (i.e.
random forests, boosted decision trees) for each data view,
whose individual decisions are effectively merged using
simple mechanisms (e.g. weighted voting), or (ii) a multi-
modal deep neural network comprising of appropriate deep
learning subnetworks for each separate data view and, uni-
fying their output into higher network layers.

Intermediate data integration is based on multiple kernel
learning (Fig. 2. Kernel matrices are computed for each data
view, and then they are combined, through a parametric
linear function, in order to generate the final kernel matrix.
Kernel-based classification (i.e. support vector machine,
relevance vector machine) is subsequently applied to predict
CAD risk stratification.

The skeleton and individual modules of the integrative
model (i.e. merging mechanisms, machine learning algo-
rithms, metric learning, regularization, and feature extrac-
tion) are implemented in R.

3 Results

Currently, the dataset is confined to demographics, risk
factors, biohumoral markers and symptoms, which led us to
concatenate all features into a single vector. In particular,
three machine learning algorithms have been examined; a
parametric model [i.e. feed-forward neural network
(FFNN)], a non-parametric kernel-based model [i.e. support
vector machine (SVM)] and an ensemble model [i.e. random
forest (RF)]. In addition, the discriminative capacity of the
available data categories has been evaluated via: (i) a
knowledge-based approach consisting in the a priori defini-
tion of 3 input cases (Case 1: Demographics, Risk Factors;
Case 2: Demographics, Risk Factors, Symptoms; Case 3
Demographics, Risk Factors, Symptoms, Molecular Sys-
temic Variables), and (ii) feature ranking according to the

Table 1 Description of the feature set

Category Features

Demographics Age, gender

Risk factors Family history of CAD, hypertension,
diabetes, dyslipidaemia, smoking, obesity,
metabolic syndrome

Molecular
systemic variables

Alanine aminotransferase, alkaline
phosphatase, aspartate aminotransferase,
creatinine, gamma-glutamyl transferase,
glucose, HDL, high-sensitivity C-reactive
protein, interleukin-6, LDL, leptin, total
cholesterol, triglycerides, uric acid

Symptoms Typical angina, atypical angina, non angina
chest pain, other symptoms, no symptoms

Exposome Alcohol consumption, vegetable
consumption, physical activity, home
environment, exposition to pollutants

Inflammatory
markers

ICAM1, VCAM1

Monocyte markers CCR2val1, CCR2val2, CCR5val1, CCR5val2,
CD11bval1, CD11bval2, CD14(++/+)val1,
CD14(++/+)val2, CD14 ++/CD16 +/
CCR2 + val1, CD14 ++/CD16−/
CCR2 + val1, CD14 +/CD16 ++/CCR2−val1,
CD163val1, CD163val2, CD16val1, CD16val2,
CD18val1, CD18val2, CX3CR1val1,
CX3CR1val2, CXCR4val1, CXCR4val2,
HLA-DRval1, HLA-DRval2, MONOCYTE
COUNTval2

Omics data Lipid profile, MRNA sequencing, exome
sequencing

val1: % of +, val2: RFI
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InfoGain criterion accompanied by a forward selection
procedure (Case 4).

Table 2 reports classification results on 101 patients (No
CAD: n = 25, Age: 58.36 ± 7.45; Mild to Severe CAD:
n = 76, Age: 63.61 ± 7.43) by 10-fold cross-validation. The
gradual improvement of accuracy with the enhancement of
the input space is apparent, with proper customization of the
input via feature ranking ðd ¼ 20Þ better balancing the
sensitivity to specificity ratio. SVM outperforms FFNN and
RF resulting in an overall accuracy 85.1% and a nearly
perfect sensitivity (98.7%), whereas specificity remains low
(44.0%), presumably due to the class imbalance in the
dataset. The confusion matrices corresponding to SVM
output in Case 3 and Case 4 are reported in Tables 3 and 4,
respectively.

4 Discussion and Conclusions

CAD diagnosis is currently performed according to
well-known screening strategies (i.e. CA, IVUS, OCT, CTA,
MRI), whereas CVD risk can be assessed by linear regres-sion
models of clinical, laboratory and anthropometric features,
assuming linearity as well as time-invariance of the underly-
ing input-output relationships. Non-linearity is addressed by
black-box parameterizations (neural networks and
kernel-based models) or more transparent architectures (de-
cision trees, dynamic |Bayesian networks) or ensembles of
classification models (random forests), which feature space,
however, resembles that of linear approaches (i.e. established
risk factors). The generalization capability of the existing

Fig. 1 Integrative CAD risk
stratification model

Fig. 2 Integrative multiple
kernel-based CAD risk
stratification model

A Multimodal Machine Learning Approach to Omics-Based … 881



machine learning models for the diagnosis of CAD or the
estimation of eventful or asymptomatic CAD progression is
promising; however, new knowledge coming from big data
sources (e.g. molecular, cellular, inflammatory and omics
data) requires more integrative machine learning solutions.

In this study, a new machine-learning approach to CAD risk
stratification has been proposed relying on multimodal data
integration. Its deployment and evaluation are ongoing by:
(i) integrating new features concerning the lipid profile, the
exomeandmRNAsequencing, the exposome, and inflammatory
and monocyte markers, and (ii) selecting the most effective
multimodal predictive modelling scheme. Moreover, the multi-
class classification problem is going to be refined by considering
established risk scores of coronary atherosclerosis combining
markers of stenosis severity, plaque location and composition, as
assessed by computed tomography angiography.
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