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Preface

Communication has been one of the key aspects of the society since time
immemorial. In the last decade, human society has witnessed tremendous changes
in communication paradigms based on electronics engineering, computer science
and information technology.

Cloud computing is another recent technology which has invaded into modern
society. In the present scenario, it is seen that information technology industries
heavily rely on cloud technology. Majority of the IT applications exploit cloud
technology to a great extent.

Big data analytics is yet another point of focus of the researchers in recent time.
The amount of data being generated in every field, every day and also floated in
Internet is really huge. It is important to analyse this huge volume of data in order to
benefit from it. Therefore, there is need of more sophisticated and smart computing
techniques for this purpose.

The purpose of this book is to include articles depicting research results and
latest trends in the areas of communication, cloud, big data analytics and some
related applications of computing technologies.

The National Conference on Communication, Cloud and Big Data (CCB) 2016,
which is second in its series, was organized by the Department of Information
Technology at Sikkim Manipal Institute of Technology (SMIT), Sikkim, during
10–11 November 2016. As the title of the conference suggests, the focal points
of the conference are communication technologies, cloud computing technologies
and big data processing technologies. The aim of CCB 2016 was to converge
academicians, researchers, engineers, practitioners and motivated students for
exchange of ideas and to discuss recent technological developments in the broad
areas of communication, cloud computing and big data analytics. Healthy discus-
sions and sharing of information and experiences took place in these directions
during the conference.

The conference received warm response from researchers across the country.
Submitted research papers went through review process, and finally, 26 papers were
selected for presentation in the conference. The papers received were from different
research fields like cloud computing, big data analytics, communication
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technologies and some applications of computing technologies. Eighteen selected
papers of this national conference have been included in this book. Hopefully,
readers will be benefited from this book.

We are thankful to all the contributing authors of CCB 2016 and of this book.
We thank Sikkim Manipal Institute of Technology for extending all support
towards organizing CCB 2016. We are highly grateful to Prof. Janusz Kacprzyk for
his encouragement throughout this journey. Last but not least, we thank Springer
Nature for supporting us all the way in the process of publication of this book.

Gangtok, India Dr. Hiren Kumar Deva Sarma (Editor)
Gangtok, India Dr. Samarjeet Borah (Co-editor)
Rajkot, India Dr. Nitul Dutta (Co-editor)
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Survey on Energy-Efficient Routing
Protocols in Wireless Sensor Networks
Using Game Theory

Riwaz Rai and Prativa Rai

Abstract Wireless Sensor Networks (WSNs) are made up of small low-power
nodes that are used in different areas like environment monitoring and several
military and civilian applications. But due to its small size and limited energy
source, energy efficiency is its main area of concern, and many methods have been
developed to improve its network lifetime. Game Theory is being used in WSNs to
improve the energy efficiency of a network and its lifetime. Game Theory is suitable
for such problems as it can be used in node or network level to encourage the
decision-making capabilities of WSNs. This survey paper focuses on different types
of clustering protocols designed in WSNs using Game Theory to combat the
problem of energy efficiency. In particular, we address the approaches by which
Game Theory has been used in WSNs to improve its network lifetime including the
games used in each protocol.

Keywords Wireless sensor networks � Game Theory � Energy efficiency
Clustering

1 Introduction

Wireless Sensor Networks (WSNs) incorporate a large number of communication
nodes with restricted sensing, processing, and computational capabilities [1]. WSNs
are being used in various applications in real life. WSNs have uses ranging from
essential social matters such as monitoring of environment and habitat, traffic global
position system (GPS), medical emergency, and health services to economic mat-
ters like production control and structure monitoring [2]. But there is always a
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resource constraint due to the nature and property of WSNs. There is always
unreliability due to its wireless nature, and there are many energy-related defi-
ciencies due to its power limitation. There are many challenges to make the network
efficient to prolong network lifetime along with its own applications due to its
constraints.

Routing involves finding the optimum way to transmit data from source to
destination nodes in the network. Due to its small nodes, network lifetime is one of
its most important factors. Therefore, routing always involves power management
in its forefront while designing protocols. Many routing protocols use clustering or
hierarchical approach to minimize the consumption of energy during data trans-
mission. Clustering involves creating a cluster or group of clusters to transmit data
from source to destination nodes in the network.

Game Theory is used in various walks of life in different applications in different
sciences. It has also been used in WSNs. It is used for different aspects in WSNs
like mitigating selfish nodes, providing games to increase efficiency, designing
routing protocols, security protocols. We can find many works have been carried
out using Game Theory to improve different aspects in WSNs. Game Theory came
into existence as a branch of economics. It is a mathematical model used to examine
as well as predict the actions of rational and selfish individuals.

This paper studies existing proposed game models used for designing clustering
algorithm with energy efficiency as the main concern which further leads to
energy-efficient routing in WSN.

2 Game Theory

Game Theory was firstly used in economics to make decisions in uncertain con-
ditions. It provides mathematical techniques for analyzing the situations and pre-
dicting the future based on the decision taken by individual player. A game is a
tuple <N, S, U>, where

N: set of players,
S: a set of actions/strategies for each player and
U: utility or payoff function.

Each player has certain strategy with which he plays the game, and it is defined
in set S. Each strategy will consist of some action plan which covers possible
situations that can come up in a game. A utility in a game is the players’ incentive
for playing that strategy. It describes the players’ preference and assigns some
payoff for each strategy, and the payoff with a larger value is the one that is favored.
A Nash Equilibrium is a solution in a game such that the actions of the players do
not change even if it knows the strategy of the other players as it does not improve
its utility.

2 R. Rai and P. Rai



2.1 Types of Games

There are different forms of games, and its classification is shown in Fig. 1. A brief
description of each of the types is given below:

Cooperative and Non-cooperative Games: The game in which each player knows
the strategies of other players and selects the strategy that favors all the players is
known as cooperative games, whereas non-cooperative games are games in which
no one cooperates with each other and every player is trying to maximize their own
profit.
Normal Form and Extensive Form Game: Normal form games are games in
which the payoffs as well as strategies used in a game are shown in a tabular format.
It can be used to find strategies that are dominated as well as in Nash Equilibrium.
The extensive form game is a game where the description of game is done in a
decision tree form. It helps in events decided by chance.
Simultaneous-Move and Sequential-Move Games: Simultaneous-move games
are games in which the players adopt the strategy simultaneously. Each player is
unaware about the strategy of another player, whereas in sequential-move games
consist of games where players come to know strategy of earlier players.
Zero-Sum and Nonzero-Sum Games: Zero-sum games are games in which one
player’s gain amounts to another player’s loss, and hence, the sum of outcomes is
always zero, whereas in nonzero-sum games, the sum of outcomes is not zero.
Symmetric and Asymmetric Games: Symmetric games are games in which the
strategy adopted by all players is same. Here, the payoffs depend on the strategy of
the game. Asymmetric games are games where players adopt different strategies.
Here, the payoffs depend on the player.

Most games in real life are non-cooperative ones where each node only thinks
about itself and its network lifetime. There are also cooperative ones where nodes
agree with each other to increase payoffs. Many literature have shown the use of
non-cooperative games in WSNs where energy efficiency becomes utmost impor-
tance. Thus in such situation, nodes refuse to waste extra energy and conserve its

Fig. 1 Types of games
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energy by not participating in the process. So the selfish nodes are incentivized by
offering bigger payoffs. Also in some cases, selfish nodes are also punished as
defected nodes are doubly punished so as to discourage selfish nodes from
defecting.

2.2 Games Used for Energy Efficiency in WSN

WSNs are made up of sensors with limited energy supply so the sensors ought to be
able to manage energy efficiently while also minimizing its utility and completing
its assigned work by communicating in the network. There are different games and
approaches taken by the papers in this survey to improve its energy efficiency
compared to previous protocols. There are different games also used in these papers
to achieve required results.

From [3], it is seen that the following Game Theory methods have been used to
formulate games in WSN:

(i) Cooperative and non-cooperative game
(ii) Repeated game
(iii) Coalitional game
(iv) Evolutionary game
(v) Gur game
(vi) Bargaining game
(vii) Bayesian game
(viii) Transferable and non-transferable utility game
(ix) Zero and nonzero games
(x) Ping-Pong game
(xi) Jamming game

There have been many research papers in WSN related to Game Theory.
Figure 2 shows the distribution of the publications year-wise.
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Fig. 2 No. of publications based on Game Theory for WSN [3]
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Non-cooperative game is the game which closely resembles the real-life situation
as each node is selfish. Non-cooperative Game Theory inspects the relation among
competing players, where each player individually selects its strategy and each
player’s goal is to increase its utility or reduction of its cost. In the survey,
Non-cooperative games have been used to find Nash Equilibrium under incomplete
information and in one where every node communicates with each other. In another
non-cooperative game, a Subgame Perfect Nash Equilibrium is used to select
Cluster-Heads. Cooperative game is one in which coalitions are formed by
grouping of players, and these players try to strengthen their game position by
finding a coalition and act as a single entity by virtue of an agreement. In one,
cooperative game is used to find Nash Equilibrium. Coalitional Game Theory is
used in another to form coalitions to transmit data. Evolutionary Game Theory
(EGT) is another approach. Here, some strategies in the game program the players.
From large population, random players are drawn repeatedly and made to play the
same pure or mixed strategies. The payoff includes the individual fitness or
expected number of surviving offspring. Bayesian game is also used in another
approach. In it, we choose the Cluster-Head among rich nodes and poor nodes
through a Bayesian game. In it, Bayesian Nash Equilibrium is reached through
Bayesian games.

3 Related Works

In this section, we present approaches and protocols used by researchers to improve
the energy efficiency in WSNs using Game Theory.

Koltsidas and Pavlidou [4] formulated a clustering mechanism called Clustered
Routing for Selfish Sensors (CROSSs) which has the critical aspect as the random
rotation of Cluster-Head’s role for the goals of energy balancing, based on the
rationality and selfishness of the sensor nodes in the network. In this paper, clus-
tering game (CG) is used with a utility function that involves a payoff of 0 to a node
if all nodes do not participate and a utility of v-c if it becomes a Cluster-Head and
v for a node if it does not become a Cluster-Head but some other node is one (where
c is the expense of becoming a CH and v is the gain amount for successful data
transmission to Base Station). It is a case of mixed strategies Nash Equilibrium. In
this, the players select their strategy randomly succeeding a probability distribution.
Thus, the nodes compute the probability of becoming a CH. And randomly some
nodes declare themselves as CHs and alert others so that other nodes can send data
to the nearest CH. CHs thus aggregate and send the data to the sink. It is then
repeated. Zero Probability Rule (ZPR) is also used to set the probability of nodes
that have been CHs to zero until every neighbor has been a CH, and then, it
switches back it to normal. However, the paper assumes that every sensor com-
municates with each and every other sensor.

Xie et al. [5] formulated a new algorithm and named it as Localized Game
Theoretical Clustering Algorithm (LGCA). In this approach, energy efficiency is
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improved by using Game Theory (mixed strategy Nash Equilibrium) and a repeated
clustering game. The game and utility function is similar to the [4], i.e., Clustering
game. It differs though due to the fact that in it, every node plays a clustering game
on its own and also joins the games of their neighbors’ to get its equilibrium
probability. This helps nodes declare themselves as CHs. It also uses Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) mechanism as avoidance
of closeness between two CHs. Its drawback is that it assumed that every node’s
parameter is the same. Also, various important parameters like node degree,
residual energy, and distance to Base Station (BS) are not of concern in this paper.
Also, final CHs should have more preference toward powerful nodes instead of any
nodes.

Yang et al. [6] proposed a hybrid distributed clustering protocol based on Game
Theory called HGTD (Hybrid, Game Theory based and Distributed clustering). This
proposed algorithm contains two phases: (i) initialization and (ii) setup phase.
Initialization phase lets nodes calculate the distance from the node to the Base Station
and also its neighbors. The setup phase consists of tentative CHs selection, final CHs
election, and clusters formation. Tentative CHs selection lets each node play various
clustering games with itself and its neighbors. It then plays a clustering game on its
own and calculates the equilibrium probability to decide by itself whether to be a CH.
It then broadcasts and receives messages to know its neighbor tentative CHs. The
final CHs are elected to ensure an even distribution of CHs. Any tentative CHs with
no neighbor tentative CHs automatically becomes a final CH. For others, it starts an
iterative process in which tentative nodes are selected when each node select a CH
based on the lowest cost. The nodes become the tentative nodes for next round. Then
if the node is in nmax (i) iteration and also is the tentative CH plus has the lowest cost
within a radius R or it does not have any neighboring CHs, it becomes a final CH and
it then broadcasts the message within radius R. In cluster formation, the normal node
with neighboring final CHs selects the node with the smallest node degree to join the
cluster. It also improves on LGCA by assigning more weight toward potential CHs
with fewer neighbor CHs and more residual energy to improve it.

Kazemeyni et al. [7] proposed an enhanced group membership protocol for
WSNs which selects the best available group the node can have. It uses coalition
Game Theory in cooperative games. It uses a proposed power-sensitive AODV
routing protocol that detects the cheapest route from node to the leader. In this
paper, a coalitional game (N, v) is proposed consisting of N players and utility
function or coalition value defined by a characteristic function v: 2N ! R for
each players in coalition. In coalition game, a player does not earn any incentives
in joining or forming a new coalition. It uses the utility function

x Pj; dj
� � ¼ R

Pj

� �
1� e�0:5dj
� �L

[7]. When applying x to a node j, Pj is the power

used by j to transfer message and dj is the signal-to-interference-and-noise ratio
(SINR) for j. Furthermore, R specifies the rate of information transmission in L bit
packets in the WSN. The protocol modifies the AODV protocol by having every
group leader use the power-sensitive AODV protocol and in turn find the
cheapest path for a node j as a possible group member and assess the gain of
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group membership for j: gi(M [ {j}, N) < gi(M, N [ {j}). If utility is improved,
then the leader sends an Invite message along with utility values both old and
new to j. The node j computes the benefit and accepts the Invite message. The
Leader accepts and updates its utility.

Zheng et al. [8] used the Game Theory’s theorem to analyze routing in WSNs. It
also proposes a clustering routing algorithm based on the Bayesian game called
Bayesian Game Clustering Routing Algorithm (BGCRA). BGCRA uses separation
of nodes into poor and rich nodes. It is different from others as it uses Bayesian
game but also it assumes that the network consists of practical heterogeneous
WSNs, whereas most protocols assume the homogeneous network which is not true
in a real-life situation. In a practical heterogeneous WSN, there may be different
types of sensor with different preferences and characteristics and different power
levels. In this algorithm, the nodes are divided into rich and poor nodes in regard to
remained energy class, and the preferences for both nodes are different for both. But
it also needs to be more inclusive in division of nodes other than only rich and poor.

Mishra et al. [9] proposed a Cluster-Heads (CH) selection algorithm named as
Game Theory-Based Energy-Efficient Cluster-Head Selection Approach (GECSA)
using Subgame Perfect Nash Equilibrium (SPNE) decision of Game Theory. In this
paper, a Game G that is non-cooperative is considered. It is assumed that the
number of players is n and every cluster is seen as a player in the game, and there
are k nodes in each cluster. Every player has q number of strategies denoted as
S. The residual energy Eresidual is fixed as a strategy for each player pi. Then the
action of one player is checked with another player to see the greater one. After
getting SPNE, the one is selected as a CH. There are different numbers of strategies
for each player in the game, and each player according to his payoffs chooses his
best strategy. Every player selects its best strategy amidst all SPNEs denoted as smax

and chooses it as a CH in the event of multiple SPNEs.
For CH distribution in every region, there is a statistical allocation of sensor

nodes in a finite space. After selecting the CHs, each CH broadcasts announcement
packets within a radius suppose b ri, where b is the system parameter. Every
non-CH should receive the packet. From these packets, the non-CH chooses a CH
as their own and sends the information. The CH first aggregates the data before
forwarding it to the sink node via another CH.

Raja and Dananjayan [10] have proposed a Game Theory based routing protocol
which enhances the lifetime of WSN. It uses Cooperative Multiple Input Multiple
Output (CMIMO) scheme along with Efficient Energy Consumption Protocol
(EECP) proposed by them. In this paper, EECP is used at the beginning to select
CHs. It contains (1) CH election stage (2) intracommunication stage, and (3) in-
tercommunication stage. In every round, the above stages are repeated. The first
stage consists of election of CH, and the method used is randomized maximum
weight selection method. The second stage (intracommunication stage) consists of
data collection and aggregation by CH from its cluster members. The third stage
(intercommunication stage) consists of forwarding the aggregated data to the
sink node through CHs and CNs. Then, CMIMO is used as a routing scheme. It
consists of three phases: cluster formation, intra- and intercluster communication.
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In CMIMO using maximum weight selection method, the CHs are selected. Then,
the selected CH nodes choose cooperative sending nodes and cooperative receiving
nodes for CMIMO communication based on the weights in accordance to each
nodes energy availability. Nodes with higher weights nearer to the elected CH will
be the sending and receiving cooperative group nodes for the cluster. Here,
coalitional Game Theory is used for the selection of CNs and selection is done
using the basis as the distance and residual energy of the nodes. The coalitional
game is modeled as (N, m, V) where N is the set of players (nodes), {1, 2…, n}, m is
the characteristic function based on the network lifetime, V is the partition of N,
V � N. It is, however, not suitable for short distances but effective in longer dis-
tances. There is also a delay problem.

Tyagi et al. [11] proposed a Bayesian Coalition Game-based optimized clus-
tering in WSNs using the concepts of Learning Automata (LA) and Bayesian
Coalition Game (BCG) where Sensor Nodes (SNs) are considered as the players in
the game with dynamic threshold-based coalition formation among themselves, i.e.,
the nodes form coalition based on distance-based thresholds making a partition of
the network field. In the process, a reward or penalty is assigned to every player in
accordance to the finite number of actions performed. One of the SNs is elected as
CH based on the subfield. So in this approach, data can be sent to BS directly or
through CHs. An LA-assisted coalition game-based clustering scheme is being
used. Node densities are calculated as G1;G2 of the calculated subregions.

If G1 = G2, LA’s action is rewarded with updates to action probability vector.
Penalty is also performed according to the above. The computation of ratio of
rewards and a penalty is done, and a new coalition is joined if and only if the value
is lower than predefined threshold else it continues on in the current coalition. CH is
chosen as the node having maximum value of PF. It broadcasts the message to CMs
using TDMA schedule.

Tan et al. [12] proposed an algorithm for Cluster-Head selection based on cost
sharing game known as Cost Sharing Game-based Clustering (CSGC). It is used to
select CHs and fair allocation of cost. It uses a cost sharing game made up of a set
N with m agents and a cost function C. It also uses Shapley value and cost shares (n)
to distribute the total cost equitably.

In this paper in a cluster, a cost sharing game is used with three agents as
PCH0; PCH1; PCH2 where one is in center, other has additional energy, and the
other is in the boundary of a cluster. So a potential CHs is elected (PCH0) and other
potential CHs are recruited according to above conditions. Now, CMS are recruited.
It is done by same conditions as CHs. Only non-CHs are allowed. It is used to relay
data in their time slots and sleeps in other time. CHs coalition is used to share cost.

8 R. Rai and P. Rai



4 Conclusion

This report starts by a brief introduction of WSN, its application, and different
aspects of WSN. The limitations of sensor nodes in WSNs are also briefly dis-
cussed. Game Theory and its components are introduced, and Nash Equilibrium is
also noted. Game Theory is discussed as an approach to combat energy efficiency
issues faced by WSNs. The different games used by paper surveyed are discussed in
brief. We have discussed the cooperation or non-cooperation of nodes in a network.
We have discussed the various ways the papers tried to improve energy efficiency,
be it by using clusters and Cluster-Head or mitigating selfish nodes by punishing
nodes or rewarding others handsomely for participating. Most papers assume the
homogeneity of networks and also that communication between nodes are always
there. It also shows the improvement of different protocols used for energy effi-
ciency in subsequent papers.
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Design and Analysis of Optimum APSK
Modulation Technique

Shubham Kapoor, Soumyasree Bera and Samarendra Nath Sur

Abstract This paper investigates the design of power and spectrally efficient coded
modulations based on amplitude phase shift keying (APSK) modulation with
application to satellite broadband communications. This paper presents the error
rate analysis of circular APSK modulation with additive white Gaussian noise
(AWGN) channel, and an approach to design optimum APSK configuration is
being discussed. A circular APSK constellation can have a large number of con-
figurations based on the number of points present in each ring and a total number of
rings, which have variable bit error rate based on the configuration. The approach
tries to find the optimum APSK configuration and analyzes their performance in
Rician and AWGN channels.

Keywords APSK � AWGN � BER � Euclidean � PSK � QAM
Rician

1 Introduction

M-ary star QAM schemes are spectrally efficient modulation schemes which ensure
higher data rates without requiring extra bandwidth, which are essential for future
generation communication system. It is an amalgamation of amplitude and
phase-shift keying, also termed as APSK. In APSK, the signal points appear as
phase-shift keying (PSK) signal points distributed over concentric rings.
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Recent development in satellite communications urges to replace or complement
conventional modulation schemes with higher-order M-ary modulation schemes as
can be seen in [1]. Rectangular QAM constellations are sub-optimal in the sense as
the constellation points for a given energy are not optimally spaced. Due to high
PAPR of rectangular and square QAM, they are generally not preferred as in [2].
Today, multilevel modulation schemes in broadband communication systems are a
hot research topic. Such kinds of modulation schemes are M-ary phase-shift keying
(M-PSK), quadrature amplitude modulation (QAM), and amplitude and phase-shift
keying (APSK). Several configurations were proposed [3], and optimization of
constellation points has been presented. However, brute-force method produces the
optimized solution. The configuration complexity increases when M-ary (number of
points) is high. In [3, 4], optimization of the constellation takes into consideration
the minimum of inter-ring and intra-ring distances as Euclidean distance and takes
the maximum value of the Euclidean distance among different constellations as the
optimum configuration. In [2, 5], the analysis of APSK constellation in terms of the
equation of circle was presented. In [6], the optimal constellation design is achieved
by balancing the SER caused by inter-ring and intra-ring errors. In [7], a theoretical
expression for symbol error rate of M-APSK constellation was presented. In [8], the
Rician channel was discussed with respect to APSK modulation. The paper tries to
present an approach using [3, 5] for optimum constellation design.

2 Mathematical Description

2.1 APSK Constellation

In [3], it was seen that the constellation points are distributed over a point si at a
distance of r1 and r2 from the center, placed at a uniform spacing with a constant
phase difference. For a point si placed on the ith ring

si ¼ rejhi

and

hi ¼ 2p
M

; ð1Þ

where ri = radius of ith ring and M = number of signaling point in one ring.
M divides the circle for points to have constant phase difference. For a 4 + 12 ring
constellation with 4 points in inner ring at distance r1 and 12 points at distance r2,
the expression becomes
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Si ¼ r1ej
2pi
4 for i ¼ 1; 2. . .4 ð2Þ

Sj ¼ r2ej
2pj
12 for j ¼ 1; 2. . .12 ð3Þ

The 16-point constellation for a 2-ring Ring QAM (4 + 12) with SNR = 20 dB
is given in Fig. 1.

The expression for three rings with sample point 1, 5, and 10 at a distance
r1; r2; r3 from the center is

Si ¼ r1ej
2pi
4 for i ¼ 1; 2. . .4 ð4Þ

Sk ¼ r2ej
2pk
8 for k ¼ 1; 2. . .8 ð5Þ

Sl ¼ r3ej
2pl
16 for l ¼ 1; 2; 3. . .16 ð6Þ

The 32-point constellation of 3-ring star QAM for transmitted and received
signal with SNR = 20 dB is shown in Fig. 2.

Focusing on 16-APSK, let us partition the constellation into points N1 and N2 in
the inner ring and points in the outer ring with radii and R1 and R2, respectively.
The minimum distance of the constellation depends on the number of rings, the
number of points in each ring n!; n2. . .nR, the radii r1; r2. . .rNr , and the phase offset.
The constellation geometry clearly indicates that the distances to consider are
between points belonging to the same ring or between points in adjacent rings.
Figure 3 illustrates the two distances in APSK constellation.

Fig. 1 Constellation diagram
of 4 + 12 ring from [4]

Fig. 2 Constellation diagram
of 1 + 5 + 10 ring from [4]
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Simple calculations in [4] give the following formula for intra-ring distance
(distance between points in same ring)

d11 ¼ 2 � R1 sin
p
N1

� �
ð7Þ

and

d22 ¼ 2 � R2 sin
p
N2

� �
ð8Þ

For the distance between points in inner and outer rings (inter-ring distance).
For the adjacent rings, calculation is only slightly more complicated and gives

the following:

d12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21 þ r22 � 2r1r2 cos h

q
ð9Þ

where h is the minimum relative offset between any pair of points of rings i and
i + 1, respectively.

The minimum distance of the constellation is given by taking the minimum of all
these inter-ring and intra-ring values

dmin ¼ min dring i; dring i;iþ 1
� � ð10Þ

As per [4], the Euclidean distance can be used to compare different APSK
configurations for any number of points. The configuration with the highest
Euclidean distance has the lowest bit error rate (BER).

Fig. 3 Optimization of
APSK constellation
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2.2 Symbol Error Rate (SER) Analysis in AWGN Channel

As in [7], SER calculation has been done considering the minimum Euclidean
distance. It can be expressed as

Ps\ðM � 1Þ
ffiffiffiffiffiffiffiffi
d2min

2N0

s
ð11Þ

Here, dmin ¼ Euclidean distance:
As in [5], the formula of symbol error rate for M-ary circular APSK is

Ps �
Xi
k¼0

Nk

M
erfc

bdi
2

ffiffiffiffiffiffi
Es

No

r !
þ
Xi
l¼1

Nl

M
erfc

Dbrl
2

ffiffiffiffiffiffi
Es

No

r� �
ð12Þ

where

bdi ¼ diffiffiffiffiffi
Es

p

Dbrl ¼ Driffiffiffiffiffi
Es

p

where Es is the energy per symbol.

2.3 Optimization of APSK Constellation

The SER of circular APSK modulation scheme is a function of

1. Number of alphabets in each ring,
2. Intra-ring distance.

For each set of constellation configuration, there is a set optimal inter-ring
distances.

dPs

dDr
¼ @Ps d

@ bd0 @ bd0
@Dr

þ @Ps r

@cDr @cDr
@Dr

ð13Þ

The optimal solution can be found by solving the differential function.
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Ps d ¼ erfc

ffiffiffiffiffiffi
ES

N0

r� �
Ps r ¼

XM
t¼1

Ni

M
erfc

Dr̂
2

ffiffiffiffiffiffi
ES

N0

r� � ð14Þ

As per the study, optimal SER can be achieved when intra-ring distance d0 = Dr;
that is, both the inter-ring and intra-ring distances are equal.

To achieve the condition for optimal bit error rate, for any given d0 of the basic
ring.

1. Make the inter-ring distances between each ring equal to d0
2. Calculate the capacity Ni of ith ring with d0

From the rule, the radii and the maximum capacity of alphabet set of ith ring
could be expressed as

ri ¼ ro 1þ 2 � i � sin p
NO

� �
ð15Þ

Ni � round No � ri
ro

� �� �
ð16Þ

For any M-ary APSK constellation, the best configurations are the set of Ni

where sum (Ni) = M with minimum rings. Table 1 lists the calculated optimum
radius with respect to inner radius r0 = 1 using Eq. (18). Table 2 lists the maximum
number of points that can be placed in a single ring so as to have equal intra-ring
distance using Eq. (19). As the inter-ring and intra-ring distances are equal, the
inter-ring distance can be taken as the normalized Euclidean distance.

As per the theoretical analysis, to achieve optimal BER, the two distances,
inter-ring and intra-ring distances, are equal. To achieve it, with respect to number

Table 1 Radius of different M-ary constellations from [5]

M-ary on basic ring d0 N0 N1 N2 N3 N4 N5 N6

2 2 2 6 10 14 18 22 26

3 1.73 3 8 13 19 24 29 34

4 1.41 4 10 15 21 27 32 38

5 1.18 5 11 17 23 29 34 40

6 1 6 12 18 24 30 36 42

7 0.87 7 13 19 25 31 37 43

8 0.77 8 14 20 26 32 39 45
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of M-ary alphabets in initial ring, the maximum number of points in each ring was
calculated for which these conditions were satisfied.

For any configuration of APSK, the radius is taken from Table 1 as per the
capacity of each ring in Table 2. Now, the normalized Euclidean distance
(inter-ring distance) for any M-ary constellation configuration is also given. The
configuration having the highest intra-ring distance for an M-ary configuration is
optimum. Also, to any M-ary constellation, having minimum rings is said to be
more optimum so as to have lesser power as per [6].

Table 3 gives the best configuration for 16-to 256-point APSK, based on highest
inter-ring distance and minimum number of rings.

It may happen that two configurations designed using the above criteria have
same inter-ring distance. To differentiate those, we use normalized distance.

The normalized inter-ring distance can be calculated when power is normalized
to one. It is a measure of optimum APSK configuration. To calculate it, the first the
normalized radius is calculated from the normalized power

N1R2
1 þN2R2

2 þ � � � þNKR2
K

M
¼ 1 ð17Þ

From the values of normalized radius calculated in above, it is multiplied by the
intra-ring distance to get the normalized ring radius.

Table 2 Capacity of rings at different M-ary constellations from [5]

M-ary on basic ring d0 r0 r1 r2 r3 r4 r5 r6
2 2 1 3 5 7 9 11 13

3 1.73 1 2.73 4.46 6.2 7.93 9.66 11.3

4 1.41 1 2.41 3.83 5.24 6.66 8.07 9.49

5 1.18 1 2.18 3.35 4.53 5.7 6.8 8.05

6 1 1 2 3 4 5 6 7

7 0.87 1 1.87 2.74 3.6 4.47 5.34 6.21

8 0.77 1 1.77 2.53 3.3 4.0 4.83 5.59

Table 3 Optimal ring configurations based on highest inter-ring distance

No. of points (M) Ring configuration Inter-ring distance d0
16 5 + 11 1.18

32 5 + 11 + 16 1.18

64 7 + 13 + 19 + 25 0.87

128 7 + 13 + 19 + 25 + 31 + 33 0.87
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3 Results

3.1 64 APSK Optimization

Using data from Tables 1 and 2, 64 APSK configurations were designed as in
Table 4.

Here, 8 + 14 + 20 + 26 + 32 and 10 + 16 + 20 + 24 + 28 + 30 have the same
intra-ring distance. In such a case, a new parameter, the value of normalized
inter-ring distance is used.

For a 7 + 13 + 19 + 25 ring.
From (11), we have

ri ¼ ro 1þ 2 � i � sinp
7

	 

ð18Þ

r1 � r0 ¼ 2 � r0 � sin p7 ð19Þ

d0
r0

¼ 2 sin
p
7
¼ 0:867 ð20Þ

Mean Power ¼ 7 � r0 þ 13 � r21 þ 19 � r22 þ 25 � r23
64

¼ 1

7 � r02 þ 13 r0þ d0ð Þ2 þ 19 r0 þ 2 � d0ð Þ2 þ 25 r0 þ 3 � d0ð Þ2
64

¼ 1

Also; r1 � r0 ¼ d0

7 � r02 þ 13 � r0 1þ d0
r0

	 
2
þ 19 � r0 1þ 2 � d0

r0

	 
2
þ 25 � r0 1þ 3 � d0

r0

	 
2
64

¼ 1

From (17)

7 � r02 þ 13 � r0ð1:867Þ2 þ 19 � r0ð2:734Þ2 þ 25 � r0ð3:601Þ2
64

¼ 1

On solving, normalized r0 ¼ 0:3513:

Table 4 Optimum two-ring 64 APSK configurations with highest inter-ring distance

Configuration d0 r1 r2 r3 r4 Normalized do
7 + 13 + 19 + 25 0.87 1 1.87 2.74 3.6 0.3054

8 + 14 + 20 + 22 0.77 1 1.77 2.93 3.3 0.30

9 + 15 + 20 + 20 0.68 1 1.68 2.37 3.05 0.2901

4 + 14 + 20 + 26 0.77 1 1.77 2.53 3.3 0.186
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In (20)

Normalized d0 ¼ r0 � 2 � sin p7 ¼ 0:3056

The ring with the maximum normalized distance is the one having optimum
BER. Table 5 gives the calculated value of normalized distance.

The configurations exhibit lesser variable bit error rate in increasing order of
normalized distance, as can be seen in Fig. 4.

3.2 128 APSK Optimization

Using the data from Tables 1 and 2, some 128 APSK configurations were opti-
mized as per table

The BER curve is as per Table 4 in Fig. 5. The 7 + 13 + 19 + 25 + 31 + 33 is
the best constellation for 128 points having largest normalized distance (Table 6).

Table 5 Normalized
distance of 64 APSK
configurations

Configuration Normalized do
7 + 13 + 19 + 25 0.3054

8 + 14 + 20 + 22 0.30

9 + 15 + 20 + 20 0.2901

4 + 14 + 20 + 26 0.186

Fig. 4 Comparison of 64 APSK configurations
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3.3 Response in Rician Channel

As per [8], Rician distribution is given as

f ðcÞ ¼ 1þK
�c

exp
�cð1þKÞ

�c
� K

� �
X I0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cKð1þKÞ

�c

s" #
ð21Þ

where I0 denotes modified Bessel function of first kind and zero order. �c denotes
average SNR, and c is SNR. The parameter K gives the extent to which the LOS
component is present in signal.

Figures 6 and 7 show the performance of 64 and 128 APSK constellations for
different values of k.

From Fig. 6a, b, it is seen that BER is decreasing for both 64 and 128 APSK
configurations, with the increase in value of K parameter. A comparison of 64 and
128 APSK configurations was performed as can be seen in Fig. 7.

It is seen that even though BER is decreasing for both the cases with increase in
the value of K, it is more in case of 128 APSK configurations owing to more
number of points in the same ring.

Fig. 5 Comparison of 128 APSK constellations

Table 6 Optimization of 128 APSK with highest inter-ring distance

Configuration d0 r1 r2 r3 r4 r5 r6 Normalized do
7 + 13 + 19 + 25 + 31 + 33 0.87 1 1.87 2.74 3.6 4.47 5.34 0.3054

8 + 14 + 20 + 26 + 28 + 32 0.77 1 1.77 2.93 3.3 4.06 4.83 0.30

9 + 15 + 21 + 25 + 28 + 30 0.68 1 1.68 2.37 3.05 3.74 4.42 0.2901

10 + 16 + 20 + 24 + 28 + 30 0.77 1 1.62 2.85 3.47 4.09 4.70 0.186
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Fig. 6 a BER performance comparison of 64 APSK configurations in Rician channel. b BER
performance comparison of 128 APSK configurations in Rician channel

Fig. 7 BER performance comparison of 64 and 128 APSK configurations in Rician channel
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4 Conclusion

Higher-order constellations can have roughly 2000 configurations for a 4-ring 64
APSK constellations. Euclidean distance approach can be used to calculate the
optimum configuration, but it is a brute-force method, and calculation process can
be very tedious and complex. The approach discussed can find the optimum M-ary
constellation for any number of points. It can be used to compare different con-
figurations on account of normalized distance.

Also, when considering the configuration in Rician channel, it is seen when the
ring has lesser point and LOS component is more, there is lesser BER.
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Big Data Analytics in the Higher
Education: Need of the Future

Praveen Mukhia Titimus

Abstract The twenty-first century can be said as the era of engulfing data. From
social networking sites to politics, from businesses to education, all sectors of the
modern world are flooded with voluminous data. As Alan Kay quotes “this is the
century in which you can be proactive about the future; you don’t have to be
reactive”, big data analytics can be the tool and the need of the future to predict the
trends, detect the challenges, and leverage the opportunities. Among various sectors
like business, social networks, entertainment, politics, educational institutions are
seen and expected socially to be more transparent and accountable. With these
growing concern and hunger for the academic excellence both to individuals and
institutions as well, it becomes inevitable to implement big data analytics in the
educational institutions. Its proper implementation can bring the revolutionary
development on the education sector. Instead of some inherent challenges, big data
analytics can represent customized learning environments to the learners, can
reduce potential dropouts, lower the academic risks, complexity could be reduced
and can enhance the quality of education system as a whole. The main objective of
this paper is to highlight on the emergent need and scope of big data analytics in the
educational sector.

Keywords Big data analytics � Educational sector � Proactive future
Accountability

1 Introduction

With the advent of information revolution, social media and networks viz;
Facebook, Twitter, Whatsapp, Google, 3Gs, 4Gs, etc., are generating huge volume
of data every second. Again mobile devices generate data by tracking all objects all
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the time, like instant messages, voice calling, video conferencing, GPS. Similarly,
sensor technologies like, satellites, GPS, radars generate huge data by measuring
other sorts of data. This leads to the huge collection of data termed as big data. This
leads to systematic management, storage and processing of data which involves
tremendous effort and computational as well as storage capability.

The term big data analytics was coined in the year 1990 by John Mashey. Big
data analytics involves uncovering hidden patterns, correlations, trends as well as
useful information in this huge amount of data. The term “big data” is generally
used to describe data sets so large they must be analyzed by computers. Usually, the
purpose is to find patterns and connections relating to human behavior and how
complex systems function. Analytics generally refers to the process of collecting
such data, conducting those analyses, generating corresponding insights, and using
that new information to make smarter decisions.

When Tim Berners-Lee shared about data, he wouldn’t have imagined growing
to an enormous size encircling all spheres of life (Fig. 1).

Big data analytics has a major role to play in all sectors of the modern world. Big
data analytics in higher education could be leveraged to enhance creativity,
potentiality, problem-solving ability, customized learning environments, reduce
potential dropouts, lower the academic risks among students. It can also open up a
wide range of possibilities for students and teachers by freeing their minds and
setting them to do bigger things rather than fastening to the same pattern of
education.

2 Information Technology and Education

Since, information technology is becoming an integral part of life, it plays a vital
role in higher education also. An education system involves different layers and
processes. Some of the processes may be such as teaching–learning, tools and
materials development, curriculum development. The higher education sector is
very dynamic and is rapidly changing which leads to the need to adapt tools or
techniques rapidly. That is why, it is always under the scrutiny of accrediting
agencies and involves continuous monitoring by various stockholders.

Fig. 1 https://www.
slideshare.net/asertseminar/
big-data-34369979 [5]
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Traditional systems are gradually replaced by the devices and gadgets by
redefining the learning process. Due to use increasing popularity of use of the
devices, many new learning tools like, lectures, e-books, presentation materials are
developed with considerable amount of data collectively, which eventually con-
tributed to big data. Many institutions fail to make efficient use of the huge amount
of data available [1].

Therefore, big data can be considered as the next frontier in higher education
which will revolutionize the same. It would lead to a new wave of technological
advances which would help increase academic effectiveness [2].

3 Need for Big Data Analytics

There is an enormous growth of both structured and unstructured volumes of data
which can be availed from IT system with the help of big data analytics; otherwise,
the risks being swamped by a data overflow. Big data analytics can play a major
role in enhancement of the higher education system. On the outset, following issues
can be considered in this context:

• To management resources: One of the most important needs in today’s edu-
cation institutions is the management of its resources ranging from financial,
infrastructural, educational (printed/digital) to human resources.

• To detect study pattern and individual performance: In this competitive age,
individual performance and excellence is everyone’s desire. So, bringing cus-
tomized study pattern or curriculum is much needed.

• To increase rate of success of students: Big data analytics will not only
simplify the tasks, but it will help in increasing the success rates of students and
institutions as well.

• To identify the risk at earlier stages: Big data analytics are needed to detect
the risks at the earlier stages.

• Predict future performance: As Alan Kay quotes “this is the century in which
you can be proactive about the future; you don’t have to be reactive”, big data
analytics can be the tool and the need of the future to predict the trends, detect
the challenges, and leverage the opportunities.

4 Challenges for Big Data Analytics

Despite having many opportunities and scope to be the need of the future in
educational sector, implementation of big data analytics imposes great challenges.
Some of the challenges are as follows.
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• Lack of proper software and technology: Lack of specific software and
technology is impeding its implementation. Big data has become synonymous
with Hadoop. Hadoop solves the big data storage problem, but creates another
equally troublesome one. As organizations dump more and more data into
Hadoop file systems, which lack traditional information architectures, they
frequently lose track of what those systems contain. So they cannot find the right
data to analyze.

• Lack of analytic skills: Many projects fail or suspended indefinitely due to
insufficient skills of the analyst. Big data analytics often suffer from unclear
objectives and lack of communication which will limit the insights of the pro-
jects, if one does not have the right people with right capabilities.

• Insufficient budget: Budget is required to kick-start the project of big data
analytics, and it will be needed throughout its maintenance and management.
Insufficient budget entails great challenges delaying the work, losing the rele-
vance, and limiting the work of the analysis.

• Finding the correct and related data set: Inaccessible data do not work at all.
Most significantly, one approach of big data analytics is with a well-defined
strategy to collect the correct and related data for the success of the organization.
The difficulty arises if there is a difference in the data, and then it must be
inspected from a different perspective and make the best possible use of relevant
insights. One must understand its origin, verify and validate, avoid useless data,
discard bad data entirely for the successful analysis.

5 Scope

Big data analytics will create a number of opportunities for the educational insti-
tution, administrators, policy makers, educationalists, and also for the learners.
These opportunities include [3]:

• Customized learning environments: In the past decade, e-learning has evolved
from computer-aided instruction, through intelligent system, to smart class-
rooms, and to mobile learning. Today, e-learning has become learner-centered,
personalized learning technologies and pervasive learning. Pervasive learning
refers to learning that is available anywhere anytime. It is supported by wireless
communication with mobility as well as device independency. Learning wher-
ever and whenever needed is to become possible-learning should not only
generate good learning outcomes, but also better learning process from
behaviorally, intellectually, and emotionally involved in their learning tasks [4].

• Decreasing potential dropout rates: The institutes are still pushing to decrease
students’ dropout rate using big data analytics. Now with big data, institute can
identify students in crisis and intervene before they walk out the doors for the
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last time. The big data analytics found that attendance history, class perfor-
mance, and socioeconomic status were the most accurate predictors of the future
dropouts.

• Web-based learning environments: As the education sector is started using
cutting edge technology, there is need of using the modern teaching–learning
tools, which includes—online lectures, e-books, presentation materials which
are available across the globe. Along with this, webinars as well as online
classes needs to be accessed by the students and teachers.

• Cost reduction: The effect of big data on education intelligence is huge.
Predictive analytics can be the effective means to minimize the cost of the
analysis. Instead of searching every possible known data related with better
learning processes, resource management, and policy making, focus can be
made only on specific attributes to cut down the test time and overall cost.

• Faster and better decision making: Handling big data is not too easy. People
need sufficient expertise and tools to detect and analyze the underlying trends.
Detection or prediction of proper tools will facilitate the decision-making pro-
cess in any sector of modern civilization. Integrating big data analysis with
traditions systems will generate new insights, thereby improving the efficiency
of the system. It will help the following decision-making mechanism of a
system:

(a) Strategic decisions are the ones that focus on top-level management that
have a potentially wide effect and require a heavier set of recourses for
execution.

(b) Tactical decisions are used to evaluate the results of strategic decisions and
prioritize them into a plan of action, and those decisions require directed and
dedicated resources for execution.

(c) Operational decisions that are intended to execute specific tasks regarding
the tactical strategy and prioritized tactics can be integrated directly into
operational processes and may only require a small amount of resources to
execute.

An example is guiding prospective students to the best courses for their specific
desire (Fig. 2).

Strategic 

Tactical decision

Operational decision

Fig. 2 https://upload.
wikimedia.org/wikipedia/en/
1/11/Anthony-triangle.JPG
[6]
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6 Conclusion

The big data analytics plays a vital role in modern education system. The uses are in
various levels and processes of the system right from the teaching–learning mate-
rials to decision-making systems. Lots of educational materials and tools are
available in World Wide Web (WWW). It can be said that use of big data analytics
will reform the complete education system and will give a new direction. Through
the proper use of big data analytics, the revolutionary development on the education
sector could be achieved. Instead of some natural challenges, big data analytics can
represent customized learning environments to the learners, can reduce potential
dropouts and failure, and can develop long-term learning plans. All of these are
possible through the effective development and use of big data analytics in the
educational institutions [3].

References

1. Tulasi B (2013) Significance of Big Data and analytics in higher education. Int J Comput Appl
68(14):0975–8887

2. Big Data (2011) The next frontier for innovation, competition and productivity. James
Maniyka, Executive summary, McKinsey Global Institute. http://www.mckinsey.com/mgi/
publication/big.data/MGI_big_data_exec_summary.pdf

3. Anirban S (2014) Big Data analytics in the education sector: needs, opportunities and
challenges. Int J Res Comput Commun Technol 3(11)

4. Shen L et al (2009) Affective e-learning: using “emotional” data to improve learning in
pervasive learning environment. J Educ Technol Soc 12(2)

5. https://www.slideshare.net/asertseminar/big-data-34369979
6. https://upload.wikimedia.org/wikipedia/en/1/11/Anthony-triangle.JPG

28 P. M. Titimus

http://www.mckinsey.com/mgi/publication/big.data/MGI_big_data_exec_summary.pdf
http://www.mckinsey.com/mgi/publication/big.data/MGI_big_data_exec_summary.pdf
https://www.slideshare.net/asertseminar/big-data-34369979
https://upload.wikimedia.org/wikipedia/en/1/11/Anthony-triangle.JPG


Land Capability Classification
for Agriculture: GIS and Remote
Sensing Approach—A Survey

Shirshak Gurung

Abstract Land capability classification for agriculture assesses the land based on
various land capability factors and variables to produce thematic land capability
mapping for economical and sustainable agriculture. The main objective of this
paper is to survey the important available GIS and remote sensing-based methods
proposed for land capability classification. The influence of different capability
factors and their sources is also discussed. Furthermore, the scopes of present-day
GIS and remote sensing technology for land characterization with important ter-
minologies used are also reviewed.

Keywords GIS � Remote sensing � Soil characteristics � Digital elevation model
(DEMs) � Land classification methods � Land use � Land suitability criteria

1 Introduction

Agriculture is one of the most significant activities in sustaining human life on
earth. The rate at which land resources are replenished is very slow when compared
to the rate at which population is growing [1]. Widespread use of ill-informed and
unsuitable cropping practices fuelled by inefficient agricultural farm management
techniques have led to the degradation of farmlands, reduced crop production,
natural habitat and the ecosystem. All of these contributing factors have facilitated
the origin of land capability classification. Land capability classification is the
process of formulating and classifying the fitness of land for a defined use [2]. It is
about managing changes in the characteristics of crop fields to achieve higher yield
using fewer resources thereby having higher profitability and sustained agriculture.
Various aspects of the environment such as soil characteristics, climatic factors,
vegetation, topography and hydrology influence crop growth and farming success.
Detailed information on such parameters provides for accurate analysis on land
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capability and their classification for agriculture. Vital information about land
capability help farmers achieves higher sustainable crop yields, higher financial
benefits and better environmental conservation [3]. A new farming revolution
catalysed by the advent of innovative technologies such as satellites, global posi-
tioning systems with high accuracy, smart sensor technologies and a range of IT
applications has emerged. Technologies such as high precision satellite remote
sensing imagery and Geographic Information System (GIS) have taken land
capability classification to new frontiers and greater heights.

There will be an acute food shortage due to the predicted increase in population to
9.7 billion by 2050. The Food and Agriculture Organization (FAO) approximates a
need to increase food production by 70% to cope with the rising population. The
hunger statistics published by United Nations World Food Programme estimate that
about 795 million people of the total 7.3 billion people in the world today were
victims of extreme malnourishment as they do not have enough food to live a healthy
life. Global environmental problems that include soil acidity and degradation, pol-
lutions, melting glaciers, climatic changes, droughts and floods all affect agricultural
activities, thereby making food security the biggest threat to sustaining human life on
earth. One of the major problems facing agriculture worldwide is the loss of crop
land due to soil erosions, soil degradation, infrastructure construction and other
urban amenities in agricultural lands [4]. Thus, the importance of land classification
and ultimately land use planning should be seen in the context of cultivable land
being a limited and non-renewable resource. Scientifically enhanced land classifi-
cation methods need to be utilized for the identification of various land uses.

2 Background—GIS and Remote Sensing for Land
Capability Classification

A. GIS—Geographic Information System makes use of spatial and spectral data
from various data sources such as remote sensing datasets to extract quantita-
tive information for agriculture policies and practices in order to provide
farmers with the following advantages [5].

• Better crop quality and reduced crop land degradation can be achieved
through better agricultural practices and planning with the help of accurate
GIS information by avoiding pests, droughts and erosion hazards.

• By cultivating and harvesting different crop type with respect to the infor-
mation on soil changes of the crop land can maximize yield and also protect
the environment.

• Classifying new land parcels for crop cultivation, either to make existing
yields more efficient or to increase quantity for our growing populations.

• Identifying and ensuring conservation practices over areas of cultivation that
is prone to natural disasters such as drought, flood and soil deficiencies can
decrease the risk of financial loss and crop damage.
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GIS is a general term used to refer to a large family of independent and inte-
grated technologies, processes and methods used to store, manipulate and analyse
geographic data. GIS-related applications are used in many fields such as engi-
neering, planning, management, agriculture, insurance, telecommunications and
business. A GIS technology utilizes digital information to overcome geographic
tasks of spatial and spectral analysis. The success of GIS lies in its ability to
integrate variety of data sources like Global Positioning System (GPS) and remote
sensing system (RS) through satellite imagery, aerial photographs or ground truths
that contain spatial and spectral data. This integrated spatial and spectral infor-
mation provides decision makers a clear picture of the opportunities and constraints
for the defined use [6]. The ability to provide efficient query, analysis and inte-
gration makes GIS an ideal scientific tool for land capability classification and
thereby enhancing land use planning. Hence, management of agricultural resources
based on the information about their potentials and limitations can have a huge
impact on sustainable agriculture. Many users of GIS are harnessing the
advancements in GIS and satellite technology to create spatial database to arrive at
appropriate solutions/strategies for sustainable development of agricultural resour-
ces [7].

GIS is playing a pivotal role in enhancing many sectors in agriculture especially
in agricultural economic studies where agricultural land use and their changes are
one of the areas that agricultural economists are interested in [8]. GIS is a family of
software that links digital map with spatial databases. All features on the map
(which represent objects in the real world) are related to records in the spatial
database, which contains many attribute, value pair to further describe the feature.
These features act as a storehouse of information where the digital map stores
physical features in the form of points, lines or polygons and the database stores
information about them. Thematic land capability mapping for crop production
depends on many spatially related factors like climatic variables, vegetation,
location specific attributes such as prices of inputs, outputs, household character-
istics, land area, parcels of land holdings, water and soil characteristics. The
combination of these factors with a set of production technologies that relates inputs
and outputs are all provided through GIS [9].

B. Remote Sensing Products and Free World Datasets

Remote sensing techniques are being widely used for monitoring of agricultural
activities and crop health as they are constrained with special features not common
to other economic sectors. They follow strict seasonal patterns with respect to
biological lifecycle of crops; it strongly depends on the physical topographic relief
(e.g., soil type), as well as climatic drivers and agricultural management practices.
All of the features vary in space and time with an additional constraint that most of
the agricultural products are perishable [10]. Remote sensing can efficiently help
provide a timely and accurate picture of the agricultural activities, as they can
provide accurate information over large areas with high revisit frequency.
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As compared to (1–8 km) AVHRR data and Landsat data, MODIS data provide
for a detailed, large-area LULC classification by providing global coverage with
more revisit frequency and intermediate spatial resolution (250 m) [11]. In [12], the
author concludes that MODIS time-series data have adequate temporal and radio-
metric resolution to classify important crop types and crop land use in Kansas,
USA. The author in [13] has used the LISS III data to prepare the physiographic soil
map for Dehradun, Uttarakhand, whereas the work in [14] has used the IRS LISS
III data to effectively map the LULC for the proposed region for land capability
classification.

C. DEMs—Elevation/Slope/Topographic Wetness Index

Digital elevation model (DEM) is an electronic model that represents the surface of
the earth, and it can be stored and manipulated in a computer digitally [15]. It
provides for greater functionalities when compared to the traditional basic quali-
tative characterization of topography. Various kinds of data relating to processes
that are influenced by topography can be derived and manipulated from a DEM.
They are used for various kinds of analysis and mapping as they provide quanti-
tative description of landforms and of soil variability. A DEM can be used to extract
slopes, aspects, rate of change of slope, drainage network on catchments areas [15,
16]. The information extracted from a DEM can further be analysed with other
spatial data and images to improve their capabilities for land capability classifica-
tion and soil survey mapping [17]. The main procedures involved for manipulation
and analysis in GIS are transformation (i.e., from raster to vector data structure),
geo-corrections, overlay and interpolation.

3 Land Capability Classification

A. Capability/Suitability Analysis Terminologies

A few of the most commonly used terms are defined to help understand the dis-
cussions on land capability classifications [18].

• Capability Factors—These are climatic, soil characteristic, vegetation, hydro-
logical or topographic relief variables which are considered while determining
land capability for agriculture. Other capability factors such as the distance to
amenities such roads and parks or to hazardous waste sites that may influence
land capability may be considered.

• Factor Types—These are a set of possible values or ranges for a particular
capability factor. For example, there are five standard depth classes or factor
types for use in soil surveys: less than 10 in., 10–20 in., 20–40 in., 40–60 in. and
more than 60 in.

• Weights—They are numerical values to quantify the importance of different
capability factors when determining land capability for some defined use. For
example, the weights for the factor slope maybe 100 as compared to soil
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moisture with 50 when determining a particular land use to suggest that slope is
twice as much important than soil moisture for that land use.

• Capability ratings—They are numerical values to quantify the importance of
different factor types when determining land capability for some defined use.
For example, capability rating maybe assigned to each of the above defined soil
depth factor types to indicate their relative importance when determining the
capability of land for a particular land use.

• Capability Score—They are the overall numerical values to quantify the
importance of a location for the defined land use when all of the capability
factors have been considered. For example, a location maybe suitable, moder-
ately suitable or not suitable depending on the overall score.

B. Capability Factors and Their Sources

The following are the most widely used factors to determine the capability of land
for agriculture.

• Slope and Topography—Shape and topographic relief of the region is described
by its slope and topography. The measurement of elevation is called topography,
and the per cent change in that elevation is called the slope for a certain distance.
According to [19], the effect of slope can largely deteriorate soil nutrients due to
increasing extent of erosion. The study concluded that slope effects soil, run-off
and nutrient losses but crop cover can decrease slope effect and help reduce soil,
run-off and nutrient losses to a great degree. Gentle-to-moderate slopes can be
used for cultivation with some amount of conservation such as terracing,
however steep slopes and ridges are not suitable. Slope and elevation can be
extracted from SRTM/ASTER DEMs that are freely available for downloads.

• Soil Texture—This is an important soil property used to characterize soil classes
based on their physical texture to help classify crop suitability. They reflect the
“feel” of the soil influenced by the soil composition. There are many taxonomy
such as USDA soil taxonomy, WRB soil classification system and the
UK-ADAS system. They are characterized by the composition of sand, silt, clay
and loam present in the soil. It influences many soil physical properties such as
water holding capacity and inherent fertility.

• Soil Depth—Amongst the different soil characteristics, soil depth plays an
important part in determining crop roots growth and the amount of water and air
in the soil. Soil depths which are not deep and have lithic contact may restrict
root growth, thus creating a suboptimal environment of shallow volume soil
which negatively impacts the growth and yield of the crop. A suboptimal
measurement of effective soil depth will frequently alert a scientist to possible
production problems. The amount of clay present in the soil greatly influences
soil depth. The soil composition depends on the nature of the parent material on
which soils were developed [14]. The remotely sensed products offered freely in
the Internet by International Soil Reference and Information Centre (ISRIC) as
soil grid data are rich sources for soil depth, organic content and different soil
types.
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• Soil Wetness—Soil water or wetness in the amount of water held within the soil
pores. Soil wetness or soil moisture availability depends on the quantity of rain,
frequency of rain, quality of soil texture to hold moisture and the soil depth [20].
The concept of moisture availability index [MIA] was developed for this pur-
pose. In [20], the author proposed that MIA be the standard for measuring water
deficiencies or excesses. He suggested the following classification of MIA:

0.00–0.33 very deficit
0.34–0.67 moderately deficit
0.68–1.00 somewhat deficit
1.01–1.33 adequate
1.34 and above excessive

The Digital Elevation model (DEM) can be used to extract topographic information
that influences many terrain-related processes. One such process that can be cal-
culated is the topographic wetness index, which estimates the soil wetness based on
the topography [21].

• Organic Content—Organic matter in the soil refers to the partly decayed plant
and animal residue. It is important to have a good amount of organic matter in
the soil composition as they provide for an ideal source of plant nutrient. Upon
decomposition of organic matter plant, nutrients are released in an available
form. The adsorption sites for crops nutrients are represented by stable organic
fraction, called humus. Humus is also important in maintaining soil structure,
soil tilth and reducing soil erosion. Soil organic matter varies spatially with
natural soil variability and soil management. Amount of organic matter content
indicates the soil health and its suitability for agriculture. Very often in land
capability classification average organic carbon content of the soil types is taken
to represent the organic matter content in each soil type and capability weights
are assigned accordingly [14]. Soils with low organic matter have poor soil
structure and hold little water.

• Soil Erosion—Soil erosion is one of the most important factors involved in
destroying many fertile agricultural soils around the world. Hence, predicting
the erosion factor for the crop land can be of great help in evaluating land
capability.

• Ancillary Factors—These are the additional factors that strongly influence the
land capability index for agriculture such as road connectivity, human settle-
ments, pollutions and presence of toxic materials.

C. Land Classification Methods

Land capability and suitability classification are the basis of proper land use. Since
the introduction of the first classification criteria in the 1930s by the Soil
Conservation Service of the USA, several such criteria and methods have been
developed. Although capability and suitability are relatively interchangeable terms,
but as per the guidelines by FAO, capability is used in a more general term to
quantify the fitness with considerations to prevent land degradation whereas the
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latter is used to consider the fitness of a given type of land for a more specific or
defined use. Land suitability can be classified for present condition of the land
suitability factors (actual land suitability) or after improvement of certain land
suitability factors (potential land suitability) [22]. The capability of land to sustain
agriculture is analysed through the interaction of different factors in GIS as shown
in Fig. 1 with the help of spatial analysis techniques such as advanced spatial
analysis tool, Python as command line or script and Map algebra through Python or
raster calculator.

Numerous systems of land classification have been proposed for use in different
regions with varying conditions, the prominent being that proposed by [23, 24].
The FAO has also proposed a land capability/suitability classification framework
that has four different categories: Orders, Classes, Subclasses and Units. There are
two orders (S and N) which reflect the kind of suitability (S for suitable and N for
unsuitable land). The framework allows for total freedom in determining the
number of classes within each order. However, the use of only three classes within
order Suitable (S) and two classes within order Not Suitable (N) is the optimum
recommendation [25]. The different classes are indicated by numerical values in
sequence of decreasing suitability within the order. Therefore, classes are the degree
of suitability within the orders as shown in Table 1.

The subclasses are indicative of the limitations or improvement required within
classes. They are symbolized as follows:

c: Climatic conditions.
t: Topographic limitations.
w: Wetness limitations.
n: Salinity (and/or alkalinity) limitations.

Fig. 1 Basic process model for land capability classification (agriculture)
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f: Soil fertility limitations.
s: Physical soil limitations (influencing soil/water relationship and management).

For example, a land unit maybe represented by the symbol S3w (2). Here “S”
represents Order (Suitable), the value 3 after the letter S represents Class 3 (min-
imally suitable), “w” indicates the Subclass w (wetness limitation), and (2) repre-
sents unit 2.

Tideman in [26] suggests two broad groups for land classification, namely land
suitable for cultivation that includes classes 1–5, and land not suitable for culti-
vation but very well suited for forestry, grassland and wildlife. The land suitable for
cultivation can be determined through common parameters such as soil texture,
depth, slope and erosion. Further local limitation such as salinity, alkalinity, water
logging, climate may also be considered. In [27], the author proposes a qualitative
evaluation of land to determine land suitability for rice and wheat cultivation based
on four variables, like Nitrogen–Phosphorous–Potassium (NPK) status, soil reac-
tion (pH), organic carbon (OC) and soil texture. The proposed study is an integrated
approach using remote sensing and GIS techniques.

The author in [28] establishes the role of remote sensing (RS) and GIS in spatial
planning for agriculture in North West Province of South Africa. The primary data
were obtained from soil samples, and secondary information was acquired from the
remotely sensed SPOT 5 data. The capability factors taken were soil texture, soil
depth, clay fraction, pH and land use/land cover. The final classification map was
produced using weighted overlay method in ARCGIS software package with all the
factor layers for sunflower and sorghum. The author uses Eq. (1) for the assessment
of land capability.

LSP ¼ 0:2 LUð Þi¼1�4 þ 0:1 SLð Þi¼1�4 þ 0:2 Dð Þi¼1�3 þ 0:2 Tð Þi¼1�5

þ 0:2 pHð Þi¼1�312 þ 0:05 Cð Þi¼1�3 þ 0:05 DRð Þi¼1�3

ð1Þ

where LSP is the numerical index of the land suitability, LU is the land use/land
cover factor (with factor types 1–4), SL is the slope factor (with factor types 1–4),
D indicates depth factor (with factor types 1–3), pH is the soil pH (with factor type
1–3), T represents texture (with factor types 1–5), C indicates clay percentage (with
factor types 1–3), and DR represents drainage (with factor types 1–3). The author

Table 1 Land suitability
order and class (FAO 1976)

Order Class Symbol Label

Suitable (S) 1 S1 Suitable

2 S2 Moderately suitable

3 S3 Minimally suitable

Not suitable (N) 1 N1 Unsuitable

2 N2 Very unsuitable
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obtained the final capability map by assigning capability ratings to the different
factor types. For example, slope for factor type = 0–4% (weight = 0.1, rating = 10,
land capability = good) and for slope for factor type = 4–8% (weight = 0.1,
rating = 8, land capability = good), etc.

In [13], the author provides land capability classification and crop suitability for
wheat and mango in Dehradun, Uttarakhand. The work utilizes soil texture, soil
drainage, coarse fragments, erosion hazards and slope for the study which classifies
land into eight classes grouped into two suitability groups/orders, i.e. land suitable
for cultivation and land for other uses. However, certain critical observations are
made such that some of the physiographic units classified as suitable are overlap-
ping with settlements and river beds when visually compared with the given
classified LULC maps. Basic socio-economic factors such as human settlements
and road connectivity that may have negative or positive impact on agriculture
needs to be appropriately weighed in when modelling the land capability classifi-
cation for agriculture. The author in [14] proposes a method for land capability
classification using five parameters that include slope, LULC, soil texture, organic
content and soil depth. Weighted Aggregation method in ARC/INFO GIS is used
to analyse the different parameters that have been assigned suitable knowledge-
based weights as in Eq. (2) to determine the Land Suitability Potential for agri-
culture as shown:

LSP ¼0:2 LUð Þi¼1�12 þ 0:2 STð Þj¼1�5 þ 0:1 SLð Þk¼1�6

þ 0:25 OCð Þl¼1�5 þ 0:25 Dð Þm¼1�4

ð2Þ

where LSP is the numerical index of the land suitability, LU is the land use/land
cover factor (with factor types 1–12), ST is the soil types (with factor types 1–5),
SL is the slope factor (with factor types 1–6), OC represents the organic carbon
content (with factor types 1–5), and D indicates the depth factor (with factor types
1–4). The superscripts i, j, k, l and m indicate subclasses based on importance in
determining the land suitability.

4 Conclusion

Integration and analysis of spatially related land capability factors provides for
financially profitable and sustainable agriculture. With the growing population
growth-rate pressure and the ever-increasing global environmental problems, there
is an urgent need to have easy access to scientifically accurate and timely data about
land capability and their management. This need further becomes a reality with the
advancement in remote sensing and GIS technologies which have been reviewed in
this paper.
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Review on Vehicular Radar for Road
Safety

Additi Mrinal Singh, Soumyasree Bera and Rabindranath Bera

Abstract The paper is a survey of vehicular radar for road safety. Vehicular radar
is also called automotive radar. It is introduced for avoiding collision and for
reducing human and economic losses in road accidents. Automotive radar functions
to detect objects and obstacles in its surrounding area and to prevent collision. Its
other applications include speed sensing, predictive crash sensing, collision miti-
gation, and automatic braking which are addressed in this survey. This paper
presents recent approaches done in automotive radar and trend and requirements of
autonomous driving.

Keywords Automotive cruise control � Collision mitigation � Long-range radar
Short-range radar � Laser radar � Autonomous driving

1 Introduction

The automotive radar for road safety has been under development for several
decades, and even from early beginning, its aim was collision avoidance. The first
car radars using an active frequency doubling reflector on the backside of target cars
having frequency of 10 GHz were constructed in early 1960s in the USA. But
shortly, it was realized that it is not sufficient for heavy accidents. So it was required
to reduce the size of the antenna, and thus, the frequency was increased from 10 to
35 GHz and was road-tested [1–3]. In early 1970s, radar developments were started
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at microwave frequencies (66–71 GHz). Since today, automotive radar system tests
are being done on 77–79 GHz frequency.

In 1999, Mercedes-Benz became the first car manufacturer to introduce
radar-based autonomous cruise control (ACC) system in the S class. Besides ACC,
77 GHz long-range radar sensors are also used. 77 GHz provides for safety system
like predictive crash sensing, and collision mitigation in many mid- and high-range
vehicles [2–6].

2 Automatic Cruise Control System

In 1995, ACC was commercialized for the first time in Japan. Japan initiated ACC
system with LIDAR sensor, and European and US companies initiated radar-based
ACC. Mercedes introduced the 77 GHz “Distronic” into the S class in 1999. Other
vehicles in which an ACC system was introduced are Jaguar (XKR, XK6), Cadillac
(STS, XLR), BMW 7 series, Audi A8, and VW Phaeton. ACC is also available in
Audi A6, BMW 5 and 6 series, Honda (Accord, Inspire, Odyssey), Lexus (LS, GS),
Mercedes E, CL, CLK, SL class, Nissan (Cima, Primera), and Toyota (Harrier,
Celsior) [4]. Radar sensor is used in adaptive cruise control system to detect the
objects in its track and surrounding. An ACC system maintains the vehicle speed
set by the driver, and it changes the speed to preceding vehicle’s speed, to maintain
safe distance if the vehicle in front is moving at slower speed. Then, again, it
automatically switches to set speed when traffic clears. There has been past research
for ACC systems aimed to design a vehicle following distance control system using
linear approximation and linear control logic [4–8].

3 Automotive Sensors

To track objects and to monitor the movements of the vehicle in front as well as the
movement of the surrounding objects to predict and mitigate collisions, different
sensors are used. Major problem of automotive cars is the high cost of the sensor.
Sensors present in automotive vehicles are:

(i) Radar Sensor: Radar is the most commonly used sensor in automotive
detection applications for detecting and tracking. It uses electromagnetic
waves to find the range, direction, Doppler velocity, altitude, and angle of
objects. A single antenna is used to emit and receive the radar waves, and the
sensor constantly switches between the sending and receiving mode. Radar
cannot determine the details or color of the target but it works in all weather
condition, so it is weather independent [9].

(ii) LIDAR Sensor: LIDAR is laser radar which is similar to millimeter wave
radar in its basic function. Lidar provides range, Doppler velocity, and angle
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measurements. Lidar is used for obstacle detection, obstacle avoidance, and
to navigate safely through environments. To image object, Lidar uses
ultraviolet, visible, or near-infrared light [10].

(iii) Cameras: Cameras are used in automotive system to observe lane marking,
to observe people and vehicles in the lane. Different cameras used for these
are:

(a) Single Camera Systems: or mono-cameras are used to observe the lane
markings in lane-keeping aid systems.

(b) Stereo Camera System: It is a high fidelity camera which gives 3D
imagining of the object. It is able to use the difference in the images
within one camera shot to detect every type of obstacle, from loads that
have fallen onto the road to people and animals, and can find their size
and the distance between them.

(c) Infrared Cameras: In automotive systems, IR cameras are introduced
for night vision systems as driving becomes more difficult after sunset.
The IR sensors have a unique ability of measuring the temperature of
objects, and it is sensitive to wavelength similar to the normal body
temperature of humans and animals. IR cameras could be so useful in
classifying objects and providing accurate angle measurements. In
automotive collision mitigation (CM) systems, IR cameras are not used,
but they are much useful to the driver for night vision [11].

4 Automotive Radar Applications and Frequency
Selection

Radar is used in autonomous vehicles due to its ability to work in rainy and foggy
conditions which other sensors like laser and sonar cannot do. Thus radar is weather
independent and measures velocity and range both. Radar also has advantage that
works effectively even being mounting behind a plastic bumper [4].

4.1 76–77 GHz LRR System

The introduction of 77 GHz system was started in Germany in the early 1980s as a
worldwide standard for long-range automotive radar (LRR). The aspired goals for
the LRR sensors are to cover a higher distance range from less than 1 m to up to
300 m and to have opening angle up to ±30° and a relative velocity range of up to
±260 km/h. It is based on narrowband operation with narrow beamwidth. In 1998,
the Mercedes-Benz DISTRONIC system came in operation at this frequency. Later,
DISTRONIC PLUS was introduced which has combination of two 24 GHz
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short-range radar sensors (SRR) and one 77 GHz long-range radar sensor (LRR). In
a critical situation or when the traffic situation requires heavier braking, then
DISTRONIC PLUS is able to perform, and the driver is warned by audio and
signals, which reduces driver’s burden. But the responsibility for safely handling
the vehicle remains with the driver under all circumstances [4, 12–14].

4.2 24 GHz SRR System

The 24 GHz frequency band was adopted for short-range automotive radar sensors
(SRR). Its main aspect is range accuracy and is based on wideband operation,
which gives a wide view of the surroundings of the car at moderate speeds. And as
it does not measure the angle of the detected objects, single antenna element is
sufficient for this. For short-range applications, UWB sensors are preferred in SRR
because of their low-cost perspectives and high resolution. Compared to 77 GHz,
24 GHz does not a have higher frequency and it has low resolution and less
Doppler sensitivity. The FCC allocated automotive UWB short-range radar systems
with the band of 22–29 GHz having a maximum mean power density of
−41.3 dBm/MHz [15–17]. SRR sensors operate in continuous wave mode (CW,
FMCW, and FSK), in pulsed mode (pulse, pulse Doppler), or in coded radar with
spread spectrum techniques (pulsed, CW, pseudo-noise). SRR sensors can enable a
variety of applications like:

• Stop and go functionality
• Collision warning
• Blind spot monitoring
• Parking aid (forward and reverse)
• Lane change assistant
• Rear crash collision warning

4.3 76–81 GHz Short-Range Radar

Higher-frequency radar systems tend to perform better because they are more
reliable and more accurate. For short-range radar applications, the resolution should
be high, so a wide bandwidth is required. Therefore, the use of short-range
vehicular radar operating in the frequency band of 76–81 GHz is maintained by the
European Commission (an ETSI Standard) in 2004. And it was concluded by EU in
2013 that 24 GHz range will not be used further. The main advantages of the
79 GHz frequency band are that a single technology can be used for all applica-
tions, radar devices can be much smaller, and the risk of mutual interference
problem will be low as it requires low emission power [16–18].
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There are four main reasons for changing 24 to 76–81 GHz:

1. Shifting to the 76–81 GHz range allows developing radar modules that will be
used for all automotive radar types from LRR via MRR to SRR. Hence, it will
be a cost-effective change.

2. Future vehicle safety system demands higher resolution and accuracy in space
and time.

3. Vehicle integration and sensor packaging demand minimization, while
enhancing sensor performances.

4. With the increase in technology, mutual interference has become an issue.
A large bandwidth having frequency hopping or other frequency separation
methods has to be mandatory for interference mitigation and is worldwide
available only between 76 and 81 GHz.

Besides these requirements, 77 GHz LRR and 24 GHz SRR are already in use
and 76–81 GHz SRR is in process. European Union Commission is encouraging
trends of employing even higher-frequency bands than 77 GHz for automotive use
like 158 GHz for ACC and 122 GHz for near-range parking sensor.

5 Future Trends

ACC was developed for collision avoidance only. With the increase in technology,
requirement has increased. Today, ACC system is already in trend for autonomous
driving. Countries like Europe, China, and Japan are in track of autonomous
driving. In Japan, the organizer of the autonomous driving project is the MLIT
(Ministry of Land, Infrastructure, Transport, and Tourism). The European slogan of
the running decade in direction of automotive sensor development is:

2011 -2020 - the decade of action for road safety

The vision of vehicle motion and safety of Germany and Europe is to have
accident-free driving by the year 2020 and fully autonomous driving by 2030 and
onward [11–21] (Fig. 1).

Fig. 1 Visions for vehicle
motion and safety [19]
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6 Requirements for Autonomous Driving

(1) Static and Dynamic Environment Sensing: For driving as well as for parking
functions, localization and navigation are mandatory. Today, available sensors
are not sufficient to distinguish between static, dynamic, and slow-moving objects
like animals, human beings. It is a major issue for autonomous driving and to
reduce accident rate which may be solved using Doppler processing [22, 23].

(2) Decision-Making: For autonomous driving, ACC system is required to have
good decision-making capability. As mention above, after sensing its envi-
ronment, the system must be able to take decision distinguishing between
objects. If two or more vehicles are approaching at 70 km/h, then it should have
decision-making capability to slow down or apply brake or to change lane to
avoid collision. Along with signal understanding, the system also has good
decision-making capability [22].

(3) Ego-motion Estimation: In vehicles, for velocity and yaw rate (rotational
speed around the height axis), sensors are usually available. But sometimes due
to large rotational velocities around the other axes due to braking or bad roads,
tilt or roll motion is not measured. So the estimation of the ego vehicle’s motion
is a key requirement for automated vehicles localization.

(4) Mutual Interference Problem: If there are two radars operating with the same
modulation scheme and same frequency band, mutual interference will occur.
The beat signal of another radar transmitted signal with the actual radar
transmitted signal will be interpreted as a target echo which leads to false alarm
and unsafe decision. This can be mitigated by signal processing method like
PN-coded FMCW or spreadspectrum technique [24].

(5) Cost of Radar and Sensors: High cost of automotive radar is a major issue.
(6) Weather: Increase in frequency leads to weather problem. Heavy rain or

snowfall can interfere with cameras and laser sensor.

7 Conclusion

Automotive radar is being used since many decades. Many technologies have been
introduced, and most are in use practically while some are only theoretically suc-
cessful. The system developed is not perfect specially for autonomous driving.
Improvement is required to be done in image processing for collision avoidance and
blind spot detection. Mutual interference in radar is also an issue. To mitigate
accident rate, slow-moving object detection and distinguishing between static and
dynamic object are also required. Automotive radar is being used today for
autonomous driving and is coming as future trend so better system is required to
develop.
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Landmark-Based Robot Navigation:
A Paradigm Shift from Onboard
Processing to Cloud

Prerna Rai and Dhruba Ningombam

Abstract Cloud robotics is one of the important and upcoming technologies of the
twenty-first century. It is in actual fact a computing system which is distributed in
nature, and the processing is performed over the cloud, for computation of huge
amount of tasks. Cloud services help robots to find its application, both in the
indoor or outdoor environment for various purposes in our everyday life. Before the
advent of cloud, the robots were mostly independent and performed computation
and storage in the onboard computer or microchip. This led to huge overhead on the
processing power of the robot. Therefore, the survey is organized around two major
aspects of robot navigation, i.e. robotics with onboard information and robotics
with cloud infrastructure. This paper highlights the change in the technologies for
robot navigation and the benefits of cloud infrastructure.

Keywords Cloud robotics � Landmark � Navigation � Robot

1 Introduction

Robot is a machine designed to perform one or more tasks autonomously using its
intelligence. Their essential elements are sensing, movement, energy, and intelli-
gence. The history of robots dates back to the year 1920 when Karel Capek first
introduced Rossum’s Universal robot [1] in his play. In the year 1941, for the first
time, the term robotics was used by Isaac Asimov referring to it as a science and
technology of robot. Asimov in his book “I, Robot” went on to formulate the Three
Laws of Robotics, set of rules which have now been widely adopted in the field.
According to [1], robotics can be defined as the branch of various engineering fields
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such as mechanical engineering, electrical engineering and computer science. They
deal with the design, production, functioning and application of robots. The major
components of robots are [2]:

(a) Mechanical structure: wheeled platform, arm, motor, DC motors, AC motors,
stepping motors, servomotors.

(b) Sensors: light sensors, touch sensors, sound sensors and acceleration sensor.
(c) Control systems: power supply, control system such as logic circuit and

microcontroller which is characterized by speed, size and memory.

Microcontrollers are the core elements of many robots. With the rapid
advancement in the design and capacity of microprocessor and other techniques, the
capabilities of robots have increased to greater extent. Today robotics is in a new
venture for an application which demands advanced intelligence. Robotic tech-
nology is introduced with a wide variety of technologies such as machine vision,
force sensing which has vividly changed the speed and efficiency of the new system
[3].

It can be concluded from various researches that robotic application started its
journey from automated industries and moved towards the augmentation of robots
into intelligence. However, the technology used in traditional robotics has been
limited by the innate physical constraints. They are especially not meant for
large-scale environment due to onboard computations of task as they have limited
computing capabilities. Therefore, with the introduction of the World Wide Web,
the complexity in computing task by robots decreased dramatically. The perfor-
mance and efficiency of robot has seen an exponential increase with the intro-
duction of cloud and its services.

Hence, the survey is based on the change in the paradigm beginning from the
independent robot to the cloud-based architecture for achieving navigation of
mobile robots based on landmark, taking advantage of the intensive computation,
huge storage and availability of other shared resources of the cloud [4].

Cloud infrastructures provide high consistency, larger storage capacity, and
stable power system, reuse of hardware, high scalability and better resource uti-
lization. These properties make cloud a better approach towards the functioning of
robot. In particular, the dynamic scalability property of cloud is exceedingly useful
in robotics [5]. Thus, the term cloud was combined with robotics in the year 2010
by James Kuffner and called cloud robotics [6].

For the efficient functioning of robot, there are four major benefits from the
cloud to the robot [7]. They are as follows:

(1) Big data: access to remote data store of imagery, maps and other data.
(2) Cloud computing: access to on-demand parallel computing for statistical

analysis, learning and motion plan.
(3) Collective robot learning: robots sharing and exchanging knowledge with other

robots having different hardware and software.
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(4) Human computation: It is the use of crowdsourcing and call centres. It provides
on-demand access to remote human guidance for analysing image, learning and
controlling and error recovery.

The study presented here is based on the navigation of robot using different
landmarks. It shows the different techniques in navigating the robot based on
landmarks since navigation is one of the fundamental problems that exist in cloud
robotics and is particularly of two types: local and global navigation [8]. Local
navigation deals with navigation on the scale of few metres, while global navigation
deals with navigation on a larger scale where robot cannot view the goal state. In
this type, the main problem is obstacle avoidance. In this paper, the literature survey
task is performed to find a difference in techniques used by different researchers and
the limitations of the same techniques. From the study, it is found that most
researchers rely either on navigation of robot using a predefined map or generating
a map on the go. Some of the approaches rely on techniques of localization and
others on robot navigation based on landmark [9].

2 Literature Survey

During the last few years, several researchers have performed studies that have
focused broadly on two different aspects of robotics for navigation of robot. One of
the aspects is the use of onboard computation and storage, and the other is using
cloud infrastructure or cloud services. The study focuses on the advancement in the
technology that changed the world of robot navigation and how there has been a
gradual shift from independent robots to cloud robots.

2.1 Robotics with Onboard Information for Navigation

Several researchers have worked on the navigation of the robot using various
techniques based on landmark. The very initial technique used for navigating in an
environment is using landmark-based maps where robot has camera and sensors to
identify landmarks and measure the angle subtended by the landmark as stated in
[9]. The position of landmark in the external coordinate system is given on the map,
and linear positioning estimation algorithm is used to localize robot while in motion
given a noisy data input. For the purpose of landmark identification, the system
compares the pixel values of pictures obtained from the images captured by the
camera to the picture that is stored in the database. The pixels provide information
on the bearing of one landmark relative to another landmark. However, the major
challenge was the presence of large outliers in the images obtained from the camera.
This affects the positioning and orientation of robot and causing misidentification of
landmarks in a large environment [1]. Furthermore, the course of concurrently
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tracing the location of a mobile robot to its surrounding and generating the envi-
ronmental map has been an essential research topic in the field of robotics.
Therefore, with the introduction of simultaneously localisation and map building
(SLAM), the possibility of identifying landmarks and navigation of mobile robot in
larger and unmodified environment has substantially improved. In the paper [10],
vision-based SLAM algorithm has been proposed. The system uses scale-invariant
feature transform (SIFT) and was developed by Lowe in the year 1999 for object
identification The image features do not vary with image transformation, scale,
rotation and also to some extent invariant to illumination changes. Due to these
properties, it makes them appropriate landmark for robust SLAM. Moreover, SIFT
features are considered to be good natural visual landmarks for tracking objects
over an extensive period of time from a different view and angle. The system
compares the SIFT landmark with the stored SIFT characteristics for the landmark
identification required for robot navigation using the transformation technique and
builds a 3D map. However, an error exists with image features, and analysing error
is important. Solution to the problem is determined using variant approaches such
as the ones based on Kalman filtering [11]. This method is also known as linear
quadratic estimation (LQE). LQE is an algorithm that uses a sequence of mea-
surements observed over time and results in more precise estimates of unknown
variables compared to those based on a single measurement alone. Though it
provides precision, it cannot identify the features distinctively. Therefore, in later
years another approach was developed based on ‘Markov localization’ [12]. It is a
probabilistic algorithm that provides accuracy for representing probabilistic distri-
bution of different kinds. But the major drawback of this technique is that it requires
considerable computation power for updates therefore is not suitable for large
environment. Monte Carlo localization (MCL) is one of the suitable ways to the fix
the above-stated constraint. MCL, also known as particle filter localization, is an
algorithm developed in computational robotics to localize using a particle filter. The
algorithm finds the location and direction of robot as it moves in an environment
with the map provided. It also senses the environment. Apart from the technique
mentioned, there were many on the line but none of the techniques deal with change
in topology. Therefore, in the paper [8], an algorithm has been proposed where the
robot is allowed to navigate precisely and reliably using a sensor network in
dynamic environment. The navigation occurs node to node, starting from the start
node to the goal node as shown in Fig. 1.

The principle under which the network and robot interact is based on the
communication served by network. The network also provides sensing and com-
putation medium for the robots. For a robot to navigate, the navigation goal is
provided and the node that is nearest to the goal triggers navigation field compu-
tation. Thereafter, each node probabilistically determines best possible direction for
navigation purpose. The proposed system uses adaptive delta per cent algorithm for
determining the node that is nearest to the robot.

Thus, the system enhances the navigation of robots using many networked
sensors but the major challenge lies in pre-programming every node with
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information about its neighbours, and moreover, each node in the network should
probabilistically know its neighbour.

For any robot to navigate, the basic requirement for a system would be to have a
complete navigation of mobile robot that integrates both local and global navigation
systems. For example, Vector Field Histogram* algorithm (VFH*) in [13] com-
bines the VFH+ and A* search for both local and global path planner. Similarly,
many other local obstacle avoidance algorithm such as dynamic window (DW) and
nearness diagram (ND) [14] are combined to perform navigation for complete
system, while A* algorithm is combined with DW algorithm to develop D* algo-
rithm. However, several shortcomings were identified. The mobile robot was
trapped in a loop when it reaches a dead end. Currently D* search algorithm is the
most widely and feasible for use in dynamic environment. The use of D* algorithm
can obtain information about global environment from any position. Therefore, the
paper [15] introduces a complete navigation method called DVFF. This algorithm
combines D* algorithm, with virtual force field (VFF) approach which is an
obstacle avoidance algorithm. It also makes use of ultrasonic sensors without
assuming prior knowledge about the environment. The paper, however, does not
take into consideration, the information about topology of the obstacle’s position.

In mobile robot navigation based on landmark, vision is one of the major ele-
ments of interest. Visual landmarks have played a major role in making efficient
navigation compared to the output of odometers. The work presented in [16] aims at
“natural” visual landmarks built over SLAM paradigm. The extraction of landmark
is focused mostly on quadrangular objects, e.g., ventilators, windows, posters,
cupboards. These selected landmarks are the basic man-made structures. The paper
highlights two main directions regarding visual landmark-based navigation system
which is described for topographical navigation, and to handle ambiguous land-
mark, the Markovian localization is implemented. The system proposed is

Fig. 1 Node-wise navigation
based on sensor network
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specifically experimented in an indoor environment. The experiment conducted
verifies that the system remains efficient even when there is a variation in lightning
or brightness and change in view.

Several other techniques apart from the above mentioned have been investigated
for indoor and outdoor environment using RFID, networked sensors, visual land-
marks using SLAM paradigm, etc. SLAM could be CPU intensive and would not
allow additional task during navigation. Therefore, the introduction of artificial
marker provided solution in wide range of environment. The paper [17] makes use
of a 2D barcode as artificial landmark and is based on computer vision. The
approach enables the creation of map for indoor environment and allows navigation
of robot. With the introduction of artificial marker, the navigation is comparatively
faster. The work has been conducted for both corridor and multiple room naviga-
tion. But the major drawback of this approach is the use of visible black and white
code which is quite impeding. The approach does not use movement orientation
during robot walk.

Further improvement in the detection of landmark during robot movement and
different lighting conditions needed an enhancement in the previous work. This
enhancement has been proposed in Zhang et al. [18]. The system is based on 2D
code landmark for the process of localization of robot in an indoor environment. In
the situation where the information of the robot’s surrounding is not provided, the
researcher proposes a blind search and vision-based search strategy for navigation
of robot. Vision-based search strategy considerably reduces the amount of time
consumed on locating a landmark compared to blind search strategy. However, the
system does not consider obstacle avoidance.

Despite the fact that the technology in the field of robotics has evolved rapidly,
most of the existing robots are not fully automatic and unreliable [19, 20] for
surveillance purpose. The possibility of distinguishing between a path and an
obstacle and making a robot autonomous using Kinect sensor has been proposed in
the paper [17]. The paper proposes low-cost autonomous mobile robot for safe
navigation by developing a software implementation comprising of both obstacle
avoidance algorithm and navigation algorithm. The system uses filtering and
clustering process to the 3D point cloud converted from the acquired video, but the
main problem that arises is in the quality of image captured and also the use of
vision-based sensor that may incur certain cost. Apart from all the research, the
related work presented in [17] focuses on the development of an indoor autono-
mous mobile robot that can be used as a tour guide. Many other tour guide robots
were developed. Most researchers used RFID technology while some made use of
laptops and smartphones. The proposed system deals with navigation, sensor
integration and control. Combining a smartphone application with robot technology
using microcontroller is the main achievement of this robot. In the proposed system,
the robot is autonomous and is programmed to recognize QR code using ultrasonic
range sensors. The system is based on Bluetooth technology in order to send
information provided in the QR code to the tour guide robot. For the purpose of
robot navigation at higher speed, the QR reader had difficulty recognizing the QR
code. To meet the challenge, the system devised a mechanism that detects a
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circle-shaped marker to slow down the speed for reading the code properly. But the
research work could be extended further for more robust turning control of the
robot.

2.2 Robotics with Cloud Infrastructure for Navigation

During the last few years, several researchers show how landmarks can be used for
mobile robot navigation. The use of 2D code or QR code and other artificial
markers paved a way ahead towards the use of growing technology. As per the
survey done in [21], the field of robotics has advanced considerably since 1995.
There are over 5 million service robots like the Roomba vacuuming house and
services, over 3000 robots assisting surgeons in operating rooms, etc. With the
introduction of Kinect 3D camera by Microsoft, came a major breakthrough for
robotics. By the year 2012, the major outburst in the field of robotics came with a
huge initiative taken by US National Robotics.

The robots application is extended further to solve the problem of uncertainty.
As of today, robots are still not intelligent enough to work under unknown envi-
ronments. Hence, the cloud is considered to be the key to the new generation of
robots. Cloud computing for robotics is considered to be useful in many ways
which include saving of power and energy of robot, increase storage capacity,
efficient resource utilization. Cloud is a service provider to robots especially when
the amount of data to be stored increases vigorously due to growing objects around
us and also due to uncertainty and huge computation. Therefore, the solution to the
problem lies in cloud robotics. Till this moment, robots are viewed as self-contained
system with limited computation and memory. Today, cloud robotics makes use of
Internet where robot can access and exchange code and data via wireless
networking.

By the year 2013, the field of cloud robotics became one of the truly required
fields of research. The research performed in [22] deals with cloud robotic paradigm
for enhanced navigation of autonomous vehicle. The system proposes data fusion
technique with advanced sensing systems for automated guided vehicles (AGVs). It
is generally used for automated transportation of raw materials in industrial envi-
ronments. The AGV makes use of sensing system that enables reliable obstacle
detection gathering information about environment, but the major challenge is in
classifying objects, and the other challenge is to navigate freely by increasing the
flexibility. Therefore, to meet with these challenges, the system proposes a cen-
tralized system known as Global Live View cloud service which contains updated
information about all the entities and thereafter a real-time global map is produced.

The era of cloud robotics began with “Remote brained robots” [23], a work by
Inaba et al. in the year 1997. By the year 2009, World Wide Web for robots was
envisioned which led to the announcement of a RoboEarth [24] project. RoboEarth
allows the robots to share and communicate data and also provide opportunity to
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learn from each other. This steady growth of robotics towards cloud has helped in
enhancement of robot navigation in the most efficient manner.

In the year 2015, another related work is presented by Salmeron [5]. The pro-
posed system shows the possibility of using a vision-based navigation assistant on
an external cloud. It also shows the improved performance of robot navigation
when compared with the onboard processing of the robot. The system proposes a
robot with a stereo camera and sends frames to the teleoperator and to the process
that extracts 3D point cloud (3DPC). The 3DPC is then sent to the navigation
assistant node. The node also receives input command from local command
interface and are empirically translated to the desired linear and angular speed (Vj,
xj). Once the information about obstacle and robotic velocity is obtained correctly,
Vmax is computed to avoid obstacle collision. From the analysis made for compu-
tation offloading in this work [5], it is found that 3DPC extraction and navigation
assistant in the cloud provides high scalability and efficient computation offloading
compared to the processing in the robot without cloud.

In the same year, another related work based on RoboEarth project was
undertaken. The paper [25] describes the vision of RoboEarth project in designing
knowledge-based system. RoboEarth is a knowledge base for robots that converts a
simple robot into an intelligent one. In this paper, the researchers state that a robot
functioning in an environment for the first time can get the information previously
stored by any other robot using semantic robot description language (SRDL). The
project also provides collision-free navigation capability using A* algorithm and
ORM algorithm. Hence, with RoboEarth, the working of simple robots with typical
computation and communication facilities can be furthered.

In the aforementioned works, several researchers have used landmarks which are
used to provide local space information. They have provided the robot with cloud.
Furthermore, even if the current system bases its study about robots in realistic
environments, the paper [26] includes referential markers to provide information to
robot real-time environment. The paper aims to provide a dynamic way to configure
mobile robots and allows navigation in complex and wide indoor environments that
are not known in advance. The system is based on three main modules. They are
environmental tags, a Cloud SaaS and a Maps Supervisor. The environmental tags
such as AR Tag and QR Tag is used by the system. These tags provide information
about the remote resource to the robot. The Cloud SaaS is the storehouse of all the
information about the environment, and finally, the Maps Supervisor takes the
output from the tag detection module for the assessment of the map. Depth cameras
are used for tag detection mechanism and are extremely cheap and widely used in
robotics, but the system needs to further work on the use of scene recognition
techniques in order to identify features instead of QR codes. Also, this method
modifies prestored information using multiple robots.
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3 Analysis of Robotics Without Cloud and with Cloud

Table 1 as depicted below provides an insight towards the change in the efficiency
and performance of the robot with respect to the amount of task performed. It
further illustrates an improved tolerance to fault because of the decentralized
architecture, and above all, it elucidates how the cost-effective nature of the cloud
has made the transition of trends towards a new era.

4 Techniques Used

Table 2 shows the change in the use of methods and techniques used for the robot
navigation using landmarks suitable for different environment. It highlights how
major changes came by the year 2009, with the introduction of RoboEarth. Other
projects like DaVinci [27] also play a vital role for the success of cloud to be used
in the field of robotics. By the year 2013, technology had already stepped into a
new era, an era of cloud integrated with robotics known as cloud robotics. The year
2010 is marked as the era of cloud robotics. Several techniques were introduced
thereafter, and today by 2016, researchers are still on a verge of making robots more
dynamic and applicable in real environment.

Table 1 Analysis between robotics with and without cloud

S. No. Parameters Robotics without
cloud

Robotics with cloud

1 Architecture Centralized Decentralized

2 Scalability Scalable only with
networked robot

Highly scalable

3 Heterogeneity Homogeneous in
nature

Supports heterogeneity

4 Security issue Secured as the data
are onboard the robot

Measure should be taken while using
cloud

5 Communication
bandwidth

Not applicable Speed of communication heavily
relies on communication bandwidth

6 No of task
performed

Limited Can be extended using cloud service

7 Cost Expensive Cost-effective

8 Fault tolerance Low tolerance High tolerance
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5 Conclusion

This paper provides a chronological study of the major changes that took place in
the use of methods and techniques for robot navigation using landmark. The study
also delivers findings that authenticates the use of cloud with robotics and subse-
quently augments the performance and efficiency of robots by shifting the head of
robot to cloud, or by using the cloud storage. Along with its benefit, there are
limitations of cloud as well. Sometimes, there are difficulties in controlling robots
motion as it depends on sensors, feedback of controllers and Internet connections.
Many a times, cloud-based applications can get slow due to high latency responses
or network problem. If robot is totally dependent on cloud, a small fault in network
can leave the robot brainless. It can be hacked easily as real-time execution is
required for the same.

Table 2 Techniques used till date

S. No. Year Navigation technique used Suitable environment

1 94–97 Linear positioning estimation
algorithm
Uses pixel to pixel comparison

Small environment

2 1999 Markov localization Dynamic environment but
impractical for large
environment

3 1999 MonteCarlo localization Large environment

4 2002 Vision-based SLAM algorithm using
SIFT

Global environment

5 2004 Sensor network Dynamic and small
environment

6 2005 DVFF approach Dynamic environment

7 2007 Use of natural visual landmarks with
SLAM paradigm

Indoor and local environment

8 2009 Introduction of RoboEarth project Networked robot

9 2013 • 2D barcode
• Global live view cloud service

• Indoor
• Dynamic

10 2014 Use of 2Dcode and vision-based
search strategy

Dynamic environment

11 2014 Use of Kinect sensor Indoor environment

12 2015 • 3DPoint cloud extraction of image
and cloud-based robot navigation
assistant

• Use of open-source RoboEarth and
communication using SRDL

• Static environment
• Enhances communication
both in small and large
environment

13 2016 Use of referential marker QR and AR
tags. Uses cloud services

Real and dynamic environment
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But in future, robots can be made to store the interactions made with cloud so
that if the connection goes offline, the robots can retrieve the stored data from their
own memory in order to sense and react to their surroundings.
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From Cognitive Psychology to Image
Segmentation: A Change of Perspective

Anju Mishra, Priya Ranjan, Sanjay Kumar and Amit Ujlayan

Abstract Image segmentation is a complex and essential task used in many
computer vision applications. The problem of image segmentation can essentially
be formulated as a grouping problem which in its simplest form tries to group the
pixels of image into distinguished regions of interest so that further processing of
the extracted regions can be achieved. This work proposes an image segmentation
model which is inspired by the findings in cognitive psychology theories to divide
the image into separate coherent regions. The proposed work tries to correlate
between human and machine cognition by studying the segmentation process under
the light of psychology of human vision.

Keywords Image segmentation � Foreground extraction � Cognitive psychology
Machine vision

1 Introduction

Image segmentation is the task of decomposing an image into its constituent regions
of interest, i.e., objects and the background present in that image. A lot of work
[1–6] has already been done in this direction, and various types of approaches have
been formulated and proposed by researchers across the globe to cope up with this
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simple task. For many applications, separating figure and ground is a necessary and
inherent step for further processing, e.g., developing intelligent machines and
cameras that can automatically separate the object of interest based upon the context
of application. For a human, the task of separating figure from its ground is very
simple and inherent, from computational or machine point of view, the same task is
considered to be a difficult one, and as the nature or the characteristics of the
environment (e.g., noise and illumination variations and variations in camera angles
and perspective) change, the task is transformed into a complex problem. From a
psychological perspective, the problem can be defined as a grouping problem in
which the visual system tries to group the visual stimuli based on different
properties of these stimuli, e.g., intensity, contrast, distance, similarity of color,
texture.

The Gestalt school of Psychology [7–11] follows that perceptual grouping plays
a vital role in human visual perception, and based on these thoughts, many
researchers have formulated various algorithms which follow closely the line of
perceptual grouping. Since perceptual grouping can be linked most naturally to the
problem of figure–ground separation (i.e., segmentation process), all these proposed
algorithms tried to group image pixels based on different pixel properties—be it the
color, texture, or contrast between adjacent pixels. An efficient image segmentation
algorithm must have two important properties:

(a) It must capture perceptually important regions within an image.
(b) It must be computationally faster in terms of running time so as to be applicable

in real-time scenario.

2 Related Work

The latest computer vision algorithms follow one or more of the following math-
ematical models [2, 4, 6, 12–15]:

Graph-based Approaches: Models the set of image pixels as a graph and seg-
mentation process to be a graph partitioning problem.
Clustering Methods: Models image pixels to belong to different clusters or groups
and segmentation process to be the problem of finding non-overlapping coherent
groups of pixels.
Appearance-Based Models: Models the image as having different appearances for
figure and ground and segmentation process to be the problem of finding key
appearance features, e.g., key feature points.
Classification Techniques: Attach a class label with each image pixel to find
different areas/regions/patterns inside the image.
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Thresholding and Histogram Methods: Focus on forming the bins of pixels based
on intensity value and try to find a threshold value suitable to divide the image into
segments.
Edge Detection Methods: Segment the image into edges and background.
Region-Based Methods: Partition the image into separate regions.
Template Matching: In this method, segmentation is achieved by creating tem-
plates (representation of objects) and then matching them against the input image to
find the presence of object in question.

Many psychologists have proposed different viewpoints supported by experi-
ments to prove that visual perception process is either a top-down process or
bottom-up process or a combination of these processes [16]. According to the
Gestalt theory, visual perception is a global phenomenon which starts from local
characteristics of visual stimuli. This leads to the perception of those structures
which are constituted from elementary perceptual stimuli but are more stable and
strong in terms of global properties. The winning visual structure is constituted as
‘figure’ and the loser as ‘ground.’ The Gestaltist has proposed the laws of visual
perception which are classified into two categories:

(i) Local or elementary grouping laws and
(ii) Global grouping laws.

The process of visual perception starts by considering local characteristics such
as similarity (of color, shape, texture, etc.), constant width, vicinity [7–9].
Whenever the points in a neighborhood have common characteristics, they get
grouped and form visually extended objects. Since all the elementary grouping laws
work simultaneously, many overlapping visually extended (global) perceivable
structures are formed simultaneously. Finally, global grouping laws governing
these extended (global) structures compete with each other and the winning law
which governs the most stable structure contributes to the perception of that
structure as an object.

The Gestalt view of perception [17] suggests a bottom-up approach for figure–
ground perception, where elementary grouping laws work first and form
higher-level groups, and in the next step of refinement process, these higher-level
groups are synthesized by application and collaboration of global gestalt laws; as a
result, different interpretations for figure and ground in the same image are possible.

Psychologists have made constant efforts in this direction and proved experi-
mentally that visual cognition and perception are not only a bottom-up process but
sometimes it is a top-down process or a mixture of both. Apparently, prior infor-
mation and cues or previously learned facts play an important role in the visual
cognition process and the domain knowledge and past experiences also speed up
the whole process of visually perceiving objects from a scene [10, 11, 16].
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3 Perceptual Analysis of Existing Computer-Based
Segmentation Methods

By making use of these psychological findings, computer-based algorithms can be
formulated to perform image segmentation. [7, 9] has identified that the gap
between human and computer vision is due to the fact that human vision primarily
depends on the physiology as well as the psychology of brain system while all
computer-based methods and systems primarily focus on the physiological aspects
of human brain and try to imitate the functioning of the brain system. The most
commonly available computer-based segmentation techniques can be broadly
classified into three different categories inspired by psychological findings
(Table 1):

(i) Top-down approaches,
(ii) Bottom-up approaches, and
(iii) Knowledge-based or hybrid approaches.

The working principle of popular automated image segmentation techniques is
explained below which clearly shows that all these techniques got their intuition
from perceptual grouping principles proposed by Gestalt which says that the pro-
cess of visual perception starts by considering local characteristics such as simi-
larity (of color, shape, texture etc.), constant width, vicinity. Whenever the points in
a neighborhood have common characteristics, they get grouped and form visually
extended objects.

1. Graphs: Graph-based approaches to image segmentation try to create a graph of
image pixels wherein pixels represent the vertices of graph and these are linked
by edges between them based on some similarity criteria.

2. Clustering: These methods group the pixels in different clusters of interest based
on pixel properties and the neighborhood around them.

3. Appearance-Based models: In these methods, the appearance of object region is
created (e.g., by extracting key feature points of object region) to model the
object shapes.

4. Classification: The methods that use a classifier fall into this category. The
classifier learns to divide image pixels into coherent segments by utilizing
supervised or unsupervised learning methods.

Table 1 Classification of computer-based segmentation methods according to psychological
findings

Top-down approach Bottom-up approach Learning-based/knowledge based/ hybrid
approach

Appearance models Graph-based Template matching

Classification Clustering Interactive techniques

Region splitting Thresholding

Edge-based

Region growing
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5. Threshold: In thresholding technique, one or more intensity values (generally
called ‘the threshold’ value(s)) are identified and all the intensity values greater
or equal to threshold value are grouped together (generally by setting them, e.g.,
1) and all others are set to a different intensities, say 0. In this manner, all the
image pixels are divided into two or more groups which correspond to object(s)
and ground.

6. Edge: The edge-based methods use the contrast information and find the edges
and boundaries of object regions. Normally, closed boundaries indicate the
location of objects in image and rest of the information is treated as background.

7. Region: Region-based approaches start by choosing initial seed points from
image space and then growing or accumulating more similar and neighborhood
points into the same region.

8. Template Matching: In this method, initial cues of actual objects are created and
saved and these are called the ‘templates,’ and then by using some sort of
matching function, the similarity between the object in question and the tem-
plate is decided.

4 Proposed Model

The study of visual psychology enabled researchers to get deeper insights into
human cognitive process. It has been concluded that visual cognition is not only
about seeing or sensing the environment from visual organ but the perceiving of the
objects is a complex process which involves previous knowledge and cues to make
the overall process faster and effective. Based on these facts, a generalized auto-
mated image segmentation model must have the following components (Fig. 1):

Elementary 
Feature 

Extrac on

Global feature
(e.g., shape) 
Extrac on

Grouping 

System 
Memory

(Knowledge base)

Matching

Matching

Decision 
maker

Segmented 
Image

Input 
Image

Fig. 1 Proposed model for image segmentation
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(a) An elementary feature extraction and grouping module,
(b) A global feature extraction module,
(c) A system memory module to hold past knowledge, and
(d) A decision maker module to select the most stable candidate segmentation.

5 Conclusion and Future Scope

The proposed work is an attempt to link psychological findings with computer
vision. The proposed model makes use of past knowledge to select between the
possible interpretations of object which may help in achieving higher segmentation
accuracy. The future work will be to incorporate this model for developing an
automated image segmentation system.
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An Exploration in Perception-Based
Digital Media Processing:
A Psychological Perspective

Shanu Sharma, Priya Ranjan and Amit Ujlayan

Abstract The computer vision field deals with the problem of understanding the
scene or features in images of real world with the help of image processing and
pattern recognition techniques. The main complication in this task is that the objects
present in the images may have different appearances to the camera due to illu-
mination effects, camera position, shadows, types of camera, etc. Nevertheless, with
the advancement of technologies, today computer vision has provided reliable
methods for various tasks like object classification, action recognition, autonomous
driving, scene analysis, highlights extraction in videos and many more. But the
problem of automatic qualifying is that how well people perform these actions has
been largely unexplored. Human visual system and cognition can outperform the
performance of computer vision algorithms. The objective of this paper is to
highlight the state of the art of various psychological views of human visual per-
ception in computer vision methods that have been found to operate well and that
led up to the above-mentioned capabilities.
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1 Introduction

In the last couple of decades, a digital multimedia revolution has been experienced
where TV and cinemas have gone digital, and laptops, tablets, smartphones, etc.,
are having high-quality media streaming over the Internet. Digital videos and
images bring broadcasting, cinemas, computers and communication industries
together in a truly revolutionary manner. A single device can serve as a personal
computer, a high-definition TV and a video phone at the same time. This
advancement of digital multimedia has generated a lot of digital contents like
movies, news, TV shows, sport videos that can be easily recorded and distributed to
anyone and anywhere using satellite perception and can be used by us in our daily
life in the form of high-definition TV, in malls, in classrooms, in mobile phones,
etc. We can now capture a live video on a mobile device, apply digital processing
on it and can transfer it to any place. Other applications of digital media processing
can include medical imaging, surveillance of military, law enforcement and intel-
ligent highway systems. Due to this vast amount of video generation and its
applications, there is a high demand of good video processing techniques which can
be applied to various types of videos and can improve the existing video
processing-based applications.

1.1 Computer Vision-Based Video Processing

Video processing is a field of computer vision for automatic interpretation of digital
videos using computer-based algorithms. Although humans are generally very fast
in interpreting the digital videos, the development of computer algorithms for the
same task is highly evasive and so is an active research area in computer vision. The
rapid growth in the field of multimedia information and video technologies gen-
erates a lot of research interests among researchers for the visual feature-based
video retrieval, analysis and other video processing technologies. The basic prob-
lems in video processing include

• Searching for events in videos,
• Object extraction like extraction of all people in a scene,
• Removing vibration and jitter in a video,
• Spatially or temporally aligning video captured from multiple cameras.

Due to explosive amount of videos, the traditional approaches of video pro-
cessing are not able to cope up with it, so new approaches of video processing are
need to be developed (Table 1).
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1.2 Human Perception and Its Characteristics

Perception is the process of brain to organize, identify and interpret information
received form sensors for the representation and understanding of environment. It is
the ability of a person to see, to hear or to get aware of something through different
senses. Perception cannot be seen as a passive acceptance of signals as it can be
modified by learning and expectations. The process of sensing and perception can
be explained with the help of Fig. 1.

Environmental stimulus is anything that we can see, hear or touch or smell, a
part of environment stimulus, focus attention on this stimulus which then excites
the receptors, e.g. the visual stimulus forms the image on the retina. Transduction is

Table 1 Various applications of automated video processing

Video indexing and
retrieval

Video annotation Video tracking

Video stabilization Real-time analysis of scene
conditions in videos

Reconstructing 3D scene
information in video

Tracking of objects in
video

Personalized interactive
online video

Video summarization

Video analysis for
surveillance

Video-quality evaluation Video compression

Video processing in
compressed domain

Multi-camera video fusion
and processing

Objective and subjective
video-quality estimation

3D multi-view video
compression

Video segmentation Video enhancement

Processing 

Perception

Recognition

Action

Environmental 
Stimulus 

Attended Stimulus

Stimulus on Receptors

Transduction

Knowledge

Fig. 1 Human perceptual process
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the process of transforming one energy into another, and like in case of visual
perception, the image on the retina generates electrical signals in tens and thousand
receptors in eyes.

Attended stimulus—is a part of environmental stimulus, focus attention on this
stimulus.

Stimulus on receptors—the attended stimuli excite the receptors. Neural pro-
cessing is the process of transferring the electrical energy to brain by interconnected
neurons. This electrical energy transforms in brain to conscious sensory experience
called as perception. Recognition and action are the important outcome of per-
ceptual process.

2 Human Visual Perception and Its Characteristics

Visual Perception: Vision is the perception of 3D world from its 2D partial pro-
jections onto the left and right retinas of eyes. Vision is the only sense that provides
accurate spatial information from a distance. Vision is a residual perception. What
you see is what you get. Visual perception can be understood by

– From psychological point of view
– From physiological point of view
– Use of both approaches to create a complete and consistent view…

Physiological Approach
Molecules ! Neurons ! Circuits and brain areas ! Brain

Psychophysical Approach
Individual features ! Group of features ! Objects ! Scene

3 Psychological Views for Visual Perception

Perception is the process of getting aware of something through our senses or the
way in which something is understood or interpreted. The main problem for psy-
chologist is to describe the process of formation of perceptual experience after
receiving the physical energy from sense organs. Main theoretical issues among
psychologist are:

• Some say that perception depends directly on the information present in stim-
ulus only.

• Some say that perception is not direct but it depends on the perceiver’s belief
and previous knowledge.
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Based on these two assumptions, perception can be understood using

• Top-down processing and
• Bottom-up processing.

3.1 Top-Down and Bottom-Up Processing View
of Perception

Bottom-up processes are driven by sensory information from the physical world. In
case of visual perception, it is carried out from retina to visual cortex. Bottom-up
processing defines low-level information which can be used to build up high- or
top-level information, e.g. identifying the low-level feature shape for performing
high-level process of object recognition.

Top-down processes actively use and extract information through senses from
the physical world and are driven by our knowledge, expectations and goals, etc.
Top-down processing can be defined as the recognition of pattern through the use of
contextual information, e.g. it is easier to understand the writer’s objective by
reading the whole paragraph rather than reading the terms separately.

This controversy that perception is a bottom-up or top-down process, was dis-
cussed by two famous theories of psychologist, Gibson’s (1966) direct bottom-up
theory and Gregory’s (1970) constructionist indirect top-down theory.

A. James Gibson (1966) Direct Theory:

According to James Gibson’s theory, perception is direct and can be understood
using bottom-up process only. This psychologist has explained perception with
following characteristics.

• Perception is directly proportional to sensation means what you see is what you
get.

• No high-level processing is required as the information received through sensors
about shape, size and distance is sufficient to percept the environment.

• Analysis of sensory information can be done in one direction only. So per-
ception is a bottom-up process only.

Three important components of Gibson’s theory to explain visual perception are:

• Optic flow patterns,
• Invariant features,
• Affordances.

Optic flow patterns: The optic array and changes in it contain important infor-
mation about the motion of an object. It explains that if flow appears to be coming
out from a particular point—means perceiver is moving towards that point and if
flow is moving towards that point means perceiver is moving away from that point.
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Invariant features: It explains that the pattern or structure of gradients provides
sufficient information about the environment, as it can be seen that if one moves
towards an object, its texture expands and contracts if move away from an object.
So flow of texture is invariant as it always occurs in the same way and can be
considered as a direct cue of depth.
Affordances: Various cues can aid perception like

Relative brightness: Objects with brighter and clearer images are perceived as
closer.
Texture gradient: Grain of textures gets smaller as the object reaches.
Relative Size: When an object moves further away from the eye, the image gets
smaller. Objects with smaller images are seen as more distant.
Superimposition: If the image of one object blocks the image of another, first
object is seen as closer.
Height in the visual field: Objects further away are generally higher in the visual
field.

Gibson’s theory seems to be based on perceiver’s operating under ideal viewing
conditions, where only stimulus information is sufficient. This theory could not
explain that why perceptions are somewhat inaccurate, i.e. illusion. Eg. Perceptual
errors like the general tendency for people to overestimate vertical extents relative
to horizontal ones.

B. Richard Gregory (1970) theory of perception:

According to this theory, perception is a top-down process and can be seen as a
constructive process only which involves making inferences to make a best guess
about what we see.

• Perception depends on the prior knowledge and past experience only.
• Perception is a hypothesis.

Gregory explains that lot of information reaches the eyes but a proportion of
them is usually lost by the time it reaches the brain. So on the basis of past
experiences, brain has to guess that what a person sees. So, perception can be
explained as information from sensors and past experiences and cannot be
explained by a bottom-up process only. Perception changes though there is no
change of sensory input, so change of appearance cannot be due to bottom-up
processing.

C. Gestalt theory of Visual Perception

The Berlin School of Experimental Psychology has explained the Gestalt theory of
visual perception which is based on the laws of human’s skill to obtain and
maintain meaningful perceptions of the world around them. The theory was pro-
posed by the group of psychologists in 1920s in Germany to study about the
perceptual organization.
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The meaning of word Gestalt is organized as whole, means the individual parts
have different characteristics as a whole, e.g. a tree can be explained by its parts like
trunk, branches, leaves, but by looking at the tree one can aware of the overall
object only, even the parts have been clearly seen they will have the secondary
importance only. So basic principle of gestalt theory is that whole is different then
sum of its parts.
Gestalt six principles to define perceptual organization: It means how we should
combine components to perceive the whole.

• Law of Proximity: It states that things perceived as closer if they are being in
sets. Principle of proximity or continuity states that things which are close
together will be seen as belonging together.

• Law of Similarity: The objects that share visual characteristics like shape, size,
colour, texture, orientation look alike as being grouped together.

• Law of Continuity: It predicts the preference for a continuous figure. We per-
ceive the figure as two crossed lines instead of four lines meeting at centre.

• Law of Closure: We perceive figures with gaps in them to be complete.
• Law of Area and Symmetry: Principle of area says that in two overlapping

figures, the smaller one will be perceived as a figure while the large will be
observed as a ground, whereas the principle of symmetry states that the contours
of a symmetrical figure isolate it from its ground.

• Law of Common Fate: If both principles of proximity and similarity are in place,
then a movement takes place. They appear to change group.

4 Problem in Modelling Perception

The goal of perception is to create actions to generate new attended stimulus where
any type of knowledge new or old effects processing of perception and recognition.
The main aim of visual perception is to restructure the 3D world (like its geometry,
topology, material, surface properties, light sources) from the observed 2D image.
This visual perception is an inverse computer graphics problem and has been
termed as an ill-posed problem as

• Geometry of the object is not revertible as depth range is lost.
• Reflectance, illumination, entanglement.

As human visual system is a well-developed system, it employs following dif-
ferent regularizing techniques to solve this highly ill-posed inverse problem effi-
ciently and robustly

• Prior knowledge of the world
• Prior information of curve, shape, geometry
• Prior awareness of light source
• Prior understanding of materials
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Our human visual system subconsciously chooses the accurate knowledge from
the massive visual data in our daily life to achieve maximum efficiency and
robustness.

The main problem of modelling human perception is that how to mathematically
model following activities:

• How to model human perception of geometry,
• How to model human perception of depth,
• How to model human perception of light and shade.

5 Conclusion

The aim of the study is to explore the human perceptual characteristics and psy-
chologist views for the optimization of computer vision algorithms. It can be seen
that in past quantitative visual models were very famous among computer vision
experts but as human visual system is a good model to imitate, we trust that
perceptual models will play a substantial role in future for optimization of computer
vision algorithms. Further rising volume of high-resolution video data presents new
challenges and the possibility of introducing new perceptual models. It can be seen
that we are still missing the feasibility to efficiently map human cognition into
automated analysis process such that the manual and automated video analysis
process would same results. Further the automated analysis of video system
according to user’s need is very difficult as to mention that which video segments
are highlighting ones is a very subjective process, so obtaining the objective ground
truth for the same is a very difficult task.
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Converting and Developing Live Web
Site into a Web Content Management
System

Debjani Bhowmik, Minakshi Roy, Debarshita Biswas, Suchismita Roy
and Shyera Roy

Abstract This paper analyzes the main models of collaboration in a particular
existing Web site and develops a Web Content Management System (CMS). This
development can help Web developers by giving overview of building and main-
taining Web sites. It is faster and user friendly. It also provides easy maintenance
and further updating and better facility to upload documents instantly and better
appearance as well. Corporate information can be created and managed using this
CMS. This management system and back-end databases allows easy updating a
Web site. Content authors and marketers need the ability to change content quickly
and easily. It is accessible from any computer that is connected to Internet. CMS
can be used for page updating on the fly, change or upload images, and add
dynamic contents to different files. It provides the developers with ready to use
themes, and thus, it is a time-saving and easy operation as there is the requirement
of less coding work. Here need for a CMS and system requirements to support a
large content management system is described. Feedback from technical personnel
also provided. It covers the complete lifecycle of the pages on site. It provides
simple tools to create the content and to publish and finally to archive.
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1 Introduction

The Web site can be extremely useful for the readers as it provides quick and direct
information about the Tribal Welfare Department of Tripura through the site. The
main aim of the Web site is to keep the record of all the tenders, notices, and other
reports related to the welfare of the scheduled tribes of Tripura and all the schemes
introduced by the Government of Tripura. Web content management system along
with back-end databases allows to easily updating Web site. With the help of Web
content management system, authors and marketers can have the ability to change
content quickly and easily. It provides responsive themes so that there is no need to
write code for themes. Easy interface leads to a better understanding for the
administrator, manager, and other users as well. The Web site also includes Login
section for the manager of the department and Administrator and Feedback section
for different user who wants to give feedback about the Web site and the department
as well.

Its tools help to manage the structure of the site, the appearance of the published
pages, and the navigation system becomes available for users [1]. CMS is a soft-
ware program that makes building and maintaining Web sites of various types in a
faster and easier way. This system helps in automatically pulling the content out
and shows it on the appropriate pages based on setup rules in advance [2]. CMS
allows publishing and editing, organizing, deleting contents, as well as maintenance
from a central interface [3]. Such system of content management provides proce-
dures to manage workflow in a collaborative environment. These procedures can be
manual steps and automated cascade. CMSs typically aim to avoid the need for
hand coding, but may help it for specific elements or entire page. All users do not
have the same comfort level with technology, but the basic CMS functions and
slightly more advanced ones of adding media are usually easy for everyone to
grasp. In fact, anyone who can use word-processing software can use a CMS for the
basic functions, thus someone no need to spend much time on training. In content
management system, it contains contents that can be text document or content
which can be media file such a video or image file. So, management of these
contents is an important feature of every CMS [4].

In a practical business, multiple users can supply input into the Web site. Among
various users, someone may add product pages to those who produce blog posts for
the content marketing efforts. CMS can provide at a glance view of the status of all
contents, whether it is live or being reviewed on a draft or not. It allows us to assign
desired task and to check what they have done. It is also possible to integrate
planned content with our marketing plan so that everyone knows what is hap-
pening, when improves site maintenance. When admin wants to change something
on site then without a CMS, it can mean having travel through hundreds of pages,
making changes on each one. This architecture keeps this system up to date
automatically.

If the admin want to change the site of the design, CMS can make the process
easy. It is possible only because the contents and design are in separate virtual
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boxes. So, the admin can make design changes while keeping the site functional.
Mobile interface also can be added to this site. CMS not only publishes contents but
also removes it when it is out of date. With a full CMS, this is very simple to
publishing content. Here, all menus and links update automatically by default. So,
the customers continue to have a good experience of the site. CMS can be con-
figured to allow customized contents such as countdown calendars and lists. Instead
of being reliant on external administrators, in CMS everything is under control of
host admin with the ability to assign tasks and to check progress at any time
whenever he desires.

2 The CMS Requirements

Web site provides interface through which administrator and manager can easily
modify, manage and maintain the web site. To users/visitors, the Web site provides
simple, attractive, understandable, and helpful interface through online. Multiple
users can manage the Web site according to the privilege given to them. The
administrator and the manager do their work according to the privilege they are
provided. Different types of contents are managed and maintained easily, and if
necessary new content can be added easily as per requirement. Important infor-
mation or data can be easily access through the Web site because it provides all the
information about the “Department of Welfare For Scheduled Tribes.” In case of
uploading any necessary documents or if in case there is any change, then the
authenticate user or the manager can directly edit or delete, and it required very less
coding and sometime no coding at all as drupal offers the features. The programmer
should have the knowledge about drupal and the manager should have only the
basic knowledge about drupal. Since there is no debugging tool, the programmer
cannot find the error directly rather can search and rectify it by himself.

3 The Existing and the New Web Site

The new Web site provides easy means of documentation as it requires less coding.
The new Web site requires less time as well as less human effort for maintenance,
whereas existing Web site requires more time and human effort in order to do
changes in coding. In order to attach any file, uploading any picture, uploading new
version of documents, and performing any changes in designs, or any other alter-
ation, the developer needs to change in coding which requires high programming
skill, whereas in the new one, these all can happen very easily with only the
knowledge of drupal.

As the new Web site is developed using drupal 7, it provides ability to create a
professional looking Web site with lots of features without having to know how to
write the code to make it all happen and make the Web site appearance more tendril
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and attractive. Drupal increases flexibility, security and also allows administrators
to neatly update to new releases without customizing through overwriting. As the
new Web site is developed using drupal 7 and it is a content management [5]
framework, it enabled the administrator to extend the functions and utility of the
core Web site through using certain modules, whereas existing one does not provide
any such way of modulation.

4 Content Management System

Content management system has two main components: such as the content
management application (CMA) and content delivery application (CDA). The CDA
elements use and compile information of Webmaster to bring up to date the Web
site. The CMA element allows the content manager or author, to manage in creation
and modification of content from a Web site where expertise of a Webmaster is not
essentially required. Several options are there for the application of content man-
agement system to develop a project. Depending on how advanced CMS is required
and who is going to be using it, it is a troublesome to find the “perfect” CMS for a
project.

4.1 Word Press

One very good example of an open resource content management system is Word
Press which has almost 17% of overall sell share in Web development. Without
downloading a single file, the latest version auto-update the core and plug-ins
within the back end is possible.

4.2 Joomla

Joomla is unlike Drupal in which CMS is complete and it can be used for a simple
portfolio site. It comes with a striking administration interface and completes with
different attractive and intuitive drop-down menus. The CMS also supports access
control protocols like LDAP, Open ID, and Gmail.com.

4.3 Expression Engine

Expression Engine (EE) saves very less time to understand the layout of the back
end and to start creating content or modify the appearance as a whole. Expression
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Engine is packed with some helpful features like the ability to have multiple sites.
For designers, EE has a great engine with custom global variables, custom SQL
queries and a built-in update versioning system. Template caching, query caching,
and tag caching keep the site running faster.

4.4 Drupal

Drupal [6] with various elective modules can add lots of exciting features like
forums, user blogs, Open ID, profiles and more. It is very easy to create a site with
attractive features with a simple installation of Drupal. Actually, in Drupal with a
few tertiary modules, one can create some interesting site clones with minimal
effort. This application supports to build dynamic features in websites which are
rich, maintainable and less time consuming.

Drupal components [6] are the fundamental system used to construct the Web
site is called the Drupal core. User can add further features by adding more
modules. Select themes to give a different look to the user Web site.

5 Database Connectivity

PostgreSQL is used as the database connectivity used to store the relevant data of
the Web site. PostgreSQL is one of the stronger object-relational database man-
agement with an importance on extensibility and on standards compliance. It can
handle workloads starting from small individual machine applications to large
Internet-facing applications with many concurrent users. It handles complex SQL
queries using many indexing method that are not available in other database. It has
updateable views and materialized view triggers, and foreign key supports functions
are stored procedures and other.

6 Analysis

Complete and accurate information requirement is essential for building a Web
application. But determining the information requirement of the user is not very
easy. In this project, first we have studied the entire project that we are going to
complete and then we have collected some information related to Department of
Welfare for Scheduled Tribes, Govt. of Tripura. After that we have designed the
home page, basic pages and content types as per the requirement in developing the
Web application [7]. After designing the home page and all the basic pages, we
have started building content types which are required for creating content pages, to
view the content pages we have used the view module.
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7 Methods

The iterative waterfall model (SDLC) can be applicable to this practical Web-based
development project. In this model, the various methods allow for correction of the
errors committed during a phase, also when these are detected in a later phase.

7.1 System Requirements

Front End: Drupal 7.34.
Back End: Postgre SQL 9.2.
Server: Bitnami wappstack 5.4.22 apache2.
System: Compaq Presario CQ43.
Operating System: Windows 7 Ultimate.
RAM: 4 GB and higher.
Hard Disk: 500 GB and higher.
Processor: Intel Pentium(R), 2 GHz, Intel Core i3 and higher.

8 Design

The goal of design phase is to transform the requirements specified into a structure
that is suitable for implementation in some programming language (Figs. 1, 2 and 3).

Fig. 1 Level 0
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Fig. 2 Level 1

Fig. 3 E R diagram

Converting and Developing Live Web Site into a Web Content … 85



9 Results

See Figs. 4 and 5.

Fig. 4 Home page

Fig. 5 Database creation
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10 Conclusion

The Web site describes the information about the tribal society of Tripura. It not
only describes different schemes of Tripura, but also gives information about the
contact details of different welfare department officers. It gives the permission to the
administrator or the manager to alter the information also provide better interface
for all. The newly designed Web site provides uploading documents through
content types easily rather than coding, as well as provides updating records if
necessary by the assigned individual directly. It gives a proper looks of the gallery
where different images welfare department are shown. It also gives the permission
to the administrator or the manager to alter the information through online. The
application is very much user friendly and can be handled by anyone with basic
computer knowledge and English language understanding.
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A Review On Existing QoS Routing
Protocols in Vanet Based on Link
Efficiency and Link Stability

Damodar S. Hotkar and S. R. Biradar

Abstract Vehicular ad hoc network (VANET) is a category of mobile ad hoc
network (MANET). VANET provides wireless communication among
vehicle-to-vehicle (V2V) and vehicle to a computing device located on roadside
infrastructure called Road Side Unit (RSU). The communication between vehicles
can be used for safety provisioning and emergency awareness by exchanging
information among traffic participants to realize a cooperative and more efficient
transportation system. An important issue associated with V2V communications
used for traffic safety and emergency awareness applications (TSEAAs) is better
routing with the Quality of Service (QoS) support. This paper reviews the existing
QoS routing protocols based on the two important parameters: link efficiency and
link stability.

Keywords MANETS � VANET � QoS � Link efficiency � Road Side Unit
Link stability � Simulation

1 Introduction

The vehicular ad hoc network (VANET) is a special class of mobile ad hoc network
(MANET), where every node is a vehicle moving on a road [1]. The VANET has
the potential to improve reliable communication in two ways of vehicular com-
munication such as vehicle-to-vehicle (V-V) and vehicle-to-infrastructure (V-I) or
Road Side Units (RSU). Growing use of vehicles in the city has increased the
magnitude of the accidents and reduced the level of safety to the passengers [2–4].
With the proposed use of wireless technologies, development of new techniques has
been encouraging to guide the driver in hazardous situations to minimize road
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dangers. However, reliable and fast delivery of safety packets to all around vehicles
or RSU in a VANET at present is a significant challenge since vehicles move at
different speeds. Hence, deploying reliable multi-hop routing communication either
between two vehicles or vehicle–RSU by understanding the dynamics of vehicle
movement in a road topology is necessary to improve the real-time safety.

Even though real-world deployment is essential to understand the effectiveness
and performance of routing protocol, deploying real-world test beds involves high
cost. Instead, the simulation is an effective tool to evaluate the protocols and
architecture with low cost. Most of the VANET research on the design of routing
protocol has relied on simulations. However, they have failed to attain the equal
performance when it is to be implemented in a real-world environment. Thus, it is
crucial to consider the dynamic behavior of vehicles on the road in the design of
routing protocol that attempts to ensure the reliability and delay-constrained Quality
of Service (QoS) requirements of real-time applications.

The VANET has the potential to improve road safety by exchanging some local
information about traffic jams and accidents as instantaneously as possible. The
performance of VANET routing protocols depends drastically on the link stability
and quality between the communicating vehicles in terms of delay and reliability.
The link stability measurement in routing plays a vital role in reliable and fast
packet delivery. The mobility is affected by the drivers’ plans and behaviors, and it
is tough to predict accurately in link stability measurement. Recently, the mobility
models include a number of other characteristics that affect the wireless commu-
nication in real life, e.g., crossroads, traffic lights, node density (traffic), and speed
variations [5]. With the help of these mobility models, it is possible to represent the
actual scenario of a particular area and to predict the link stability accurately.
Despite better link stability, the routing protocol does not perform well in VANETs.
The reason behind this is due to the less focus on other QoS attributes such as link
reliability, capacity, and the geographical information between vehicles which
invokes the selected paths to long delivery delay. Therefore, it is crucial to consider
both the link stability and quality in a routing decision that directs the routing paths
toward reliable and fast communication.

Diverse approaches have been presented in the design of QoS routing protocols
in recent years. Among the existing approaches, some works mainly take advantage
of QoS parameters to select the highly efficient path. These schemes consider the
QoS routing as a continuous process where the routing algorithm selects the best
route that satisfies the QoS constraints, and they find certain countermeasures to
respond as soon as possible when the selected best route turns out to be a failure.
A few works mainly focus on the stable route selection considering the mobility
parameters. In order to ensure that, these works perceive vehicles’ kinematic
information, the mathematical distribution of their movements and velocities, and
the current vehicular network conditions. However, their focus on providing
multi-constrained QoS routing and trade-off between them for diverse QoS
requirements under various scenarios is limited.
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1.1 Significance of the QoS Routing

In the vehicular communication systems, the vehicles exchange information such as
safety warnings and traffic information with one another to avoid the accidents and
traffic congestion effectively. However, due to the increase in the use of vehicles
day by day, the possibility of accidents is also high in recent years. A report
published by the World Health Organization (WHO) shows that more than 1
million people are killed and 50 million are injured due to collisions on the roads
each year. Therefore, timely and reliable communication of safety-critical data is
necessary for VANET, but it is a tough task due to the lack of knowledge of the
exact road map topology and dynamic driver decisions in routing. Although much
mobility models take the real-time map representations, drivers’ decisions, and road
conditions into account, reliable delivery of safety packets to all surrounding or
neighboring vehicles in a VANET is a significant challenge due to the dynamic
mobility characteristics. Thus, it is important to consider the realistic mobility
characteristics of each vehicle, when providing reliable service for delivering safety
packets fast in highly dynamic VANETs.

1.2 Applications of QoS Routing with Realistic
Mobility Model

The VANET QoS routing aims to satisfy the requirements of safety and commercial
applications with the support of realistic mobility model and real road map topol-
ogy. The VANETs provide a promising platform for large-scale potential appli-
cations such as control of traffic flows, blind crossing, prevention of collisions,
nearby information services, and for providing Internet connectivity to the vehicular
nodes while moving on the road [6].

1.2.1 Safety Applications

The safety applications include the monitoring of road, the approaching vehicles
movement, the surface of the road, road curves, etc.
Traffic Control Mechanism: The VANET can provide the information of the most
common traffic control mechanisms at intersections such as stop signs and traffic
lights to the drivers using realistic mobility model along with the road map
topology.
Interdependent Vehicular Motion: The details of the movement pattern of
vehicles in realistic mobility model assist the drivers to maintain a minimum dis-
tance from the one in front of it, to increase or decrease its speed, and in the case to
change over to another lane, and thus, it avoids accidents in VANET.
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Post-Crash Notification: A vehicle involved in an accident broadcasts a warning
message about its position to trailing vehicles so that they can change its lane and
save the traveling time.
Cooperative Collision Warning: The vehicle communication alerts the two drivers
potentially under crash route to mend their routes.

1.2.2 Commercial Applications

The commercial application aims at providing the traveling information and helping
the drivers in controlling the vehicle.
Parking Availability: The VANET offers notification messages on the availability
of parking in the urban areas, and the real road map topology assists the vehicles in
locating the vacant slots in parking lots in a particular geographical area.
Internet Access: Vehicles can access the Internet through RSU when the RSU is
working as a router.
Digital Map Downloading: The drivers can download a map of the regions for
travel guidance before traveling to a new area. Content Map Database Download is
used to get this valuable information from mobile hotspots.

Several works have been carried on the field of QoS routing in VANETs. This
paper deals with the survey of such very interesting and thought-provoking
researches which has made to put forward the idea of real-time vehicular com-
munications for efficient and reliable QoS. This paper lists brief description of the
works that are conducted on the above-mentioned aspects of vehicular
communications.

2 Related Works

The VANETs support a variety of applications for safety and driving comfort.
Therefore, guaranteeing a stable and efficient QoS routing over VANETs is
important and essential in real-time vehicular communications. Efficient and reli-
able QoS-based routing protocols [7, 8] are crucial to forward data packets within
the required QoS constraints in the targeted regions and also to be adaptable well
with various applications. Most of the researchers have designed several QoS
routing protocols for VANETs. The existing QoS routing protocols are classified
into two types such as the link efficiency and link stability.

2.1 Link Quality-Based Routing

A traffic-aware intersection-based geographical routing protocol, TIGeR in [9]
exploits only the nodes at intersections to make a routing decision based on
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vehicular traffic information on diverse roads and the road’s angle on the destina-
tion. The work in [10] presents an improved Greedy Traffic-Aware Routing
Protocol (GyTAR) that exploits the intersection geographical information to
determine robust and optimal routes within the urban environments. An AntRS is a
multi-objective Heuristic Algorithm Based on Ant Colony Optimization for
Multi-objective Routing [11]. The study of AntRS states that in a real VANET
network, it finds alternative paths of communication when the obstacles fade the
signal transmitted and hinder the communication. An Intersection-based Delay
Sensitive Routing using Ant colony optimization (IDRA) for VANETs in urban
environments has been proposed in [12]. The IDRA computes the optimal route
between two terminal intersections and the route closest to the source and the
destination vehicles. A novel adaptive multi-criteria VANET routing protocol,
named as vehicular routing protocol based on Ant Colony Optimization (VACO),
aims to determine the best routes from a source to the destination with quality
metrics estimated regarding latency, bandwidth, and delivery ratio [13]. The works
[12, 13] only focus on path quality and they lack in considering the path stability
QoS metrics.

A Situation-Aware Multi-constrained QoS (SAMQ) routing algorithm has been
developed in [14] which computes feasible routes for vehicular communication
subject to multiple QoS constraints. The SAMQ algorithm considers the
Situation-Aware (SA) and exploits Ant Colony System (ACS) with the aim of
assuring a reliable data transmission in VANETs. An Adaptive Routing Protocol
based on QoS and vehicular Density (ARP-QD) [15] is an intersection-based
routing protocol that finds the best path for end-to-end data delivery. The ARP-QD
considers diverse QoS requirements, the link duration, and connectivity in routing
path selection. It maintains the trade-off between stability and efficiency. The
ARP-QD obtains neighbors’ information based on local vehicular density to reduce
the network overhead. Even though, connectivity estimation using beacon packets
dissemination causes channel congestion in the high traffic environment. The
instantaneous value of the neighbor discovery algorithm is not accurate in dynamic
scenarios. Also, using global distance alone is not adequate to reflect the complete
QoS of a routing path as the data packets are likely to suffer from network con-
gestion in the upcoming road segments.

2.2 Link Stability-Based Routing

One of the simple and efficient methods to escalate the link stability is to determine
the longest link duration. The work in [16] designs a Receive On Most Stable
Group-Path (ROMSGP) algorithm that selects the most stable path based on the
link expiration time. The ROMSGP does not consider any QoS parameters in path
selection. As a result, it may not be suitable for emergency scenarios. The main
objective of [17, 18] is to identify the high stable routing path and avoid
carry-and-forward delay. The links with good connectivity have the least distance
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that invokes the selected stable paths to include more hops and results in longer data
delivery delay. A stable VANET routing protocol provides fast and reliable data
delivery based on the real-time road vehicular density [19]. However, the real-time
update of density vehicle information sustains a large amount of communication
overhead, which results in its performance deterioration in large-scale VANETs.

The work in [20] utilizes the vehicle’s speed and position to identify relatively
stable links. There is need to trade adaptively off the path efficiency and path
stability for diverse QoS requirements in diverse applications. An
intersection-based geographical routing protocol in [21] aims to discover the
routing path with high connectivity probability and other QoS constraints.
However, the previous research mainly focuses on the link connectivity and spar-
ingly uses the geographical distance information among vehicles. As a result, the
selected paths may have additional loops that cause longer data delivery delay.
Thus, it is not compatible with the applications which require a shorter delivery
delay.

2.3 Mobility Modeling and Prediction Techniques
for Realistic Routing

The fuzzy-assisted social-based routing (FAST) protocol in [22] considers the
advantage of the social behavior of drivers on the road in making the routing
decision. It leverages the friendship mechanism according to the global knowledge
of vehicular traffic information to make critical decisions at intersections. The work
in [23] proposes two urban traffic amount prediction models based on the propa-
gation of traffic flow and the spare road capacity, respectively. It applies the traffic
amount prediction models to a route guidance system (RGS) and reduces the
average travel time. A Connectivity-aware Routing (CAR) in [24] utilizes realistic
mobility traces and road maps in route estimation, and it forwards the data packets
along the founded path. Then vehicle-assisted data delivery (VADD) in [25] uses a
snapshot of a real street map, and it derives the street layout. The VADD follows
the predictable vehicle mobility in route selection to forward the packets according
to existing traffic pattern. In [26], an EASE aims to address the problems of routing
in large-scale mobile ad hoc networks. The EASE exploits the movement of
vehicles, and it encounters the mobility history with the other routes used.
A Prediction-based Soft Routing Protocol (PSR) in [27] utilizes the real traces that
are collected from more than 4,000 taxies at Shanghai over six months to identify
the Vehicular Mobility Pattern (VMP) through the Variable-order Markov
(VOM) model scheme. The picking up of the mobility model parameters alone in
route computation cannot guarantee a reliable data transmission, as it does not
satisfy certain QoS requirements such as drivers’ dynamic decisions according to
traveling environment.

94 D. S. Hotkar and S. R. Biradar



3 Conclusion

In this paper, we have reviewed the related works on link efficiency and link
stability and concluded that most of the conventional QoS routing approaches in
VANET focus on either link efficiency or stability. It is essential to focus on
providing multi-constrained QoS routing and trade-off between them for diverse
QoS requirements in different scenarios.

References

1. Zeadally S, Hunt R, Chen YS, Irwin A, Hassan A (2012) Vehicular ad hoc networks
(VANETS): status, results, and challenges. Telecommun Syst 50(4):217–241

2. Chen R, Jin W-L, Regan A (2010) Broadcasting safety information in vehicular networks:
issues and approaches. IEEE Netw 24(1):20–25

3. Chen W, Cai S (2005) Ad hoc peer-to-peer network architecture for vehicle safety
communications. IEEE Commun 43(4):100–107

4. Torrent-Moreno M, Mittag J, Santi P, Hartenstein H (2009) Vehicle to-vehicle communi-
cation: fair transmit power control for safety-critical information. IEEE Trans Vehic Technol
58(7):3684–3703

5. Chan WF, Sim ML, Lee SW (2007) Performance analysis of vehicular ad hoc networks with
realistic mobility pattern. In: Proceeding IEEE international conference telecommunications,
pp 318–323

6. Tomer P, Chandra M (2010) An application of routing protocols for vehicular ad-hoc
networks. In: International conference on networking and information technology (ICNIT),
pp. 157–160

7. Yan G, Rawat D, Bista B (2012) Provisioning vehicular ad hoc networks with quality of
service. Int J Space Based Situated Comput 2(2):104–111

8. Bitam S, Mellouk A (2011) QoS swarm bee routing protocol for vehicular ad hoc networks.
In: Process IEEE international conference on communications, pp 1–5

9. Tavakoli R, Nabi M (2013) TIGeR: a traffic-aware intersection-based geographical routing
protocol for urban VANETs. In: Vehicular technology conference (VTC Spring) IEEE, pp 1–5

10. Jerbi M, Senouci S-M, Rasheed T, Ghamri-Doudane Y (2009) Towards efficient geographic
routing in urban vehicular networks. IEEE Trans Veh Technol 58(9):5048–5059

11. Silva R, Lopes HS, Godoy W (2013) A heuristic algorithm based on ant colony optimization
for multi-objective routing in vehicle ad hoc networks. In: Computational intelligence and
11th Brazilian congress on computational intelligence, pp 435–440

12. Li G, Boukhatem L (2014) An intersection-based delay sensitive routing for VANETs using
ACO algorithm. In: Process IEEE international conference on computer communications and
networks, pp 750–757

13. Li G, Boukhatem L (2013) Adaptive vehicular routing protocol based on ant colony
optimization. In: Process IEEE international workshop on vehicular ad hoc networks, pp 95–
98

14. Eiza MH, Owens T, Ni Q, Shi Q (2015) Situation-aware QoS routing algorithm for vehicular
ad hoc networks. Veh Technol IEEE Trans 64(12):5520–5535

15. Sun Y, Luo S, Dai Q, Ji Y (2015) An adaptive routing protocol based on QoS and vehicular
density in urban VANETs. Int J Distrib Sens Netw 11:5

16. Taleb T, Sakhaee E, Jamalipour A, Hashimoto K, Kato N, Nemoto Y (2007) A stable routing
protocol to support its services in VANET networks. IEEE Trans Veh Technol 56(6):3337–
3347

A Review on Existing QoS Routing Protocols in Vanet Based on Link … 95



17. Rezende C, Pazzi RW, Boukerche A (2010) Enhancing path stability towards the provision of
multimedia support in vehicular ad hoc networks. In: Proceedings of the IEEE international
conference on communications (ICC’10), pp 1–5

18. Yang Q, Lim A, Agrawal P (2008) Connectivity aware routing in vehicular networks. In:
Proceedings of the IEEE wireless communications and networking conference (WCNC’08),
pp 2218–2223

19. Yu H, Ahn S, Yoo J (2013) A stable routing protocol for vehicles in urban environments. Int J
Distrib Sens Netw 9:759361

20. Huang H, Zhang S (2013) A routing algorithm based on dynamic forecast of vehicle speed
and position in vanet. Int J Distrib Sens Netw 9:390795

21. Saleet H, Langar R, Naik K, Boutaba R, Nayak A, Goel N (2011) Intersection-based
geographical routing protocol for VANETs: a proposal and analysis. IEEE Trans Veh Technol
60(9):4560–4574

22. Khokhar RH, Noor RM, Ghafoor KZ, Ke CH, Ngadi MA (2011) Fuzzy-assisted social-based
routing for urban vehicular environments. EURASIP J Wirel Commun Netw 1:1–15

23. Liang Zilu, Wakahara Yasushi (2014) Real-time urban traffic amount prediction models for
dynamic route guidance systems. EURASIP J Wirel Commun Netw 1:1–13

24. Naumov V, Gross TR (2007) Connectivity-aware routing (CAR) in vehicular ad hoc
networks. In: Proceedings of the 26th IEEE international conference on computer
communications (INFOCOM), pp 1919–1927

25. Zhao J, CaoG (2006) VADD: vehicle-assisted data delivery in vehicular ad hoc networks. In:
Proceedings of the 25th IEEE international conference on computer communications, pp 1–12

26. Grossglauser M, Vetterli M (2006) Locating mobile nodes with ease: learning efficient routes
from encounter histories alone. IEEE/ACM Trans Netw 14(3):457–469

27. Xue Guangtao, Luo Yuan, Jiadi Yu, Li Minglu (2012) A novel vehicular location prediction
based on mobility patterns for routing in urban VANET. EURASIP J Wirel Commun Netw
1:1–14

96 D. S. Hotkar and S. R. Biradar



A Diamond-Shaped Fractal Bow-Tie
Antenna for THz Applications

Malay Ranjan Tripathy, Vipin Choudhary, Aastha Gupta,
Priya Ranjan and Daniel Ronnow

Abstract A compact multiband diamond-shaped fractal bow-tie terahertz antenna
is designed on FR4_epoxy substrate with permittivity 4.4. The dimension of sub-
strate is 4 � 6 � 1.5 mm3. Multi-bands are obtained in S11 versus frequency plots.
The effects of creating defects in the ground plane of the antenna were studied and
analyzed to get the optimized performance of antenna in the frequency bands at
0.500, 0.560, and 0.594 THz, respectively.

Keywords THz antenna � Bow-tie � Multiband � Ground defect surface

1 Introduction

THz antenna research is becoming more interesting because of the unique features
of THz waves [1–3]. THz technology can be used in various applications such as
ultrahigh speed wireless communication, high-resolution imaging, high-speed
spectroscopy, security control, and space communication [4–8]. THz radiation is
non-ionizing, non-destructive, and hence relatively safe. It can produce results
better than X-rays [9]. Various efforts are being made to investigate different
antenna geometries for better bandwidth and gain. Some of them are THz graphene
antenna, on-chip antennas, leaky wave antennas, spiral antennas, and butterfly
antennas [10–15]. Furthermore, by incorporating special designs of these antennas
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or bow-tie plasmonic antennas and metamaterial antennas, the radiation charac-
teristic of THz antennas has increased tremendously. Recently, it has been realized
that the radiation features of a bow-tie THz antenna can be improved by incor-
porating a fractal structure of spatial distribution of surface currents [16].

Fractal antennas have become attractive because of their small size compared to
the wavelength at the operational frequency which is due to the self-similar and
space-filling geometrical structures. An object composed of smaller copies of it is
called a self-similar or fractal structure. This was introduced for the first time by
Mandelbrot [17] as “a shape made of parts similar to the whole in some way.” The
definition of self-similarity in more detail is found in [18]. Different types of fractals
are reported in the literature such as Sierpinski antenna, Minkowski dipole, Hilbert
curve, Koch curves, and fractal trees. A review on this is made in the paper [19].
Fractal antennas are used in various applications [19–21]. Further, the mixture of
conventional design with fractal geometries is made more suitable for higher-end
applications because of its better directivity, gain, and multiband features [16, 21].

However, THz technology has the limitation to have signal generation in the
challenging range of 100 GHz and above. Similarly, THz antenna characteristics
such as bandwidth, impedance, polarization are needed to be better understood and
therefore continue to be a major research challenge. Realization of ultra-broadband
antenna, very large antenna array, high-speed architecture, propagation modeling,
etc., have attracted much attention in recent days [1, 3, 22]. In addition, it is
interesting for researchers to understand the way THz antennas interact with
electromagnetic waves, its fabrication, signal generation, and detection.

This paper proposes a diamond-shaped fractal bow-tie antenna for THz applica-
tion. Stepped impedance feeding and defected ground surface are used to improve the
impedance matching of the design. Different iterations are made, and return loss,
bandwidth, and gain of antenna are compared, studied, and analyzed. FR4 substrate is
used for this design. The simulation is carried out by using HFSS software.

The paper is organized as follows. Section 2 describes antenna design and char-
acteristics. Results and discussion are made in Sect. 3. Conclusion is made in Sect. 4.

2 Antenna Design

The proposed antenna has used FR4_epoxy as substrate with a dielectric constant of
4.4. It is one of the popular substrates for the antenna fabrication. The electrical
properties of this material such as dielectric permittivity and loss tangent are fre-
quency dependent. Beziuk et al. [23] have studied these parameters and found small
variation in the THz frequency range. The dimension of the substrate is used as
4 � 6 � 1.5 mm3. The ground plane dimension is 2 � 6 mm2. In this design, two
symmetric diamond-shaped patches were created. Different iterations were made to
find the fractal shape. These fractal shapes are combined with the conventional
bow-tie structure to create a diamond-shaped fractal bow-tie antenna. Stepped
impedance microstrip line feeding is used to improve the impedance matching.
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The ground plane is defected and optimized for better return loss, bandwidth, and
gain. Figure 1a shows the proposed antenna at the zeroth iteration. The dimensions
of the antenna are given as A = 1.97, B = 1.1, C = 0.2, D = 1.2, and E = 0.3 mm.

In the first iteration, a rectangular slot is taken out from the diamond patch and a
new diamond shape of side 0.77 mm is formed within the rectangular slot.
Figure 1b shows the antenna after the first iteration. Figure 1c shows the second
iteration with another rectangular slot with the self-similar structure of earlier. The
third iteration is shown in Fig. 1d. The design in zeroth, first, second, and third
iterations are referred to as design 1, design 2, design 3, and design 4, respectively.

In order to achieve the enhanced characteristics, defective ground structure
(DGS) technique was used. The defect in the ground metal plane is created which
shows the considerable effects on the characteristics of the proposed antenna.
Figure 2a, b shows the ground (back) view of the antenna designs 3 and 4 without
and with DGS, respectively. Introduction of DGS increased the gain characteristic
considerably.

Fig. 1 a Design of antenna in zeroth iteration (design 1), b first iteration (design 2), c second
iteration (design 3), and d third iteration (design 4)

Fig. 2 Back view of designs 3 and 4 a without DGS and b with DGS
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3 Results and Discussion

Figure 3 shows the return loss versus frequency graph of the four antenna designs,
i.e., design 1, 2, 3, and 4. Table 1 gives the comparison of the return loss values at
different frequencies for the different designs.

Design 3 and design 4 show better return loss and bandwidth. However, in case
of design 4, the frequency band is seen to be shifted to lower frequency. But the
gain and radiation pattern is observed to be better in comparison to other designs.
Furthermore, to enhance the characteristics of both the designs, a DGS was applied
on the ground plane. Figure 4a, b shows the return loss versus frequency graph
without and with DGS, for designs 3 and 4, respectively.

Table 2 shows the different characteristics of design 4 for the case of with and
without DGS. At frequency 0.560 THz, a considerable improvement is seen in the
return loss, bandwidth, and gain. Without DGS, the return loss and gain are
observed as −13.89 dB gain of 2.7 dB, respectively. But with DGS, the return loss
and gain are increased to −22.1 and 9 dB, respectively. The impedance bandwidth
is seen to be 760 GHz in case of design 4.

Fig. 3 Return loss versus frequency graph of designs A, B, C, and D

Table 1 Comparison design 1, 2, 3, and 4

Designs Return loss (S11) (dB) Frequency (THz) Bandwidth (THz)

1 −32.94 0.595 0.18–0.69

2 −24 0.39 0.23–0.6

3 −38.5 0.45 0.25–0.7

4 −33.5 0.233 0.13–0.4
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Figure 5 shows the gain versus frequency graph of design 4. It is seen that the gain
is better in case of the design with DGS in comparison to without DGS. The peak gain
of design with DGS is 7 dB higher than the design without DGS. The gain is more
than 5 dB throughout the frequency sweep in case of design with DGS.

Figure 6a–c shows E-plane and H-plane radiation patterns for design 4 at fre-
quencies of 0.500, 0.560, and 0.594 THz, respectively. It is seen that omnidirec-
tional radiation patterns are obtained in all E- and H-planes. It is advantageous to
have omnidirectional radiation pattern in many communication applications. In case
of the E-plane, the radiation patterns for designs with DGS have better gain in
comparison to design without DGS. It shows the effect of DGS on the antenna

Fig. 4 Comparison of return loss without and with DGS for a design 3 and b design 4

Table 2 Resultant characteristics of design 4 without and with application of DGS

DGS Freq (THz) S11 (dB) Gain (dB) S11(min) (dB) FL–FH (THz)

Not applied 0.500
0.560
0.594

−9.27
−13.89
−7.25

0.5
2.7
1

−33.3 at
0.233 THz
−15.3 at
0.54 THz

0.13–0.4
0.5–0.57

Applied 0.500
0.560
0.594

−17.3
−22.1
−27.75

13
9
10.2

−27.75 at
0.594 THz

0.28–1.0

Fig. 5 Gain versus frequency graph for design D
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characteristics. A similar effect is also seen in case of the H-plane radiation patterns.
However, the E-plane radiation patterns exhibit ripples, whereas the H-plane
radiation patterns have less gain with more stable radiations.

E-plane   H-plane
(a)

(b)

(c)

Fig. 6 E-plane and H-plane radiation patterns for design 4 at frequencies a 0.500 THz,
b 0.560 THz, and c 0.594 THz
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4 Conclusion

In this paper, the diamond-shaped fractal bow-tie antenna is proposed for THz
application. Stepped impedance microstrip line feeding and DGS techniques are
used to improve the antenna parameters. The different results of antenna with and
without DGS are compared and analyzed. The effects of DGS on the improvement
of antenna features are observed in this investigation. The peak gain is obtained as
13 dB and the maximum bandwidth is seen to have 760 GHz. The radiation pat-
terns are found to be omnidirectional. It is good to have omnidirectional radiation
patterns for the communication. This antenna can be used for wide applications in
THz range.
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A Study on Few Approaches to Counter
Security Breaches in MANETs

Moirangthem Goldie Meitei and Biswaraj Sen

Abstract Mobile ad hoc networks (MANETs) represent a class of networking that
is quite essential and different from the traditional systems. Though the use of
MANETs is gaining popularity in academic and commercial domains, MANETs
have been initially designed to be deployed in areas such as emergency search and
rescue operations, military battlefields, and other hostile or challenging environ-
ments. Because of the demanding environments that they have to operate in,
MANETs do not have well-defined infrastructure unlike wired networks. All the
participating nodes in a MANET work via cooperation and hence central coordi-
nation is absent. This places an inherent trust among the nodes forming the network
in a MANET. Another major consideration regarding MANETs is that they have to
often deal with limited resources such as power and bandwidth. These characteristic
properties of MANETs make them susceptible to different kinds of attacks which
aim to find vulnerabilities in the MANET protocols or target the limited resources.
Hence, it becomes essential to recognize these threats and find ways to mitigate and
tackle them. This paper will emphasize in understanding threats in ad hoc networks
and the approaches to deal with these threats.

Keywords MANET � Intrusion detection � Trust � Software agent

1 Introduction

Ad hoc networks, as the term ad hoc suggests, refer to wireless networks that are
constructed for a particular purpose or an immediate need. Ad hoc networks differ
from traditional networking systems in that they do not require a centralized
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coordinator or prior infrastructure to be in place. Thus, ad hoc networks are also
called infrastructure less networks [1]. Such networks use a wireless medium for
communication. A mobile ad hoc network (MANET) refers to a network in which
the nodes forming the ad hoc network are mobile [2].

In a MANET, the nodes cooperate with each other to share information. If a
destination node falls beyond the transmission range of a node that wants to
transmit information, the sender node transmits the information to its neighbor
which in turn propagates it to its neighbors until it reaches the required destination.
It can be seen that this infrastructure places an inherent trust in all other nodes in the
network for information propagation. A malicious attacker can take advantage of
this trust relationship among the nodes, thereby compromising the network. Also
due to the mobility of the nodes and the dynamically changing network topology, it
is hard to determine if a packet is getting dropped because of the intrinsic network
characteristics or because of the presence of a malicious attacker in the network.
Hence, care must be taken when detecting threats that the generation of false alarms
should be minimal.

This paper briefly discusses the different types of attacks that can take place in a
MANET and the different strategies that can be used to tackle the security threats.
The rest of the paper is organized as follows: Sect. 2 discusses the various security
threats in MANETs. Section 3 explores some of the different mechanisms that have
been proposed to tackle some of the security threats. Section 4 gives a brief
summary of the attacks and security mechanisms, and Sect. 5 provides the
conclusion.

2 Security Threats in MANETs

Security is a very important aspect in MANETs, especially since ad hoc networks
are deployed in hostile environments such as military battlefields. The task of
routing in MANETs faces several challenges because of its innate network char-
acteristics and the areas of deployment. Some of these challenges are as follows [3]:

(a) Mobility
(b) Bandwidth constraint
(c) Error-prone and shared channel
(d) Hidden and exposed terminal problems
(e) Location-dependent contention
(f) Other resource constraints such as computing power, battery power, buffer

storage, etc.

MANETs face vulnerabilities because of shared wireless medium, lack of
physical protection for the mobile nodes, and complete trust among nodes because
of lack of centralized decision-making entity [4]. MANETs operate by establishing
an inherent trust relationship among its participating nodes. Hence, each node in a
MANET is able to function as a router. But since the wireless medium is shared and
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there is a lack of central coordination, MANETs are vulnerable to attacks from
other devices within the transmission range. Thus, managing trust also becomes an
important issue [5].

Also MANETs lack a clear line of defense since there is no well-defined place
where traffic monitoring or access control mechanisms can be deployed [6].
Although cryptography can be used to provide security services such as confi-
dentiality, authentication, integrity, and non-repudiation, it is not sufficient to deal
with attacks that compromise on availability, such as DoS attacks [7]. MANETs
face different kinds of security threats as follows:

(a) Denial of service
(b) Resource consumption in the form of energy depletion and buffer overflow
(c) Host impersonation
(d) Information disclosure
(e) Interference

The attacks against mobile ad hoc wireless networks can be generally classified
into two types [1]:

(a) Passive attacks

Passive attacks are those attacks in which the malicious nodes do not disrupt the
working of the network, but they listen to the data being transferred without altering
it. These kind of attacks can violate the confidentiality of the data being sent in the
network.

Some examples of passive attacks are eavesdropping, traffic analysis, and
monitoring. These attacks are associated with the Physical layer and Link layer [7].

(b) Active attacks.

Active attacks, on the other hand, are those attacks that disrupt the working of the
network by either altering or destroying the data. These attacks can be divided into
two types as follows:

• External attacks: These are the attacks that are performed by nodes that do not
belong to the network.

• Internal attacks: These are the attacks that are performed by nodes from within
the network.

Examples of active attacks include jamming, spoofing, modification, replaying,
DoS. These attacks are associated with Physical layer, Network layer or across
multi-layers [7].

Some of these attacks in MANETs are discussed as follows:

Eavesdropping:

The act of intercepting messages and reading them by unauthorized attackers
without actually modifying the messages is known as eavesdropping. In MANETs,
the mobile nodes share a wireless medium in which messages are usually broadcast
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over the network. These broadcast messages over the wireless medium can be easily
intercepted by tuning to the particular frequency of the message.

Black hole attack:

A black hole attack is a DoS attack in which a malicious node falsely claims that it
has the shortest path to the destination node. It is an active attack type which targets
vulnerabilities in on-demand routing protocols such as DSR and AODV (Fig. 1).

Black hole attack is carried out by an attacker by sending fake routing infor-
mation [8]. In this attack, an attacker node first claims that it has the shortest route
to a given destination when it receives Route Request message from a sender node.
For this, the attacker replies to the Route Request message with a Route Reply
having a very high destination sequence number, hence ensuring that the attacker
gets included in the route from the sender to the destination. On receiving the
subsequent data packet from the sender, the attacker will not forward the data
packets but instead drop them, thus preventing them from reaching the intended
destination. A subtler version of Black hole attack can selectively forward data
packets which makes it even harder to detect the attacker.

Gray hole attack:

A gray hole attack is an active attack type which causes dropping of messages. It
can also be considered as a variant of Black hole attack. In this attack, the attacking
node first honestly replies to Route Request message with correct Route Reply
message. Then when the attacker receives data packets to be sent to the destination,
it drops either some or all of the data packets intended for the destination node.
Gray hole attacks are harder to detect than black hole attacks because it is difficult
to conclude whether the packets are being dropped intentionally or because of a
genuine network congestion.

Fig. 1 Black hole attack
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Rushing attack:

In rushing attack, a malicious node which receives a Route Request packet from the
source node floods the packet quickly throughout the network before other nodes
which also receive the same Route Request packet can react [3]. This is possible
because the malicious attacker ignores the delays imposed by the network protocol.
Nodes that receive the legitimate Route Request packets assume those packets to be
duplicates of the packet already received through the adversary node and hence
discard those packets. Any route discovered by the source node would contain the
malicious node as one of the intermediate nodes. Hence, the source node would not
be able to find secure routes, that is, routes that do not include the malicious node
(Fig. 2).

Sleep deprivation

Sleep deprivation is a resource consumption attack which attacks the limited battery
life of a MANET node. In this attack, an attacker or a compromised node can
attempt to consume battery life by requesting excessive route discovery, or by
forwarding unnecessary packets to the victim node [7]. This leads to exhaustion of
battery life of the node, thus compromising the performance of the network.

Wormhole

A wormhole attack is an attack carried out by two colluding attackers in the
network. In this attack, an attacker receives packets at one point in the network,
“tunnels” them to another point in the network, and then replays them into the
network from that point [9]. Often, the colluding attackers are connected by a
private high-speed network which provides faster transmission than the wireless
medium of the network (Fig. 3).

In ad hoc routing protocols such as AODV and DSR, a wormhole attack may be
launched in such a way that an attacker receiving a Route Request message will
forward it to its colluding attacker who in turn rebroadcasts the request to its
neighbors. The neighbors will discard all subsequent Route Requests thinking them

Fig. 2 Rushing attack
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to be duplicates. Thus, this prevents all other routes to the destination except the
one containing the colluding attackers.

It can be seen that because of the vulnerabilities of MANETs, attacks can take
place in several layers. However, this paper will look at security measures for
attacks in the Network layer only.

3 Mechanisms for Dealing with Security Threats

Many scholars have proposed several types of defense mechanisms for dealing with
the security threats mentioned in the previous section. Some of these defense
mechanisms that are being addressed by this paper are:

(a) Intrusion Detection System (IDS)-based approach
(b) Authentication-based approach
(c) Software agent-based approach

These approaches are further discussed as follows.

3.1 Intrusion Detection System (IDS)-Based Approach

Intrusion detection can be defined as a process of monitoring activities in a system,
which can be a computer or network system [10]. The mechanism by which this is
achieved is called an intrusion detection system (IDS). An IDS monitors and col-
lects network activity information and then analyzes it to check for any anomalous
behavior in the network. If an IDS determines that an anomalous behavior is
occurring, it alerts the security administrator by generating an alarm. Also, IDS can
initiate a proper response to the malicious activity.

Fig. 3 Wormhole attack
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Intrusion detection can be categorized into two methods: anomaly detection and
misuse detection. Anomaly detection is the method of monitoring the network for
deviations from normal behavior while misuse detection (also called
signature-based detection) uses databases that contain signatures or patterns of
known attacks [11].

Huang and Lee [12] proposed an intrusion detection system against several types
of attacks in MANETs. Their paper is based on their previous work on anomaly
detection which used cross-feature analysis to detect intrusions in a MANET [13].
Their latter work can be divided into two approaches: one based on detecting
anomalies by implementing IDS on every node, and the other based on anomaly
detection by implementing IDS for a cluster-based system.

In the first approach, they have used feature selection to identify anomalies.
They have used a total of 141 features, and this approach can be used to detect new
and unknown attacks. They have used certain features based on Monitoring node
and Monitored node to classify and detect attack types. Then they further refined
their work by proposing identification rules for identifying some well-known
attacks such as black hole, random packet dropping, etc.

In the second approach, they proposed a cluster-based IDS as opposed to local
IDS running on all the nodes to deal with limited power issue of MANET. Since
running IDS on each node consumes battery power, the task of collecting network
information is assigned to a single node in each cluster, which acts as the cluster
head. Each cluster has a cluster head, called a Monitoring node, which monitors the
other nodes in the cluster, which are called Monitored nodes. The cluster head can
overhear the traffic from its neighbors by using the promiscuous mode in MANET
routing algorithms. They also devised an election mechanism to select the cluster
heads fairly in such a way that each node has an equal chance of being selected as
the cluster head.

Results: Comparing the two approaches, it can be seen that the cluster-based
IDS approach performs much better in terms of CPU speed up and network
overhead as compared to the first approach of running IDS every node. Although
the accuracy in terms of detection is minimally better in the first approach, the
overall benefits of the second approach outweigh the first.

Trivedi et al. [14] proposed a reputation-based mechanism to deal with intrusion
in MANETs. They have named this mechanism as RISM (reputation-based intru-
sion detection system for mobile ad hoc networks) and it is a modification of the
CONFIDANT protocol [15]. RISM has been designed as a “semi-distributed nat-
ure” which implies that it is neither restricted locally nor immediately propagated to
the whole network.

RISM has the following modules:

(a) Monitor: which takes the responsibility of monitoring the network. It collects
network information at fixed time intervals, called as Timing Windows.

(b) Reputation System: which assigns reputation values to the nodes. The repu-
tation system can assign a node to be either Normal, Suspicious, or Malicious.
The reputation is assigned on the basis of a threshold for dropped packets,
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called MaliciousDropThreshold. This MaliciousDropThreshold is flexible in
the sense that its value can be updated according to the network traffic in each
Timing Window.

(c) Path Manager: which calculates a new path when a node is deemed as
Malicious.

(d) Redemption and Fading: which is a mechanism by which a node deemed as
Malicious is given the chance to improve its reputation. This is implemented by
carrying out a knock test to see if a Malicious reputed node behaves normally
on receiving the knock test. If a Malicious node successfully passes the knock
test, it can be moved to Suspicious category.

Results: RISM performs better than normal DSR in terms of packet delivery
ratio up to a certain extent but when the number of malicious nodes increases,
RISM incurs a routing overhead as compared to DSR because of recalculation of a
new node when a malicious node is detected.

Nadeem and Howarth [16] proposed intrusion detection and adaptive response
(IDAR), an IDS mechanism that deploys both anomaly detection and
knowledge-based intrusion detection. This is an enhancement over their previous
work in which they dealt with intrusion detection in a predetermined way. Their
proposed mechanism implements an adaptive intrusion response after the intrusion
has been detected. This adaptive response takes into account parameters such as
attack severity, network degradation, and impact of the response action on the
network performance.

IDAR employs a cluster-based IDS in which all nodes can be either manager
node (MN), cluster head (CH), or cluster node (CN). IDAR uses two matrices for
keeping track of the network. They are network characteristic matrix (NCM) and
performance matrix (PM).

The architecture of IDAR consists of the following stages:

(a) Network Monitoring and Data Collection: In this phase, the CHs collect data
from CNs and store them in NCM and PM.

(b) Training: In this phase, CHs continuously gather NCM and PM information
and report to MN at fixed time intervals.

(c) Testing: Testing is carried out in four further phases as follows:

• Intrusion detection: MN uses anomaly-based intrusion detection to identify
if any intrusion has occurred.

• Attack identification: This phase uses a rule-based approach to identify the
attack. This is done with the help of a knowledge base maintained by IDAR.

• Intruder identification: In this phase, MN applies intruder identification
rules that a specific for a known attack.

• Adaptive intrusion response: It consists of three actions: Isolation, Route
around attacker, and No punishment.
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Results: IDAR performs better when compared to fixed intrusion detection
response as the overall network degradation of IDAR is lower as compared to fixed
intrusion detection response. For severe attacks such as black hole attack and sleep
deprivation, IDAR can isolate the attacker node for most of the time. For rushing
attacks, choosing No punishment response by IDAR gives the most optimal net-
work performance.

3.2 Authentication-Based Approach

Hu et al. [17] proposed a generic route discovery mechanism for handling rushing
attacks. Rushing attacks are DOS attacks which prevent on-demand routing pro-
tocols to find routes longer than 2 hops. In rushing attacks, the attacker forwards
Route Requests much faster than other nodes. This is possible because the attacker
ignores delays at the MAC or the delays imposed by the routing protocol. Although
one solution is to ignore delays at all nodes altogether, it can cause degradation in
network performance because of the resulting collisions in the network. To tackle
this, Hu et al. have proposed a Secure Route Discovery mechanism for defending
against rushing attacks.

The proposed mechanism consists of three phases:

(a) Secure Neighbor Detection: This phase uses a three round mutual authenti-
cation protocol to determine if two nodes are neighbors so that they can
communicate. This is carried out by deploying three messages:

• Neighbor Solicitation packet sent by the initiating node to a neighbor.
• Neighbor Reply packet sent by the neighbor on receipt of the previous

packet.
• Neighbor Verification packet sent by the initiator which includes broadcast

authentication of a timestamp and the link from source to the destination.

The protocol uses nonces to ensure freshness of the reply messages.

(b) Secure Route Delegation: In this phase, all nodes verify that secure neighbor
detection protocols were executed correctly. A node receiving a Route Request
verifies that the request came from its neighbor.

(c) Randomized Message Forwarding: In this phase, a node first collects a
number of Route Requests and selects a random request to forward. This
random selection is done to ensure that attacker cannot dominate all the routes
returned.

Results: The proposed mechanism is able to detect alternate routes in case of a
rushing attack most of the time as compared to existing on-demand routing pro-
tocols which are in general unable to deliver packets over paths longer than two
hops. However, the proposed mechanism has very low packet delivery ratio as
compared to DSR in normal traffic conditions. The packet overhead is also large in
the proposed mechanism as compared to DSR.
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3.3 Software Agent-Based Approach

Prathapani et al. [18] proposed the use of mobile honeypot agents to detect black
hole attacks in Wireless Mesh Networks (WMNs). Honeypot agents are software
agents that are used in IDS to detect malicious attackers. They are used to monitor
the network and also can be used as decoys that lure attackers. Honeypots are
deployed as mobile software agents that can traverse the entire network, and as
such, they are not confined to individual nodes.

The use of honeypots in determining whether a node is malicious or not is
illustrated as follows:

(a) A honeypot first places itself next to a node to be tested, called as testee node.
(b) It generates a Route Request bearing the address of a known destination node to

the testee. That is, the honeypot already knows route the destination and it is
trying to verify whether the testee node behaves normally or not.

(c) The testee node then sends its Route Reply in response to the Route Request
from the honeypot.

(d) The honeypot node, in turn, sends a dummy data packet to the testee node to be
sent to the known destination.

(e) Then, the honeypot queries the known destination whether it has received the
dummy data packet via the testee.

Results: Simulations were carried out in AODV protocol using two kinds of
topologies: Grid topology and Random topology. It is observed that employing the
honeypot scheme increases network throughput significantly in Grid topology and
in Random topology as compared to normal AODV under black hole attack.

4 Summary

MANETs face various challenges because of their inherent characteristics, their
areas of deployment, and the limited resources. We have seen that attacks in
MANETs try to exploit these native network properties and routing protocol
deficiencies. The different kinds of attacks discussed in this paper can be summed
up in Table 1.

We have also seen various approaches to counter the above-mentioned threats.
A brief summary of the techniques discussed for handling the security threats in
MANETs is shown in Table 2.
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5 Conclusion

The characteristic properties of MANETs (viz. trust-based relationship, lack of
central coordination) make them vulnerable to different kinds of attacks. Moreover,
MANETs have to often operate in challenging environments with limited resources
(e.g., bandwidth, battery life). Hence, security is of prime importance in MANETs.

In this paper, we have looked at some of the attacks that can take place in
MANETs and a few approaches to tackle these attacks. It is seen that more often
than not, deploying security measures against these attacks acts as a double-edged
sword in that the implementation cost of security mechanisms causes a compromise
in overhead and/or efficiency of the network.

Still, research has been going on to optimize the cost of implementing these
security measures [19, 20]. One future scope in this direction may be the application
of Big Data to monitor, analyze, make inferences, and take decisions to tackle
different attacks in MANETs.

Table 1 Summary of attacks in MANET

Attack Type of
attack

Layer of
attack

Security feature
compromised

Effect

Eavesdropping Passive Physical layer Confidentiality Message interception

Black hole Active Network layer Availability, integrity Packet drop

Gray hole Active Network layer Availability Packet drop

Wormhole Active Network layer Availability, integrity Route manipulation

Rushing Active Network layer Availability Route manipulation

Sleep
deprivation

Active Network layer Availability Battery consumption

Table 2 Summary of security approaches

Authors Mechanism Routing
protocol

Type of attack(s) Effect

Huang and
Lee [12]

IDS AODV Black hole, sleep
deprivation

CPU speed up and low
overhead

Trivedi et al.
[14]

IDS DSR Packet drop Improved packet
delivery ratio

Nadeem and
Howarth [16]

IDS AODV Black hole, gray hole,
sleep deprivation,
rushing

Successfully isolate
attacker node

Hu et al. [17] Authentication DSR Rushing Detects alternate routes
in case of rushing
attack

Prathapani
et al. [18]

Honeypot
agents

AODV Black hole Improved throughput
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A Survey: EMG Signal-Based
Controller for Human–Computer
Interaction

Tanuja Subba and Tejbanta Singh Chingtham

Abstract Human–computer interaction (HCI) has become one of the important
aspects in human life. Signals generated from human body are biosignals and have
huge potential to be used as an interface for human–computer devices. Multiple
devices are present that recognize these biosignals which are generated during
muscle contraction and converting those signals into some command to be used as
an input to the HCI devices. However, the task can be acquired through biosignals
which forms a neural linkage with the computer techniques like electroen-
cephalogram (EEG), electrooculogram (EOG), and electromyogram (EMG). In
past, there have been lots of studies wherein many researchers have used biosignals
to control other device. EMG is hence one of the least explored mechanism form of
biosignal to be deployed in HCI, and its studies are useful for neuromuscular
system as certain diseases may slow down muscle contraction and muscle firing
leading to paralysis of muscle.

Keywords EMG � HCI � Biosignals � Skeletal muscles � Neural linkage

1 Introduction

HCI is the one of the research areas that emerged in early 1980s, which has
expanded rapidly, and it was previously known as a man–machine interaction. HCI
focuses on the interface between user and the computer and deals with the design,
execution, and assessment of computer system and other related systems that are for
human use. Designing reciprocative interface to be helpful, valuable, resourceful,
simple, and pleasant to use is important, in order to show an individual the benefits
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of HCI devices [1]. The researchers observe the way human interacts with the
computer system and design new technologies and interface that let human and
computers to interact in novel ways [2]. Some of the examples of popular HCI
techniques are image processing, speech recognition, biosignal processing, etc.
HCI’s goal is to minimize the differences between the human’s goal of what they
want to achieve and the understanding level of computer to perform the task. It
relates knowledge from both the human and machine side. Due to its multidisci-
plinary nature, people with different study areas contribute to its success. Figure 1
shows the areas where HCI can be implemented with distinctive importance.

EMG is an electromedical procedure for estimating and capturing the biosignals
produced during skeletal muscle contraction. This procedure is performed using
electromyography, to produce an electrical record or signal called electromyogram
[3]. Electromyography identifies the electrical signals when the brain activates the
muscle cells voluntary or involuntary. The EMG signal has a unique gesture sig-
nature when it is captured with different movement and this gesture can act as an
input for click point graphics and for many other applications [4]. The resulted
signal can be classified and analyzed to check medical disabilities of human
movement. The neurons of a human body transmit neurological and electrical
signals that make muscle to contract, and an EMG translates these signals to graphs,
sound, or numerical values that can be interpreted by analyst. EMG’s signal can be
easily acquired using electrodes, and it is of two types, dry electrode or a surface
electrode which captures the signal when the electrodes are placed directly above

Fig. 1 Disciplines contribute
to HCI [21]
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the muscle, the recording displays the difference between two placed electrodes and
hence, requires more than one electrode. The second is gel or inserted EMG; these
are the electrodes which are implanted inside the skin; therefore, for the interface
between the skin and electrodes, electrolytic gel is used [5]. A needle electrode and
fine wire electrode is the example of inserted electrode. Needle electrode is used in
clinical areas, and the tip of the electrode is bare and used for the surface detection.
Fine wire electrode is easily implanted in and withdrawn from the skeletal muscles,
and is less painful then needle electrode. Thus, EMG which is related to muscle
signal is very useful in terms of biomedical applications where it is possible to
diagnose neuromuscular disease and many other disorders of motor control.

2 EMG Used for HCI

Studies are being carried out for the use of EMG signals in order to identify dis-
abilities as there are many who are suffering from medical disabilities in terms of
motor, neuron, muscle, etc. [6]. Therefore, EMG signals are not only used for
identifying neuromuscular disorder but can also be used as a control signals for
prosthetic devices [7]. It is the least explored compared to other biosignals like EEG,
EOG. EMGs are considered to be a new and natural process of HCI as the induced
signals from human muscle movement during its contraction represents neuromus-
cular movement that can be captured and filtered to command some specific devices.
The applications of EMG signals are in medical area, human–computer interaction,
etc. EMG can sense isometric muscular activity, i.e., when muscle fires but there is no
joint movement which makes classification of subtle motionless gestures and control
interfaces possible [8]. The EMG signal has different signatures, i.e., gesture can
match but their characteristics like EMG signals are different in terms of age, muscle
development, and sign. The one demerit of EMG signal is it contains a different type
of unwanted signal called noise caused by external and internal environment and
hence preprocessing is required to sort out the unwanted signal.

3 Related Works

Researchers have worked on regarding how EMG signal is used to command some
other devices like prosthetic arm, robots, or to enable people with certain disabil-
ities. These are shown in following paper.

In 1996, Koike and Kawato [9] developed an interface that models an arm and
controls a robotic hand. The aim of this paper was to learn and enhance the motion
capability. The technique used is Artificial Neural Network (ANN) that constructs
forward dynamics model of the human arm. The result of the developed model was
able to understand signal reading of EMG signals for instantaneous amount of
movement.
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In 2000, Alsayegh [10] proposed an EMG-based signal with the use of arm
muscles, medial deltoid (MD), anterior deltoid (AD), biceps brachii (BB), which
recognized 12 arm gestures. EMG signal processing is based on arm gestures
having unique temporal coordination. The classification technique used is
context-dependent classification with Bayes’ theorem. Not only the unique arm
gesture by using EMG signal was developed, there were various researchers
working in the field of EMG for the people suffering with motor disabilities like
hand paralysis, leg paralysis, etc.

In 2004, Kim et al. [11] proposed a natural means of human computer interaction
induced by human arm’s muscle movement. The captured EMG signal was used to
computer command control. An online EMG MOUSE system was developed that
controls cursor movement. The movement is interpreted for six different com-
mands. The classification of the signal is done using fuzzy min–max neural network
(FMMNN).

In 2005, Moon et al. [12] projected a wearable EMG device based on HCI for
the wheelchair user. The developed device was able to serve people with C4 and C5
spinal cord injury. EMG signal was acquired by right, left, and both shoulder
muscle motion. The wearable device directly generates mean average value
(MAV) from raw EMG when shoulder muscle is contracted. Microcontroller is
used to convert MAV signal to digital using analog-to-digital converter. Bluetooth
module is used to send the matched result to device controller (wheelchair). The
following year one more paper regarding people suffering from motor disabilities
was presented.

In 2006, Kim et al. [13] developed an interface that relies on EMG signal
acquired from human face during contraction of muscle. Electrodes are placed
around forehead, cheeks, and eyes. The subject was made to perform some actions
like blinking of eyes, clenching of teeth, wrinkling of forehead, and frowning. The
signal is acquired and analyzed using linear prediction coefficient (LPC), and LPC
entropy was calculated to find the characteristics information contained in the
measured signal. For pattern recognition, hidden Markov model (HMM) is used.
Same year some were working on hand gesture recognition.

In 2006, Naik et al. [14] proposed a method that identifies hand gestures with
different electromyogram signals separated from electromyogram using indepen-
dent component analysis (ICA). The paper explains and analyzes separation of the
EMG signals by ICA for interpreting different hand gestures and actions.

After the recognition of hand gestures and enabling motor disabilities, in 2008
Kim et al. [15] proposed modification of a RC car. The control of a car was done by
different user’s hand signs. The features in the EMG signal were classified and
analyzed to four different hand signs, and these signs were classified into four set of
classes. The four classes were assigned to perform some commands for RC car. For
feature extraction, RMS was used calculated by observing last 16 incoming values.
For classification, KNN and Bayes’ theorem were combined using decision tree and
purpose a control the car via PC.
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Similarly in 2009, Ren et al. [16] studied an electromyogram based on HCI. This
paper showed a control system using forearm electromyography that is proposed for
computer peripheral control and artificial prosthesis control. The system intends to
realize the commands of six pre-defined hand poses, i.e., up, down, left, right, yes,
and no. Power spectral density (PSD) is used to measure signal power intensity, and
for classifier the Bayesian classifier is used for extracting feature. In the same year,
Ahsan et al. [8] classified EMG signal techniques to improve interface for disabled
people. This paper discusses various methodologies and techniques for interpreting
EMG signal.

Researchers extended their study to multistep EMG classification; in 2010
Barreto et al. [17] proposed a system that intended to assist differently abled people.
The experiment was performed for the people paralyzed from the neck down.
Various interfaces like point and click graphics helped the subject to interact with
computer and also communicate with other people. The EMG signal is generated
using facial muscle for cursor movement.

In 2011, researchers studied surface EMG in depth and has found an excellent
result; Ishii [18] studied about myoelectric prosthetic. The gestures acquired by arm
or hand is identified and distinguished with the help of an EMG signal with the use
of surface Electromyogram. For identification of motion, neural network is used.

In 2012, Tsujimura et al. [19] studied Hand Sign Classification. The EMG signal
is acquired from forearm. The paper purposed to design a system that identifies
finger motion to develop human–machine interface. Analysis of forearm EMG
signal classifies and distinguishes the hand signs. It is also found that when fingers
are moved, some of the muscles of forearm also work and generate EMG signal.

Researchers studied through multichannel surface EMG signals, and in 2014
Li et al. [3] showed HCI system based on the multichannel SEMG. In this paper,
EMG signal is acquired using hand gestures and is classified for command control.
This surface EMG signal controls quadcopter flight. The paper defines four different
gestures to accurately achieve the real-time interfacing. The results showed have
high accuracy for HCI using SEMG. Auto-regression method is used for analysis of
SEMG signal, and the classification is done using back propagation technique.

In 2015, Mehaoua et al. [20] designed a system that controls multimedia player
using EMG signal. The design was simple, and the working of the system was
efficient and flexible. The paper aims to define an efficient and effective control
system that can help and simplify people suffering from hand amputee by making
them control device like media player using EMG signal acquired during con-
traction of forearm. The electrical potential generated that is the different EMG
signal generated during contraction allows controlling a media player like start,
stop, and switching the video. Signal detection during muscle contraction is done it
is rectified, filtered, and transformed into usable form. After this, the system was
enhanced by adding commands like start, stop, previous, next, and pause.
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4 Summary of Survey

The survey paper focuses on evaluation and detection of an EMG signal and use of
this system for real time. There are many classification methodologies and tech-
niques based on neural network to classify EMG signal. Some of the techniques are
as follows.

4.1 Back Propagation Neural Network

This algorithm is used on multichannel SEMG [3] for hand gesture identification.
The hand gestures control quad copter flight using extracted feature of EMG signal.
Back propagation neural network uses neural nets to solve problem. It has three
parts: building, training, and classification. Building is defined by input and output
of the system, and training is defined when the weights are identified and modified.

4.2 Fuzzy Min–Max Neural Network

It is a classifier built using hyperbox fuzzy sets. The hyperbox fuzzy set contains n
dimension pattern space and is completely defined by its minimum and maximum
point. The hyperbox and the combination of minimum and maximum point define
the fuzzy sets. This classifier is used by Kim et al. [11] for online EMG mouse to
control computer cursor. The control is done using EMG signal acquired from
arm’s muscle. This signal was able to control the motion of mouse. The movement
is interpreted as six pre-defined motions as per the actual mouse.

4.3 Hidden Markov Model

This is a statistical model for modeling generative states with hidden states. In
hidden Markov model, a sequence of emission is observed but sequence of states is
hidden and works with multiple probabilities. Ki-Hong et al. [13] used this model to
develop an interface using EMG signal from human face. The stand-alone interface
system was implemented, and the subjects (people as volunteers) were able to make
the wheelchair turn left, right, forward, and backward by simple action provided by
them.

122 T. Subba and T. S. Chingtham



4.4 Bayes’ Network

Bayes’ network is a probabilistic graphical model that represents a random variable
in directed acyclic graph. Alsayegh [10] used this network to present an
EMG-based interface for human and machine. The use of three muscles from arm,
i.e., medial deltoid (MD), anterior deltoid (AD), and biceps brachii (BB) provides
12 different arm gestures by sensing the activities of the muscles. EMG signal
processing is based on arm gestures having unique temporal coordination. The
classification technique is defined by unique gesture’s temporal signature used is
context-dependent classification. Another researcher Kim et al. [15] developed
similar interface using EMG signal for hand gesture by integrating the classifier K-
nearest neighbor and Bayes’ network.

Table 1 provides the summary of the survey in accordance with the method-
ologies used in various papers. It provides the description of the success rate
resulted by the use of classification techniques.

5 Conclusion

Developing better human–computer interface will help improve quality of life of
people suffering from physical disabilities. EMG signal is one of the natural
techniques that captures electrical signals from human body for the use of HCI and
provides an interface for human and computer to interact appropriately. This survey
paper focuses on the work of various researchers; the methodologies are used for
the classification of EMG signal. Therefore, it can be concluded from the survey of
various papers that neural network has been used as a prominent classification
technique of EMG signal for HCI.

Table 1 Summary of EMG classifiers

Classifier used Description

Back propagation neural
network [3]

• 93% success rate in the multichannel SEMG of the hand
gesture recognition

• Auto-regressive model method is used

Hidden Markov model
[11]

• 97% success rate in developing an interface using human face
• Subject was able to turn left, right, forward, and backward

Fuzzy min–max neural
network [13]

• Six pre-defined motions of cursor were classified
• 90% and above success rate for pattern recognition of each
motion

Bayes’ network [10, 15] • Classification is done in probabilistic statistical model
• Classification rate reported was 96%

• KNN classifier and Bayes’ classifier were combined for
classification of EMG signal

• 94% success rate for classification of hand gesture
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For future works, newly enhanced classification techniques can be developed
besides neural network, a work can be done in creating lightweight EMG signal.
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IEEE 802.15.4 as the MAC Protocol
for Internet of Things (IoT) Applications
for Achieving QoS and Energy
Efficiency

Dushyanta Dutta

Abstract Medium Access Control (MAC) protocol will play a very critical role in
achieving the desired Quality of Service (QoS). The other crucial factor a MAC
control is the total amount of energy spent by the network, which is very essential in
determining the lifetime of the network. This paper argues that IEEE 802.15.4 can act
as a suitable MAC protocol for application such as Internet of Things. The paper
presents an overview on IEEE 802.15.4 protocol’s working mechanism. Further, the
paper also discusses certain issues need to be overcome for successful deployment of
IEEE 802.15.4 in Internet of Things (IoT) to get the desired performance.

Keywords IEEE 802.15.4 � Quality of service (QoS) � Internet of Things (IoT)

1 Introduction

The rapid growth in Internet technology and tiny electronic devices in today’s
world has lead to emergence of a new technology term as Internet of Things (IoT).
The goal of Internet of Things is to connect globally all electronic devices that are
capable to communicate. This technology chooses Internet as a medium of com-
munication so as the user can access its devices remotely from any Web-based
application. The technology also allows these devices to send its data gathered from
its surrounding to its user sitting remotely [1–4].

The Medium Access Control (MAC) is an integral part of communication
system and will play a vital role in successful deployment of such network. The
devices associated in Internet of Things are mostly small devices such as sensor
devices. These devices generate low data rate and have radio transceivers to
communicate with battery as its source of energy [5, 6].

IEEE 802.15.4 protocol which defines the Physical and MAC layer was
designed for devices such as which generate low data rate and consume low power
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[7, 8]. Therefore, we give an argument that IEEE 802.15.4 can be an ideal MAC
protocol for application such as Internet of Things.

The paper in Sect. 1 gives an introduction on Internet of Things; Sect. 2 gives an
overview on IEEE 802.15.4 protocol. Section 3 discusses certain challenges need to
be addressed for successful deployment of IEEE 802.15.4 in Internet of Things and
finally Sect. 4 draws the Conclusion of the paper.

2 Overview on IEEE 802.15.4

IEEE 802.15.4 PHY/MAC is designed for network such as Personal Area Networks
(PANs). Nodes in this network operate in synchronized way by synchronizing itself
to a node called coordinator. The protocol can operate for three network topologies
—star, cluster tree, and mesh topology.

IEEE 802.15.4 MAC performs its channel access mechanism either in
beacon-enabled mode or non-beacon-enabled mode. The beacon-enabled mode
uses the slotted Carrier Sense Multiple Access with Collision Avoidance (CSMA/
CA) while in non-beacon enable the unslotted CSMA/CA is used. An optional
energy-saving mechanism can be implemented in the beacon-enabled mode using
the concept of Duty Cycle. Duty Cycle mechanism allows the transceivers in the
nodes to be either in Active or Sleep Modes in a synchronized way.

The transceivers remain active during the Superframe whose boundary is
bounded by beacon frame, generated by the coordinator at regular interval. The size
of the beacon frame is the interval between two consecutive beacons called Beacon
Interval (BI) and BI = 15.36 * 2BO ms where 0 � BO � 14. The size of the
active period is called Superframe Duration (SD) and SD = 15.36 * 2SO ms, where
0 � SO � 14 (Fig. 1).

All operations in the slotted CSMA/CA algorithm are aligned to discrete time
slots with duration of 0.32 ms which also corresponds to a backoff time slot. When
a packet is generated, the slotted CSMA/CA algorithm becomes operational and
performs the following steps:

1. Initialize the variables—contention window (CW), the number of backoff
stages (NB), and the backoff exponent (BE) as CW = 2, NB = 0 and
BE = macMinBE where the default macMinBE = 3.

2. Before sensing the channel, a node waits for a random number of backoff time
slots uniformly distributed in the range [0, (2BE − 1)].

3. Sense the wireless medium for a Clear Channel Assessment (CCA).
4. If the medium is found busy, set NB = NB + 1, BE = BE + 1 (BE can be

incremented up to macMaxBE = 5) and CW = 2. If the number of backoff
stages NB, exceeds the maximum allowed value macMaxCSMABackoff (with
default value 4) drop the frame and exit. Otherwise, return to Step 2.

5. If themedium is found free andCW = 2, then setCW = CW − 1 and return to Step
3. If themedium is found free andCW = 1, then setCW = 0 and transmit the frame.
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The CSMA/CA algorithm supports both retransmission and non-retransmission
of the data frames. The retransmission scheme is based on acknowledgements.
When retransmissions scheme is enabled, the destination node sends an acknowl-
edgement immediately after receiving a data frame. The frames which are not
acknowledged have to be retransmitted. The maximum allowed retransmission is up
to aMaxFrameRetries, which has a default value of 3, before a frame is dropped.
For retransmitting a frame, the CSMA/CA algorithm starts from Step 1 (Fig. 2).

3 Challenges on Successful Deployment of IEEE 802.15.4

In this section, some of the challenges are discussed that will arise during the
deployment of IEEE 802.15.4 devices in Internet of Things.

1. Identification of appropriate Duty Cycle for IEEE 802.15.4 devices to
deploy in Internet of Things.
Devices connected to IoT will have limited source of energy. The life of a
network depends on the rate of energy consumed by devices. Therefore to
sustain the network’s life, the consumption of energy is needed to be done
judiciously. The use of low duty cycle in IEEE 802.15.4 is a promising
mechanism for extending the life of the network. However, with the use of low
duty cycle, the network performance may degrade by throughput and latency
and may not fulfill the QoS requirement of the application [9, 10]. The
appropriate duty cycle has to be chosen based on the prevailing traffic load. The
traffic generated by IoT devices will be of non-homogeneous nature.

Fig. 1 An example of the superframe structure [7]
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Fig. 2 Operations of slotted CSMA/CA MAC algorithm in the beacon-enabled mode [7]

130 D. Dutta



2. Synchronization of IEEE 802.15.4 devices appropriately for Multihop
Deployment of devices in Internet of Things.
To operate with duty cycle mechanism, IEEE 802.15.4 devices required to
synchronize itself to a central device acting as the coordinator device. These
devices synchronize with beacon frame transmitted at regular interval by the
coordinator. Since these devices will have a very limited radio range to com-
municate, in multihop scenario there will be several coordinator devices. To
avoid beacon frame collision, an efficient synchronization scheme is required for
successful deployment of IEEE 802.15.4 devices in multihop scenario in
Internet of Things. Therefore, an appropriate synchronization scheme is required
to avoid beacon frame collision.

3. Identification of appropriate MAC parameters value for successful
deployment of IEEE 802.15.4 devices in Internet of Things.
IEEE 802.15.4 MAC has number of parameter associated with the CSMA/CA
protocol used for channel access. Value of these MAC parameters can determine
the network performance by Energy Efficiency and QoS. Therefore, determining
proper value for this parameter is essential to get the desired performance.

4 Conclusion

This paper highlighted that IEEE 802.5.4 protocol can be utilized as a promising
MAC protocol for Internet of Things. It gives argument on the ground that device
connected to Internet of Things will mostly be of tiny devices generating low data
rate and IEEE 802.15.4 was designed for application consisting such devices.
Secondly, the paper gives an overview in IEEE 802.15.4 and also discussed certain
challenges need to be overcome for successful deployment of IEEE 802.15.4
devices in Internet of Things.
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HMM-Based Speaker Gender
Recognition for Bodo Language

Chandralika Chakraborty and Pran Hari Talukdar

Abstract Speech, the act of speaking, is the most natural way of exchanging
information between homo sapiens. Speech primarily conveys the message via
words, spoken by the speaker. Speech also conveys the emotion with which the
speaker speaks, speaker’s health condition, gender of the speaker, and also the
language in which the speaker is speaking. Systems which aim to recognize the
speaker-related information in speech signals through an extraction and charac-
terization process are called speaker recognition systems. Speaker recognition
applications are becoming common and useful nowadays as many of the modern
devices are designed and produced for the convenience of the general public.
Speaker recognition systems are developed for many indigenous languages.
Application of hidden Markov models (HMMs) to speaker recognition has seen
considerable success and gained much popularity. This paper presents an attempt
made toward developing a speaker gender recognition system. A model built using
Hidden Markov Model Toolkit (HTK 3.4.1) has been trained and tested on sample
speech of either gender in Bodo language, and results show good recognition.

Keywords Speaker gender recognition � Bodo � Hidden Markov model
Acoustical analysis � Mel frequency cepstral coefficient � Hidden Markov model
training � Recognition testing � Performance evaluation
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1 Introduction

Speech or verbal communication among humans is arguably the reflection of the
highest order of intelligence. Nobody knows for certain when or how speech
communication started. Over the years, through evolution and associated changes in
physiology, climate, and society, the current level of intelligence transfer has been
achieved. An innately intelligent activity, speech communication, however, is not a
monopoly of humans only, but other animals like dolphins and elephants are also
known to communicate with sound. However, no other forms of life are known to
have speech-based communication system as developed as man.

Speech signal is produced through semantic, linguistic, articulatory, and acoustic
transformations. It is the properties of these transformations which are identified as
the acoustical properties of the speech signal. Further, the anatomical differences in
the vocal tract and individual speaking habits together with these acoustical
properties are used if we want to find out who is speaking. A speaker recognition
system takes into account these differences and discriminates between speakers [1],
say as male speaker or female speaker. Speaker recognition is the identification of
the person who is speaking from the characteristics of the voice sample of the
speaker.

The general area of speaker recognition comprises two fundamental tasks—
speaker identification and speaker verification. Speaker identification is the task of
identifying the speaker from a set of known speakers. Speaker verification is the
task of verifying the claimed identity of the speaker, and such systems return a
binary value in the form of a yes/no decision. Speaker recognition tasks are further
distinguished based on the text of the speech used in the system. In a text-dependent
system, the same word or phrase is used to train and test the system; every time the
system is trained or tested. In a text-independent system, the training and testing
speech is unconstrained.

The proposed work is an attempt at building a simple speaker recognition system
using Hidden Markov Toolkit (HTK 3.4.1) [2] for Bodo language to help achieve
text-independent speaker identification. Sect. 2 gives an overview of the previous
work done in speaker recognition, Sect. 3 introduces the Bodo language. Section 4
defines the problem for developing the recognition system. Section 5 introduces the
hidden Markov model and the Hidden Markov Toolkit 3.4.1. Section 6 explains the
methodology for designing the speaker gender recognition system. Section 7 pro-
vides the findings of the work done, and finally, Sect. 8 gives the conclusion.

2 Previous Work

The features and the techniques that are applied to speech recognition for extraction
and recognition of information from speech signal have also been used for speaker
recognition. A major advance was the application of the hidden Markov model
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(HMM)-based approach in 1980s, and it contributed largely to the acceptance of
results and product development which are now being used by the telephone
industry for voice dialer, voice response systems at banks, etc. These speech
recognition systems are able to respond to non-specific speakers because of the
technological advances that have made them possible. The success of the
HMM-based approach to speech recognition and speaker recognition is evident
from the fact that quite a few commercial applications have been built using this
technique. Some of the most important and successful systems include Sphinx, a
continuous-speech, and speaker-independent recognition system built using HMMs
was developed by Kai-Fu Lee, which attained word accuracies of 71, 94, and 96%
on a 997-word task [3]. An upgradation, Sphinx-4, a state-of-the-art speech
recognition system created through joint collaboration between Carnegie Mellon
University and others, is also popular [4]. Julius, an open-source large-vocabulary
speech recognition software, named after Gaius Julius Caesar is currently used for
both academic research and industrial applications.

Various speaker recognition systems have been developed for Indian languages
like Assamese, Bengali, Hindi, Gujarati and Tamil. Deka et al. [5] proposed an
approach for speech recognition using linear predictive cepstral coefficients (LPCC)
and multilayer perceptron (MLP)-based artificial neural network with respect to
Assamese. Patel and Virparia developed a speaker recognition system which
accepts telephony commands in Gujarati [6]. The work makes use of a data set of
29 speaker-independent words for experimentation [6]. The implementation was
done using HMM-based speech recognizer Sphinx4 toolkit. The system accuracy
ranged from 72.41 to 96.55%. A connected Hindi digit recognition system using
HTK was developed by Mishra et al. This work created a baseline recognizer,
which provided encouraging results [7]. Vimala and Radha built a speaker-
independent isolated speech recognition system for Tamil language [8].

However, the efforts directed at research are not concentrated on languages like
Bodo, which had received very little attention.

3 Bodo Language

Bodo is a language which came out as a branch of its main stock known as
Sino-Tibetan or Tibero-Chinese family of languages serially through its other
sub-branches called Tibeto-Burman, Assam-Burmese, Bodo-Naga, and Bodo. It is
used as language media in some of the districts of Assam, like Dhubri, Bongaigaon,
Kokrajhar, to name a few.

Bodo phonemes consist of sixteen consonants and six vowels [9]. Bodo lan-
guage was included in the eighth schedule of Indian constitution from 2005 and
thus has recognition from central and state governments and their affiliated bodies
for the development of its every aspect of the language and literature [10].
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4 Problem

The work reported here is aimed at developing a text-independent speaker recog-
nition model (as shown in Fig. 1) capable of identifying the gender of the speaker.
The problem can be formally stated as:

Given an arbitrary waveform, wi, in a language L and its mel frequency cepstral
coefficients (MFCC) set {m1, m2,.., m13}, to return a bi-valued classification
MALE/FEMALE depending upon the gender of the speaker.

5 Hidden Markov Model

AMarkov model depicts every observable event as a state. A hidden Markov model
assumes the system to be modeled as a Markov process with unobserved states.
Speech signals are normally continuous and are difficult and sometimes even
unnecessary to determine how and when there is a transition from one abstract
speech code to another. This transition from one speech code to another is depicted
as a state transition. Hence, each state cannot be uniquely associated with an
observable event. The outcomes or the observations are a probabilistic function of
each state. The actual state sequence is not directly observable (that is hidden); it
can only be approximated from the sequence of observations produced by the
system. The HMM model used in this work is shown in Fig. 2.

Fig. 1 Block diagram of the speaker gender recognition system for Bodo speech using HTK
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5.1 Hidden Markov Model Toolkit

The Hidden Markov Model Toolkit (HTK) is mainly used for speech recognition
research, for building, training, testing hidden Markov models [2]. Facilities like
result analysis are also provided by this toolkit [2]. The library modules and tools in
HTK are available in C language. The toolkit also finds use in various applications
like speech synthesis, character recognition, and DNA sequencing. HTK was
originally developed at the Machine Intelligence Laboratory of the Cambridge
University Engineering Department [2].

6 Methodology

The speech signals (of male as well as female speakers) are first recorded. Then, for
each of the recorded speech files, a text is associated with its content. This is called
labeling of speech files. In this work, wavsurfer is used for recording and labeling of
speech files. The data set (comprising male and female speaker speech files) used
here is recorded in a noise-free environment, labeled using wavsurfer and saved in .
wav audio format. The data set consists of 100 samples each for male and female
speaker voices. Eighty samples each of male and female speakers are taken for
training the system, and the remaining for testing. All the samples (male as well as
female) are of uniform utterances, ranging from 6 to 8 words. Each speech waveform
is of 1 s duration. HSLab tool of HTK can also be used for recording and labeling.
A sample waveform of a Bodo speech as generated in wavsurfer can be seen in
Fig. 3.

Fig. 2 A HMM topology

Fig. 3 A waveform
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The speech files used in this work are labeled in ESPS label format. In this
format, there is one label per line and a header which precedes the label data. The
header is a line containing only a #, and the labels follow the header in the form [8]:

time ccode name

where time is a floating-point number which denotes the boundary location in
seconds, ccode is an integer color map entry used by ESPS in drawing segment
boundaries, and name is the name of the segment boundary. A sample ESPS format
label file used for labeling all the speech samples in the data set is:

#
0:211651 125 si
0:656355 125 bong
0:929836 125 bong
1:202128 125 thang
1:272281 125 si

6.1 Acoustical Analysis

The toolkit, HTK, processes the speech waveforms after they are transformed into a
sequence of feature vectors. This step is known as ‘acoustical analysis.’ The signal
is first segmented in successive frames of a time frame 25 ms. Each frame is then
multiplied by a windowing function, that is Hamming window. Hamming window
helps to avoid discontinuities at the boundary of the window by shrinking the
values toward zero. From each frame, features are extracted. One way of repre-
senting the features is called the mel frequency cepstral coefficient (MFCC). Human
hearing is less sensitive to higher frequencies roughly above 1000 Hz [11]. Hence,
considering this property of human hearing while extracting features can improve
speech and speaker recognition. The model used in MFCC represents the fre-
quencies onto the mel scale [12]. These parameters, such as the length of each
frame and the kind of features to be extracted, must be specified in a configuration
file. The configuration file is a text file which sets the parameters of the acoustical
coefficient extraction. The original waveform is then converted to a set of acoustical
vectors using the HCopy tool of HTK along with the configuration file. The output
of the acoustical analysis step obtained from the toolkit is a compact representation
of the spectral properties of each windowed frame of male-voiced and female-
voiced waveform. The extracted acoustical coefficients from each windowed frame
can be viewed with the HTK tool, HList.

A property of the cepstral coefficients is that the variance of different coefficients
tends to be uncorrelated [11]. In a speaker recognition system, the focus is on
determining the speaker. Hence, information about the vocal tract of the speaker is
important to determine the speaker. The first 12 cepstral features from the MFCC
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extraction represent information about the vocal tract (the filter) which shapes the
pulses of air produced by the glottis (the source). The shape of the vocal tract has
particular filtering characteristics. The shape of a vocal tract is different for male
speakers and for female speakers. Hence these 12 cepstral coefficients for each
frame can be used to distinguish between a male and a female speaker. A thirteenth
feature is also added which represents the energy in a frame. Energy correlates with
phone identity. A speech signal varies from one frame to another frame. This
change can be represented by adding a delta feature and an acceleration feature to
each of the 13 features of each frame of the speech waveform [11]. The following
coefficients are extracted for each signal frame:

– The first 12 MFCC coefficients and
– The null MFCC coefficient c0 which is proportional to the total energy in the

frame.
– Thirteen delta coefficients, estimating the first-order derivative of [c0,

c1, …, c12]
– Thirteen acceleration coefficients, estimating the second-order derivative of [c0,

c1, …, c12].

So, this makes up a 39 coefficient vector for further processing.
This 39 coefficient vector extracted from a female speech sample is as shown in

Fig. 4.

6.2 Model Definition and Initialization

An HMM is used to model each of the acoustical events. Here, an acoustical event
is a male-voiced waveform or a female-voiced waveform. For this, a topology for
each HMM is first chosen. A five-state topology is adopted for each HMM. The
model consists of three emitting states {S2, S3, and S4}; the first and the last states

Fig. 4 MFCC coefficients (of the speech sound ‘bong bong thang’ (female))
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{S1 and S5} are non-emitting states, that is they have no observation function. The
observation functions are single Gaussian distributions with diagonal matrices. The
topology as shown in Fig. 2 is used for male speaker and also for female speaker
waveforms. A sample HMM is shown in Fig. 5.

The HMM definition is described in HTK as a text description file. This HMM
description file (prototype) is used by HCompV HTK tool for model initialization.
In this proposed work, such a prototype has to be generated for a male-voiced and
female-voiced waveform. The prototype for the two HMMs will be mentioned with
headers *h “ma” and *h “fe”.

6.3 HMM Training

Model re-estimation is performed with the HERest HTK tool, which estimates the
optimal values for transition probabilities, mean, and variance vectors of each
observation function. The re-estimation procedure is repeated for each HMM (one
for male and another for female). In this procedure, the system is trained with
various male speaker and female speaker voice samples. The training set contains
80 male and female voice samples each.

The basic architecture of the speaker gender identification system is to be defined
through the task grammar. In HTK, the task grammar is a text file as given below:

$speaker
$speakerð Þ

¼ FemalejMale;

The task grammar is compiled with the HParse tool, to obtain the task network.
The speaker gender identification system is defined by this task grammar, the
dictionary which contains the models to be recognized (male and female) and the
HMM sets (the two HMM sets used in this system are named as: ma, fe).

6.4 Recognition Testing

The recognition process of an unknown input signal is done with the HVite tool,
which matches the input observations (that is the acoustical observations stored as.

Fig. 5 HMM for a speech
waveform, ‘za za ha’
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mfcc files) with the identification system’s hidden Markov models. The testing set
contains 20 male and female voice samples each. The system was tested for
recognition using 10, 15, and 20 male and female voice samples each at different
times.

6.5 Performance Evaluation

The performance of the system is evaluated with the HResults tool. The result of the
identification is obtained in a file as male or female depending on the voice sample.

7 Findings

The speaker recognition system developed here is trained using a various number of
speaker samples. The system is then tested for unknown inputs with a number of
test samples. The output obtained in the different cases is represented in the form of
a confusion matrix. Finally, the summary of the finding is provided in Table 5
which shows encouraging results.

Case I:

Training set = 40 voice samples each for male and female speaker
Testing = 10 voice samples each for male and female speaker (Table 1)

Case II:

Training set = 60 voice samples each for male and female speaker
Testing = 15 voice samples each for male and female speaker (Table 2)

Case III:

Training set = 80 voice samples each for male and female speaker
Testing = 20 voice samples each for male and female speaker (Table 3)

Case IV:

Training set = 60 voice samples each for male and female speaker
Testing = 20 voice samples each for male and female speaker (Table 4)

Table 1 Results of Case I Predicted

Actual M F

M 10 0

F 0 10

Recognition = 100%

HMM-Based Speaker Gender Recognition for Bodo Language 141



8 Conclusion

The work reported here is a speaker recognition system which recognizes the
gender of the speaker using HTK for Bodo speech. The HMM model was built
using five number of states. The speaker gender recognition system was trained and
tested with proper samples, where each sample consisted of six to eight words, for
performance evaluation. Acceptable results were obtained through detailed exper-
imentation. It is observed that irrespective of the size of the training data set,
increasing heterogeneity of the testing data degrades performance. However,

Table 2 Results of Case II

Predicted

Actual M F

M 15 0

F 0 15

Recognition = 100%

Table 3 Results of Case III

Predicted

Actual M F

M 19 0

F 0 20

Recognition = 97.5%

Table 4 Results of Case IV

Predicted

Actual M F

M 19 0

F 0 20

Recognition = 97.5%

Table 5 Summary of the results obtained

Training data Test data Success count Success rate

Male Female Male Female Male Female

1. 40 40 10 10 10 10 100
2. 60 60 15 15 15 15 100
3. 80 80 20 20 19 20 97.5
4. 60 60 20 20 19 20 97.5
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performance matrix reveals success rates between 97 and 100%. Presently, work is
on to develop a system with an eleven-state HMM, to recognize speaker’s gender as
male or female based on three-word and one-word samples.
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Accurate Drainage Network Extraction
from Satellite Imagery—A Survey

Ferdousi Khatun and Pratikshya Sharma

Abstract The extraction of the drainage hydrographical network is very important
for various types of study such as hydrological analysis, geomorphology, envi-
ronmental science, terrain analysis and still a research topic in the field of GIS.
Drainage network is extracted through satellite image (e.g., digital elevation model)
processing, contour map processing, and raster map processing. A raster map of an
area contains many layers such as road network, building, forest area, waterbody,
river pattern, text, and drainage pattern extracted from raster map is part of docu-
ment image analysis. A toposheet or contour map contains the linear feature,
namely elevation contour, waterbody, river network, text, and the extraction pro-
cess of drainage line is time-consuming and traditional process. Due to the advances
in satellite imagery, high-resolution digital elevation model (DEM) is captured by
many satellites recently. The DEMs are advantageous over toposheet because it
provides seamless provision of data with global coverage. Accurate drainage
extraction from DEMs is used for morphometric analysis, hydrological analysis,
terrain analysis, and many other areas in recent year across the world as DEM
provides the fastest way to extract feature in various ways. This paper provides the
evolution of satellite imagery and the accurate extraction of drainage network for
various applications, namely geomorphometric analysis, hydrologic analysis, ter-
rain analysis, and also describes the steps involved to extract drainage pattern from
DEM, an up-to-date process.

Keywords DEM � ASTER-GDEM � SRTM � Cartosat-1 DEM
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1 Introduction

Water is the main and most important component on earth surface, and drainage
network is the essential hydrologic, geomorphologic element for analysis. The
patterns formed by the streams, rivers, and lakes in a particular drainage basin are
known as drainage network or river system [1]. It has many application areas like
hydrologic modeling of micro-watershed, groundwater prospect zone mapping,
geomorphometric parameter analysis, water resource planning and management,
flood hazard prediction and mitigation, river pattern change detection, irrigation
management fields. But extraction of drainage pattern on flat surface and less
complex terrain is still in research topic. The traditional process of generating the
drainage map is from toposheet or contour map that depicts the large-scale detail of
a geographic space. Generally, it contains five layers of information: river and
waterbody as blue color, road as red, forest as green, contour as brown, and black
color for text feature. However, channel network extraction from topomaps requires
tedious time and cartography expert needed to provide subjective decision. In brief,
the method to extract drainage from contour map is areal element removal, linear
element extraction to produce linear feature map, thinning, dilation, color seg-
mentation and generate segmented layer map [2]. But generation of separate layer
map has a limitation; it will only work on digital contour map or historical map or
high-quality toposheet because poor quality toposheet suffers from false color
aliasing and mixed color problem. Also, available toposheet is old publication, 10–
20 years back. River pattern also changes their position in some places due to
landslide, flood, or many natural phenomena; thus, accurate drainage network is not
provided by toposheet [3]. A new generation of digital elevation data is generated
by remote sensing technologies due to advances in satellite technology, e.g., shuttle
radar topographic mission (SRTM), interferometric synthetic aperture radar for
elevation (IFSARE), advanced spaceborne thermal emission and reflection
radiometer global digital elevation model (ASTER-GDEM V2), Cartosat-1
(Cartosat-DEM 1.0), synthetic aperture radar (SAR), so analysis became easier.
Early satellite technology does not able to capture the DEM directly, so for
hydrologic and geomorphologic analysis, DEM was generated from various
satellites like QUICK BIRD, IKONOS, Landsat tm [4]. The most widely used
satellite imagery ASTER-GDEM, SRTM-DEM, etc., is freely provided by USGS
(http://earthexplorer.usgs.gov/) site with 30 m spatial resolution, and Cartosat-DEM
is provided by ISRO (http://bhuvan.nrsc.gov.in/bhuvan_links.php) and opened the
door for analyzing the data for various studies. The above-mentioned satellite has
their specific configuration and is suitable for mountain area, flat surface, and
medium complex terrain area for accurate river network extraction. The accuracy of
SRTM–DEM and ASTER-GDEM is almost same [5]. In some cases, Cartosat-1
DEM sounds better than SRTM DEM for extracting drainage. DEMs with higher
resolution provide detailed drainage networks that have greater impact on the
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drainage map analysis as statistical values become lower when resolution of DEM
changes from fine to rude [6]. In this paper, we present an up-to-date overview of
drainage network extraction process.

2 Evaluation of Satellite Imagery for Drainage Extraction

DEM plays a vital role for extracting drainage network. Before the year 2000, the
DEMs were available at a global coverage in a 1 km resolution like GTOPO-30
(Global Topography in 30 arc sec). After that shuttle radar topography mission
(SRTM, version 4, C-band DEM of 90 m resolution) and the advanced spaceborne
thermal emission and reflection radiometer (ASTER, version 2, 30 m resolution)
were launched that provided better resolution which solves the problem regarding
spatial resolution. The hydrology analysis became more easier in INDIA after the
launch of Cartosat-DEM (version 1, only for Indian territories) at 30 m in 2011.
These data are freely available and easily downloaded from USGS and ISRO Web
site. Various purchased stereo-images from Cartosat-1, landsat 7 ETM+,
QuickBird, IKONOS, SPOT, and SAR are used for generating the DEM using
software and can be applied for hydrologic analysis [4, 7–10]. Lot of studies are
going on geomorphometric and hydrological analyses from DEMs. In India, most
research is done best on DEM for river basin analysis, estimation of soil loss, water
resource evaluation, and topographic characterization [11–14]. The high-resolution
DEMs provide finer extraction of land surface component like drainage network,
slope facets, and higher accuracy than a toposheet. The morphometric parameter is
heavily depended on the scale of the feature extracted. Research is going on which
satellite imagery is suitable for accurately extracting the drainage network in var-
ious surface areas like mountain, flat surface, less complex terrain area. In some
cases, SRTM is very good for drainage analysis [15, 16]. For accuracy assessment,
the absolute elevation parameters are more focused and less focus is given to how
the various morphometric variables that are derived vary from one dataset to the
other, as well as how their prepared maps differ.

3 Importance of Drainage Network in GIS

Drainage means the removal of excess water from a given place. In geomorphology
and hydrology, a drainage network or river systems are the patterns formed by the
streams, rivers, and lakes in a particular drainage basin. They depend on topography
of the land. The number, size, and shape of the drainage basins found in an area
vary as larger the topographic map [1]. A drainage system is of six different types,
namely dendritic drainage, parallel drainage, trellis drainage, radial drainage,
rectangular drainage and deranged drainage. In hydrological studies, geomorpho-
logical analysis DEMs are primary element for delineation of drainage network,
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catchment boundary, and estimation of various catchment parameters such as slope,
contours, aspects and morphometric attribute like number of tributaries, stream
length, stream order, bifurcation ratio, relief ratio. By examining various hydro-
logical and morphological parameters, the irrigation management department
supply water in dry weather for agriculture crop production, water resource man-
agement department, flood hazard zone prediction and mitigation department,
drainage management department are being very beneficial in recent year.

4 Review of Drainage Extraction Methods

The mesh network of interconnected stream pertaining to a terrain is the river
pattern or drainage pattern. These network formations mainly depend on the
morphological aspect of the terrain, i.e., slope, varied resistance of rocks, and
geology and topology of the land. When a DEM is considered for drainage network
extraction, the main steps are (1) fill depression, (2) flow direction, (3) flow
accumulation, and (4) stream network generation. A digital elevation model
(DEM) is the representation of terrain elevations in digital form usually stored as a
rectangular array with integer or floating-point values. Among various algorithms,
the DEM pixel computation is based on D8 method that is first introduced by
O’Callaghan and Mark [17]. But this algorithm has some deficiencies. As per D8
algorithm, single flow direction is calculated by comparing the elevation of its eight
neighboring cells where the cells with higher elevations flow toward adjacent cells
with lower elevation as the water flows from high elevation to low due to gravity.
However, parallel flow line generation in flat areas is the restriction of formation of
concentrated channel flow and is a vital limitation of D8 method. The most
important problem with drainage network delineation using DEM is the presence of
sinks; for flat area and depressions, it is difficult to set the ends of drainage network
and the assignment of flow direction in individual cells. Thus, for accurate
extraction, the sinks are removed from DEM. In 1988, a newly developed algorithm
is introduced by Jensen and Domingue to eliminate all “sinks” prior to the
assignment of flow directions by increasing the elevation of nodes within each
depression to the level of the lowest node on the depression boundary. Next, a new
procedure for the representation of flow directions and calculation of upslope areas
using rectangular grid digital elevation models is introduced known as D-infinity
where the flow direction is not restricted to check its eight adjacent cells [18]. Some
research is also done based on multipath flow direction, but it is time-consuming,
and more manual effort is required for calculation [19, 20]. To improve the existing
method, a path-based method to determine the nondispersive drainage flow direc-
tion in grid-based DEM is introduced. It improved the D8 to some extent but fails to
eliminate local level bias [21]. Over the past 20 years, many improved method
based on routing flow through pits and flats has been introduced. The technology is
developed, and the drainage is extracted based on heuristic information. A novel
algorithm is presented by W. Yang and co-authors in 2010 based on heuristic
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information that accurately extracts the drainage network but fails to detect unre-
alistic parallel drainage lines, unreal drainage lines, and spurious terrain features
and has a closer match with the existing pattern [22]. More recently, in 2012, Mr.
Magalhaes has proposed a very simple and innovative approach where the DEM is
considered as island and the outside water level raises step by step until the whole
DEM is submerged. So gradually, it floods the cells of the DEM, next fills the
depression, and spreads it on flat to flow toward a neighbor if that neighbor has a
defined flow direction that does not point back to the tested cell. In this way, flow
direction assignments grow iteratively into flat surfaces from areas. After that, flow
direction is calculated and flow accumulation is generated, that is the final step of
stream network generation or drainage network computation [23]. In 2013, a
flooding algorithm is proposed by Antonio et al. to extract the drainage on flat
surface and able to work on unprocessed DEMs avoiding the problems caused by
pits and flats and can generate watercourses with a width greater than one cell and
detects fluvial landforms like lakes, marshes, or river islands that are not directly
handled by most previous solutions [24].

5 Literature Survey

Research is going on which satellite imagery provides the accurate result for
drainage extraction. Digital elevation models (DEMs) provide us a digital repre-
sentation of the continuous land surface. A new generation of elevation data is
generated by remote sensing technologies (e.g., SRTM, ASTER-GDEM, Cartosat-1
DEM) and is freely available. High-resolution DEM provides accurate drainage
extraction. During the past 20 years, many satellite imageries are used to extract the
drainage pattern and are examined on various terrains like mountain area, medium

Fig. 1 Stream networks derived from Topo DEM, ASTER-GDEM, and SRTM [5]
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complex terrain, and flat surface. But the accurate extraction which is very essential
for hydrologic and morphological analysis is still lacking some features.
K. Gajalakshmi and V. Anantharama recently analyze the accuracy between
Cartosat-1 DEM and SRTM DEM. As per experiment in gradually undulating
terrain, elevation values of Cartosat-DEM are lower than SRTM-DEM, whereas the
stream parameter values of Cartosat-DEM are higher than SRTM-DEM [25]. Sarra
Ouerghi et al. compare the ASTER-GDEM and SRTM DEM for drainage extrac-
tion. The analysis found that ASTER-GDEM is more pronounced in flat and less
complex terrain [5]. Sample drainage network is shown in Fig. 1.

5.1 Summary of Survey

S. No. Author and
publication details

Title Description Comments

1 Paul Shane Frazier
and Kenneth John
Page,
Photogrammetric
Engineering
Remote Sensing
Vol. 66, No. 12,
December 2000,
pp. 1461–1467

Waterbody
detection and
delineation with
Landsat 5 TM data

Landsat 5 TM+
imagery used to
map river line
waterbody and
compared with
aerial image

Manual
classification of
Landsat imagery
and aerial imagery
Error in image
registration occurs

2 T. Toutin, Springer,
INT. J. REMOTE
SENSING, 20
NOVEMBER,
2002, VOL. 25,
NO. 22, 5181–
5193

DSM generation
and evaluation
from QuickBird
stereo imagery
with 3D physical
modeling

QuickBird stereo
imagery is used for
generating the
DEM and 5 m
contour generation
and drainage
pattern extraction

Manual process to
prepare DEM
automatic
extraction missing.
Resolution is high
but
time-consuming
process

3 Rajashree Vinod
Bothale and A.
K. Joshi and Y.
V. N.
Krishnamurthy,
Springer, Indian
Society of Remote
Sensing, https://
doi.org/10.1007/
s12524-010-0258-
8.2010

Cartosat-1 derived
DEM (CartoDEM)
toward parameter
estimation of
microwatersheds
and comparison
with ALTM DEM

Cartosat-1 and
ALTM DEM is
compared for
drainage pattern
extraction and
microwatersheds
parameter analysis
in Madhya Pradesh

Suitable for
mountain area but
not suitable for
plain area. Several
steps required to
process the DEM
and extract the data

(continued)
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(continued)

S. No. Author and
publication details

Title Description Comments

4 Samih B. Al
Rawashdeh,
Springer, https://
doi.org/10.1007/
s12517-012-0718-
z,2012

Assessment of
extraction drainage
pattern from
topographic maps
based on
photogrammetry

Aerial image and
four toposheets are
processed for
drainage mapping
and compare the
both

Satellite imagery
accurately extracts
drainage, and some
drainage is missing
in toposheet.
Several image
processing steps are
required to extract
pattern from
satellite image

5 Praveen Kumar
Rai, Kshitij Mohan,
Sameer Mishra,
Aariz Ahmad,
Varun Narayan
Mishra, Springer,
https://doi.org/10.
1007/s13201-014-
0238-y,2014

A GIS-based
approach in
drainage
morphometric
analysis of Kanhar
River Basin, India

ASTER-DEM,
Landsat ETM+,
SOI toposheet for
morphometric
analysis

All morphometric
parameters have
not been introduced

6 Conclusion

The extraction of drainage networks can be done form of contour map, raster map, or
DEMs. The satellite provided DEMs are very efficient to extract the drainage network
in all terrain because the satellite gives the up-to-date changes that happen on earth
surface like change in position of river network and new waterbody feature which are
captured via highly sensitive sensor present in satellite. Thus, less time is required to
extract the pattern from satellite provided DEM. Survey found that automatic
extraction accurately extracts the pattern rather than topographic map with less error.
The Cartosat-1 DEM is very useful for mountain area, and SRTM and
ASTER-GDEMare suitable formedium andflat surfacewhere terrain is less complex.

References

1. https://en.wikipedia.org/wiki/Drainage_system_(geomorphology)
2. Liu T, Miao Q, Xu P, Song J, Quan Y (2016) Color topographical map segmentation

Algorithm based on linear element eatures. Springer J Multimedia Tools Appl 75(10):5417–
5438

3. Al Rawashdeh SB (2013) Assessment of extraction drainage pattern from topographic maps
based on photogrammetry. Springer Arab J Geosci 6(12):4873–4880

Accurate Drainage Network Extraction … 151

http://dx.doi.org/10.1007/s12517-012-0718-z,2012
http://dx.doi.org/10.1007/s12517-012-0718-z,2012
http://dx.doi.org/10.1007/s12517-012-0718-z,2012
http://dx.doi.org/10.1007/s12517-012-0718-z,2012
http://dx.doi.org/10.1007/s13201-014-0238-y,2014
http://dx.doi.org/10.1007/s13201-014-0238-y,2014
http://dx.doi.org/10.1007/s13201-014-0238-y,2014
https://en.wikipedia.org/wiki/Drainage_system_(geomorphology


4. Toutin T (2004) DSM generation and evaluation from QuickBird stereo imagery with 3D
physical modelling. Int J Remote Sens 25(22):5181–5193

5. Ouerghi S, ELsheikh RFA, Achour H, Bouazi S (2015) Evaluation and validation of recent
freely-available ASTER-GDEM V.2, SRTM V.4.1 and the DEM derived from topographical
map over SW Grombalia (test area) in North East of Tunisia. Springer Paper, J Geograph Inf
Syst 7:266–279

6. Gajalakshmi K, Anantharama V (2015) Comparative study of Cartosat-DEM and
SRTM-DEM on elevation data and terrain elements. Cloud Publ Int J Adv Remote
Sens GIS 4(1):1361–1366

7. Toutin T, Chenier R, Carbonneau Y (2001) 3D geometric modelling of Ikonos Geo images.
In: Proceedings of ISPRS joint workshop “High resolution from Space”, Hannover

8. Toutin T (2002) DEM from stereo Landsat 7 ETM+ data over high relief areas. Int J Remote
Sens 23(10):2133–2139

9. Poli D, Li Z, Gruen A (2002) SPOT-5/HRS stereo images orientation and automated DSM
generation. Int Arch Photogram Remote Sens 35(B1):130–135

10. Hirano A, Welch R, Lang H (2003) Mapping from ASTER stereo image data: DEM
validation and accuracy assessment. ISPRS J Photogram Remote Sens 57:356–370

11. Chopra R, Dhiman RD, Sharma PK (2005) Morphometric analysis of subwatersheds in
Gurdaspur District Punjab using remote sensing and GIS techniques. J Indian Soc Remote
Sens 33:531–539

12. Kale VS, Shejwalkar N (2007) Western Ghat escarpment evolution in the Deccan Basalt
Province: geomorphic observations based on DEM analysis. J Geol Soc India 70:459–473

13. Sreedevi PD, Owais S, Khan HH, Ahmed S (2009) Morphometric analysis of a watershed of
South India using SRTM Data and GIS. J Geol Soc India 73:543–552

14. Ghosh P, Sinha S, Misra A (2015) Morphometric properties of the trans-Himalayan river
catchments: clues towards a relative chronology of orogenwide drainage integration.
Geomorphology 233:127–141

15. Gorokhovich Y, Voustianiouk A (2006) Accuracy assessment of the processed-SRTM based
elevation data by CGIAR using field data from USA and Thailand and its relation to the
terrain characteristics. Remote Sens Environ 104:409–415

16. Weydahl DJ, Sagstuen J, Dick OB, Ronning H (2007) SRTM DEM accuracy over vegetated
areas in Norway. Int J Remote Sens 28(16):3513–3527

17. O’Callaghan J, Mark DM (1984) The extraction of drainage networks from digital elevation
data. Comput Vis Graph Image Process 28(3):323–344

18. Tarboron DG (1997) A new method for the determination of flow directions and upslope areas
in grid digital elevation models. Water Resour Res 33(2):309–319

19. Zhang Y, Liu Y, Chen Z (2007) Multi-flow direction algorithms for extraction drainage
network based on digital elevation model. Geospatial Inf Sci 6753(2B):1–9

20. Tarboton DG (1997) A new method for the determination of flow directions and upslope areas
in grid digital elevation models. Water Resour Res 33(2):309–319

21. Orlandini S, Moretti G, Franchini M, Aldighieri B, Testa B (2003) Path-based methods for the
determination of nondispersive drainage directions in grid-based digital elevation models.
Water Resour Res 39(6):1144. https://doi.org/10.1029/2002wr001639

22. Yang W, Hou K, Yu F, Liu Z, Sun T (2010) A novel algorithm with heuristic information for
extracting drainage networks from raster DEMs. Hydrol Earth Syst Sci Discuss 7:441–459

23. Magalhaes SVG, Andrade MVA, Franklin WR, Pena GC (2012) A new method for
computing the drainage network based on raising the level of an ocean surrounding the
terrain. In: Proceedings of 15th AGILE international conference on geographic information
science, Avignon (France), pp 391–407

24. Rueda A, Noguera JM, Martínez-Cruz C (2013) A flooding algorithm for extracting drainage
networks from unprocessed digital elevation models. Comput Geosci 59:116–123

25. Gajalakshmi K, Anantharama V (2015) Comparative study of Cartosat-DEM and
SRTM-DEM on elevation data and terrain elements. Int J Adv Remote Sens GIS 2015 4
(1):1361–1366

152 F. Khatun and P. Sharma

http://dx.doi.org/10.1029/2002wr001639


Survey on Transmission Control
Protocol Performance Over Different
Mobile Ad Hoc Routing Protocols

Uttam Khawas and Kiran Gautam

Abstract Mobile ad hoc network is an infrastructure-less network where the nodes
are mobile and each node behaves as a router. There are many routing protocols in
MANET which are used to govern the path from the source node to destination
node. Many problems are associated with the MANET due to its wireless nature
and the dynamic topologies, so this survey paper focuses on behavior of
Transmission Control Protocol in reactive and proactive routing protocols of
MANET which are DSDV, AODV, and DSR.

Keywords MANET � Transmission Control Protocol � DSDV
DSR � AODV

1 Introduction

Mobile ad hoc network (MANET) is an autonomous mobile node forming a net-
work which is infrastructure-less [1]. Each node behaves as a router and is inde-
pendent of moving in and out of the temporary ad hoc network which gives the
MANET a dynamic nature. As it is a wireless transmission, there are several
reliability issues.

Since there are many nodes present in the network, the path finding is done using
Wireless Ad Hoc Routing Protocols which are of many types. This paper focuses on
some of the routing protocols which are of types:

(i) proactive and
(ii) reactive.
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Proactive are the routing protocols in which each node maintains tables con-
taining the information about the network. The table is updated which is initiated by
a certain node or done in a certain interval of time. Destination-Sequenced Distance
Vector Routing (DSDV) is an example of proactive routing protocols.

Reactive Routing Protocols are routing protocols in which table are not present
containing the information of the network, the path is built when the source node
requires to transmit packet. It is the bandwidth-efficient protocols as the load for
maintaining the table is not present. Ad hoc on-demand distance vector routing
protocol is an example of reactive routing protocol.

After the path from the source node to the destination node is found, then the
process of delivering the packet is done using the transport layer protocols.

One such protocol is Transmission Control Protocol which provides the relia-
bility, error control, flow control, and delivery of packets in order. TCP is one of the
most used Internet protocols and carries approximately 90% of Internet traffic [2].
TCP must be independent of the underlying networks [3]; i.e., it can be used for
both wired and wireless networks, but it has been proven that TCP gives good
results in wired networks but it does not apply same for the wireless ad hoc
network.

2 Congestion Control Mechanism in TCP

Many data are lost in the network due to the congestion of the network, so the TCP
performs the congestion control mechanisms.

1. Slow Start [2–4]

The sender starts the session with congestion window value of maximum segment
size (MSS). It sends one MSS and waits for the acknowledgment, and after the
acknowledgment is received within the retransmission time-out (RTO), the sender
again sends two MSSs and waits for acknowledgment. This doubling effect after
receiving each acknowledgment is known as slow start.

2. Congestion Avoidance

The doubling effect continues till it reaches the slow start threshold, and then, it
goes linearly. This linear growth takes one MSS for each acknowledgment, and it
continues till the sender congestion size reaches the receiver congestion size, which
is known as the congestion avoidance.

3. Fast Retransmit [2–4]

If it does not receive the acknowledgment within the RTO, then it assumes that the
packet is lost in the network. TCP may generate the duplicate acknowledgment
when an out-of-order segment is received. If three or more duplicate ACKs are
received in a row, it is a strong indication that the segment is lost. It performs the
retransmission of the lost segment known as fast retransmit. After fast retransmit
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sends the lost segment, then the congestion avoidance is performed without the
slow start. This is the fast recovery process (Fig. 1).

3 Problems in MANET

(1) Frequent Path Breaks [2]

One of the main issues of the MANET is the node mobility and its velocity. Since
the node is frequently moving and with a certain velocity, there are frequent path
breaks. The path breaks make the TCP performance degrade and harder for the
delivery of packets. It also complicates the routing protocols of MANET to find a
path from the source node to the destination nodes.

(2) Lossy Channel [2, 3]

The errors in the wireless channels are caused due to:

(i) Signal attenuation

The strength of the signal reduces as it travels. Suppose Ps is the power of the
transmitting source and Pd is the power of the receiving node and then:

Ps [Pd

It causes the quality of the signal to degrade with distance.

Fig. 1 Congestion control mechanism
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(ii) Doppler shift

It is the change of the wavelength caused due to the motion of the source. If there
are three nodes A, B, and C and B is moving toward A and away from C, then A
receives the signal with higher wavelength than C. It also degrades the quality of
the signal.

(iii) Multipath fading

Suppose there are two nodes sender and the receiver, then a signal sent by the
sender may reach the receiver by multiple paths and some of them may be due to
reflection which may be received at a various interval of time. This will cause the
problem with phase distortion intersymbol interference when data transmission is
made.

(3) Power Constraint

The nodes that act independently as a router in the ad hoc topology have restricted
power supply. This causes the power of the nodes to be utilized properly, and the
wastage of the energy due to unnecessary transmission should be prohibited.

(4) Hidden and Exposed Node Problem

In hidden terminal, suppose there are three nodes A, B, and C as shown in Fig. 2,
then a ‘A’ node tries to send the frame to B and at the same time C sends the frame
to B and A is hidden from C, and there is a collision of frame at C [3].

In exposed terminal problem, suppose there are four nodes A, B, C, and D as
shown in Fig. 3 and B is sending packet to A, the node C perceives as the channel
is busy and does not send the packet to D. This causes the channel not to be utilized
properly [3].

(5) Route Asymmetry

Since the nodes are mobile in the ad hoc topology, the path that is used for sending
the packet and the path for sending back the acknowledgment may not be the same.
Finding new path may be costly in terms of power consumption and delay in the
delivery of packets [3].

Fig. 2 Hidden node problem
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4 Performance Matrices

Some of the performance metrics that can be use to evaluate TCP performance in ad
hoc routing protocols are:

1. Packet delivery ratio: It is the ratio of number of packets received by the receiver
and the number of packets sent by the sender.

2. Average delay: It is the delay between the time from when the data packet is
given to the IP layer at the source node and the received time of the data packet
by the IP layer of the destination.

3. Throughput: It is the number of packets successfully transmitted to the final
destination per unit time [2].

4. Packet drop: It is the number of packets droppedwhen the receiver buffer is full [2].

5 Routing Protocols

Wireless ad hoc network has many routing protocols which can be classified into
four categories:

1. Routing information update mechanism,
2. Use of temporal information for routing,
3. Routing topology, and
4. Utilization of specific resources.

This paper focuses on routing protocols of the routing information update
mechanisms, which are reactive and proactive routing protocols. So the routing
protocols are as such:

1. Destination-sequenced distance vector routing protocols (proactive)
2. Dynamic source routing protocols (reactive)
3. Ad hoc on-demand distance vector routing protocol (reactive)

Fig. 3 Exposed node
problem
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1. Destination-Sequenced Distance Vector Routing Protocols (DSDV):

It is a proactive routing protocol which maintains the table containing the routing
information. It is the improved version of the Bellman–Ford algorithm. Each node
maintains a table which contains the shortest route and the neighboring node
information through which we can reach that particular node. So the availability of
routes makes this protocol to setup route with lesser delay. Table also contains the
sequence number to remove the stale packets and the duplicate packets and to
encounter the count to infinity problems. Tables are updated in a periodic manner or
when a node observes that there is a significant amount of changes in the network
[2, 5] (Fig. 4, Table 1).

2. Dynamic Source Routing Protocol (DSR):

It is a reactive routing protocol which means that it does not have route table. Due
to the lack of route table, periodic update of the table is not required which reduces
the utilization of the bandwidth. Route is established when it is required, and it is
done by sending the route request packet which is broadcasted in the network. The
intermediate node forwards the packet by checking the sequence number of the
packets received and before the time to leave has expired. When the destination
node receives the route request, it sends back the route reply in the reverse order of
the path from where the route request came with the information that contains the
path traversed by route request [1, 2, 5] (Fig. 5).

3. Ad Hoc On-Demand Distance Vector Routing Protocol (AODV):

It is a reactive routing protocol so route is established when required. The source
node sends the route request packet to the intermediate nodes, and the source node
and the intermediate node store the next hop information. The destination on
receiving the route request sends back the route reply. The source node may get
several route replies, so it uses the destination sequence number to get the
up-to-date path to destination [1, 2, 5].

Fig. 4 Topology graph of the network
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6 Related Works

Noorani et al. [1] performed the analysis of two routing protocols, namely Ad Hoc
On-Demand Distance Vector Routing (AODV) and Dynamic Source Routing
(DSR) using the TCP Vegas with mobility consideration (Table 2).

The parameters used are packet delivery ratio and average end-to-end delay and
found that AODV has highest packet drop and low average end-to-end delay using
TCP Vegas. Furthermore, we can work on analysis of MANET environment under
different issues such as node energy consumption, issues of hidden and exposed
terminals, etc.

Chaudhary et al. [5] performed analysis of routing protocols such as AODV,
DSR, DSDV under CBR and TCP traffic sources. The experimental results found
that in CBR, if the traffic speed increases, the packet loss in DSDV goes higher than
AODV and DSR. In TCP traffic, AODV has much higher packet drop than DSR
and DSDV. So it shows that if the speed increases, load increases. The output of the

Table 1 Routing table for
node 1

Destination Next node Distance Sequence number

2 2 1 22

3 3 1 26

4 4 1 30

5 2 2 34

6 3 2 38

7 3 2 42

Fig. 5 Route establishment in DSR
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simulation shows that reactive routing protocol in CBR traffic performed better than
in TCP traffic.

Tabesh et al. [6] analyzed the throughput of two different TCP variants (Reno,
Vegas) over two routing protocols AODV and DSDV in two environment dynamic
and static topologies of area 1000 m * 1000 m with 50 number of nodes for
MANET. It was found that the TCP Reno performed well than TCP Vegas. It was
found that the throughput of the TCP reduced considerably when there was a link
failure due to the mobility of the nodes and it could not differentiate whether the
node failure was due to the congestion or due to the link failure. In this simulation,
the only parameter used to see the performance of the TCP over routing protocols
was the throughput, so other parameters can also be used to measure the perfor-
mance in the future works.

Jain et al. [7] performed the analysis of the three routing protocols AODV, DSR,
and DSDV using the two traffic types TCP and CBR in a fixed map size with the
pause time (0, 10, 20, 50, 100, 200). In this simulation, the results showed that the
overall performance of the on-demand routing protocols was better.

Gururaj et al. [8] performed the comparison of the two TCP variants HSTCP and
Reno in MANET environment. It was found that the congestion window drop rate
is less in case of HSTCP when compared to Reno. Window size changes more
dynamically and sharply in case of HSTCP and leading to larger window size.

Samit Rout et al. [9] performed analysis of TCP connection in mobile ad hoc
network considering different network sizes of 70, 50, 30 in an area of
1000 m * 1000 m. The routing protocols that used were AODV, DSDV, and DSR.
After the simulation results, it was found that throughput of the TCP increase
slowly with increase of connection till it reaches 20 TCP connection. Packet loss of
AODV was found highest, routing overhead of the DSDV was highest, and
throughput of AODV was better than other two protocols.

Dr. (Mrs) Saylee Gharge et al. [2] performed the analysis of TCP variants which
are Tahoe, Reno, New Reno, Vegas, Westwood, WestwoodNR, SACK, and Fack
in two scenarios: (i) wireless link failure were 6 mobile node were considered

Table 2 Simulation
parameters [1]

Variables Values

Simulation time 300 s

Topology size 1000 m * 800 m

Total nodes 50

Mobility model Random way point

Traffic type TCP vegas

Packet rate 4 packets/s

Packet size 512 bytes

Maximum speed 20 m/s

Number of connections 10

Pause time 10, 100, 250, 450, 700

NS-2 version NS2-2.8
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(ii) signal loss scenario were 3 mobile node were considered. Four routing protocols
were used: AODV, DSDV, DSR, and AOMDV. Performance parameters used were
throughput, delay, packet loss (Tables 3 and 4).

7 Conclusion

TCP performance deteriorates in MANET due to several reasons stated above. It
does not perform as efficient as wired networks. The major issue is to differentiate
between the packet loss due to congestion and the packet loss due to link failure due
to mobility of the nodes in the MANET [6]. The routing protocols also effect the
TCP performance as seen in the survey papers that in most cases on-demand routing
protocol AODV gave better throughput than table-driven routing protocols [5, 9].
Packet loss is higher in AODV which is a reactive protocol than DSDV. We cannot
justify which protocol performs the better results by taking few parameters such as
throughput, packet, and loss delay. It was seen that protocol like AODV gave
higher throughput but with greater packet loss [2, 9], so we cannot abruptly come
into conclusion that certain protocol is best suited for TCP.
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