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Preface

The recent proliferation of sensors and embedded computing devices in daily life, has
given rise to sensor networks. Accordingly, mobile ad hoc, and sensor networks have
garnered significant attention in recent years. Therefore, the International Conference
on Mobile ad hoc and Sensor Networks (MSN) provides a forum for researchers and
practitioners to exchange research results and share development experiences in the
field of mobile ad hoc and sensor networks every year.

Thanks to the excellent reputation established by past versions of conference, MSN
2017 received 145 quality research submissions. After a thorough reviewing process,
only 39 English papers were finally selected for presentation as full papers, with an
acceptance rate of 26.90%. This volume contains the papers presented during the main
conference. They address challenging issues in multi-hop wireless networks and
wireless mesh networks, sensor and actuator networks, vehicle ad hoc networks,
delay-tolerant networks and opportunistic networking and cyber physical systems, as
well as in Internet of Things, and system modeling and performance analysis.

Additionally, MSN 2017 also included state-of-the-art contributions from keynote
speakers Jiannong Cao, Yan Zhang, and Yu Wang, who have made significant con-
tributions to wireless networking.

The high-quality program required significant effort and dedication on the part of
many people. We express our sincere appreciation to the authors who chose MSN 2017
as a venue for their publications. We are also very grateful to the Program Committee
members and Organizing Committee members, who put a tremendous amount of effort
into soliciting and selecting research papers with a balance of high quality, new ideas,
and new applications.

We hope that you enjoy reading and benefit from the proceedings of MSN2017.

January 2018 Liehuang Zhu
Sheng Zhong
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An Efficient and Secure Range Query
Scheme for Encrypted Data

in Smart Grid

Xiaoli Zeng1, Min Hu1, Nuo Yu1,2(B) , and Xiaohua Jia1

1 Harbin Institute of Technology Shenzhen Graduate School,
Shenzhen 518055, China
yunuohit@gmail.com

2 School of Electrical Engineering, Anhui Polytechnic University,

Wuhu 241000, China

Abstract. In smart grid information systems, the electricity usage data
should be audited by data users, such as the market analysts to fin-
ish their tasks. Besides that, electricity company always outsources the
data to the cloud server (CS) to release its data management pressure.
Since the CS is untrusted and the detailed electricity usage data contains
users’ privacy, the privacy concern of the data and data users’ queries
is raised. Although many schemes have been proposed to achieve the
encrypted data query in smart grid, they are not applied well due to
the numeric attributes in electricity usage data and privacy concern in
smart grid application. In this paper, we provide an efficient privacy-
preserving scheme for range query in smart grid. Our scheme achieves
the range query without disclosing the privacy of the data and queries.
And the performance shows that our scheme can reduce the computation
cost for both the data owner and data users, and shorten the response
time of every query, which is great significance for smart grid application.

Keywords: Smart grid · Privacy-preserving · Range query

1 Introduction

With the rapid development of industrial and economic activities, smart grid
has been accepted by more and more people due to its many good features.
However, the electricity usage data of customers in smart grid is surging from
10,780 terabytes (TB) in 2010 to over 75,200 TB in 2015 [1]. That is far beyond
the electricity company’s data management capability. Uploading the electric-
ity usage data into a cloud server is the best way to mitigate this stress. In
this approach, electricity company can store the electricity usage data on cloud
server and execute computation and queries using the server’s computational
capabilities.

However, cloud server is often untrusted. It may share the electricity usage
data with other parties for profit making. But the electricity usage data contains
c© Springer Nature Singapore Pte Ltd. 2018
L. Zhu and S. Zhong (Eds.): MSN 2017, CCIS 747, pp. 1–18, 2018.
https://doi.org/10.1007/978-981-10-8890-2_1
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user’s private information, e.g., user’s name and family address, bank account
and telephone number. If the cloud server shares these data with attackers, user’s
privacy might be compromised. Therefore, our electricity usage data must be
stored in encrypted form on the cloud server to protect the data confidentiality
and privacy.

In addition, electricity usage data in smart grid information systems should
be periodically audited to ensure that the billing and pricing statements are
presented fairly [2]. Specially, data users, such as market analysts, are endowed
with the task of querying smart grid information systems for auditing, analysis,
accounting or tax-related activities [3]. Thus, there is growing need to achieve
querying on encrypted data in smart grid.

It is not a trivial issue to query on encrypted data in smart grid at the same
time with the following requirements: (1) Confidentiality and privacy of data.
The electricity usage data should be protected from being stolen by the untrusted
cloud server. (2) Privacy of the query. Since the cloud server is untrusted, it might
trace the query results if the query contains sensitive information and make the
user’s privacy disclosure. Thus, guaranteeing query privacy is also important
for smart grid application. (3) Achieving range query. Since the electricity usage
data always has the numeric attributes, range query is a common type of queries
for the smart grid. (4) Being efficient and low cost. Smart grid is a large-scale
system, since the electricity usage data is large and dynamic update in the cloud
server, the protocol should be efficient for the query and low cost for both the
data owner and data users.

Recently, many protocols were proposed to achieve the query on encrypted
data, but they are not suitable to apply for the smart grid. Public key encryption
with keyword search (PEKS) is a widely studied approach to achieve querying
on encrypted data. Nevertheless, most of the existing schemes (such as [4,5])
about PEKS focus only on the keyword search technique, with little attention
to both data and query privacy protection in the scheme. Baek et al. [6] argue
that PEKS and data encryption schemes need to be treated as a single scheme
to securely provide PEKS service. Qin et al. [7] propose an efficient encryption
scheme with one-dimension keyword search (EPPKS) for cloud computing by
combining the ideas of partial decipherment with the PEKS. However, it is not
quite secure because the partial decipherment will leak partial information of
users’ data. The Searchable Encryption Scheme for Auction (SESA) [8] in smart
grid achieved the security, but it only can be applied for the equality checks.

In this paper, we propose a privacy-preserving range query scheme over
encrypted electricity usage data for smart grid, which ensures to secure the
data confidentiality, privacy and query privacy in smart grid. We first proposed
a range query scheme in smart grid by using the modified Paillier homomorphic
cryptosystem. With our scheme, the range query is achieved without disclosing
the privacy of the electricity usage data and query context. We then evaluated
the performance of our scheme. The results show that our scheme can reduce the
computation cost for both the electricity company and data users, and shorten
the response time of every range query, which is great significance for smart grid
application.
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The rest of this paper is organized as follows. Section 2 discusses the related
work. Section 3 describes the system model, data query model, security require-
ments and our design goals. Section 4 introduces the background. Sections 5 and 6
present the modified paillier homomorphic cryptosystem and our scheme respec-
tively. Section 7 discusses how the proposed scheme meets our design goals, and
Sect. 8 shows the experiment results. Finally, concluding the paper in Sect. 9.

2 Related Work

Querying encrypted data in smart grid is an important issue that attracts great
attention from research communities. But the most existing schemes only can be
applied for equality checks. Since the encrypted electricity usage data has many
numeric attributes, it is much significant to achieve range query in smart grid.

For the encrypted data query, there are generally four categories of solu-
tions that have been developed for range query: (1) Order preserving encryption
(OPE)-based schemes; (2) Predicate encryption-based schemes; (3) Asymmetric
scalar-product preserving encryption (ASPE)-based schemes; (4) Bucketization-
based schemes.

Order preserving encryption (OPE)-based schemes [9–11] that preserve the
relative ordering of data items even after encryption. Agrawal et al. [9] describe
the first order preserving encryption scheme for numeric data, followed by [10]
which gives a formal security analysis and proposes the Order Preserving Sym-
metric Encryption (OSPE). Boldyreva et al. [11] revise and improve the security
of OPE. The OPE scheme allows direct translation of range predicate from the
original domain to the domain of the ciphertext. However, OPE encryption is
deterministic and thus it reveals the frequency of each distinct value and is
susceptible to statistic attacks.

In predicate encryption-based schemes [12–15] secret keys correspond to pred-
icates and ciphertexts are associated with attributes. The secret key correspond-
ing to a predicate can be used to decrypt a ciphertext only if the attribute
satisfies the predicate. Boneh and Waters [12] propose a predicate encryption,
named Hidden Vector Encryption (HVE), which can be used for range queries.
To improve the search efficiency, tree-based index structures [15,16] were pro-
posed to support multi-dimensional range query [13]. But in those schemes, the
cost to compute exponentiation and pairing in group is too high.

Asymmetric scalar-product preserving encryption (ASPE)-based schemes
[17,18] that allow the relative distance comparison between two data points
under encryption. Given two data points p1, p2 and a query point Q, all
encrypted, ASPE can determine whether Q is closer to p1 or p2. Wang et al.
[17] create a hierarchical encrypted index, which first constructs a regular R-tree
for a given set of data points and then applies the ASPE to encrypt the mini-
mum bounding box range (MBR) in the R-tree. This tree-based ASPE solution
reduces the leakage of sorted information, but it can cause false positives.

The bucketization technique is firstly designed in [19] for query processing in
an untrusted environment. In this bucketization-based scheme [19–21], the data
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owner partitions the whole attribute domain into multiple buckets of varying
sizes and assigns a unique bucket tag to each bucket using a collision-free hash
function. Pairs of a bucket tag and the encrypted tuples constitute the index,
which is maintained on the untrusted server. When a range query is issued by
the data owner, it needs to be first determined which tags of buckets intersect
the query and then all the tuples indexed by these tags will be returned by the
server. Although this scheme is more efficient than the three schemes mentioned
before, it always contains some false positives, the data users need to filter the
mismatch after decrypting all the results, which is not suitable for application
of the smart grid.

Since the schemes presented above all have some shortcomings. In this paper,
we aim at providing a privacy-preserving range query scheme for encrypted elec-
tricity usage data in smart grid based on the modified paillier homomorphic
cryptosystem.

3 System Model

In this section we introduce the system model, data query model, security
requirements and our design goals.

3.1 System Model

In the system model, our focus is on how to outsource the users’ electricity
usage data from the electricity company to cloud server (CS) in encrypted form
and how to operate a query over the encrypted electricity usage data in CS by
data users. Our system is composed of three components, as shown in Fig. 1:
electricity company, data users (such as the market analysts, auditors) and a
cloud server (CS).

The electricity company is the data owner, who encrypts the electricity usage
data of customers by using cryptosystem before outsourcing the data to CS. And
the data user always need to query the electricity usage data for their tasks. CS
is honest but curious, it might be interested in users’ electricity usage data and
data users’ queries.

3.2 Data Query Model

Before we discuss the security requirements and our design goals, let us first
introduce how the encrypted data is stored at the CS and how data users make
queries.

We consider relational databases, where data are represented in the form
of tables. Let R(A1, A2 · · · An) be a relational table, where A1, A2 · · · An are
attributes of the table. The encrypted form of the table is as following:

Rs(As
1,A

s
2 · · ·As

n),
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Electricity Company Data Users

Cloud Server

Fig. 1. System model in our scheme.

Table 1. User information table (UIT )

ID Name Address Consumption

23 Tom Maple 40

860 Mary Main 80

320 John River 50

875 Jerry Hopewell 110

where As
1, A

s
2 · · · As

n are encrypted attributes. For example, consider the UIT
table below that stores the information of customers (Table 1).

The UIT table is mapped to a corresponding UIT s table at the CS:

Rs(IDs, Names, Addresss, Consumptions)

where IDs, Names, Addresss, Consumptions denote encrypted strings of the
ID, Name, Address and Consumption respectively. For instance, the following is
the encrypted table UIT s stored on the CS (Table 2):

Table 2. UIT s

IDs Names Addresss Consumptions

1100... 0111... 0001... 0100...

0110... 0011... 0101... 0111...

0010... 1111... 0100... 1000...

1110... 0000... 1001... 1101...

The colunm strings contain the vaules corresponding to the encrypted values
in UIT. For instance, the first vaule is encrypted to “1100...” that is equal to
encrypt (23), the second vaule is encrypted to “0111...” that is equal to encrypt
(Tom).
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In this model, data users use the SQL statements to query the encrypted
data. For example, data users use:

SELECT Name, Address, Consumption
FROM UIT table
WHERE Consumption>100;

and the client software at userside will translate this SQL query Q into an
encrypted form Qs:

SELECT Names, Addresss, Consumptions

FROM UIT s table
WHERE Consumptions>100s;

where Names, Addresss, Consumptions, 100s are the ciphertext of the respec-
tive strings. It is then submitted to CS for excution. CS will return encrypted
data that satisfy the SQL conditions to the user.

The conditions of the SQL statements can be classified to two categories:
(1) Attribute = Value. Such condition is equality query, like consumption = 80;
(2) Attribute > Value or Attribute < Value. Such condition is range query. For
instance, consumption > 70 or consumption < 60.

Since extensive research has been done on equality condition on encrypted
data, we focus on range query in this paper.

3.3 Security Requirements

As mentioned before, in system model, CS might be interested in the electricity
usage data. It has the motivation to steal the individual data for its own purpose.
In addition, it might trace or analyze the query results, if the query contains
sensitive information. Therefore, our scheme should satisfy the following security
requirements.

Data Confidentiality: The electricity company should encrypt the electricity
usage data before uploading it to the CS, and successfully prevents the CS from
stealing the data.

Data privacy: The encrypted electricity usage data should be accessed only
by authenticated data users. It means that only the authorized data users can
decrypt the encrypted data.

Query privacy: Data users usually prefer to keep their queries from being
exposed to others. Thus, the biggest concern is to encrypt the query to protect
the query privacy. Otherwise, if the query includes some sensitive information,
the CS might trace or analyze the results.

3.4 Design Goals

In this model, our design goal is to develop a privacy-preserving range query
scheme over encrypted electricity usage data for smart grid application, and
achieves the security and efficiency as follows.
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(1) Since the CS is untrusted and the electricity usage data contains the privacy
of the user, our scheme should achieve the data confidentiality and data
privacy, as well as the query privacy.

(2) In smart grid application, the electricity usage data is large and dynamic
update in the cloud. As range query are operated over encrypted electricity
usage data, comparing with the existing range query schemes in smart grid,
our scheme should reduce the response time of every range query and reduce
the computation cost for both the data owner and data users.

4 Background

In this section, we will first introduce the Paillier Homomorphic Cryptosystem
which are the based of our scheme.

The Paillier homomorphic cryptosystem is a public key cryptosystem by
Paillier [22] based on the “Composite Residuosity Assumption (CRA)”. The
Paillier cryptosystem is homomorphic, by using a public key, the encryption
of the sum m1 + m2 of two messages m1 and m2 can be computed from the
encryption of m1 and m2. Our scheme is inspired by the Paillier cryptosystem.
Hence, we give some preliminaries of the Paillier homomorphic cryptosystem,
which consists of three phases as follows.

Key Generation. Set n = pq, where p and q are two large prime numbers. Set
λ = lcm(p − 1, q − 1), i.e., the least common multiple of p − 1 and q − 1. Define
L(μ) = μ+1

n , and randomly choose gp, then compute

μ = (L(gλ
p (mod n2)))−1(mod n).

The public encryption key is a pair (n, gp). The private decryption key is
(λ, μ).
Encryption E(m, r). Given plaintext m ∈ {0, 1, . . . ,n − 1}, select a random
r ∈ {0, 1, . . . ,n − 1}, and encrypt the plaintext m as ciphertext c:

c = E(m, r) = gm
p · rn (mod n2).

Decryption D(c)

D(c) = L(cλ (mod n2)) · μ (mod n) = m.

5 Modified Paillier Cryptosystem

In our scheme, we use the Paillier homomorphic cryptosystem so that CS can
perform matching operation without decrypting the electricity usage data and
query contexts. In this section, we provide the details of our modified Paillier
cryptosystem.
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5.1 Making µ Public

Recall that in the Paillier cryptosystem, (λ, μ) is the private key. However, μ
can be made public, because it is hard to decrypt an encrypted message by
only knowing μ. Hence, we can make μ public while achieving the same security
guaranty as the unmodified Paillier cryptosystem.

We take advantage of this operation in order to shift the computation towards
encryption and make decryption lightweight.

5.2 Shifting the Computation

With the modification above, the new public key is (n, gp, μ) and the private
key is λ. First, we modify the Paillier homomorphic cryptosystem so that anyone
can decrypt using the new public key, but only those holding the private key can
encrypt. This is similar to the digital signatures. And the following equations
show the modification to the encryption and decryption algorithms:

Encryption:

E′(m, r, λ) =E(m, r)λ

= gmλ
p · rnλ (mod n2)

= c.

Decryption:

D(c) = L(c (mod n2)) · μ (mod n) = m.

We can realize that one can perform all the homomorphic operations on our
modified Paillier cryptosystem similar to the Paillier cryptosystem.

Note that as we shift the computation towards encryption, the decryption is
computationally more efficient than the Paillier decryption. And we also allow
the CS to perform certain operations without knowing the private key. Such
shifting improves the performance of the range query model, since the Paillier
decryption become more efficient.

5.3 Secret Comparisons

With the shift of computation described above, CS can find the difference by
simply decrypting each value, which does not assure the privacy of individual
values. Therefore, we introduce an additional parameter to the encryption oper-
ation in order to allow CS to compute the difference without knowing individual
values.

Assume that there are two values x1 and x2. We perform the following oper-
ation to the encryption so that CS can find the difference (x1−x2) without
learning either x1 or x2:
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y1 = gt · E′(x1, r1) (mod n2),

y2 = g−t · E′(−x2, r2) (mod n2).

Note that even though μ is known, it can decrypt neither x1 nor x2 as they
are multiplied with gt and g−t respectively. Due to the homomorphic property,
we can have:

y1 · y2 = E′(x1 − x2, r3).

Anyone can compute the difference as follows using the public key of the
modified Paillier cryptosystem:

D(y1 · y2) = x1 − x2.

The results D(y1 ·y2) > 0,D(y1 ·y2) < 0 and D(y1 ·y2) = 0, indicate the cases
of x1 > x2, x1 < x2 and x1 = x2, respectively.

For example, if the data user wants to query the users whose electricity
consumption is greater than 100, then the x2 is 100. The CS will return the
encrypted data to the user. As we can see, with this method, CS can compare
two numeric values, but is unable to know the exact values of them.

6 Privacy Preserving Range Query Scheme

There is three entities in the range query model in smart grid: electricity com-
pany, data users and a CS. For each query, the scheme works in the following
steps, as shown in Fig. 2:

Fig. 2. The steps of range query in our system.

(1) Initialization of the electricity company and the data user.
(2) Electricity company uploads the encrypted electricity usage data to CS.
(3) Data users make queries to CS and get the results.

In the proposed scheme, we aim at providing a privacy-preserving range query
scheme in smart grid based on modified Paillier cryptosystem. We will explain
each step in details in the following subsections.
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6.1 Initialization of Electricity Company and Data Users

When the electricity company initializes, it generates the following values: E ’(ri),
E ’(1), and gt· E ’(ri), which are used by the electricity company to encrypt the
data before uploading them to the CS.

Besides that, during the initialization, the company checks the identify of the
data user. If it is a legal user, electricity company will send the following values
to it: −ri,E′(−1), and g−t· E ’(−ri).

Note that these parameters are used by the data user to encrypt the queries
and decrypt the results. The electricity company may provide E′(−1) and −ri,
and allow the data user to compute E ’(−ri) homomorphically, instead of pro-
viding the value directly. In this case, data user can recover neither g−t nor -t
from g−t· E ’(−ri).

6.2 Upload the encrypted data to CS by electricity company

When the electricity company wants to upload the data, it frist encrypts the
electricity usage data. We illustrate our ideas using examples. Consider the UIT
table before, we encrypt one of the columns in the data table as an example. Let
one of the consumption values as v1. It is encrypted to y1 as following:

y1 =gt · E′(ri) · E′(ri(v1 − 1))

=gt · E′(riv1).

The encryption of other attribute values is similar to this example.
Note that E ’(ri(v1 − 1)) is homomorphically computed using E ’(ri). This

value can be computed efficiently by using fast multiplication.
After the electricity company encrypts the electricity usage data, it uploads

the encrypted data to the CS.
Note that CS cannot decrypt the encrypted data, but our scheme allows the

CS to perform privacy preserving matching.

6.3 Secure Data Query by Data Users

When the data user makes a SQL query, the query is encrypted and the encrypted
query is sent to the CS.

Considering the following query as an example:
SELECT Name, Address, Consumption

FROM UIT table
WHERE Consumption>100;

The value 100 is encrypted into the form 100s in the example. We use x1 to
express the value 100 and w1 expresses the encrypted form 100s. The operation
is as follows:

w1 = g−t · E′(−ri) · E′(ri(1 − x1))

= g−t · E′(−rix1),

When the CS receives the encrypted SQL query:



An Efficient and Secure Range Query Scheme 11

SELECT Names, Addresss, Consumptions

FROM UIT s table
WHERE Consumptions>100s;

It searches data table UIT (encrypted) and compares each attribute values
(encrypted) in consumption column with 100s. It computes the difference d
between each consumption value in the table with 100s as follows:

d =D′(y1 · w1)
= ri(v1 − x1).

Since the ri is greater than 0, CS will return the encrypted data to the data
user, which makes the d > 0.

Note that, the electricity usage data always contains more than one attribute.
If the data user queries the data more than one attribute, CS has to match for
a composite range query after evaluating each rang query value.

And after successfully receiving the result, the valid data user can decrypt
the encrypted data using the secrets.

7 Security Analysis

In this section, we will explain how our scheme achieves the goals of the data
confidentiality, data privacy and query privacy.

7.1 Data Confidentiality

The data confidentiality in our scheme requires that the electricity usage data
should be encrypted when it is uploaded to the CS, and prevents the CS from
stealing. In our scheme, the electricity usage data is encrypted by Paillier cryp-
tosystem. And as for CS, since it only does homomorphic computing on two
encrypted values, it cannot access the electricity usage data. Therefore, the pro-
posed scheme can achieve the data confidentiality.

7.2 Data Privacy

Data privacy in our scheme means that only the authorized data user can decrypt
the electricity usage data. Data in our proposed scheme are encrypted by Paillier
cryptosystem, so the adversary cannot identify them. But if the adversary fab-
ricates a message and sends it to some entities, it cannot be detected. Hence, we
also use the protocol in our scheme, only the data user who is authenticated by
the electricity company can get the secrets to decrypt. Therefore, our proposed
scheme can achieve the data privacy.
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7.3 Query Privacy

The query privacy in our scheme means that the query should be encrypted to
keep from being exposed to the CS. In our scheme, queries are also encrypted by
the Paillier cryptosystem. When CS wants to do the matching for the electricity
usage data, it does not need to know the exact value of the query. It only does
homomorphic computing on two encrypted values. Thus, our proposed scheme
satisfies the goal of query privacy.

8 Experiment Result

In this section, we evaluate the performance of the proposed scheme in terms of
response time of a range query and the computation cost of the data owner and
data users.

8.1 Response Time

In smart grid, it is important for data users to know the response time of a
range query, which can benefit for them to efficiently schedule their tasks. We
analyze the response time of our scheme and compare our scheme with the
Bucketization-based scheme.

We implement the proposed scheme and the Bucketization-based scheme
respectively in JRE 1.7, eclipse and run it in the computer in Windows 7 OS
with the CPU i5 and 4 cores. We test the response time of a range query by
those two schemes respectively.

From the Fig. 3, we can see that: when the data records increase in database,
the response time of a range query in our scheme changes little. But the change
in the Bucketization-based scheme is obvious. We can see from the Fig. 4, which
is more precise: when the data records increase, the response time of a rang
query in Bucketization-based scheme increases nonlinearly but fast. This is a
huge pressure for the data user, because the data uses have a lot of data to be
audited in reality.

Therefore, we can conclude that our scheme is efficient enough to meet
the requirement of smart grid application. Even the data records are large in
database, the response time of our scheme will be small, which is significant for
smart grid application.

8.2 Computation Cost

For the computation cost, we give the comparison between our scheme and
Bucketization-based scheme too. The experimental environment is the same as
the previous subsection and we choose 5000 data records. The computation cost
of the data owner and data users will be introduced respectively in following.
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Fig. 3. Response time of our scheme and bucket system.

Fig. 4. Response time of the bucketization system when the data records increase.

Computation Cost of the Data Owner. We compare the computation
time of the electricity company when the number of users and query dimen-
sion changes.

Figure 5 shows the computation time when the number of users in electricity
company changes. From the two figures, it can illustrate the linear relationship
when the users’ size increases no matter what the query dimension is. And from
the results, we can see that our scheme incurs less computation cost than the
Bucketization-based scheme when coping with large number of users.

In smart grid application, the number of users is very large. From the
simulation results, we can estimate that our scheme operates well than the
Bucketization-based scheme in smart grid. Therefore, our scheme is very suitable
for large-scale smart grid systems.

Figure 6 describes the computation cost of the electricity company with fixed
users versus the number of changing query dimension. It is easy to find that our



14 X. Zeng et al.

(a) Single dimension (b) Multi-dimensional

Fig. 5. The computation time of the electricity company when the number of users
changes.

Fig. 6. The computation cost of the electricity company with fixed users versus the
number of changing dimensions.

scheme incurs less computation cost than Bucketization-based scheme, especially
when the query dimension is large in smart grid.

Computation Cost of Data Users. We compare the computation cost of the
data users versus the users’ size in Fig. 7 and the number of query dimension in
Fig. 8. From the figures, we can see that our scheme is always in lower compu-
tation cost no matter what the users’ size or the dimension is. Our scheme can
greatly reduce the computation cost of data users, which is more important for
data users in smart grid.

From the aforementioned analysis, We thus conclude that: (1) Our scheme
can shorten the response time for a range query, which is significant for smart
grid application. (2) As the users’ size and the query dimension increase, the
computation cost of the electricity company in our scheme changes little, which
is suitable for large-scale smart grid systems. (3) The computation cost in data
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(a) Single dimension

(b) Multi-dimensional

Fig. 7. The computation time of the data users when the users connected to electricity
company change.

users’ size in our scheme always keep little. This is very important for the data
user who need to audit much electricity usage data in real. Therefore, our scheme
is efficient enough and suitable for smart grid application.
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Fig. 8. The computation cost of the data user with fixed users versus the number of
changing dimensions.

9 Conclusion

In this paper, we provide an efficient privacy-preserving scheme for range query
in smart grid based on the modified Paillier cryptosystem. We achieved the range
query in smart grid without disclosing the privacy of the electricity usage data
and queries. The performance shows that our scheme can reduce the computation
cost for both the data owner and data users, and shorten the response time of
every range query, which is great significance for smart grid application.
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Abstract. Multipath TCP (MPTCP) enables terminals utilizing multi-
ple interfaces for data transmission simultaneously, which provides bet-
ter performance and brings many benefits. However, using multiple paths
brings some new challenges. The asymmetric parameters among different
subflows may cause the out-of-order problem and load imbalance prob-
lem, especially in wireless network which has more packet loss. Thus
it will significantly degrade the performance of MPTCP. In this paper,
we propose a Receive Buffer Pre-division based flow control mechanism
(RBP) for MPTCP. RBP divides receive buffer according to the predic-
tion of receive buffer occupancy of each subflow, and controls the data
transmission on each subflow using the divided buffer and the number
of out-of-order packets, which can significantly improve the performance
of MPTCP. We use the NS-3 simulations to verify the performance of
our scheme, and the simulation results show that RBP algorithm can
significantly increase the global throughput of MPTCP.

Keywords: MPTCP · Receive buffer · Pre-division · Flow control
Wireless · Out-of-order

1 Introduction

Nowadays, the Internet is developing rapidly. Various network access technolo-
gies have been developed and used, and one terminal is always equipped with
multiple network interfaces. However, traditional TCP only makes use of one
interface at a time, which neither takes full advantages of the network resources
nor meets the increasing demand on data transmission. Researchers have pro-
posed a number of protocols [1–3] that utilize multipath transmission to solve this
problem. The solutions on transport layer are hot topics of the discussion [4–6],
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since the transport layer is the lowest layer to maintain the end-to-end connec-
tion and no change needs to be made at the intermediate nodes. Multipath TCP
(MPTCP) [7] has become a new standard supported by IETF MPTCP work-
ing group. It can utilize multiple network interfaces simultaneously while is also
compatible with existing network systems. Thus, it has received much attention
from both academia and industries.

MPTCP could aggregate bandwidth resources and improve overall through-
put. However, different from TCP which only uses one path to transmit data,
using multiple paths will cause new problems, like the out-of-order problem and
load imbalance problem. These problems will lead to the degradation of overall
network performance. Especially in today’s heterogeneous networks, which has
many wireless links and different path parameters. Wireless networks lead to
more packet loss and different paths lead to asymmetrical scenarios, will make
it harder to collaborate different paths, and the impact will be even severer.

Specifically, out-of-order packets will cause buffer bloat in receive buffer,
which will block the data transmission and decrease the throughput. This prob-
lem can be solved using scheduling algorithm [8]. The main idea is to schedule
the packets and make the packets arrive at receiver in-order. However, there are
still some limitations in the scheduling algorithms. Scheduling algorithms are
suitable for the situation where there are obvious differences among different
subflows’ round-trip time (RTT). If the difference is within two times, it will be
hard for scheduling algorithms to achieve good performance. On the other hand,
scheduling algorithms always reserve a block of sending buffer for the subflow
with smaller RTT. If the size of the buffer is limited and insufficient for every
subflow, less data will be sent on the subflow with larger RTT, which will then
cause the load imbalance problem.

The other method to reduce the out-of-order packets is controlling the traffic
flow on each subflow independently according to the characteristics of subflow.
In the original flow control of MPTCP, subflows share one receive buffer. The
subflows compete against each other, which will cause unreasonable distribution
of receive buffer among subflows and make the out-of-order problem even worse.
MPTCP uses multiple paths for parallel transmission, where each subflow can
easily implement separate flow control. Meanwhile, an independent control for
each subflow will lead to better use of the different characteristics among subflows
and a more reasonable data distribution. The idea of flow control with evenly
divided buffer has been mentioned in CMT-SCTP [9]. But this mechanism does
not consider the path difference between subflows.

In this paper, we propose a Receive Buffer Pre-division based flow control For
MPTCP (RBP). RBP enables flow control on each subflow separately according
to buffer pre-divition, which can control the data distribution among subflows
reasonably and solve the above-mentioned problems effectively. The main con-
tributions of our work can be summarized as follows:

– We propose a new flow control mechanism based on receive buffer pre-
division, which can distribute data according to the performance of subflows.
This scheme decreases the influence of bufferbloat and improves the perfor-
mance of MPTCP.
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– We propose a scheme estimating the buffer occupancy of each subflow which
dynamically adjusts to the actual situation, thus is more adaptable to the
real network.

– Simulation results show that the proposed scheme can effectively improve the
throughput of MPTCP.

The rest of this paper is organized as follows. In Sect. 2, we will introduce the
flow control of TCP and MPTCP. The details of our algorithm will be described
in Sect. 3. In Sect. 4, we evaluated the performance of the proposed algorithm.
Finally, we will conclude our work in Sect. 5.

2 Related Work

Scheduling algorithm is an approach to enhance the performance of MPTCP.
Scheduling algorithm can solve out-of-order problem caused by asymmetry of
paths, and try to ensure the packets to reach receiver in order. When a subflow
is under scheduling, sender estimates N, the number of packets which can arrive
at sender before the first packet at this subflow, and skips these N packets to
send. These N packets will be reserved for other subflows.

There are many recearches on scheduling algorithm. Linux-MPTCP
scheduling algorithm [10] is a predictive scheduling algorithm supported in
Linux-MPTCP kernel code. Linux-MPTCP scheduling algorithm ignores the
change of congestion and other factors and just makes N =

∑
j,RTTj<RTTi(

RTTi

RTTj
· cwndj

)
. Forward Prediction Scheduling (FPS) [11], Fine-grained For-

ward Prediction based Dynamic Packet Scheduling (F2P-DPS) [12], Offset Com-
pensation based Packet Scheduling (OCPS) [13] are the enhancements of Linux-
MPTCP scheduling algorithm, which consider the change of congestion window,
wireless packet loss and feedback information respectively, and gradually increase
the accuracy of schedule algorithms.

Although the modelling of scheduling algorithm is becoming better designed,
there are still some limitations as we mentioned before. The scope of application
is limited, and sometimes it needs a large buffer. So we can think about this
question from another perspective.

In the original MPTCP, receive buffer is shared, and receiver notifies the
overall buffer allowance (rwnd), which controls the data flow of the total MPTCP
connection. When sender receives an ACK from subflowi, it will change the send
window of subflowi as Send Windowi = min(cwndi, rwnd), where cwndi is the
congestion window of subflowi, and rwnd is the total advertisement window
carried in ACK. If Send Windowi −Outstandingi > 0, subflowi is able to send
new data, where Outstandingi is the unACKed data of subflowi on subflow
level.

In the original MPTCP protocol, cwndi is the congestion window of subflow
level, and rwnd is the receive window of connection level. Sender makes use of
cwndi and rwnd to control the data sent on subflowi, which will lead to a mess
in different subflows, and cause a decline in the global throughput. If sender can
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keep all of the packets arriving at receiver in order or receiver has an infinite
buffer, it will be unnecessary to keep flow control on each subflow independently.
However, the capacity of different subflows is always different, and it is impossible
to make all the packets arriving at receiver in order because of different RTTs
and packet loss. In this case, to distinguish each subflow and make an individual
flow control will become a better choice.

Concurrent Multipath Transfer using SCTP (CMT-SCTP) [14] is also a mul-
tipath protocol on transport layer. Although the discussion of SCTP is gradually
weakening, MPTCP could also draw lessons from the thought of flow control
scheme. CMT-SCTP came up with a flow control scheme based on buffer alloca-
tion [9]. The basic idea is to evenly divide the buffer space into N parts (where
N is the number of subflows), and make an independently flow control on each
subflow.

However, subflows are always asymmetric in the real station, evenly dividing
the buffer space does not consider the inconsistency between parameters of dif-
ferent subflows. Therefore it will not adapt to the actual network well. Sender
should consider the capacity of different subflow, and adjust with the actual
situation.

3 Receive Buffer Pre-division Based Flow Control
Algorithm

To address the problems caused by asymmetric paths of subflows and improve the
global throughput of MPTCP in heterogeneous networks, we propose a Receive
Buffer Pre-division based flow control algorithm (RBP) for MPTCP. The basic
idea of RBP is to distribute the overall rwnd into rwndi on each subflow accord-
ing to the capacity of different subflows. To achieve this goal, we make some
modification on the sender. The receiver do not need to make any changes. The
receiver still notice the overall receive window to the sender. Then the sender
estimates the buffer occupancy of each subflow, and then divides the receive
window according to the estimation.

Division of 
receiving buffer

Division of 
receiving window

Separate flow 
control on each 

subflow

rwnd

rwnd0 rwnd1 rwndN-1

For every subflows

For
 subflow0

For
 subflow1

For
 subflowN-1

Fig. 1. Receive buffer pre-division based flow control algorithm
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Figure 1 shows the basic idea of RBP. The sender first estimates the aver-
age maximum buffer occupancy of each subflow in MPTCP, and then divides
the receive buffer according to the estimation. After that, the sender counts
the unACKed packets on connection level of each subflow, and sets the receive
window to the remaining buffer capacity. Finally, the variable rwnd will be dis-
tributed among all the subflows and the results will be used for flow control on
each subflow.

RBP consists of three parts: (1) division of receive buffer; (2) division of
receive window; and (3) separate flow control on each subflow. Next, we will
describe them in details.

3.1 Division of Receive Buffer

In RBP, the sender first estimates the average maximum buffer occupancy of
each subflow, and distributes the buffer based on the estimation results. Buffer
occupancy depends on the congestion window and RTT. Notice that congestion
window will be changed by congestion control algorithms according to varying
path condition, especially in wireless networks with serious packet loss. In order
to estimate the congestion window, we assume that the path condition is stable
during the estimation.

We use acwndi to denote the short-time average size of the congestion window
of subflowi. When cwndi changes, acwndi will be updated as follows:

acwndi ←− (1 − β) · acwndi + β · cwndi, (1)

where β is the weight between 0 and 1. Here, we take β = 1/16, which refers to
the update of congestion degree in [15].

Figure 2 illustrates an example of two subflows. The round-trip times of
subflow0 and subflow1 are denoted as RTT0 and RTT1, respectively. Here,

sender
subflow1

sender
subflow0

receiver

1 2 3 4

1 2 3 4 5 6 7

Fig. 2. Estimation of buffer occupy
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we assume that RTT0 < RTT1. The sender estimates the average size of the
congestion window for subflow0 as acwnd0.

As shown in Fig. 2, subflow1 will cause out-of-order packets received from
subflow0 in the receive buffer. If subflow1 sends its first packet before subflow0,
there will be

⌈
RTT1
2·RTT0

+ 1
2

⌉
· acwnd0 out-of-order packets in the receive buffer.

Otherwise, there will be
(⌈

RTT1
2·RTT0

+ 1
2

⌉
− 1

)
·acwnd0 out-of-order packets in the

receive buffer. The probabilities of these two cases are both 1
2 . Also, there will be

acwnd0 packets that are in transmission from the sender to the receiver, which
should also be considered. Therefore, the average buffer occupancy of subflow0

is acwnd0 ·
(⌈

RTT1
2·RTT0

+ 1
2

⌉
+ 1

2

)
.

When there are more than two subflows in a MPTCP connection, the calcu-
lation on the number of out-of-order packets and the average buffer occupancy
is similar to that in the above example. For subflowi, every subflowj(j �= i) will

cause acwnd i ·
(⌈

RTTj

2·RTTi
+ 1

2

⌉
+ 1

2

)
out-of-order packets in the receive buffer.

The number of out-of-order packets from subflowi depends on the maximum
value of them, i.e., maxj �=i acwnd i ·

(⌈
RTTj

2·RTTi
+ 1

2

⌉
+ 1

2

)
.

Then, the average maximum buffer occupancy of the subflowi can be calcu-
lated as follows:

Bufi = acwnd i ·
(⌈

maxj �=i RTTj

2 · RTTi
+

1
2

⌉

+
1
2

)

, (2)

where Bufi is the estimation of the average maximum buffer occupancy of
subflowi.

After estimating the average maximum buffer occupancy, the receive buffer
will be allocated among all the subflows and the distribution is proportional to
the estimated average maximum buffer occupancy, which is shown as follows:

Bi = recvBuffer · Bufi
N−1∑

i=0

Bufi

. (3)

Suppose there are N subflows in total, Bi is the allocation of available receive
buffer to subflowi and recvBuffer is the variable that contains the size of the
receive buffer and will be transmitted to the sender from the receiver at the
beginning of the transmission.

3.2 Division of Receive Window

In this part, the sender records the amount of unACKed data on the connection
level, and calculates the size of residual available buffer for each subflow. Then,
it will allocate rwnd based on the residual available buffer size of each subflow.
Each subflow subflowi obtains rwndi, which is the receive window on subflow
level. Then, the send window of subflowi will be determined by rwndi as follows:
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rwndi =

⎧
⎪⎪⎨

⎪⎪⎩

0 Bi ≤ unorderedi,
rwnd · (Bi − unorderedi)∑

Bi>unorderedi

(Bi − unorderedi)
else. (4)

Here, rwndi is the resudual buffer size distributed to subflowi, rwnd is the
size of the total available buffer noticed by the receiver, and unorderedi is the
amount of unACKed data on connection level of subflowi. We can observe that
the sender allocates rwnd based on the ratio of (Bi − unorderedi). If (Bi −
unorderedi) ≤ 0, which indicates there are too many out-of-order packets from
subflowi, the sender will temporarily stop sending data on subflowi.

3.3 Separate Flow Control on Each Subflow

After the above two steps, the shared receive window rwnd will be divided into
a set of receive windows rwndi for each subflow subflowi. The amount of data
transmitted on each subflow will be controlled by the rwndi. The send window on
subflow level slides according to the congestion window and the receive window
of each subflow. The send window for a subflow cannot exceed the overall send
window for the connection.

When subflowi is able to send data, the send window of subflowi will be
restricted by the congestion window of the subflow as follows

Send Windowi = min(cwndi, rwndi), (5)

where cwndi is the congestion window of subflowi and rwndi is the receive
window of subflowi. The send window of subflowi cannot exceed the minimum
of cwndi and rwndi.

Then, the amount of data that subflowi can send will be controlled by the
send window and the size of unACKed data from subflowi as follows

Send datai = Send Windowi − Outstandingi, (6)

where Outstandingi is the size of unACKed data from subflowi, which is dif-
ferent from unorderedi. If Send datai > 0, subflowi is able to send new data.

It can be observed that subflows influence each other when they share the
same receive buffer. RBP enables independent flow control on each subflow,
and restricts the rate of subflow with too many out-of-order packets. Then, the
sender could transmit more data on the subflow with higher throughput, which
reduces the number of out-of-order packets and achieves load balancing. RBP
does not change the congestion window size. When the number of out-of-order
packets on the connection level decreases, it will resume the normal throughput
quickly, which can achieve good adaptability to the network. The RBP algorithm
is described in Algorithm 1.
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Algorithm 1. RBP Algorithm Description
Input:

The receive window: rwnd;
The congestion window of subflowi: cwndi;
The average congestion window of each subflow: acwnd1, acwnd2, ..., acwndN−1.

Output:
The amount of new data which is able to send on subflowi: Send datai

acwndi ←− (1 − β) · acwndi + β · cwndi

for j = 0 → N − 1 do

Bufj = acwnd j ·
(⌈

maxk,k �=j RTTk

2·RTTj
+ 1

2

⌉
+ 1

2

)

end for
for j = 0 → N − 1 do

Bj = recvBuffer · Bufj
∑N−1

j=0 Bufj

end for
if Bi ≤ unorderedi then

rwndi = 0
else

rwndi = rwnd · Bi − unorderedi∑
Bi>unorderedi

(Bi − unorderedi)

end if
Send Windowi = min(cwndi, rwndi)
Send datai = Send Windowi − Outstandingi

4 Performance Evaluation

In this section, we evaluate the efficiency of the RBP algorithm on NS-3 [16]
simulator. The basic MPTCP code is provided by Google MPTCP Group [17].
We use the original MPTCP and TCP on each subflow as comparisons at the
same time. We evaluate the performance of the RBP algorithm in terms of the
overall throughput, the throughput of subflows, and the number of out-of-order
packets in receive buffer.

Table 1. Flow parameters of simulation scenario

Parameters subflow0 subflow1

Path delay 10 ms – 50ms 50 ms

Maximum bandwidth capacity 5 Mbps 10 Mbps

Packet loss rate 0.1% − 5% 0.1%

Maximal Segment Size (MSS) 1400 Bytes 1400Bytes

Congestion control algorithm TCP-Reno TCP-Reno
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The simulation scenario is shown in Fig. 3. There are two subflows in the
MPTCP connection, each of which is routed along a separate path. The mid-
dle link on each path is the bottleneck, and therefore the maximum bandwidth
capacity of subflow0 and subflow1 is 5 Mbps and 10 Mbps respectively. Each
subflow has a wireless link for the last hop to the MPTCP receiver, which suf-
fer from random packet loss. In addition, there is a UDP background flow that
is transmitted along each path. The traffic of the UDP flows is uniformly dis-
tributed and we set the interval between packets to 5 ms.

S1

S2

C1

C2

S0 C0

subflow0   

subflow1
MPTCP

UDP
Background

UDP
Background

5Mbps    8 - 48ms

10Mbps    48

Fig. 3. Simulation scenario

Each subflow has different parameters, such as path delay, packet loss, and
so on. Table 1 shows the parameter configuration of subflow0 and subflow1. In
addition, the MSS of each subflow is set to 1400 Bytes, and the size of shared
receive buffer is 2×65536 Bytes. The receive buffer of single TCP is 65536 Bytes,
and the MSS of UDP is set to 1024 Bytes. For each scenario, we take the average
values of 50 simulation runs as results.

4.1 Asymmetric Scenario

The different path delay among subflows is an important factor that causes
the decrease of overall throughput in asymmetric scenarios. In a network, if
two subflows have the same path delay, it will result in the best performance.
However, it is difficult to achieve the best performance since different subflows
often have different path delay in real network.

In the first scenario, we change the path delay while maintain the other
parameters as constants. Specially, the path delay of subflow0 changes from
10 ms to 50 ms, and the delay of subflow1 is always 50 ms. We also set the loss
rate of subflow0 to 0.1% in the simulations.

Figure 4 shows the result of overall throughput. It can be observed that the
global throughput of these two schemes decrease simultaneously as the path delay
of subflow0 increases. Because the throughput of a subflow will be affected by
the path delay, and large delay may lead to a decrease in throughput. However,
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from Fig. 4 we can see that RBP brings a transmission gain on MPTCP, which
will result in a better performance. In the best case, RBP can achieve a gain
nearly 20%. However, transmission gain of RBP will be a little lower if the path
delay of subflow0 and subflow1 are similar, because the symmetric paths will
cause fewer out-of-order packets.

The results on the number of out-of-order packets in the receive buffer is
shown in Fig. 5. With the path delay increasing, the difference between the delays
of subflow0 and subflow1 becomes smaller, and the number of out-of-order
packets will significantly decrease, since the difference of path delay is the most
important factor that leads to the out-of-order packets in the receive buffer.
In addition, when RBP with independent control on each subflow is used, the
number of out-of-order packets will also decrease. At the beginning, when the
RTT of subflow0 is much smaller than subflow1, the number of out-of-order
packets decreases a lot with RBP algorithm. The gain will become smaller as
the difference between two subflows decreasing.

Figure 6 shows the throughput of different subflows with original MPTCP
and RBP algorithm. As shown Fig. 4, RBP brings a gain on the total through-
put. Figure 6 shows more details of the gain. The throughput of subflow0 does
not decrease too much with RBP algorithm, but the throughput of subflow1

increases significantly, which will improve the overall throughput.

4.2 Wireless Scenario

In practice, random packet loss mostly occurs in wireless networks, which may
lead to the decrease of throughput. We change the packet loss rate of subflow0

from 0.1% to 5%, and maintain the other parameters as constants. The delay of
subflow1 is always 50 ms. We also set the path delay of subflow0 to 20 ms in
this scenario.
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Figure 7 shows the simulation results of overall throughput. With the random
packet loss rate on subflow0 increasing, the throughput of these two schemes
decreases. The reason is that a majority of congestion control algorithms are
based on packet loss, and large packet loss rate will cause poor throughput.
Moreover, large packet loss rate will lead to asymmetric situation of data sending
between subflows, which causes more out-of-order packets in connection level,
and hence the overall throughput will be further reduced. It can also be observed
that RBP still outperforms the original MPTCP.

The results on the number of unordered packets are shown in Fig. 8. Since
RBP controls data transmitted on each subflow independently and reason-
ably distributes data among subflows, it can effectively decrease the number
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of out-of-order packets. We can see RBP works better on the scenario with less
packet loss, because the packet loss will lead to more out-of-order packets and
make it difficult to estimate the transmission state. However, from Fig. 8 we
can see RBP still brings a better performance on out-of-order packets in lossy
scenarios.

Figure 9 shows the throughput of subflows. When the RBP algorithm is used,
the throughput of subflow1 is higher than that with original MPTCP. At the
same time, the throughput of subflow0 does not significantly decrease. Thus,
RBP still improves the overall throughput. Likewise, we can see that RBP allo-
cates more data on subflow1 than original MPTCP, which indicaets RBP allo-
cates more data on the best subflow, so as to achieve load balance between
subflows.

5 Conclusions

MPTCP uses multiple paths for data transmission at the same time, which needs
to be more precisely controlled. However, each subflow has its own congestion
window, but there is only one receive window on connection level. If there is
nothing different between subflows, and each packet can arrive at receiver in
order, it will be unnecessary for keeping separate flow control on each subflow.
However, the wireless network and asymmetrical paths lead to a degradation of
MPTCP, which is caused by misallocation of data among subflows.

RBP scheme makes independent flow control on each subflow and adjusts
to the actual situation. Thus it can regulate and control the data sent on each
subflow in detail. If there are too many out-of-order packets on one subflow,
which is beyond the permitted scope, sender will limit the data on the subflows,
so as to reduce the amount of out-of-order packets, and promote throughput
of the correct subflows, thus could also reduce bufferbloat and provide a better
performance. Therefore RBP can achieve the purposes of improving the overall
throughput and balancing traffic load between subflows, which can improve the
network performance greatly.
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Abstract. User behavioral analysis is expected to act as a promising
technique for identity theft detection in the Internet. The performance of
this paradigm extremely depends on a good individual-level user behav-
ioral model. Such a good model for a specific behavior is often hard to
obtain due to the insufficiency of data for this behavior. The insufficiency
of specific data is mainly led by the prevalent sparsity of users’ collectable
behavioral footprints. This work aims to address whether it is feasible
to effectively detect identify thefts by jointly using multiple unreliable
behavioral models from sparse individual-level records. We focus on this
issue in mobile social networks (MSNs) with multiple dimensions of col-
lectable but sparse data of user behavior, i.e., making check-ins, posing
tips and forming friendships. Based on these sparse data, we build user
spatial distribution model, user post interest model and user social pref-
erence model, respectively. Here, as the arguments, we validate that there
is indeed a complementary effect in multi-dimensional blended behavioral
analysis for identity theft detection in MSNs.

Keywords: Mobile social networks · Identity theft detection
Blended behavioral analysis · Complementary effect

1 Introduction

Mobile Internet has been increasingly gaining popularity. To say that a global
phenomenon is almost an understatement, as the number of worldwide social
network users is expected to grow to around 2.5 billion in 2018, around a third
of Earth’s entire population. Projections also show that by 2018, over 75% of
Facebook users worldwide will access the service through their mobile phone1.

However, due to the ever increasing number of users and the advent of infor-
mation boom, people’s property is also rapidly digitized (private photos, cus-
tomer sensitive data, intellectual property, etc.). According to a new survey

1 One of the largest statistics portals, http://www.statista.com/.
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Fig. 1. Modern human behaviors usually take place in multiple spaces, such as the
physical space of reality, virtual cyber space and social space.

from security software company Webroot2, MSNs users are more likely to face
security threats such as the loss of financial information, identity theft, and the
infringement of the right to privacy. A more common strategy is to hijack a user
account, then the hackers send messages to their contacts and deceive them to
send money to a “friend in trouble”. Because social network is mostly acquain-
tance network, users can easily relax the vigilance and eventually be deceived.
When a user logs in to a social network, he or she will generate a sequence of
behaviors. By modeling these behavioral habits, it is possible to derive behav-
ioral characteristics that uniquely discern the user’s identity. Studies have shown
that private traits and attributes are predictable from digital records of human
behavior and computer-based personality judgments are more accurate than
those made by humans. Montjoye et al. [1] investigated three months of credit
card records for 1.1 million people and showed that four spatiotemporal points
are enough to uniquely reidentify 90% of individuals. It strongly proved that the
behavior of the track can uniquely identify a person.

The research of user behavior has caused widespread concern in recent years.
In a perspective, human beings live in a multiple space, such as the realistic
physical space, virtual cyber space and social space. Mobile Internet is essentially
to provide users with real-time switching channels. The behavior can be divided
into offline behavior in the physical space, online behavior in the cyber space
and social behavior in the social space. These form a blended space consisting
of offline behavior space, online behavior space and social behavior space, which
is illustrated in Fig. 1.

In this work, we grasp the essence of Mobile Internet serving as a portal for
users among multiple spaces, e.g. physical and cyber spaces, which makes user
behavior blended by multiple dimensional. The main issue to be addressed is if
it is feasible to overcome the sparsity of behavioral data by cooperatively using
multiple dimensional behavior. More specifically, we focus on behavioral data in
three dimensions, i.e., check-ins, tips and friendships. The identity theft detection
can be carried out by the comprehensive analysis of the above three behavior
2 The largest privately held cybersecurity organization based in the USA, operating

globally across North America, EMEA and APAC, https://www.webroot.com/.

https://www.webroot.com/
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Table 1. Notations

Symbol Meaning

Iξ The set of users who can be identified in each dimension, ξ ∈ { DoC,
DoT, DoF, DoCT, DoCF, DoTF, DoCTF }

Sche
log The threshold used to determine user identity in the method of DoC

Dtip
JS The threshold used to determine user identity in the method of DoT

Dfri
JS The threshold used to determine user identity in the method of DoF

nλ
vow The minimum number of valid words contained in corresponding method,

λ ∈ { tip, fri }
θλ

his Vector of topic probability distribution, which indicates the behavior
characteristic of user historical data, λ ∈ { tip, fri }

θλ
new Vector of topic probability distribution, which indicates the behavior

characteristic of user newly generated data, λ ∈ { tip, fri }

data. We perform the detection on two Location-based Social Networks (LBSNs)
data sets [2], i.e., Foursquare and Yelp. We choose several metrics to evaluate the
detection performance. One is the intercept rate (IR), that is, the proportion of
anomalous accounts that are intercepted accurately. The other is the disturb rate
(DR), which is the proportion of the accounts that are erroneously intercepted to
be anomalous in the normal account. In summary, this paper makes the following
contributions:

• We propose three detection methods via user behavior for identity theft
detection.

• We obtain the performance of user behavior models for identity theft detec-
tion on two real-life data sets.

• We validate that there is indeed a complementary effect on multi-dimensional
blended behavioral analysis for identity theft detection in MSNs.

2 Problem Description and Settings

Identity theft refers to somebody stealing your personal data and impersonating
you to, for example, shop under your name. Statistics showed that six percent
of users stated that they suffered from identity theft. In this work, we propose
the approach for identity theft detection via user blended behavior in MSNs. We
mainly address two issues: For one thing we aim at building the behavior model
for each dimension and proposing the corresponding detection method to effec-
tively identify the user authenticity; for another the poor detection performance
causing by data sparsity should also be solved due to the complementary effect
of the blended behavioral analysis.

Our first object is to build the user’s behavior model based on their gener-
ated data. User behavior data are the check-in records at the location, online
text content, and user-generated social relationship. We build three user behav-
ior models corresponding to each dimension. Corresponding to our work, we call
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them three dimensions, namely dimension of check-ins (DoC), dimension of tips
(DoT) and dimension of friendships (DoF). In Table 1, we give an explanation
of the symbols appearing in this paper. Due to various constraints, the behavior
data are sparse for a particular user in single dimension. Since the detection is
done by the individual-level user behavioral model, we define those who have
sufficient data and can be identified by our method of this dimension as Identifi-
able Users. In each model, we need to find the appropriate criteria to distinguish
between the user’s own and non-users themselves, i.e., Sche

log , Dtip
JS and Dfri

JS .
In order to achieve identity theft detection, we chose three metrics to evaluate
the detection performance, which are intercept rate (IR), disturb rate (DR) and
precision rate (PR), respectively. They are defined as follows:

Intercept Rate =
# users intercepted correctly

# all anomalous users
, (1)

Disturb Rate =
# users intercepted wrongly

# all normal users
, (2)

Precision Rate =
# users intercepted correctly

# all intercepted users
. (3)

3 Detection Method

In this section, we present the user behavior models for each dimension and the
methods for identity theft detection via the corresponding models.

3.1 Detection via Check-Ins

Modeling User Spatial Distributions. We model the user spatial distri-
bution (USDM) by using the method based on the kernel density estimation.
According to the history data of the users, the probability density function of
each user is obtained by using the mixed kernel density estimation (MKDE)
method [3]. Let E = {e1, ..., en} be a set of historical events where ej =< x, y >
is a two-dimensional spatial location, 1 ≤ j ≤ n, and where we have suppressed
any dependence on individual i for the moment and dropped dependence on
time t. Let E denote the training data set. A simple method for estimating a
bivariate density function from such kind of data is to use a single fixed 2 × 2
bandwidth matrix H and a Gaussian kernel function K(·). More specifically, we

assume the bandwidth matrix H =
(

h 0
0 h

)
. This results in a bivariate KDE of

the following form:

fKD (e|E, h) =
1
n

n∑
j=1

Kh

(
e − ej

)
, (4)

Kh (x) =
1

2πh
exp

(
−1

2
xTH−1x

)
,H =

(
h 0
0 h

)
, (5)

where e is the location for which we would like to calculate the probability
density, and h > 0 is a fixed scalar bandwidth parameter for all events in E.
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(a) (b)

Fig. 2. (a) is the number of valid words for identification accuracy about the DoT and
DoF, respectively and (b) is the ROC curve of identity theft detection through the
social topology. (Color figure online)

To deal with “cold start” problem, we use a mixture model as follows:

fMKD (e|E, h) = αfKD (e|E1) + (1 − α) fKD (e|E2) , (6)

where E1 is a set of an individual’s historical events (individual component),
E2 is a set of the friends’ historical events (friendship component) and α is the
weight for individual component.

Identity Theft Detection. We compute the average log-likelihood of each
user i’s check-in records in the test set:

Si = − 1
ni

ni∑
r=1

log fMKDi
(er|E, hi) , (7)

where ni is the number of user i’s check-in records in the test set. The larger
Si, the more likely the records are conducted by himself. The key is to set the
anomalous threshold, and define it as Sche

log . When the user i’s Si is greater than
the baseline, we consider the account to be anomalous.

3.2 Detection via Tips

Modeling User Post Interests. We build the user post interest model
(UPIM) by using the user-generated tips in the online behavior space. Each
user’s historical tips accumulate as a document, and then all the user’s tips
constitute a large-scale corpus. In LDA [4], each document may be viewed as a
mixture of various topics. Through the document generation model, we can get
the topic probability distribution of the document. In fact, the topic probability
distribution corresponding to each document is the interest probability distribu-
tion of the user. We define the vector of topic probability distribution generated
by the historical data as θtiphis.
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Identity Theft Detection. After the new generated tips are processed, the
vector of topic probability distribution can be calculated as θtipnew. We count the
number of words assigned to kth topic, and denote it as n(k). α is a hyperpa-
rameter, and we set α = 0.5. The kth component of the topic proportion vector
can be computed as:

θnew =
n (k) + α∑K

i=1(n (i) + α)
. (8)

In order to ensure that the tips can get a reasonable topic probability dis-
tribution, we hope that the accumulation of tips as much as possible. However,
considering the efficiency of the model, we need to be able to give the identity
judgment in a short time. We solve this problem by experimentally training the
number of valid words. Then we define the minimum number of valid words con-
tained in the tips as ntip

vow. Through experiments shown in Fig. 2(a), we find that
when the number of valid words reaches 30, the accuracy tends to be stable and
very impressive, so we set the parameter ntip

vow to 30 for the DoT. The interest
probability distribution of tips for the user’s new post is calculated as θtipnew by
using Eq. 8.

For the discrete probability distributions P and Q, the Kullback-Leibler diver-
gence from Q to P is defined as:

DKL (p, q) =
T∑

i=1

pi · ln
pi
qi

. (9)

An alternative is given via the γ divergence,

DKL (p, q) = γDKL (p, γ · p + (1 − γ) q) (10)
+ (1 − γ) DKL (q, γ · p + (1 − γ) q) ,

which can be interpreted as the expected information gain about X from discov-
ering which probability distribution X is drawn from, P or Q, if they currently
have probabilities γ and (1 − γ) respectively.

The value γ = 0.5 gives the Jensen−Shannon divergence by

DJS (p, q) =
1
2

[DKL (p,M) + DKL (q,M)] , (11)

where M = p+q
2 is the average of the two distributions.

The similarity of two topic probability distributions can be judged by JS
divergence. According to its definition, a smaller divergence of JS indicates a
higher similarity of the two distributions. In this work, θtiphis is P, and θtipnew is Q.

So what we need to calculate is Dtip
JS

(
θtiphis, θ

tip
new

)
. Set the anomalous threshold

to Dtip
JS . When the Dtip

JS

(
θtiphis, θ

tip
new

)
of two probability distribution is greater

than Dtip
JS , we consider the account to be an anomalous account.
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3.3 Detection via Friendships

Modeling User Social Preferences. We use the social relationships and
friend-generated tips to build the user social preferences model (USPM). Gen-
erally speaking, when the user social relationship is complete, the friendship
topological structure can be utilized to model the friendship community. Due
to data imperfection, the topology of friendships cannot be utilized to iden-
tify users. Figure 2(b) is the ROC (Receiver Operating Characteristic) curve of
identity theft detection via the social topology, which shows an extremely poor
performance. Especially when the DR is relatively low, the effect of interception
is very poor, which can not be used for identity detection.

It is considered that the user’s friendship community tends to be stable. If
a user follows the new friends who are very different from previous ones, we
would like to believe that the account may be anomalous. Therefore, we need to
get the characteristics of friendship community for each user according to user’s
friendship and user-generated content.

Identity Theft Detection. For the new friends of the user, we cluster the
preferences of these new friends for each user. Similar to the DoT, we calculate
the Dfri

JS

(
θfrihis , θ

fri
new

)
by using Eq. 11.

The red curve is the process of training the minimum number of valid words
which is defined as nfri

vow in Fig. 2(a). Therefore, when nfri
vow is 60, it can achieve

a stable and satisfactory accuracy for the detection method based on USPM.
Set the anomalous threshold to Dfri

JS , which we define it as the baseline of the
method for the DoF. When the values of Dfir

JS of two probability distributions
are greater than the baseline, we consider that the preferences between the new
and old friends vary in a wide range and the account could be anomalous.

4 Experiments

In this section, we present the experiments to evaluate our models and vali-
date the complementary effect of blended behavioral analysis for identity theft
detection in MSNs.

4.1 Data Sets

We present a large-scale study of user behavior for two real-life datasets of
Foursquare and Yelp, and conduct experiments of about 70 thousand users that
spans a period of more than 100 days. In the location-based mobile social net-
work, we study the check-in record (DoC), online text information (DoT) and
social relationship (DoF) for each user, and model the user behavior from three
dimensions. Table 2 shows the number of users and the number of identifiable
users in each dimension.



On Complementary Effect of Blended Behavioral Analysis 39

Table 2. Number of identifiable users in each dimension.

Dataset Users IDoC IDoT IDoF

Foursquare 23537 18624 1062 17472

Yelp 43137 29885 1912 18484

4.2 Theft Simulation

The detection of suspicious accounts can be attributed to two types, respectively
fake account detection and compromised account detection. For all accounts, we
first consider the population-level suspicious behavior detection. Its purpose is
to detect the outlier. If the difference is obvious, the account will be blocked as
suspicious account. As for compromised account detection, although it passes the
population-level suspicious behavior detection successfully, we do not fully trust
it. It needs to be further detected, which is individual-level suspicious behavior
detection. That is, even if the user’s current behavior is not outlier, we have
to detect whether the behavior is the same as himself before. If the difference
is obvious, we have to doubt his identity. Our work is to solve the last and
most critical issue. It means that all the suspicious behavior we have taken into
account.

Fig. 3. The experiments of identity theft detection via Check-in, Tips and Friendship.
(Color figure online)

It is hard to obtain the real data set marked with identity theft. However,
it is not a pain point for our research. For identity theft detection, the main
concern is how to simulate identity theft events. Our model presupposes that
an attacker who steals an account will immediately start using it as they would
have been some other random user of the service. Then the attacker will generate
a series of behavioral records with personal characteristics. These behavioral
data are those records that we have replaced with others. In fact, it is most
difficult to distinguish them in the detection of suspicious behavior. One obvious
fact is that if the model can accurately identify these replaced users, that is,
simulated thieves, then for those thieves whose behavior is outlier, the detection
performance will be more effective.



40 C. Wang et al.

4.3 Experimental Setup

Firstly, we preprocess the data for each dimension separately according to the
above methods. Secondly, we simulate identity theft by randomly replacing part
of user’s data with others. Thirdly, we determine the threshold of the anomalous
account for the methods proposed in Sect. 3. In the DoC, we calculate Si for
each user. In the DoT and DoF, we separately calculate Dtip

JS

(
θtiphis, θ

tip
new

)
and

Dfri
JS

(
θfrihis , θ

fri
new

)
for each user. Figure 3 is the experimental results on three

dimensions. The red scatter is the result of the similarity between the user’s new
record and the historical data. The black scatter is the result of the similarity
between the non-user’s new record and the historical data. The results show
that these two values are significantly different. Therefore, we can use these
differences to carry out identity theft detection.

4.4 Parameter Settings

For identity theft detection, our goal is to improve the IR-DR trade-off, that is, to
achieve a high IR via their blended behavior model in the case of a relatively low
DR. Figure 4 is the IRs and DRs with the threshold changes in three dimensions,
respectively. It can be observed that the DRs will rise sharply when the threshold
reaches a certain value. We need to determine the appropriate threshold so that
the IRs are as high as possible in the case of tolerable DRs. Therefore, we set
the threshold at this critical point for identity anomalies. So, in each dimension,
we finally determine the threshold as follows:

(1) In the DoC, we set SChe
log to 207.

(2) In the DoT, we set Dtip
JS to 0.04.

(3) In the DoF, we set Dfri
JS to 0.08.

Fig. 4. Trends of different threshold values corresponding to intercept rate and disturb
rate.

In the experiment, we randomly selected 1,000 users to replacing their new
records with others. Then we use the three methods presented in the Sect. 3
to carry out corresponding identity theft detection. In order to compare the
detection performance of our methods, we calculate the experimental results of
the IRs, the DRs and the PRs.



On Complementary Effect of Blended Behavioral Analysis 41

4.5 Main Result

We first give the results of the simulation via the three methods we presented
in Sect. 3 for two real-life datasets of Foursquare and Yelp. Figure 5 shows the
results of three approaches for identity theft detection. The detection method
based on check-in has the lowest AUC. The reason is that the data sparsity leads
to the low recognition degree of the user spatial distribution. The AUC of DoF
detection is the best result, which indicates that social preferences are suitable
to reflect user behavior characteristics in MSNs.

As illustrated by the curves in Fig. 5, the effect of identity theft detection
is reliable via the above three methods, because the AUC is very large which
can reach more than 0.962. However, it is worth emphasizing that the result
is obtained on the identifiable users of each dimension. This means that these
methods are only feasible for IDoC , IDoT , IDoF , respectively. In fact, behavior
data are very sparse for a particular user on each dimension in MSNs. We conduct
further experiments to propose an effective method which is detection via their
blended behavior.

Fig. 5. The ROC curves of three methods on two data set.

We use the blended behavior to perform identity theft detection for all users.
We first verify the complementary effect by the fusion between any two dimen-
sions, such as dimension of check-in and tips (DoCT). Then, we combine three
dimensions together to observe the effect of detection. Table 3 shows the results
of seven experiments on two datasets. We get the following conclusions: The first
three groups of experiments are the respective results of the above three meth-
ods. It is shown that the effect is relatively poor when we consider all users. The
mean intercept rate (MIR) can only reach 0.518. Secondly, we can observe that
when we combine any two dimensions, the performance is significantly improved
and the MIR can reach 0.781, while the intercept performance is improved by
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50.7%. Thirdly, when we use three dimensions fusion, the IR has reached more
than 0.936, which is usually a satisfactory detection performance. At the same
time, we also guarantee an acceptable DR at 0.0171. Finally, while the IDoT only
accounts for about 4.5%, we can still achieve great detection performance via
multi-dimensional fusion due to the complementary effect of blended behavior.

In addition, we also do a similar experiment on the Yelp data, and obtain
a similar conclusion. That means the complementary effect of blended behavior
can achieve good performance for identity theft detection in MSNs.

5 Literature Review

Identity theft is an ever-present and growing issue in society, where almost all
aspects of our lives are digital [5].

Traditional Identification Methods. Studies have shown that the traditional
password-based (user-password) authentication technology is still widely used.
However the password is easy to leak, easy to forget and easy to copy [6].
Common biometrics usually include fingerprint recognition, face recognition, iris
recognition, speech recognition. However, these biometric technology needs to be
equipped with high-cost hardware devices which makes the application incon-
venient and difficult to popularize. To overcome the drawbacks of the above
methods, researchers found that after a user login system, they would produce a
series of behaviors and these behaviors include the characteristics of each user. By
modeling these behaviors, we can derive behavioral characteristics that uniquely
identify the user. Identification based on user behavior came into play [7].

Table 3. Main results of seven identity theft simulations

Model Iξ IR DR PR MIR MDR MPR

DoC 18624 0.433 0.008 0.707 0.518 0.006 0.817

DoT 1602 0.336 0.001 0.943

DoF 17472 0.785 0.008 0.807

DoCT 18624 0.567 0.009 0.740 0.781 0.012 0.753

DoTF 17681 0.864 0.010 0.806

DoCF 23525 0.911 0.016 0.713

DoCTF 23537 0.936 0.017 0.708 0.936 0.017 0.708

DoC 29885 0.226 0.007 0.440 0.396 0.003 0.758

DoT 1912 0.470 0.001 0.977

DoF 18484 0.492 0.002 0.859

DoCT 29885 0.648 0.007 0.684 0.681 0.006 0.739

DoTF 19339 0.713 0.002 0.886

DoCF 42130 0.683 0.009 0.649

DoCTF 42137 0.872 0.010 0.696 0.872 0.010 0.696
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Behavior-Based Identity Analysis. Biometric keystroke recognition tech-
nology [9] is through the inherent characteristics of human keystrokes (e.g.,
keystroke delay and power) for identification, which not only solves the tradi-
tional insecurity based on password, but also has the advantages of low cost and
high flexibility compared with other biometrics. However, these identification
methods usually depend on the specific devices. Once the device is replaced,
it takes a long time to retrain. Many researches studied a group or individ-
ual behavior features and leverage them to provide a better service [8]. Some
of them focused on the spatial-temporal patterns. Cho et al. [2] studied the
relation between human geographic movement, its temporal dynamics, and the
ties of the social network. Lichman et al. [3] focused on the problem of devel-
oping accurate individual-level models of spatial location based on geolocated
event data. As one of the most classical probabilistic topic model, LDA is wildly
used in modeling text collections (e.g., news articles, research papers and blogs).
Yuan et al. [11] propose a novel topic model called SILDA (LDA with Social
Interest). Li et al. [10] proposed a new topic model for short texts, named
GPU-DMM, which is designed to leverage the general word semantic related-
ness knowledge during the topic inference process, to tackle the data sparsity
issue. In this paper, we focus on the method for identity theft detection by
analyzing user behavior in MSNs.

6 Conclusion

We studied the effectiveness of a promising technique for identity theft detection
in mobile social networks, i.e., the method based on user behavioral analysis. To
model the user blended behavior in multiple dimensions, we proposed three suit-
able models in each dimension, such as the user spatial distributions model, user
post interests model and user social preferences model. To achieve better detec-
tion performance, we proposed a method through multiple dimensions fusion. As
a result, we proved the existence of complementary effect of blended behavioral
for identity theft detection in MSNs.
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Abstract. The reliability and availability of cloud computing services
improved dramatically in recent years. More and more users tend to
migrate their business systems to cloud environment. The compliance
of SLAs (Service Level Agreement) in cloud services must be efficiently
evaluated to ensure the enforcement of SLAs. Traditionally, an Evalua-
tion Center will be established to collecting performance and reliability
metrics data of SLAs. However, since the volume of data collected is
huge, and the speed of data generation is fast, large bandwidth and
computation capacity is needed in the Evaluation Center. This paper
proposes a hierarchical architecture for monitoring and evaluating of the
compliances of SLAs. In this architecture, a Data Collection Service is
deployed in the intranet of each cloud service provider. Metrics data is
first collected and analyzed by local Data Collection Service. When SLA
violations are detected, related data is packed, signed and sent to the
Evaluation Center located on the Internet. Simulations show that the
use of local Data Collection Service will effectively reduce the amount
of data transferred via Internet and will not cause much overhead in the
construction of evaluation infrastructure.

1 Introduction

Cloud Computing is a new computational paradigm with the features of high
scalability, availability and extremely inexpensiveness. Nowadays, cloud services
have become the best choice for start-up and individual business [1]. However,
the centralized, open and shared nature of cloud service makes it vulnerable to
various attacks [2–5]. From the user’s perspective, losing control of private data
makes security and privacy issues more prominent in cloud computing environ-
ment. For example, in Sep. 2014, a security issue in the iCloud API caused a
serious leak of over 100 celebrities’ private photos1.

Thus, security and quality of cloud service are the most important factors
that affect users’ choices among different CSPs (Cloud Service Provider). Unlike
traditional IT solutions, security and quality of cloud services are difficult to
monitor and evaluate since the environment of cloud services is beyond the

1 https://en.wikipedia.org/wiki/ICloud leaks of celebrity photos.
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reach of common users. Various techniques have been proposed for solving this
problem [6–13].

Most of the works proposed so far focused on solving the modeling, mon-
itoring and evaluating aspects of the problem. In these works, a trusted third
party, the Evaluation Center, was established to monitor/collect data like service
running status, user evaluation, etc. In order to provide reliable and accurate
evaluations, these data should be dynamically monitored [14]. However, in tra-
ditional centralized and flattened frameworks (Fig. 1), continuously monitoring
cloud service quality across different CSPs with thousands of virtual and physi-
cal machines will cost a large number of Internet bandwidth and computational
resources, making it highly impracticable to build such an Evaluation Center.

Fig. 1. Architecture for traditional cloud service evaluation framework

In this paper, an Evaluation Framework design with hierarchical architecture
is proposed. In order to achieve efficient and cost-effective data collection, a local
Data Collection Service will be established in the Intranet of each CSP’s cluster.
Service quality data will be locally aggregated before sent to the Evaluation
Center over the Internet. Moreover, to further reduce the size of data transferred
over the network, only data that is useful for assessing the quality of service will
be packaged and sent to the Evaluation Center.

The rest of this paper is organized as follows: Sect. 2 briefly introduces
related works. In Sect. 3, the architectural design of the hierarchical evaluation
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framework is described in detail. Section 4 concludes this paper and talks about
future improvements.

2 Related Works

As can be seen from Fig. 1, there are four major participants in the interaction
of cloud services: (1) a number of Cloud Service Providers (CSPs), (2) the Con-
sumers, (3) the Evaluation Center and (4) the Cloud Directory. Typical working
process in this scenario can be described as follows [14]:

1. CSPs publish services at the Cloud Directory. Published service information
includes: CSP ID, service ID, service type, service content and SLA, etc.

2. Consumers send request to the Cloud Directory for specific kind of service.
Request message contains information like service type, service content, etc.

3. Cloud Directory will find suitable services and send information back to con-
sumers.

4. A negotiation process will be carried out between service provider and con-
sumer. The result will be an SLA. The identities of consumer, CSP, negotiated
service, as well as corresponding SLA will be sent to the Evaluation Center.

5. The Evaluation Center will collect objective monitoring data and subjective
evaluation data from CSP and Consumer sides respectively. Collected data
will be evaluated and combined to produce reports about service quality.

6. Consumers can retrieve service reports from the Evaluation Center.

Current research works focused on several aspects of the above process.
On the modeling aspect of service quality/trustiness. Alhamad et al. [15]

pointed out that SLA can be used as the basis for enforcement of service quality
since its the agreement signed between service provider and consumer about the
level of service. The evaluation result of SLA may help consumers select the
most reliable service. Then, in [7], a trust management model for cloud com-
puting based on SLAs is proposed. Essentially, these works are only conceptual
descriptions. Gao et al. [16] proposed a trust model based on SLA and consumer
evaluations. Evaluation results from SLA and consumers are combined to find the
trustworthiest CSP. The evaluation of SLA is statically computed, without con-
tinuous monitoring of service at runtime. Zhao et al. [14] proposed a SLA-based
dynamic trust evaluation framework for cloud computing. In this framework,
monitoring agents are deployed on client-side and cloud-side. SLA related infor-
mation can be monitored, collected and evaluated to produce a dynamic report
on service’s trustiness/quality.

On the data collection and evaluation aspects of service quality/trustiness.
Various tools, e.g. Netlogger [9], have been devised for effectively monitoring
and collecting low level metrics such as available bandwidth, system downtime,
etc. However, there is a gap between these low-level metrics and high-level SLA
parameters [10]. Vincent et al. proposed a framework named LoM2HiS [10],
by which these low level metrics can be combined and mapped to high level
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SLA parameters. High level SLA parameters can be used for detecting SLA
violations [17].

It can be seen from the above analysis that comprehensive research have
been done in modeling and evaluation of service quality in cloud environment.
However, since there are a large number of machines (physical and/or virtual) in
each cluster of CSPs, the volume of low level metrics data collected for evaluation
will be extremely huge. Transferring large amount of data over the internet will
pose great burden to underlying ISP networks and computational resources.
One of the potential solutions to this problem is aggregating data and detecting
violations of SLA inside CSP intranet and send only those data that are related
to SLA violations to Evaluation Center over the internet. It is obvious that a
hierarchical architecture is required by this solution and will be discussed in
detail in the next section.

3 A Hierarchical Service Quality Evaluation Framework

3.1 The Overall Architecture

Figure 2 shows the architecture of the hierarchical cloud service evaluation frame-
work.

Fig. 2. The hierarchical cloud service evaluation framework
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Compared with Fig. 1, an additional local Data Collection Service is estab-
lished in the intranet of the CSP. Monitoring Agents deployed on every machine
(virtual or physical) will continuously monitor low level metrics and send them
to the Data Collection Service for local aggregation (Step 4 in Fig. 2). Violations
of SLAs can be detected from high level SLA parameters mapped from aggre-
gated low level metrics. If violations of SLAs are detected, only related low level
metrics data are extracted, packed, encrypted, signed and sent to the Evalua-
tion Center. If no violation of SLA is detected, a simple service health report
will be sent periodically, confirming that all service level requirements are met.
Since the possibility of SLA violation is relatively small2, the amount of data
transferred over the network will be reduced drastically.

3.2 The Design of Data Collection Service

The volume of low level metrics data collected by monitoring agents is relatively
large. For example, a cluster in the data center of major CSPs may have more
than 10,000 physical servers. Each physical server could host approximately 10
to 20 virtual machines, depending on the physical resources and workloads. Mon-
itoring Agents should be deployed on every virtual machines. Various low level
service metrics will be measured, packed and sent to Message Queue. The format
of data packet sent by monitoring agents is shown in Fig. 3.

Fig. 3. Data packet structure of monitoring agents

Since different metrics have different data acquisition frequency, monitoring
agents will collect, cache data and send data packets in a fixed time interval (for
example, one data packet per minute). Figure 3 shows the data packet format,
it can be seen that multiple low level metrics data (LMi Data) are packed into
one data packet. Assuming average data packet size is 1 KB, based on the above
assumptions, the number of data packets received per hour at the local Data
Collection Service will be 10, 000× 20× 60 = 12, 000, 000. The size of these data
packets will be approximately 11.5 GB.

Obviously, low level metrics data must be processed in a timely manner and
can not be saved permanently. In order to achieve high availability and high

2 According to CloudHarmony, the longest downtime (per region) of cloud services
by major CSPs in Sep. 2017 is 51.03 min. Data source: https://cloudharmony.com/
status-of-compute-group-by-regions.

https://cloudharmony.com/status-of-compute-group-by-regions
https://cloudharmony.com/status-of-compute-group-by-regions
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efficiency, state-of-the-art techniques and frameworks must be applied to build
the Data Collection Service. As shown in Fig. 4, the Data Collection Service
consists of 5 components: Message Queue, Streaming Data Processing, Persistent
Data Storage, SLA Cache and Communication Interface.

Fig. 4. Architecture overview of the data collection service

SLAs negotiated between CSPs and Consumers are stored in the SLA Cache
which can be built with any mainstream RDBMS. Message Queue can reliably
cache low level metrics data received from monitoring agents. Apache Kafka3 is
suitable to build such a reliable and high-throughput message queue. Streaming
Data Processing will read and process cached data from message queue in quasi-
real time. Low level metrics data will be mapped to high level SLA parameters
using corresponding rules, then data will be stored into Persistent Data Stor-
age. In case SLA violations are detected, related low level metrics data will be
retrieved from Persistent Data Storage and sent to the Evaluation Center over
the network. In order to reliably store and efficiently access large volume of data,
NoSQL database (e.g. Apache HBase4) should be used to build the Persistent
Data Storage.

3 http://kafka.apache.org.
4 http://hbase.apache.org.

http://kafka.apache.org
http://hbase.apache.org
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3.3 The Processing of Service Metrics Data

Before discussing details of the low level metrics data processing mechanism, the
structure of SLA should be described. The abstract data structure of SLAs used
in this paper is given informally as follows:

SLA := 〈spid, cid, slaid, [hp1,hp2, · · · ,hpi]〉

in which spid, cid and slaid are identifiers of the CSP, Consumer and SLA, respec-
tively.

hp := 〈[lm1, lm2, · · · , lmk] , eval, obj, vio〉
is the definition of a high level SLA parameter hp ∈ H, consisted of 4 elements:

1. A number of low level metrics lmi ∈ L,
2. A function eval(lm1, lm2, · · · , lmk) : L∗ → H that maps values of low level

metrics to high level SLA parameter,
3. The negotiated objective obj ∈ R for SLA parameter hp, and
4. A function vio(hp, obj) : H × R → {TRUE|FALSE} to determine SLA viola-

tions.

Using Apache Spark5 distributed computing platform, low-level metrics data
can be processed under the streaming processing paradigm. Data can be ingested
from Message Queue, grouped into mini batches (batch interval can be 1 s or
1 min, etc.) and then processed. Algorithm 1 describes the whole process using
pseudocode.

Algorithm 1. Low Level Metrics Data Processing
1: class LMProcess

2: method Initialize(Context ctx)
3: Map〈slaid, SLA〉 slas ← ctx.readSLAs()
4: end method
5: method Process(Time times,Time timee,RDD〈Packet〉 lm)
6: PairRDD〈List〈〈slaid, vmid, hpid〉,LM〉〉 lmp ← lm.flatMapToPair(slas)
7: PairRDD〈〈slaid, vmid, hpid〉,List〈LM〉〉hp g ← lmp.groupByKey()
8: PairRDD〈〈slaid, vmid, hpid〉, hpv〉hp v ← hp g.reduce(slas)
9: PairRDD〈〈slaid, vmid, hpid〉, hpv〉 vio ← hpv.filter(slas)

10: vio.saveAsFile(times, timee)
11: hp g.saveIntoHBase(times, timee)
12: end method
13: end class

Monitored low level metrics data are cached in Message Queue. They are
continuously ingested, organized into mini batches and fed to the processing
program. The inputs to Algorithm1 are one batch of low level metrics data

5 http://spark.apache.org.

http://spark.apache.org
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(lm) as well as the start and end time (times and timee) of data in this batch.
Each record in lm is a data packet gathered by some monitoring agent. The
structure of the data packet was shown in Fig. 3. The output of Algorithm 1 are
detected violations (vio, which will be saved into file system) and persisted low
level metrics data (hp g, which will be saved into HBase).

Before computation starts, SLAs are first read into a map named slas (Line
2–4). Then the current batch of low level metrics data (lm) are flat mapped
into a sequence of key-value pairs, in which SLA id, virtual machine id and high
level parameter id are combined as a compound key, one low level metrics data
is used as the value (Line 6). The records in PairRDD lmp are organized into
groups according to their keys (Line 7) and further reduced to evaluate the cor-
responding high level parameter value (Line 8). Evaluated high level parameters
are filtered to detect violations to SLAs (Line 9). Detected violations and low
level metrics data will be saved into file system and HBase respectively (Line
10–11).

Low level metrics data are persisted into HBase so they can be efficiently
retrieved when violations are detected. In HBase, data is organized as tables,
which have rows, column families and columns. Data in HBase is uniquely iden-
tified by a combination of five dimensional coordinates: Table, Rowkey, Column
Family, Column Qualifier, Version. Rows in HBase are sorted lexicographically
by rowkey, in other words, rowkey is the only index in HBase. Thus well-designed
rowkey can help improve the performance of data access. An HBase table named
“lm” is designed for storing low level service metrics data. The schema for this
table is shown in Fig. 5:

Fig. 5. Schema for HBase table: “lm”

Rowkey is the most important part of the schema design:

1. A simple hash of the SLAid (Prefix = SLAid%256) is used as the first byte of
the rowkey.

2. Data collection time is divided into 5 parts: the year (2 bytes), the month (1
byte), the day (1 byte), the hour (1 byte) and the minute (1 byte). The hour
part is used as the second byte of the rowkey. Year, month, day and minute
parts occupied the next 5 bytes of the rowkey.
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3. The id of SLA (SLAid), Virtual Machine (VMid) and High level Parameter
(HPid) are the last three parts of the rowkey.

4. In table “lm”, there is currently only one column family (d) and only one
column (data), in which low level metrics data are serialized and stored.

Using hashed prefix and hour as the first two parts of rowkey, RegionServer
hot-spotting in HBase can be effectively avoided. Data collected for different
SLAs will be distributed into different portions of the rowkey space. Meanwhile,
data collected for the same SLA in one hour will be grouped together. In case
violations are detected, related low level metrics data can be efficiently retrieved.

4 Conclusion and Future Work

This paper proposes a prototype cloud service quality evaluation framework. In
traditional architectures, large volume of data must be sent over the Internet. In
the hierarchical architecture proposed in this paper, data packet is sent to the
Evaluation Center only when SLA violations are detected. Thus the volume of
data sent over the Internet will be reduced significantly.

Future improvements should be done in the following directions: First, the
security and authenticity of the evaluation framework should be considered thor-
oughly. There are research works on several aspects such as key management
scheme [18,19], time synchronization mechanism [20], secure routing protocol
[21] and access control [22,23], etc. that should be incorporated into the frame-
work proposed in this paper. Second, data organization and processing should
be refined to further reduce the storage and computational resources required
to build such a system.

Acknowledgment. The work described in this paper is supported by Shenzhen Sci-
ence and Technology Project “Research on Key Technologies in Trusted Cloud Archi-
tecture” (Project No. JSGG20160229122214337).
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Abstract. This paper focuses on the uncapacitated k-median facility
location problem, which asks to locate k facilities in a network that
minimize the total routing time, taking into account the constraints of
nodes that are able to serve as servers and clients, as well as the level of
demand in each client node. This problem is important in a wide range of
applications from operation research to mobile ad-hoc networks. Existing
algorithms for this problem often lead to high computational costs when
the underlying network is very large, or when the number k of required
facilities is very large. We aim to improve existing algorithms by taking
into considerations of the community structures of the underlying net-
work. More specifically, we extend the strategy of local search with single
swap with a community detection algorithm. As a real-world case study,
we analyze in detail Auckland North Shore spatial networks with varying
distance threshold and compare the algorithms on these networks. The
results show that our algorithm significantly reduces running time while
producing equally optimal results.

Keywords: Facility location · k-median problem
Community structures · Spatial networks · Auckland Open Data
Single swap algorithm

1 Introduction

Facility location problem concerns with the deployment of decentralized service
across a network of interconnected nodes. The goal is to choose a set of nodes
to host facilities which lead to a minimized overall cost. Consider, as an exam-
ple, a wireless sensor network [20], which consists of self-organizing sensors that
communicate through wireless transmission without a pre-designated infrastruc-
ture. It is often more cost-effective to designate nodes in the networks to host
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servers (or “hubs”) that collect and aggregate sensory data [14]. The costs asso-
ciated with this scheme include resources consumed by the servers, as well as the
communication costs between sensors to servers. To minimize costs, a challenge
lies in the selection of server locations so that every sensor reaches a nearby
server while keeping the number of servers reasonable. This would mean an even
distribution of workload carried out by the servers and thus reliable network
performance. One needs to deal with two central questions: how many servers
should there be and on which nodes should servers be placed?

This paper focused on (uncapacitated) k-median facility location problem.
Abstractly, complex networks such as communication, physical or social networks
are characterized by interactions between its nodes; channels of interactions are
represented as edges and are typically weighted to reflect distance or strength of
the connection. Nodes are classified into ones that are resource-rich and resource-
poor, and facilities (or “servers”) may be placed on resource-rich nodes. When
a facility is opened on a node, the node becomes a server nodes and it may
provide services to others. A non-server node is also called a client node, and
it is designated a particular server node to communicate with. As client nodes
may have different levels of demand for service from their designated server,
the communication cost for a client is captured by (1) the distance between the
client and its nearest server; and (2) the demand level of this client. The problem
takes a parameter k and seeks for k nodes to act as server nodes that minimize
total communication costs among all client nodes.

The facility location problem has many potential applications in wireless com-
munication. Apart from the application in sensor networks discussed above, con-
sider, as a second application, an urban cellular network. An important problem
of cellular networks is to reduce energy consumption through the use of base sta-
tions with low transceiver power budget. The main challenge here is to place such
base stations in appropriate locations that meet the QoS requirement of every
user while minimizing energy consumption. This challenge can be rephrased
in terms of facility location problem, where the facilities correspond to base
stations and the costs correspond to energy consumption [16]. A third poten-
tial application involves information-centric networking (ICN), which transmits
data directly between devices without the need for a pre-existing infrastruc-
ture [3]. In particular, opportunistic networks present as an efficient, scalable
and robust scheme to delivery contents. Here, communications are supported
through mobile ad hoc networks (MANETs) and contacts are opportunistically
established between devices [18]. To facilitate reliable delivery of contents, one
may deploy a number of “hub storage” of user contents. These storages can
be selected via a facility location problem: the underlying network in this sce-
nario contains social contact patterns among users, i.e., the frequency of contacts
between people implies the potential to deliver message between their devices.
The facilities correspond to storage hubs, and the cost is associated with how
easy or likely a node may reach a facility via multi-hop paths [28].

This paper’s main aim is three-fold. Firstly, due to the high computational
complexity of facility location problem, attention has mostly been concentrated
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on designing heuristics to approximate optimal solutions of the facility location
problem. Classical solutions, such as the reverse greedy algorithm and the single-
swap algorithm incur a large computation cost when applied to complex networks
or when a lot of facilities are required to be placed on the network [5,10]. Thus the
first goal of the paper is to design more efficient heuristic to solve the problem.
Secondly, community structure is a prevalent property of complex networks in
the real world and has been intensively studied in the context of large and
complex networks. Intuition tells us that facilities should be placed to serve local
communities. However, to the authors’ knowledge, no work has so far emphasized
on the potential that community structure may support the selection of facility
locations within a network; The goal of the research is to explore this potential.
Thirdly, by processing government open-access GIS dataset, we obtain geospatial
networks representing Auckland’s North Shore, a major urban region in New
Zealand. Nodes in the network correspond to land zones and edges represent
geodesic proximity. We investigate the facility location problem in the context
of this region as a real-world case study. The findings would potentially provide
us more insights on the urban topology of the city.

Paper organization. Section 2 discusses background and related works.
Section 3 introduces the facility location problem, the reverse greedy and sin-
gle swap algorithm. Section 4 presents our two community-based methods: the
community select and community swap algorithms. Section 5 discusses our case
study on North Shore dataset and experimental results obtained on the spatial
networks. Section 6 concludes with future works.

2 Background and Related Works

2.1 Main Themes and Background

Selecting facility locations to effectively serve a region has been an important
problem in operation research [4,11,17]. There are two main versions of the
problem that are closely related: Firstly, the classical facility location problem
seeks not only to decide on the location but also the number of facilities to be
placed. Secondly, the k-median facility location problem assumes that the number
k of facilities is given as an input, and lifts the restriction on the coverage of
each server. The focus of this paper is on the k-median facility location problem.

Real-world networks are seldom uniformly distributed, but rather, exhibit
distinguishing patterns such as scale-freeness (i.e., power-law degree distribu-
tion) and small-worldness (i.e., short average path length and high clustering
coefficient) [6,25,29,30]. A real-world network is typically composed of a collec-
tion of densely connected regions, which are sparsely connected between them-
selves [23,26]. Detecting these dense regions allows us to develop a macro-level
topology of the network, where each such dense region is called a community.
Intuition tells us that it is reasonable to place servers at the center of communi-
ties so that they dedicate their services towards their own communities.



58 R. Xu et al.

Spatial analysis studies geometric and topological properties of physical loca-
tions through geographical information systems [22,24,31]. The field has been
widely applied to urban planning [32], transportation [7], and telecommunication
engineering [19]. Auckland North Shore (formerly North Shore City) comprises
of the 4th largest urban area in New Zealand and it has become an integrated
part of Auckland since 2010. Auckland City Council has published data of North
Shore which contains detailed accounts of geographic information. This allows
us to extract distance-based networks of land areas in the region and perform
analytics over these networks.

2.2 Related Works

Here we briefly survey important algorithms for solving the facility location
problem. Chaudhuri et al. in [9] discussed the k-median facility location problem
by exploiting the notion of distance-d dominating sets [12]. This approach ignores
the varying service requirements from nodes, furthermore, the identification of
dominating sets is, in general, a computationally hard problem.

Chrobak et al. in [10] focuses on greedy approaches to solve the k-median
facility location problem. The naive greedy approach minimizes cost with each
addition of server node but only produces solutions with Ω(n) approximation
ratio. The reverse greedy algorithm, on the other hand, starts with all nodes
being servers and iteratively removes nodes from the solution set. This method
results in a much-improved approximation ratio of between Ω(log n/ log log n)
and O(log n) when the distance is metric. In our experiments, we will use this
method as a benchmark algorithm.

The local search with swap strategy was introduced in [5]. The algorithm
works by choosing an initial set of k facilities. The algorithm then examines
possible ways to swap a current server location with another client node for
possible improvements over the current cost and executes the best swap. The
procedure repeats until when no swap may reduce the cost. In the worst case, the
solution produced will create a cost of (3 + 2/p)-times the optimal cost, where p
is the number swaps that are being done at one time. In this paper, we aim to
improve upon this algorithm by extending swap strategy above with community
structure of the underlying graph.

Liao et al. in [21] explored clustering-based location-allocation methods.
Their method utilizes Euclidean distances between physical locations. The main
difference between this algorithm and our proposed algorithm is that we use
pre-computed clusters and execute a local search to take place within computed
communities, whereas their approach also identifies clusters along with the pro-
cess. Therefore, our algorithm may utilize a wide range of community detection
algorithms to provide community structures of different granularity.

3 Problem Formulation and Existing Solutions

We consider models of wireless networks that consist of undirected links between
nodes. Formally, we define the model as follows:
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Definition 1. A facility location (FL) network is represented by a weighted
graph G = (V,E, Vf , ρ, w) where V is the set of nodes and E is a set of (undi-
rected) edges; no multi-edge nor self-loop is allowed. The subset Vf ⊆ V contains
nodes that are candidate locations of servers while V \ Vf contains client nodes.
The function ρ : V \ Vf → R is the demand function that assigns a demand
level of service to each client node. The weight w : E → R is a distance function
measuring how close two neighboring nodes are.

A path in the network is a sequence of edges {v0, v1}, . . . , {vk−1, vk} in E; k
is the length of the path. The distance between two nodes u, v is the minimum
length of a path connecting u and v and is denoted dist(u, v). The dist function
is a metric as for all nodes u, v, w ∈ V , dist(u,w) ≤ dist(u, v) + dist(v, w). We
also assume that dist(u, v) < ∞ for any pairs of nodes u, v (i.e., G is connected).

We are interested in ways to place servers on nodes in G. Since we are going
to focus on uncapacitated version of the facility location problem, each client
node will implicitly connect to the server node that has the least distance.

Definition 2. Given FL network G = (V,E, Vf , ρ, w), and k ∈ N, a k-facility
location (FL) instance on G is a set S ⊆ Vf containing k server nodes. The cost
of a k-FL instance S is cost(S) =

∑
v∈V min{dist(v, u) | u ∈ S} · ρ(v).

The k-means facility location problem seeks a k-FL instance with minimum
cost. Hence the problem is formally defined as

INPUT An FL network G = (V,E, Vf , ρ, w), k ∈ N.
OUTPUT A k-FL instance with minimum cost.

The problem has long been known to be NP-hard [10] through a reduction
from dominating set problem. Next, we review two important approximation
algorithms with known approximation ratios.

Reverse Greedy Algorithm [10]. Reverse greedy algorithm is a simple greedy
algorithm that starts with setting the solution set S = Vf and iteratively reduces
the set by removing server nodes that leads to the least cost. The procedure
repeats until |S| = k. More precisely, the algorithm is described in Algorithm 1.
The algorithm repeats n−k iterations where each iteration i computes costs for
n− i sets S′, each taking O(n(n− i)) in a naive implementation, where n = |V |.
Assuming that computing all-pair shortest path distance takes time O(g(n)).
The total running time of the algorithm is thus O

(
g(n) + (n − k)

∑n
j=k j2

)
=

O(g(n) + (n − k)n3).

Single-Swap Algorithm [5]. The algorithm starts with a set of k randomly
selected facility locations. It then loops over pairs of nodes (u, v) where u is a
currently selected location and v is not, and compares the costs of the k-FL
instances before and after when u is swapped with v. After identifying the pair
(u, v) which will result in maximum improvement in the cost, the algorithm
performs the swap. This action will guarantee that the cost goes down with each
iteration. The algorithm terminates when no pair (u, v) is found that reduces
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Algorithm 1. RevGreedy(G, k)
[INPUT] FL network G = (V, E, Vf , ρ, w), integer k
[OUTPUT] FL instance S ⊆ Vf

S ← Vf

while |S| > k do
m ← ∞
for u ∈ S do

S′ ← S \ {u}
if cost(S′) < m then

v ← u
S ← S \ {v}

return S

the cost any further, at which point we are sure to reach a local optimum. The
algorithm is named single-swap algorithm. Note that as each facility can only
be swapped-in at most once, the algorithm will always terminate. Each iteration
of the algorithm runs in time O(k(n − k)n) and there may be at most O(n)
iterations. Assuming an O(g(n)) algorithm to compute all-pair shortest path,
the algorithm runs in time O(g(n) + kn3).

Algorithm 2. SingleSwap(G, k)
[INPUT] FL network G = (V, E, Vf , ρ, w), integer k
[OUTPUT] FL instance S ⊆ Vf

S ← Initialize(G, k); c ← cost(S); swap ← true
while swap do

T ← S
for every pair (u, v) ∈ Vf × (V \ Vf ) do

S′ ← (S \ {u}) ∪ {v}; swap ← false
if cost(S′) < c then

T ← S′; swap ← true; c ← cost(S′)

S ← T
return S

4 Community-Based Algorithms

Community structure refers to a notable property of a network where nodes are
typically clustered into several subgraphs, i.e., communities, which are densely
connected on the inside, and sparsely connected on the outside [15]. The property
naturally arises from small-world networks and gives rise to a modular view of
the overall network structure that enabled a wide range of applications. Over
the last 10–15 years, a vast literature has been devoted to the description and
detection of communities in a network [13,27], which has lead to a number of well-
established methods. In particular, modularity maximization has been a widely-
used approach that maximizes the concentration of edges within communities
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compared with a random null model. In particular, given a partition of nodes
into clusters C1, C2, . . . , Ck, the modularity is defined as

Q =
1

2m

∑

i,j∈V

[

Ai,j − didj

2m

]

δ(i, j)

where m is the sum of edge weights, Ai,j is the edge weight between nodes i and
j, dx is the sum of edge weights adjacent to node x ∈ {i, j}, and δ(i, j) is 1 if
i, j are in the same cluster and is 0 otherwise. An ideal community structure is
a partition that maximizes Q. Finding a partition with maximum modularity is
NP-hard in general. In our experiments, we use Louvain method that uses an
agglomerative greedy heuristic to approximate communities [8].

Past works which bring network clustering and facility location problem
together normally select server nodes in hope to find communities in networks.
The logic flow goes as follows: An algorithm picks a set of server nodes in the
network and at the same time, decides on which client nodes would be assigned
to a server. Thus the process identifies clusters of nodes that are within close
proximity to each server node, giving rise to a community structure. In this work,
we adopt a different perspective: Assuming an extraneous mechanism truthfully
identifies communities in the network. The ideal selection of server nodes in the
network would then rely on this identified community structure. Namely, when
picking server nodes, it would be sufficient to identify one or a few server nodes
within single communities, hence more efficiently identify k-FL instances with
low costs. In this line of thoughts, we propose two algorithms: community select
and community swap.

4.1 Community Select Algorithm

The community select algorithm takes the identified community structure and
selects a server node in each community that leads to minimum cost within this
community. See Algorithm 3. The algorithm is simply implemented with running
time O(f(n) + g(ñ) + kñ2) where f(n) is the running time of the extraneous
community detection algorithm, ñ is the largest size of a community, g(ñ) is the
running time to compute all-pair shortest path on a graph with ñ nodes.

Algorithm 3. CommunitySelect(G, k)
[INPUT] FL network G = (V, E, Vf , ρ, w), integer k
[OUTPUT] FL instance S ⊆ Vf

Set C = (C1, C2, . . . , Ck) ← CommunityDetect(G, k)
� Apply a community detection algorithm on G

for Ci ∈ C do
Vf,i = Ci ∩ Vf

vi ← arg minu

{∑
v∈Ci\Vf

dist(v, u) · ρ(v) | u ∈ Vf,i

}

Return S ← {v1, v2, . . . , vk}



62 R. Xu et al.

4.2 Community Swap Algorithm

The community swap algorithm extends from the single swap algorithm by
incorporating the community structure. As opposed to the community select
algorithm, it does not just pick the single optimal server node in each commu-
nity, but rather, it applies local search and swaps to reach optimize costs. The
difference between the classical single swap algorithm is that, when identifying
possible pairs (u, v) to swap, the algorithm only looks at pairs (u, v) where u and
v belong to the same community. In this way, the algorithm drastically reduces
the running time. See Algorithm4 for a detailed description.

Algorithm 4. CommunitySwap(G, k)
[INPUT] FL network G = (V, E, Vf , ρ, w), integer k
[OUTPUT] FL instance S ⊆ Vf

Set C = (C1, C2, . . . , Ck) ← CommunityDetect(G, k)
� Apply a community detection algorithm on G

for 1 ≤ i ≤ k do
vi ← Select(Ci, Vf ) � Initialize a server node in Vf

S ← S ∪ {v}
c ← cost(S)
for 1 ≤ i ≤ k do

swap ← true
while swap do

T ← S
for every u ∈ (Ci \ Vf ) do

S′ ← (S \ {vi}) ∪ {u}; swap ← false
if cost(S′) < c then

T ← S′; swap ← true; c ← cost(S′)

S ← T
return S

This algorithm repeats the swapping process for each community C1, . . . , Ck;
every community Ci may run in O

(
ñ2n

)
where ñ is the size of the largest

community. Thus the total running time of the swapping process is O
(
kñ2n

)
.

The algorithm runs in time O
(
f(n) + g(n) + kñ2n

)
where g(n) is the time of

computing all-pair distance and f(n) is the time of community detection.

5 Case Study: Auckland North Shore Networks

5.1 Data Set and Network Definition

With an area of 130 km2 and 141 km coastline, the former North Shore City
was the fourth largest urban area in New Zealand prior to its merge with other
local councils to form the current Auckland City Council. We take Auckland
Open Data offered by Auckland City Council with geographical information of
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North Shore zoning [2]. The data set (Auckland Council District Plan Operative
North Shore Section 2002) contains maps and descriptions of all land and sea
zones in the region, each labeled by length, area, and zone types. Zone types
include residential (7 classes), recreational (4 classes), rural (4 classes), business
(12 classes), sea, road, and other. For clarification, zone types specify how the
zone can be used and possible developments. For example, only a business can be
placed in a business zone, and housing can only be placed in a residential zone.
The zone class determines further restrictions on how buildings in that zone can
be placed. For example, a Residential 6 zone is classified as an intensive housing
zone where high-density housing is placed near specific commercial sites. The
dataset can be processed and visualized using GIS applications such as ArcGIS1,
from which we are able to extract location (vectorization) of each zone, and the
centroid of each zone. Further details and usage of the data set can be found
in [1].

Our goal is to draw up simulated wireless mesh networks of North Shore
given the zoning data set. Here, each land zone is going to be a node in our
network (e.g., assume a device is placed at the centroid of the zone). The data
set contains 3986 land zones. We calculate distances between centroids of each
pair of zones, which become the edge weight. Thus the data set would result in
a complete graph. To further reveal topological structures, we set a threshold θ
so that the network only contains edges {u, v} when the distance between u and
v is no more than θ meters. Such edges represent simulated wireless connections
based on proximity. We set all business zones on this network as potential facility
locations. From Auckland City Council, we also obtain policies on allowable
housing densities on residential zones of different classes. By combining density
with zone area, we obtain estimates on the population of each residential zone.
This allows us to assign a service demand to each residential zone. Here is the
formal definition of the FL network NSθ = (V,Eθ, w, Vf , ρ):

– V contains all land zones from North Shore.
– The set Eθ of edges contains pairs of nodes {u, v} whose are within θ meters.
– w(u, v) ∈ [0, θ] represents the distance between u and v.
– The set Vf consists of all business zones.
– The service demand ρ(v) of a node v ∈ V \ Vf equals to the estimated popu-

lation of v if v is residential, and 0 if v is of other types.

For our experiment, we set θ ∈ {200, 300, 400}; the corresponding networks are
called NS200, NS300, and NS400 networks, respectively. Figure 1 illustrates a
map of North Shore with all land zones and illustrates the Fruchterman-Reingold
visualization of the three networks. The network structures all exhibit strong
community structures. Table 1 lists various properties of the networks including
average clustering coefficient (ACC), density and average degree. It is clear that
the networks are all sparse networks with very low density, however, with high
clustering coefficients, meaning that they exhibit small-world property.

1 www.arcgis.com.

www.arcgis.com
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Fig. 1. Above: Auckland North Shore map and land zones. Below: Fruchtermar-
Reingold layout of the networks NS200, NS300, and NS400.

Table 1. Properties of the graphs used

Graph #Node #Edge ACC Density Avg deg

NS200 3986 12001 0.507 0.00151 6.02

NS300 3986 25544 0.593 0.00322 12.8

NS400 3986 42936 0.625 0.00541 21.5

Applying Louvain method, we identify the following community structure
of the NS400 network. The NS400 network exhibits 18 non-trivial communities
as shown in Fig. 2(a). The result is remarkably consistent with the real-world
administrative divisions. For example, community 0 (in red) aligns very well
with the suburb of Northcote, while community 14 (in violet) and 17 (in blue)
align closely to the suburbs of Albany and Devonport, resp. Also noticeable is
that the communities are clearly divided by State Highway 1 which divides North
Shore vertically into eastern and western regions.

It is important to point out that, due to stochastic nature of the Louvain
method, different runs of the algorithm will result in different communities. In
our experiments, we need to set a parameter k indicating the number of commu-
nities identified from the data set. This results in different communities being
found. In particular, we choose k largest communities in the process whenever
these communities cover an area that is at least 75% of the overall area.

Below we illustrate our facility location algorithms when applied on the
NS300 network. Fig. 2(b) shows the result of the community select algorithm
with k = 4. The four identified communities roughly overlap with the four dis-
trict boards: Devenport-Takapuna (green), Kaipatiki (brown), Upper Harbour
(purple), and Hibiscus And Bays (blue).
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Fig. 2. Left (a): The 18 found communities of North Shore; Right (b): The result of
CommunitySelect with k = 4 on NS300. Stars indicate the locations of the selected
server nodes. (Color figure online)

Fig. 3. The result of CommunitySwap with k = 4 on NS300. Left: the selected server
nodes before swapping. Right: server nodes after swapping.

Figure 3 shows the result of the community swap algorithm. The algorithm
identifies four different communities and initialized a random location in each
community, which are visibly not optimal. Through local search and swapping,
the algorithm is able to adjust the server nodes so that eventually produce a
reasonable 4-FL instance.

5.2 Experiments

Our experiments aim to compare the performance of our community-based algo-
rithm against the reverse greedy and single swap algorithms. The metrics that
we use in our comparison include the cost of the resulting FL instance com-
puted by each algorithm as well as the running time. The running time of the
algorithms take into account also the time for computing shortest path distance
between nodes as well as the time for detecting communities. To measure the
performance of algorithms as k changes, we set k ∈ {1, 3, 5, 7, 9, 11}. In imple-
menting the community select and community swap algorithms, we used Louvain
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method to compute k communities. Due to the inherent randomness of the Lou-
vain method, for each network and each value of k, we run each algorithm 5
times and calculate the average outcome.

Fig. 4. Costs and running time of different algorithms ran on NS200 (top), NS300
(middle), NS400 (bottom) Network.

As illustrated in Fig. 4, results on all three networks are consistent: all four
algorithm result in expected downwards trend in the cost as k increases. Despite
its logarithmic theoretical approximation ratio, the reverse greedy produces sig-
nificantly worse results than the other algorithms in terms of both cost and
running speed by several magnitudes. We omit it in the NS200 network. In
particular, the running time of the reverse greedy algorithm is about 30–100
times longer than community select algorithm (e.g. choosing 3 server nodes in
NS300 network using community swap takes roughly 30 s, while using reverse
greedy takes more than 30 min), so including it in the plot will trivialize the
running time of all other algorithms. Thus we omit reverse greedy algorithm in
all running time plots. On the other hand, the single swap algorithm in general
produces FL instances with the lowest cost, however, in all three networks, the
costs resulted from the community select and community swap algorithms are
very close to single swap. Moreover, single swap algorithm results in much longer
running time as compared with the community-based algorithm as k > 3.
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Another remarkable point of the experimental result is regarding the running
time comparisons between single swap with the community-based algorithms.
While the single swap algorithm takes longer running time as k increases (this is
consistent with the theoretical worst-case running time analysis in this paper),
both community-based algorithms exhibit a flat or even downward trend in run-
ning time as k increases. This may be due to the fact that with a higher value
of k, we divide the region into a larger number of communities, each having a
smaller size. As the crucial factor in the running time depends on the largest
size ñ of a community, the running time of the community-based algorithm does
not increase, resulting in almost constant-time algorithms.

Fig. 5. Results from all four algorithms on NS300 Network where k = 4

The maps in Fig. 5 contain four server nodes picked from the NS300 network.
The maps are to give an indication of why the cost of each algorithm within
the network is displayed in that order, i.e. reverse greedy having the highest
cost, community select having a somewhat evenly spaced facility locations and
community swap and single swap having very similar results. In particular, when
comparing with the real-world situation, the results produced by single swap
and community swap are the most intuitive as all four facilities fall into well-
recognized industrial areas that are also close to dense residential areas.

6 Conclusion and Future Work

This work focuses on the k-median facility location problem and proposes algo-
rithms that incorporate a pre-determined community structure of the network.
We analyze the performance of the algorithms on a real-world case study, i.e.,
spatial networks generated from Auckland North Shore. The experimental results
reveal that the community swap algorithm produces outputs that are very close
to the single swap algorithm while achieving almost constant time due to small
search space. As a result, the community-based algorithms demonstrate a high
potential to be used in real-world network data to solve this problem.

Our future work will be focused on adding more parameters to community
swap so that it gives results that are useful for real-life networks. For example,
it would be interesting to investigate the performance of the algorithm on road
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networks of land adjacency networks. Another future work concerns with more
sophisticated application scenarios of the facility location problem. E.g., intro-
ducing competing and existing facilities in the problem domain. When compet-
ing facilities are considered we must take into account whether the algorithm
is trying to take away as many customers away from the existing facilities or
whether we are trying to avoid the existing algorithms so that it is connected
to as customers as possible. A third direction to extend this work is to intro-
duce capacity to server nodes. Our work only deals with uncapacitated facility
location algorithms and therefore the next goal is to extend all our implemented
facility location algorithms so that facilities have capacities in them.
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Abstract. The storage-carrying-forwarding of messages of the node is a way of
short-distance communication in the mobile social networks, and the trans-
mission performance is the key factor that affects the user interaction experience.
If the user can transmit the message according to the interest or the community,
the transmission performance can be improved. For the short-distance com-
munication in the mobile social networks, the existing research is mainly either
interest-based or community-based transmission. In order to make users to have
a better interactive experience, we proposed InComT (Interest Community
based Transmission) which combines the user interest with the community. We
measure the interest value of a node in the mobile social networks, and the
community is divided according to its interest value to determine the whole
community interest value. Then the relay community and the relay node are
selected by the interest value to realize the transmission of the message. The
simulation results show that the scheme can get a higher transmission success
rate with low transmission overhead and low average delay.

Keywords: Interest community � Detection � Mobile Social Networks (MSNs)

1 Introduction

With the emergence and rapid development of smart mobile devices, the short distance
communication technologies such as Bluetooth, WiFi and etc., provide support to
distribute the message for the user to access the Internet anytime and anywhere [1–3].
The intelligent device that people carried is regarded as a node, different nodes are
forming a social networks through contacting with each other. Due to the technology of
Bluetooth and WiFi’s communicate distance are limited, which combine the node
mobility to constitute the Mobile Social Networks (that is MSNs) [5], the message
transmission of the node is realized through the way in storage-carrying-forwarding.

The end-to-end connection between the mobile nodes (i.e., the device or user) in the
mobile social networks may be disconnected due to the rapid movement, and the
information cannot be exchanged directly; at the same time, each node has a preference
for a particular content. The messages transmission in mobile social networks is man-
aged by the mobile devices, and each node only knows the interest of the node whom
they contact with. To facilitate the process of sending messages to the destination node,
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the source node should carry the copies of the message and move. If the source node
deliver the message copies to each encounter node, it can reduce the delay, but these
copies will be full of the network storage very soon and cannot be directly applied to
resource-constrained mobile social networks.

The use of social relationships between users and the social properties of the user
(such as interest) can effectively improve the transmission performance. Nodes with
social properties follow the fact that a node go to some locations has a greater likeli-
hood of meeting a node with common interest than that does not. The people will be
together because of a common interest, such as working in a workplace colleagues,
friends gathered in a party, etc. [6].

The research on the message transmission in the mobile social networks are mostly
based on the interest of the single node or designed based on the community. Without
considering the overall interest of the community as the relay selection condition in the
message transmission, the communication reliability of the mobile social networks will
be lower, and the purpose of the message transmission is also lack of assurance. At the
same time, it consumes consuming a lot of network resources but not achieve the
expected transmission performance [7]. In order to reduce the transmission delay more
effectively and improve the performance, this paper proposes the InComT (Interest
Community based Transmission strategy) based on the interest community, social ties
and the contact history information. Through measuring the interest of the nodes, we
can further measure the overall communities, and then looking for relay communities
and destination communities to transmit the message. Users only receive their own
content of interest and relay messages of the same interest node. Not only save the
buffer for the resource limited intelligent mobile devices, but also generate the low
costs while improving the transmission efficiency.

2 Related Work

2.1 Community Detection Algorithm

There are a lot of research for community detection in mobile social networks, which
can be divided into global community detection and local community detection. Global
community detection need to offline working, requiring higher resource availability.
And all communities in the networks need to centralized management as well as each
node should know well the entire network topology. Newman [8] first grouped people
together as a “community” and found that the links between people in the intra
community were closer than those inter communities. The “modularity” which is
introduces as the evaluation standard for community by Newman in [9]. Modularity is
defined as the closeness in intra-community and the looseness in inter-community.
Then evaluate the community by measuring the module degree of the nodes in the
network. Nguyen et al. [10] studied how to detect the overlapping community struc-
tures in dynamic networks, with a focus on the adaptive update of community struc-
tures for mobile applications. There are also several recent studies on how to evaluate
the communities. To detect overlapping communities, the authors of QCA designed
AFOCS [11]. With the similar idea of slicing the network into time-dependent
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snapshots, AFOCS detects the initial overlapping community structure from the first
network snapshot and then updates it when taking the next snapshot. First, local
communities are located around the edges. Specifically, a local community { around
edge (u, v) is formed by u, v and their common neighbors if the internal connections of
{ is larger than its density function [12]. Subsequently, local communities that have an
overlapping score lager than a threshold are merged as one community, or else they
remain as separate communities.

Although the above community detection method solves the problem of detecting
overlapping community to a certain extent, there are still some limitations to the
dynamic mobile social networks. Firstly, it needs to obtain the information of the whole
network structure and the prior knowledge relate to the community; Then, global
search and calculation will greatly reduce the speed of the algorithm and the utilization
of network resources.

To cope with the limitations of above mentioned, researchers have proposed local
community detection methods in mobile social networks. It is based on the local
topology of the network to depict the local or the entire network of community
structure. Compared with the global community, the local community detection method
does not need to understand the information of complete network structure and the
priori knowledge, so that the calculation cost is greatly reduced for the large and
dynamic social networks. This kind of community characteristic is especially obvious
in the large-scale social networks, which becomes the hotspot of the research on the
community detection in mobile social networks currently.

TopGC method (Top Graph Cluster) [13] uses locality sensitive hashing which
means that same community shares the same hash value. It could finds a set of nodes
whose neighborhoods are highly overlapping and these nodes should be clustered
together to form communities. So it can only search for overlapping users with higher
density. Although the resource requirement is less, but only can detect the overlapping
communities up to a given percentage. The algorithm can also detect directed, weighted
and disjoint communities.

The SLPA method (Speaker-Listener Label Propagation Algorithm) [13] is an
agent-based algorithm. Each node sends its unique label value and listens to each of its
neighbors. Then each node detects the community by choosing the most common label
in its memory after repeating the process multiple times. So, it use more memory as
each node stores labels of all its neighbors. A single common label means a single
community. A multiple label means an overlapping community. Although it is scalable
but need to process more label in large networks. Therefore, the time complexity also
scales linearly with the number of edges. It is good for detecting low overlapping
density communities.

PEC method (Periodic Encounter Communities) [14] is a decentralized algorithm to
detect periodic communities. Each node can detect and share its community periodicity
by mining its encounter history and extract globally maximal PEC. It assumes sufficient
opportunities for exchanging information among nodes which are not always possible in
real-world. But, the current algorithm is not able to maintain an updated view of the
knowledge base as it does not prune old encountered nodes. The algorithm performance
decreases with increase in the size of the community, so it is not good for large networks.
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DOCNET method (Detecting Overlapping Community in NETwork) [16] is based
on local optimization of a fitness function and a fuzzy belonging degree of different
nodes. It greedily extends from a seed node until a stopping criterion is not met. It
builds community in an agglomerative manner as a two steps process: build core and
then extend the core. It can find homogeneous communities and community exhibiting
antagonistic behaviors which means set of community pairs behaving opposite to each
other.

Above local community detection algorithms eliminate some limitations of the
global community detection, the shortcomings still exist. It cannot well represent the
social properties of the network nodes and the social relations. Therefore, this article is
to solve the problems caused by these shortcomings.

2.2 Message Transmission Strategy

The data transmission is delay tolerant in the mobile social networks, and considering
the carrier in the network as a node. Each node has its own social properties, the node
communicate with each other through the mobile device in the short range to transmit
the message. At the same time, the security problem in wireless sensor networks is also
one of the hot spots in the field of mobile ad hoc networks [18–22]. In this paper, the
security problems in the process of mobile social networks transmission are not con-
sidered for the moment.

The classical message transmission strategy include the Epidemic Routing [23],
PRoPHET [24] and Spray and Wait [25]. The Epidemic Routing distributes the mes-
sage to the node in the same connected subnet (called the carrier), and transmit the
message to the final destination node through the contact of the carrier with other nodes
in the connected subnet. It assumed that the nodes walks randomly, in order to balance
the relationship between the number of relay nodes and the probability of transmission,
authors in [24] argues that the real nodes are usually moved in a predictability, and
inferred the mobility according to a period of repeated behavior. Based on this
assumption, a probabilistic routing protocol based on encounter history and transitivity
is proposed, to maximize the probability that the message was delivered to the desti-
nation node. The Spray and Wait routing is similar to Epidemic, but the replicate is
restricted for each forwarding data so as to reducing the forwarding overhead.

Recently, the social-based transmission mechanism [25–27] has proposed to use the
network nodes with social properties on designing the transmission strategy. Then
proved the transmission performance could be greatly improved. In [28], the protocol
ensures that the content given to user as “fresh” as possible by the download link
capacity was limited by the service provider. Combined with the interest and behaviors
of nodes in mobile social networks, a node with the same or similar interest is more
likely to travel to a location in the future. Moghadam et al. [29] proposed an
interest-based routing protocol in Social Aware Network (called as SANE), the content
will only transmitted to the interested in node. Meanwhile, SANE nodes will only
receive the data with the similar interests. In order to transmit the message to the user
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most interested in timely, PeopleRank [30] arranges the nodes according to the tunable
weighted social information. If a node connected to another node with a larger
sociability, then it will get a larger weight value. User-centric [33] attempts to select the
least number of relay nodes to forward message to users who are interested in as much
as possible. PrefCast [34] take the different interests of the users into account so that
each forwarder in the network could choose the optimal message forwarding sequences
to maximize the total utility of all users. It also described the message transmission in
the mobile social networks from different perspectives [35–38]. However, they did not
combine the user’s interest with the community, resulting in the performance of the
message transmission did not optimality.

In the mobile social networks, the node have some social properties (such as
interest). In this paper, it will use the user’s interest as a factor of community detection,
which the users with the same hobbies or similar interests will be divide into the same
community. The interest of the community is measured by measuring the interest of the
nodes, and the local extension is used to measure the similarity of each node and the
matching nodes in the same geographical area. If the similarity of interest exceeds a
threshold, then divided them into the same community. Selecting the communities from
the same interest nodes to determine the similarity of community and closest to the
target community. Learned from the recommended idea in the community to recom-
mend candidate relay nodes for the carrier. Select the candidate node with the largest
similarity with the destination node as the optimal relay forwarding node, and realize
the hop-to-hop forwarding between the intra-communities and the inter-communities.
Finally, simulation and analysis were carried out.

3 The Community Detection Based on Interest

3.1 Network Model

In the mobile social networks, users tend to communicate with each other according to
their interests, and they will gather together with the same interest to form a com-
munity. Links between nodes in different communities more sparse, and within the
same community more closely. Therefore, in the design of the routing algorithm only
need to consider the node where the community and frequent contacts between the
nodes in the community, without having to consider the every node. In this paper, the
network model has the following assumptions:

• Nodes are collaborative each other, there is no misbehavior between the nodes;
• A node can have multiple interests, and each node is allowed to exist in multiple

communities;
• Each node has its own interest table for calculate the similar interests with others

and then was divided into communities;
• The delivery of messages consists of two phases: inter-community message delivery

and intra-community message delivery.
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3.2 Community Detection Strategy

Assuming that there have n topics of interests in the networks, whether node i is
interested in j topics Inti;j can be expressed as

Inti;j ¼ 0; node i is not interest in j th topic
1; node i is interest in j th topic

�
j 2 1; n½ �

The interest weight of node i for topic j is expressed as

wegi;j 2 0; 1½ �; j 2 1; n½ �

Therefore, taking the user i as an example, the user’s interest table is shown in
Table 1.

At the initialization, the interest weight of each user in the interest table for different

interests are normalized according to the formula wegi;j ¼ wegi;j=
Pn
i¼1

wegi;j

� �
. The

purpose is to ensure the completeness of the weights so that the sum of the weights of
each user is one. Then, in accordance with the weight of interest in descending order,
the weight of the greatest interest is considered the user’s main interest. When the two
users meet, they will exchange the interest table with each other and can know the each
other’s interest information. Simultaneously, compare the interest number of the two

users’ main interests, P kð Þ
i represents the serial number of the k-th topic in the interest

table of the user i. For example, P 1ð Þ
i said that with i’s first topic of interest number, that

is, the user i’s interest number with main interest. If the main interest are same between

the user i and j, i.e. P 1ð Þ
i ¼ P 1ð Þ

j , then calculate the interest similarity of them by the
following equation

Simi;j ¼
Pn
k¼1

Inti;k � wegi;k
� �� Intj;k � wegj;k

� �� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
k¼1

weg2i;k

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
k¼1

weg2j;k

s

Set the threshold thrsim ¼ 0:5 for interest similarity based on the experience value.
If Simi;j � thrsim, it indicates that user i has the similar interests with user j, then divide
them into a community. The detail algorithm is shown in Table 2.

Table 1. The interest table of user i

Interest number Pi P 1ð Þ
i P 2ð Þ

i
… P jð Þ

i
… P nð Þ

i

Interest Inti;1 Inti;2 … Inti;j … Inti;n
Weight wegi;1 wegi;2 … wegi;j … wegi;n
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4 The Message Transmission Strategy of InComT

4.1 Inter-community Message Transmission

Before the inter-community message transmission, we first defined the geographical
distance between two node i and j as Geoi;j. According to the GPS in the smart device
to obtain the location of each node (with two-dimensional coordinates). Assume that
the position of nodes i and j are expressed as Li ¼ Xi; Yið Þ and Lj ¼ Xj; Yj

� �
, then the

geographical distance of them can calculate using the equation below

Geoi;j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Yj � Yi
� �2 þ Xj � Xi

� �2q

Assuming the message msg is generate by the source node S in the source com-
munity Cs, and the destination node d is located in community Cd . The message
delivery in intercommunity is based on the main interest of message in selecting the
relay community. Due to the message exists in a community, the main interest of the

Table 2. Interest community detection algorithm
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message Is is consistent with its community. The main interest of the destination
community is Id , since there is an overlap between communities in this paper. So we
select the community from the overlapping nodes, whose main interest is same as Id
and the geographical distance is closest to the destination community as a relay
community for inter-community message transmission. The algorithm for message
delivery in inter-community is shown in Table 3 below.

4.2 Intra-community Message Transmission

Message transmission in intra-community occurs when the message has been delivered
to the destination community but has not yet reached the destination node. The strategy
of message transmission in the intra-community is that if the neighbor node of the
source node is not the destination node, then calculate the interest similarity between
the neighbor node j of s and the destination node d. When the similarity of them is
greater than the threshold value of 0.5, the node j is recommended to s as the candidate
relay node. Finally, the node s select the node from the candidate sets candidate sð Þ,
which the largest similarity as the optimal relay forwarding node. The process is looped
until the destination node is encountered and the message is delivered successfully. The
detailed algorithm is shown in Table 4 below.

Table 3. Message transmission algorithm in inter-community
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5 Performance Evaluation

5.1 Experiment Setup

In this paper, the performance evaluation of InComT is carried out using ONE
(Opportunistic Network Evaluation) platform [39], the comparison algorithms are
Epidemic Routing, FirstContact Routing and Spray and Wait Routing respectively.
With the change of Time-To-Live (TTL), compare the proposed algorithm with the
classic algorithms in the average delivery ratio, the average delivery overhead and the
average delivery delay. The simulation parameters are summarized in Table 5.

5.2 Simulation Results

Message delivery ratio: The message delivery ratio is the ratio of the number of
messages successfully transmitted to the destination to the total number of messages
created. As shown in Fig. 1 below, the delivery ratio of the InComT is increasing at

Table 4. Message transmission algorithm in intra-community
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TTL\120, then it shows slow down when TTL[ 120, which indicates that it can get
a better delivery ratio when the time-to-live of the message is set in 120 min. Epidemic
routing have the highest success rate, but a large number of copies in the network lead
to the network congestion with the increase in TTL, and the delivery ratio began to
decline at TTL[ 200. When TTL[ 240, the delivery ratio of SprayandWait and
FirstContact Routing is stable.

Message delivery overhead: The message delivery overhead is the ratio of the
number of messages that are relayed but not successfully transmitted to the total
number of transmissions. The simulation results in Fig. 2 reveal that InComT is closest
to the SprayandWait algorithm on message delivery overhead. This is because the
interest of the message is sorted before the message is forwarded in the proposed
system, and reduce the number of relay forwarding by selecting the same interest of the

Table 5. The simulation parameters

Parameters Value

Simulation area/m2 4500 * 3400

End time/s 43200
Nodes number 76
Transmit speed/kbps 250
Update interval/s 0.1
Transmit range/m 10
Buffer/M 5
Movement model ShortestPathMapBasedMovement
Message size/K 50
Move speed/ðm=s) 0.5–1.0
TTL/(min) 30 60 120 180 240 300 360
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Fig. 1. Message TTL (Minute) and delivery ratio
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user as a relay. Additionally, Epidemic Routing caused the highest overhead due to it
does not have replicate control strategy.

Message delivery delay: Figure 3 below reflects the variety of the average delivery
delay by the time-to-live increasing. The delay for each algorithm is increasing with the
increase of TTL. The proposed algorithm has the lowest delay and the change is small
with the increase of TTL. However, the other three algorithms are higher than InComT.
Because the InComT divides the users with the same interest into a community which
the other three algorithms are not, the message transmission process is relayed by these
users with the same interest, and can effectively reduce the waiting time for relay user
to carry and forward the message.
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6 Conclusion

We proposed an Interest Community based message transmission in MSNs, namely
InComT, to promote the message forwarding efficiency. At first, measure the user’s
interest and detect the community based on the interest, so that the message can be
delivered based on the division community. The purpose is to make the user more
purposeful for selective the relay nodes and relay community, thereby improving the
transmission performance. The simulation results show that the delivery ratio in
InComT is improved compare with the FirstContact and SprayandWait algorithms, the
delivery overhead and delay are obviously reduced.
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Abstract. This paper proposed a lossless data hiding scheme by vari-
able length code (VLC) mapping, which focused on embedding additional
data into JPEG bitstream. The entropy-coded data in JPEG bitstream
consists of a sequence of VLCs and the appended bits. Not all VLCs
defined in the JPEG file header are used in the entropy-coded data and
the replacement of unused-VLCs do nothing with image decompression.
Hence, additional data can be embedded by mapping the unused-VLCs
to the used-VLCs. To obtain higher embedding capacity, we improved the
mapping rules in this paper. Employing the proposed mapping scheme,
larger embedding capacity and no image distortion are both achieved
while the filesize of JPEG is preserved after data embedding.

Keywords: Data hiding · JPEG bitstream · VLC · Lossless

1 Introduction

Data hiding is a technique for hiding secret message into digital cover, which
developed for the last decades. Data hiding is widely used in military, commer-
cial, medical, financial, etc. People transmit or share multimedia data more and
more widely with the rapid development of computer technology. To transmit
or share multimedia data quickly in the net, most multimedia data are stored in
compressed formats. JPEG is the most popular file format in relation to digital
images, which compresses image data effectively. Therefore, the research of data
hiding for JPEG images has practical significance.

Traditional data hiding techniques usually change the original data irretriev-
ably, such as modifying the DC components [1], modifying the AC coefficients
by histogram shifting [2], etc. However, the distortion due to embedding cannot
be accepted in some application areas, like medical, military and law. Hence,
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the lossless data hiding techniques are required. As a branch of data hiding
techniques, lossless data hiding techniques can embed additional data into cover
signal and leave no signal distortion.

Recently some lossless data hiding methods for JPEG images have been
proposed. For instance, Fridrich et al. [3] proposed three lossless data embedding
methods for embedding data in the quantized DCT coefficients reversibly. Hence,
it is possible to reconstruct from the marked JPEG file. Xuan et al. [4] proposed a
lossless data hiding method by histogram shifting. The quantized DCT coefficient
histogram is shifted to embed high capacity secret data. However, the filesize will
increase after data embedding by using the lossless methods introduced above.
Then, some lossless and filesize preservation methods for JPEG images appear.
A novel lossless method by code mapping is proposed by Mobasseri et al. [5].
The method performs in JPEG bitstream and preserves the image quality and
filesize. To improve the embedding capacity, an improved method was proposed
by Qian and Zhang [6]. The method improved the code mapping relationships
and achieved higher embedding capacity. Recently, Hu et al. [7] improved the
mapping relationships further but not optimally.

Similar to the previous methods, we only replace the unused-VLCs for hiding
additional data in this paper. Then both the image visual quality and the JPEG
filesize are preserved. But the embedding capacity can be improved because of
the proposed optimal VLC mapping rules. The rest of this paper is organized as
follows. Section 2 briefly introduces the structure of JPEG images and Hu et al.’s
method [7]. Section 3 presents the proposed scheme in detail. The experimental
results with analysis and comparisons are given in Sect. 4. Section 5 concludes
the paper.

2 Related Works

Since the proposed method works on JPEG bitstream, the knowledge of JPEG
image structure is required. Furthermore, inspired by Liu et al. method, we
proposed a lossless and reversible data hiding method. Thus, we introduce the
structure of JPEG image at first and Liu et al. method. Since we aim to propose
the optimal VLC mapping of JPEG bitstream based on Hu et al.’s method [7] in
this paper, we introduce the structure of JPEG bitstream at first in Subsect. 2.1.
Because Hu et al. [7] improved the payload based on Qian and Zhang’s method
[6] Subsect. 2.2 will include the method proposed by Qian and Zhang [6]. Finally,
we will introduce Hu et al.’s method in Subsect. 2.3.

2.1 The Structure of JPEG Bitstream

In general, JPEG bitstream consists of a sequence of segments, each beginning
with a marker. Each marker begins with a 0xFF byte followed by a byte indicat-
ing what kind of marker it is. For the decoding phase, there are two key segments,
the Define Huffman Table (DHT) segment and the Start of Scan (SOS) segment.
Figure 1 shows the detail structure of the two segments.
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SOI … DHT … SOS EOI

DHT Header L1 L2 … L16 RLV1,1 RLV1,2 … RLV16,16 SOS Header Entropy-coded data

…
……

Entropy-coded data of all the blocks
……

…
……

Codes of all AC coefficients
……

EOBCode of DC coefficient

DC Variable length code
(DC-VLC)

Appended bits
(DCA)

AC Variable length code
(AC-VLC)

Appended bits
(ACA)

Fig. 1. The structure of the JPEG bitstream.

According to the JPEG guideline, after some preprocessing works, the pixel
values of each 8 × 8 block in the image are transformed into AC/DC coefficients
by Discrete Cosine Transformation (DCT). For each block’s upper left corner
first coefficients, define it as DC coefficients. For the remaining 63 coefficients
of each block, define them as AC coefficients. To compress the image filesize,
the AC coefficients are encoded in Run-Length encoding format as intermediate
symbols, (Run, Length) and (Amplitude). Further, to improve the compress rate,
(Run, Length) is encoded in the format of Variable Length Code (VLC), and
(Amplitude) is encoded in Variable Length Integer (VLI) format, which calls it
as appended bits.

The DHT segment contains the Canonical Huffman table information, which
is used for obtaining the VLCs. Figure 1 shows the structure of DHT segment,
in which Li equals the number of the same length VLCs and RLVi,j represents
the run/length value (RLV) corresponding to the first j VLC of length i. Each
VLC is corresponded to a specific RLV that represents an AC coefficient in
entropy-coded data. The VLCs are encoded by Canonical Huffman code, for
instance, if the run/length value is ‘0/4’, the corresponding VLC is ‘1011’. For
AC coefficients of luminance component, 162 different VLCs are corresponded to
the run/length value from ‘0/1’ to ‘F/A’ accompanied with ‘0/0’ (End of Block)
and ‘F/0’ (Zero Run Length). The length of VLC is between 2 to 16 bits. The
statistical results indicate that not all of the VLCs appear in the entropy-coded
data. As discussed in Sect. 1, many researchers make use of this condition to
embed data [6,7].

2.2 Qian and Zhang’s Method

Qian and Zhang proposed a lossless data hiding method [6] by Huffman code
mapping, which can preserve the modified image with no distortion and provide
more embedding capacity than [5]. In addition, their method can preserve the
filesize with not changed.
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used-VLC ······
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The original bitstream

unused-VLC1

unused-VLC2

unused-VLC3

used-VLC

The mapping set

00

01
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11 unused-VLC3 ······

‘11’

The modified bitstream

Fig. 2. An embedding instance by VLC mapping.

As mentioned in Sect. 1 and Subsect. 2.1 that not each kind of VLC appears
in the entropy-coded data. Qian and Zhang used this condition to establish
mapping relationships between used-VLCs and unused-VLCs. Then replace the
used-VLC by the any VLC in the mapping sets to embed data. Figure 2 shows
an instance about embedding data by VLC mapping. In Fig. 2, the mapping set
includes four VLCs, used-VLC, unused−V LC1, unused−V LC2 and unused−
V LC3. Therefore, the four VLCs can stands for all the 22 situations of two binary
bits. Then find the used-VLC in the entropy-coded data and replace it by any of
the mapping set. For instance, if we replace the used-VLC by the unsed−V LC3,
the data ‘11’ will be embedded.

Their embedding phase can be described as following steps.
Step 1: Parse the JPEG bitstream and extract all the VLCs in the entropy-

coded data.
Step 2: Establish the mapping relationships according to the statistical results

of the used-VLCs and unused-VLCs.
Step 3: Modify the corresponding run/size value in the DHT segment accord-

ing to the mapping relationships.
Step 4: Replace the VLCs in the entropy-coded data with the corresponding

unused-VLCs to embed data.
To preserve the filesize with not changed, Qian and Zhang only replace the

used-VLC by the unused-VLC with same length. Therefore, all the VLCs are
classified into 16 categories:

{C1, C2, . . . , C16}

by their code length and category Ci has Li VLCs of length i(i = 1, 2, . . . , 16),
which can be represented in the following equation:

Ci = {V LCu
i,1, . . . , V LCu

i,pi
;V LCn

i,1, . . . , V LCn
i,qi} (1)

where V LCu
i,1, . . . , V LCu

i,pi
are used-VLCs, V LCn

i,1, . . . , V LCn
i,qi

are unused-
VLCs, and pi + qi = Li.
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To obtain more payload, they have proposed two mapping manners:

(1) For the case p ≥ q and q > 0, VLCs in each category are mapped by one-
to-one manner.

Ci = {{V LCu
i,1 ↔ V LCn

i,1}, . . . , {V LCu
i,qi ↔ V LCn

i,qi}} (2)

where “↔” represents the mapping relationship.
(2) For the cases q ≥ p and p > 0, VLCs in each category are mapped in the

manner of one-to-k. This One-to-k manner can stand for log2(k + 1) binary
bits data, where log2(k + 1) is a positive integer.

Qian and Zhang’s method is mapping the same number of the unused-VLCs
to each used-VLC in each category. The mapping manner could be described as
follows:

Mi =

{ {V LCu
i,1 ↔ {V LCn

i,1, . . . , V LCn
i,ki

}}, . . . ,
{V LCu

i,pi
↔ {V LCn

i,(pi−1)×ki−1, . . . , V LCn
i,pi×ki

}}

}
(3)

where ki = 2�log2(qi/pi+1)�−1 and “�x�” stands for the floor function.
After establishing the mapping relationships, the additional data can be suc-

cessfully embedded into JPEG bitstream. However, there are still free space to
obtain more payload.

2.3 Hu et al. Method

Hu et al. have discovered the potential free space to improve the payload based
on Qian and Zhang’s method [6]. They have considered the statistical results
of used-VLCs and unused-VLCs and explored to increase the payload. The key
contribution of Hu et al.’s method is improving the one-to-k mapping manner
by considering the frequency of each used-VLC in the entropy-coded data.

For the VLCs, the largest category is C16 which has 125 VLCs, and the total
number of VLCs is 162. Hence use one-to-k manner can represent 6 (�log2(125+
1)�) data in C16. In each category Ci, Hu et al.’s method assumed the number
of one-to-(2j−1) manner mapping sets is mi,j (1 ≤ j ≤ 6). The selection of mi,j

should satisfy the following condition:

max Z =
6∑

j=1

j · mi,j

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

6∑
j=1

mi,j ≤ pi

6∑
j=1

(2j − 1) · mi,j ≤ qi

mi,j ≥ 0, j = 1, 2, . . . , 6
mi,j ∈ N∗, j = 1, 2, . . . , 6

(4)
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After 4 is solved, all code mapping relationships are established which could
be described as:

Mi =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

{V LCu
i,1 ↔ {V LCn

i,1, . . . , V LCn
i,63}}, . . . ,

{V LCu
i,mi,6

↔ {V LCn
i,63·(mi,6−1)+1, . . . , V LCn

i,63·mi,6
}},

{V LC
(u
i,mi,6+1 ↔ {V LCn

i,63·mi,6+1, . . . , V LCn
i,63·mi,6+31}}, . . . ,

{V LCu
i,

∑6
j=1 mi,j

↔ V LCn
i,

∑6
j=1[(2

j−1)·mi,j ]
}

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(5)

where V LCu
i,j are the used-VLCs after sorted in descend order and

V LCn
i,1, . . . , V LC(n)i,j are unused-VLCs.

This means that the first mi,6 sorted used VLCs follow the one-to-63 manner,
the next mi,5 sorted used VLCs follow the one-to-31 manner, ... , and the last
mi,1 sorted used VLCs follow the one-to-one manner.

Since each used-VLC each time occurs in the entropy-coded segment can be
embedded log2(k + 1) bits data, Hu et al.’s method maps more unused-VLCs to
the used-VLC which occurs more in the entropy-coded data. By considering each
used-VLC’s frequency (occurrences number) in the mapping relationships, Hu
et al.’s method gained more payload than Qian and Zhang’s method. Whereas
only consider the first six high frequency VLCs may ignore the potential free
space. The statistical results indicate that the frequency of each used-VLC in the
same category also vary distinctly. Hence, the payload can be further increased
by considering the frequency of each used-VLC. That is the key point of the
proposed method that will be described in detail in Sect. 3.

3 Proposed Method

The proposed method can further increase the payload based on Hu et al.’s
method [7] by improving the VLCs’ mapping relationships. The improved algo-
rithm, the data embedding and data extraction procedures are introduced in the
following sections. Figure 3 illustrates the framework of our proposed method.
First, parse the JPEG bitstream and extract all the VLCs. Then establish the
VLC mapping relationships by our proposed mapping rules. According to the
optimal mapping relationships, we can embed more additional data.

3.1 Algorithm of Optimized VLC Mapping

According to the JPEG guideline, there are 162 kinds of VLCs to represent AC
coefficients and 12 kinds of VLCs to represent DC coefficients. The statistical
results show that the VLCs for DC coefficients are all used in the entropy-coded
data, but for AC coefficients, not all of the VLCs are used. Hence, the algorithm
is suitable for AC coefficients. The unused-VLCs’ corresponding RLVs can be
modified to the same value as the used-VLCs’ corresponding RLVs, thus the
unused-VLCs can be mapped to the used-VLCs. In order to preserve the image
filesize, the code length of the used-VLCs and the mapped unused-VLCs must
be consistent.
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Parse JPEG bitstream
& Extract all the VLCs

Embed &
Modify the DHT segment

Modified JPEG 
bitstream

Establish the optimal 
mapping relationships

Additional data

JPEG image I

Data extraction

Additional data
Image I

JPEG decoding

Fig. 3. The framework of proposed method.

The steps of the VLCs’ classifying, occurrences recording and VLCs sorting
are the same as Hu et al.’s method. After the above steps completed, each
category can be represented in the following form:

Ci = {V LC
(u)′

i,1 , . . . , V LC
(u)′

i,pi
;V LCn

i,1, . . . , V LCn
i,qi} (6)

where V LC
(u)′

i,1 , . . . , V LC
(u)′

i,pi
are the used-VLCs after sorted in descend order

and V LCn
i,1, . . . , V LC(n)i,qi are unused-VLCs.

After the above steps are completed, the mapping relationships will be estab-
lished. Each category’s mapping rule depends on pi and qi. For the case p ≥ q
and q > 0, Ci employs the one-to-one mapping rule. For the case q ≥ p and
p > 0, Ci employs the one-to-k mapping rule. If both the two cases are not
satisfied, Ci does not employ any mapping rule. A detailed description of the
different mapping rules is given in the following subsection.

One-to-One Mapping Rule. For the case p ≥ q and q > 0, VLCs in each
category are mapped by one-to-one rule which the same as Hu et al.’s method:

Ci = {{V LC
(u)′

i,1 ↔ V LCn
i,1}, . . . , {V LC

(u)′

i,qi
↔ V LCn

i,qi}} (7)

where “↔” represents the mapping relationship. Figure 4 illustrates the one-to-
one mapping rule. As shown in Fig. 4, each unused-VLC is mapped to a different
used-VLC.

One-to-k Mapping Rule. For the case q ≥ p and p > 0, the mapping rule will
change to one-to-k manner. Hu et al.’s method assign the corresponding unused-
VLCs to used-VLCs according to their sorted order. Both of Qian and Zhang’
method [6] and Hu et al.’s method [7] are particular cases. Different from Qian
and Zhang’s method and Hu et al.’s method, the proposed method takes each
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Fig. 4. The diagram of the one-to-one mapping rule.

used-VLC’s frequency into consideration. However, how many unused-VLCs to
be mapped to each used-VLC is a pure integer nonlinear programming (PINLP )
problem. Assuming the number of unused-VLCs which mapped to each used-
VLC in the category Ci is xi,j and the frequency of each used-VLC is fi,j , the
selection of xi,j should satisfy the following condition:

max Zi =
pi∑
j=1

fi,j · log2(xi,j + 1)

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pi∑
j=1

xi,j ≤ qi

xi,j ≥ 0
xi,j ≤ qi

xi,j ∈ N∗

log2(xi,j + 1) ∈ N∗

(8)

where Zi represents the embedding capacity of the category Ci and log2(xi,j +1)
means log2(xi,j + 1) additional data can be represented by each VLC belonging
to the corresponding mapping set. For instance, if there are 63 unused-VLCs
mapped to a used-VLC, 6 additional data can be represented by each of the same
used-VLCs. According to Eq. (8), there is a positive correlation between xi,j and
fi,j . After Eq. (8) is solved, all code mapping relationships are established which
can be described as:

Mi =

⎧⎪⎪⎨
⎪⎪⎩

{V LCu
i,1 ↔ {V LCn

i,1, . . . , V LCn
i,xi,1

}},
{V LC

(u
i,2 ↔ {V LCn

i,xi,1+1, . . . , V LCn
i,xi,1+xi,2

}}, . . . ,
{V LC

(u
i,pi

↔ {V LCn
i,qi−xi,pi

, . . . , V LCn
i,qi}},

⎫⎪⎪⎬
⎪⎪⎭ (9)

Figure 5 illustrates the one-to-k mapping rule. In Fig. 5, V LCu
i,1 is mapped to

k1 different unused-VLCs. Thus the mapping rule for is one-to-k1. In the same
way, the mapping rule for V LCV LCu

i,k is one-to-k2.
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Fig. 5. The diagram of the one-to-k mapping rule.

3.2 Data Embedding and Extraction

The embedding procedure can be summarized as follows:

Input: An original JPEG bitstream and a secret bitstream.
Output: A stego JPEG bitstream.
Step 1: Parse the entropy-coded data, extract all of the used-VLCs and

unused-VLCs.
Step 2: Establish the mapping relationships based on the mapping method

mentioned in Sect. 3.1.
Step 3: Modify the corresponding RLVs in DHT segment, embed these by

replacing the VLCs. Figure 6 shows the process of embedding additional data by
replacing VLCs. In Fig. 6, V LCu

i,m is mapped to three different unused-VLCs
V LCn

i,k, V LCn
i,l, and V LCn

i,n. After replacing the three unused-VLCs’ corre-
sponding RLVs by V LCu

i,m’s corresponding RLV RLV u
i,m, these four VLCs can

represent the same RLV. We can then embed additional data by replacing the
original VLC by the four VLCs. Figure 7 shows one of the groups of additional

Fig. 6. The diagram of embedding additional data by replacing VLCs.
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Fig. 7. One of the group of additional data.

data. If we use the group as described in Fig. 7, when we replace the original
VLC with V LCn

i,k, additional data ‘01’ will be embedded in the bitstream.
On the receiver side, the data extraction procedure can be summarized as

follows:

Input: A stego JPEG bitstream.
Output: An original JPEG bitstream and a secret bitstream.
Step 1: Read the DHT segment and find the RLVs with same values.
Step 2: Classify the same RLVs into a set and record the RLVs, the corre-

sponding VLCs and each corresponding additional data.
Step 3: Parse the JPEG bitstream and extract the embedded data according

to the records from the entropy-coded data.

4 Experimental Results and Analysis

4.1 Experimental Results

To test the performance of our proposed method, firstly we used the images
from the USC-SIPI database as mentioned in [8]. Figure 8 shows the ten test

Baboon Boat Bridge Elaine F-16

Gray21 Lena Peppers Splash Tiffany

Fig. 8. The ten test grey-scale images



94 Y. Du et al.

Table 1. Embedding capacity comparison with JPEG quality factors from 10 to 90
(bits)

Image Method 10 20 30 40 50 60 70 80 90

Baboon Hu et al. 6596 3475 1753 1755 1245 1272 1317 713 585

Proposed 6596 3475 1754 1789 1271 1305 1358 757 675

Boat Hu et al. 950 549 681 547 647 738 617 960 1776

Proposed 950 549 691 571 687 811 679 1000 1929

Bridge Hu et al. 1802 982 666 829 1007 691 795 569 555

Proposed 1802 989 713 860 1035 714 817 596 615

Elaine Hu et al. 341 264 200 414 553 326 407 787 1739

Proposed 341 264 200 414 553 326 408 788 1745

F16 Hu et al. 791 764 904 863 721 670 527 366 332

Proposed 791 764 904 961 886 860 741 920 928

Gray21 Hu et al. 235 502 904 982 884 892 1383 1398 2658

Proposed 235 472 904 982 884 929 1510 1675 3207

Lena Hu et al. 564 326 262 293 363 195 285 343 562

Proposed 564 326 262 293 370 197 286 351 583

Peppers Hu et al. 567 518 679 427 429 550 363 261 1537

Proposed 567 427 717 492 556 644 450 633 1553

Splash Hu et al. 496 597 1062 1330 1340 1429 1042 881 456

Proposed 496 597 1086 1344 1380 1545 1184 1153 719

Tiffany Hu et al. 4721 1152 656 864 736 786 856 761 625

Proposed 4721 1152 682 908 782 880 997 956 744

grey-scale images. First, we convert these images to grey-scale images and then
compress these to generate the JPEG images with different quality factors.

Since we only replace the used-VLCs by the same length unused-VLCs, the
filesize of the modified JPEG bitstream is not changed. Moreover, because the
corresponding RSV of the replaced VLC is the same as the original VLC, the
decoded results are not changed. Thus, the decoded image has no distortion left.
For the reason that our proposed method is lossless with filesize not changed,
we only compare the embedding capacity with the other earlier method.

The embedding capacity results of both our proposed method and Hu et al.’s
method are shown in Table 1, which the JPEG quality factors are from 10 to 90.
From Table 1, we can see the improvement of capacity by our proposed method.

To compare the embedding capacity of these methods further, we has also
tested the entire 1338 images from UCID image database [9]. Figure 9 shows the
average payload of these 1338 JPEG images with different quality factors by
these methods. Table 2 lists the average payload of the three methods. As shown
in Fig. 9, the higher the quality factor, the more obvious the improvement of
our proposed method. Table 3 shows the specific improvements of our proposed
method compared to the other methods. Therefore, to indicate the improvement
clearly, we has generated three scatter plots Figs. 10, 11 and 12, which the quality
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factors are 70, 80, and 90 respectively. From the three scatter plots, we can see
that the improvement is steady and clear.

4.2 Analysis

From Table 3 and Fig. 9, we can see the improvement of our proposed method is
much obvious for the high-QF JPEG images. However, from Table 2, the average
payload of the high-QF JPEG images is less than the low-QF JPEG images,
regardless of obtained by using any of the three methods. The reason can be
concluded as the following two points.
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Fig. 9. The comparison of average payload of the JPEG images from UCID.

Table 2. The average payload of the three methods.

Quality factor Payload(bits)

Proposed Hu et al. Qian and Zhang

10 1115.667 1114.771 1104.443

20 703.194 692.469 660.613

30 628.033 598.496 554.406

40 632.213 583.499 535.963

50 642.400 576.840 521.901

60 573.980 493.093 438.634

70 532.930 428.234 383.388

80 464.750 345.194 298.259

90 538.026 397.435 315.119
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Table 3. The improvements of proposed method compared to the other methods.

Quality factor Increased than Qian(%) Increased than Hu(%)

10 1.016 0.080

20 6.446 1.549

30 13.280 4.935

40 17.958 8.349

50 23.088 11.365

60 30.856 16.404

70 39.005 24.448

80 55.821 34.634

90 70.738 35.375
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Fig. 10. The payload of each JPEG image with QF = 70 from UCID.

First point: The shorter the length of VLC, the higher the frequency (occur-
rence number) in the entropy-coded data generally. This is because the VLC is
encoded by the format of Canonical Huffman Code.
Second point: The lower the QF, the higher possibility of unused-VLCs with
shorter length exists. The QF stands for the compressed degree of a JPEG image.
The high-QF means the compressed degree is low. The lower the QF, the more
zero-AC coefficients, which means the less kinds of used-VLCs in the entropy-
coded data. Correspondingly the possibility of unused-VLCs with shorter length
exists is more.

Base the two points we can embed more data into low-QF JPEG images than
high-QF JPEG images. Because the payload is determined by both the frequency
of used-VLC and the amount of information, which each used-VLC can stands
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Fig. 11. The payload of each JPEG image with QF = 80 from UCID.
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Fig. 12. The payload of each JPEG image with QF = 90 from UCID.

for. However, the frequency of used-VLC affects more. Because the possibility of
the unused-VLC with shorter length exists in low-QF JPEG images is higher, the
used-VLC with shorter length is more possible to establish mapping relationship.
In addition, the frequency of the used-VLC with shorter length is much high, so
we can embed more data than high-QF JPEG images.

However, the high-QF JPEG images are used more widely than low-QF
JPEG images, which is because the distortion is less than low-QF JPEG images.
Therefore, for most JPEG images in daily life, our method can obtain obvious
improvement than the other methods.
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5 Conclusions

In this paper, a lossless data hiding scheme for JPEG images is proposed. After
introducing the established VLC mapping algorithm for JPEG bitstream, we
develop the optimal VLC mapping according to the statistical results of VLCs.
Thus, the proposed method obtains more free space to embed additional data.
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Abstract. Saliency detection in images attracts much research atten-
tion for its usage in numerous multimedia applications. Beside on the
detection within the single image, co-saliency has been developed rapidly
by detecting the same foreground objects in different images and try-
ing to further promote the performance of object detection. This paper
we propose a co-saliency detection method based on Siamese Network.
By using Siamese Network, we get the similarity matrix of each image
in superpixels. Guided by the single image saliency map, each saliency
value, saliency score matrix is obtained to generate the multi image
saliency map. Our final saliency map is a linear combination of these
two saliency maps. The experiments show that our method performs
better than other state-of-arts methods.

Keywords: Co-saliency detection · Siamese network
Feature extraction

1 Introduction

The purpose of saliency detection is to find the regions that humans are most
interested in. Following this idea, the images or videos can be compressed more
effectively and accurately. In this paper, we mainly focus on the saliency detec-
tion area instead of the network problem. In the past decades, saliency predic-
tion models have changed remarkably and applied to many fields, such as image
search, redirection and segmentation. There are two main methods for detect-
ing salient area, one is global detecting, the other is local detecting, which are
similar to methods in image processing.

Local saliency detection method mainly focuses on the different features that
appear in the adjacent local region. Nowadays there exist many mature models
for detecting local salient regions, including visual saliency detection based on
graph model, saliency based on feature learning, and interpolation method of
local region. Local saliency detection initially utilizes image pyramids to gener-
ate color and orientation features, which means the images will be sampled by
stages. [1] calculated the color difference of each pixel around the center in the
fixed adjacent region and extracted local saliency map. The most important part
c© Springer Nature Singapore Pte Ltd. 2018
L. Zhu and S. Zhong (Eds.): MSN 2017, CCIS 747, pp. 99–109, 2018.
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of the local sampling method is to determine the size of sampling area. Besides,
the edge information with high contrast is not necessarily in foreground. [2]
adopted the multilevel saliency detection method which divided image into multi
layers from depth, and then integrated the results with graph models. Global
saliency detection method starts from the global characteristics of images. Gen-
erally, image frequency or spatial domain computing methods are adopted. [3]
introduced a method to subtract the mean value in color space through lowpass
filter. [4] extended histograms to three dimensional color space. However Both
of these methods were mere to find the pixels that stand out in the whole image
instead of considering the spatial distribution. [5] tried to describe the spatial
distribution of colors, which may be difficult for similar elements both in the
foreground and background.

Both local and global saliency detection methods are single image saliency
detection, while Co-saliency detection aims at extracting common objects from
a set of images. The extraction of same objects in a set of images is one of
the most important application in computer vision and has been widely used in
image matching, pattern recognition and synergetic recognition. [6] gave a more
precise definition to co-saliency detection. Meanwhile a new method was intro-
duced that co-saliency detection contains single image saliency map and multi
images saliency maps which were generated by super pixel segmentation and
feature extraction. By using mathematical method, the two results are joined
together to obtain the final saliency map. And this approach has been continu-
ously improved. In 2015, [7] tried to eliminate the common background except for
extracting common foreground in multiple images. The single image and multi
image saliency detection now are known as Intrasaliency and Intersaliency.

Co-segmentation is also closely related to co-saliency detection. The purpose
of co-segmentation is to segment the same area from a set of images, which
was originally used as histogram matching method. At present, there are two
types of co-segmentation. One is collaborative segmentation based on graph
models and the problem is converted into maximum flow problem. The other is
cooperative segmentation method based on clustering problem. The results of
saliency detection are often used to conduct the co-segmentation problem. [8]
proposed a co-segmentation method based on cosine similarity and guided by
salient features. They optimized the clustering step, and made the algorithm
perform better with faster speed.

It is easy to see that both single image saliency and co-saliency detection are
based on human cognition. Salient object is the region that is quite different from
the adjacent area, or the common object repeated in a number of images. There-
fore, the artificial intelligence based methods are suitable for saliency detection.
This paper we introduce deep learning method assisting us to accomplish co-
saliency detection. In 2015, [9] utilized deep convolution neural network(CNN)
to learn and express high-level features to detect the saliency region. [7] extended
to deep learning framework SDAE. Most of the co-segmentation and co-saliency
detection methods are mainly achieved by unsupervised learning, such as clus-
tering and so on. However, both of the deep neural network based method are
time and resource consuming because of the training steps. Therefore, we pro-
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posed a new siamese network based method to reduce the computing cost in
train step and obtained a better performance in co-saliency detection. Our app-
roach is summarized below. 1. A traditional method is used to generate the single
image saliency map. 2. By utilizing the deep learning network-Siamese Network
to train the feature difference model, we obtain the similarity parameter matrix
of each superpixel between interimages. 3. The multi-image saliency map can be
achieved by based on the vote of similarity matrix and the score of single image
saliency map. 4. In the final step, we linearly combine the single image saliency
map with multi image saliency map to obtain the final saliency map. Note that
the siamese network in our work is to generate the feature differences between
the input images instead of extracting features.

Fig. 1. Illustration of our algorithm

2 Related Work

2.1 Single Image Saliency Detection

There exist lots of saliency detection method for single image [4,5,10,11]. Taking
into account time consuming and performance, we choose Fast-MDB [11] as our
single image detection approach. Minimum Barrier Distance(MDB) [10] is a fast
algorithm designed to generate the saliency map of an image. Barrier connectiv-
ity information has always been one of the effective methods for saliency gener-
ation. However, this step is also the bottleneck of methods. The MBD algorithm
omitted the regional extraction process and improved the original method. At
the same time, Fast-MBD algorithm provided an approximate approach based
on MBD algorithm, which generated saliency map in milliseconds.
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2.2 Siamese Network

The image similarity plays an important role in computer vision and has been
applied in the field of image super resolution, dynamic structure, object recog-
nition, image classification. Variety of methods have been explored to determine
whether two images are the same. In mathematical, Hu invariant moments are
widely used to extract features that insensitive to translation, rotation and scal-
ing in images, and already available in fingerprint matching. Another important
method to match images is SIFT.

Fig. 2. Siamese network used in our method

Recent years, with the rapid development of artificial intelligence techniques,
many researchers tried to solve this problem with neural network. [12] explored
to describe the feature through AlexNet network, and they found that deep
learning exceed the performance of SIFT algorithm in many cases. [13] verified
deep learning method on some data sets. The method achieved good performance
only in particular cases. [14] constructed a model to compare images through
CNN. In this paper, we introduced siamese network for matching image patches
in feature extraction.

Figure 2 demonstrates the siamese network structure used in our method. The
network contains two branches and the input is image pair with same height,
width and channel. Each branch consists of 4 convolution layers, 1 fully con-
volution layer and flattern layer. The kernel size for each convolution layer is
7× 7, 5× 5, 3× 3, 1× 1. The contrastive loss function is defined as the euclidean
distance of two branch output. Branches and last output in our network can
be considered as the descriptor and similarity function respectively. In tradi-
tional methods, each image was represented with the same feature, that is why
branches in our network share the same weight. At the same time this will
reduce the training cost significantly. We utilize the network to obtain an image
comparison model to distinguish the same patches among images.

In addition to the siamese network, there are some similar networks can be
used for comparison of images in experiments. The pseudo siamese network is
the same as the siamese network in structure. The only difference between them
is that the pseudo network does not share weight. In this way, the computation
time of pseudo siamese and siamese is the same in the forward process. However
in learning process, pseudo siamese should learn much more weight and need
more time. This is another reason why we set the same weight of branches in
our network.
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3 Proposed Method

The procedure of the proposed framework is summarized in Fig. 1. The input of
our network is the superpixels of images divided by [3]. Firstly, We obtain the
single image saliency map through Fast-MDB algorithm in SISM step. At the
beginning of MISM step, an image comparison model based on siamese network
is trained. By utilizing this model, we obtain the similarity parameter matrix of
each superpixel between interimage and intraimage. The multi image saliency
map is generated combining the similarity matrix with scores of single image
saliency map. The final saliency map is the linear combination of single and
multi image saliency map.

Fig. 3. Cifar-10 dataset for training

3.1 Multi Images Saliency Detection

Network Training. Because of the particularity of siamese network structure,
the loss function and training step of siamese network are different from those
of the ordinary single branch deep learning network. The training of siamese
network generally uses contrast loss as the loss function. Similar to classification,
Siamese network mainly focuses on the difference of image features instead of
the classification score. As shown in Fig. 2, the distance function in our network
is defined as:

DW (
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X1,

−→
X2) =

∥
∥
∥GW (

−→
X1) − GW (

−→
X2)

∥
∥
∥
2

(1)

−→
X1 and

−→
X2 is the input pair of our network, and GW means the operation done

in each branch. In fact, the distance function is the Euclidean distance of two
network outputs. The loss function is defined as follows.

L = (1 − Y )LS(Dw) + Y LD(Dw) (2)
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Where Y represents the label of the input pair. For example, Y = 1 indicates
that two inputs are the same, otherwise Y = 0. Obviously, LS means the partial
loss for the same inputs and LD represents for the different. For LS and LD, it
is necessary to ensure that L is smaller when the inputs are the same and larger
when different after training. After experiments, we obtain our loss function:

L =
1
2
(1 − Y )(DW )2 +

1
2
Y [max(0,m − DW )]2 (3)

We adopt Cifar-10 as our training dataset as shown in Fig. 3. Cifar-10 has a
number of advantages: the regular images and label format; easy to read; large
number of images in each class for training. Compared to MNIST, image in
Cifar-10 is smaller enough with 32 height and 32 width, and this will reduce the
complexity of training. In the training step, we first select an image from each
class as one input, and select another image from the same class while setting the
label Y = 1. At the same time, we select another image from the different class
and set the Y = 0. After numbers of iterations, the image comparison model
will be obtained.

Fig. 4. Result of image preprocessing

Preprocessing. For multi image saliency detection, each image should be
divided into a number of superpixels firstly. Each superpixel will be filled to
an image patch with black background. Center of the superpixel locates at the
center of image patch. Other pixels will be put in the patch according to the
original location. Since the generated superpixels vary greatly in sizes, the image
patch should be adaptive to cover all the pixels in each superpixel without being
too small. In our experiments, we assume that Sk is the quantity of superpixels,
and the size of the patch is A/(

√
Sk − n). While A means the length of original

image, and n is an adjustable parameter. This doesn’t always get the best result.
However it ensures that the computation complexity is still about the linear time
of the image size, which is independent of the number of superpixels. According
to the size of Cifar-10, each image patch will be reshaped to 32 × 32 finally and
stored in hard drive shown in Fig. 4.
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Fig. 5. Result of image preprocessing

Feature Extraction and Comparison. Our proposed method is to use the
forward transmission of siamese network to directly replace the feature extraction
and matching. For forward transmission, the input is the image patch pairs of the
same image generated by preprocessing. By computing the feature differences
between one image patch with all other patches in the same image, we can get
the similarity of this patch. The other similarities can be computed in the same
way. Finally, similarity matrix is obtained for each image. Based on this matrix,
We define our score function as

Scorec = 0.5 + m − Sigmoid(2/d) (4)

d represents the contrastive loss of two input patches. When d is large, which
means there is big differences between two image patches, the score is close to 0.
Otherwise, the score is close to 1. The score function reflect the negative feedback
relationship between distance and score. However, there are some problems in
our approach. As shown in Fig. 5, the grassland should be labeled as background.
However the similarity matrix treats this area as the most frequently parts and
labels foreground. Therefore, we make use of the single image saliency map to
guide the generation of multi image saliency map. In our method, we construct
a saliency score matrix Ss based on single image saliency map in superpixels.
The saliency score matrix is

Scoresi =
∑

pj∈SPi
SISM(pj)

NUM
(5)

SISM stands for the saliency value of single image saliency map. pj is a pixel of
image. NUM means the count of pixels for the i-th superpixel SPi. As a con-
sequence, Scoresi is the saliency score for the i-th superpixel. The final saliency
value R for multi image is summarized

R = (Scorec + c1) × (Scoresi + c2) (6)

While c1 and c2 are the gaussian noise avoiding too many zeros. Afterward,
R is normalized to Rf , where Rf is the final saliency value for multi image.
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3.2 Final Saliency Map

We obtain our final saliency map by linear combination with the single image
saliency map and multi image saliency map. The equation is as follows.

SS(Ii) = α1 · Ss(Ii) + α2 · Sm(Ii) (7)

Ss and Sm are the saliency map for single and multi image respectively. α1 and
α2 stand for the weight. In our experiments, we set α1 = 0.2 and α1 = 0.8 to
increase the weight of our multi image saliency map.

4 Experiments and Results

In this section, we describe our evaluation protocol and implementation details,
provide exhaustive comparison results over two datasets, analysis the perfor-
mance our methods.

4.1 Dataset and Metrics Method

We evaluate our method on two public datasets, including iCoseg [15] and MSRC
[16]. The iCoseg dataset consists of 38 classes with 643 images. MSRC-v1 con-
tains 9 object classed and 240 images. The results are compared with several
state-of-art method, including Kim [17], Jou [18] and Fast-MDB [11]. Each image
is segmented into 400 superpixels. We leverage the Precision(P) and Jaccard sim-
ilarity coefficient(J) as evaluation indicators. P represents the proportion of the
correct pixels in the final saliency map. J refers to the similarity between the
detection result R and the ground true G, and it can be defined as

J =
R ∩ G

R ∪ G
(8)

4.2 Results

Quantitative Results. Table 1 is the results of iCoseg dataset. As shown our
method performs better than Kim and Jou in precision. However, our method
does not have the advantage in J. It is worth noting that all the other methods,
such as Kim, is actually a method for image cosegmentation. Although it is
similar to saliency detection, the segmentation results generally guarantee the
edge smoothing, and the final result is strong connectivity. Therefore, J can be
higher than saliency method. For our method, loss of some low saliency values
and wrong annotations lead to the lower J.

Compared to Fast-MDB, our method works little better in P and J. Nonethe-
less, our method labels some images that are not detected by Fast-MDB shown
in Fig. 6. The two warriors belong to the foreground. However, Fast-MDB only
labels some parts of edge while our method annotates the right warrior.
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Table 1. Comparison with other methods

Kim Jou Fast-MDB Ours

P 70.2 70.4 82.8 83.2

J 42.6 39.7 38.7 41.4

Fig. 6. Results of our method

Visualization. Combined with single and multi image saliency map, our
method can correctly locate the approximate salient objects in the image.
Figure 7 is an image chosen from iCoseg. (a) is the source image and (b) is
the result segmented by [19]. (c) represents the saliency map generated by Fast-
MDB. As we can see that some sharp edges, such as the stone crevice, make
the map noisy. When the co-saliency method is added, it can better filter the
noise below. The multi image saliency map plays an important role in co-saliency
detection. The graph neutralizing the bear’s own color close to the tree trunk and
the obvious shadow can not be removed, which is also related to the limitations
of the fast MDB algorithm itself focusing on the center of image.

Fig. 7. Visualization of result

5 Conclusion

We proposed a new co-saliency detection method based on siamese network. The
proposed method consists of two parts. One is to detect the single image saliency
region with traditional method. Another is to generate the multi image saliency
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map through siamese network. The network is trained to evaluate the difference
between two input image features. Therefore, similarity matrix is generated for
each image in superpixels. Combing with saliency score matrix Guided by the
exist single image saliency map, we can get the multi image saliency map. After-
ward, the co-saliency map is the linear combination of single and multi image
saliency maps. Finally, we conduct experiments on two public datasets, and the
experiments show that our method performs better in metrics P and J. Our
method provide an idea of network transmission. We can improve the compres-
sion algorithm to keep the saliency area as much as possible while reduce the
size of images and videos.
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Abstract. The tremendous growth of WiFi fingerprint-based localiza-
tion techniques has significantly facilitated localization services. The tra-
ditional techniques pose a threat to both client’s and server’s privacies,
because it is likely to reveal sensitive information about the client and the
server during providing localization services. Many existing works have
proposed privacy preserving localization schemes based on homomor-
phic cryptographic systems. However, the state of the art homomorphic
cryptographic systems turn out to bear a time-consuming process for
recourse-constrained devices. Hence, preserving location privacy while
guaranteeing efficiency and usability is still a challenging problem. In
this paper, we propose a privacy preserving indoor localization scheme
employing oblivious transfer, called OTPri, to preserve the privacy of
both clients and server in the process of localization in an efficient way.
Our method enables a client to efficiently compute her location locally at
client side with a small amount of additional overhead compared with the
non-privacy-preserving scheme. Meanwhile, we conduct comprehensive
experiments, including single-floor and multi-floor scenarios in our office
building. The evaluation results demonstrate the efficiency improvement
and overhead reduction of our proposed scheme compared with a classical
privacy-preserving indoor localization scheme.

1 Introduction

The explosive popularity of portable mobile devices such as smartphones and
tablets are fostering the emergence of location-aware applications and services
for mobile users. Exemplary applications [19] include sounding the security alert
when entering dangerous areas, posting location-based advertisements, locating
a friend, etc. Due to the lack of GPS signals for indoor localization, a large body
of research has come up with numerous techniques. A prevalent method is to
measure received signal strength as a fingerprint, and match it with the sampled
fingerprints in the database, including radio frequency [2,5,33], acoustic signals
[12,23,24], infrared ray [28], GSM [21], the combination of ambience features
[1,30], etc. A common idea among all these techniques is to reduce the site survey
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effort and distance error to realize indoor localization. Nevertheless, the majority
of clients are reluctant to disclose their privacy while asking for an accurate
service. Meanwhile, the server has to protect its database from unauthorized
acquisition. Therefore, protecting privacy while guaranteeing the usability of
the WiFi fingerprint-based localization system is an important foundation to
ensure practicability.

Typically, the WiFi fingerprint-based localization system consists of two
phases [29], including offline training and online operating phase. In the offline
training phase, the server acquires the received signal strengths and the corre-
sponding coordinate information of sampled locations and stores them in the
database for future reference. During the online operating phase, a client who
needs a localization service first measures the signal strength at current location
and then submits it to the server for matching. Finally, the server employs an
algorithm to determine client’s location.

Although regarded as a promising approach for indoor localization, there are
still considerable potential privacy leakages in such a paradigm of localization
service. From client’s perspective, the client has to expose its fingerprint and
location directly to the server when requesting services, which will enable the
server to trace client’s location, and give third-party an opportunity to breach the
client’s privacy. Existing works indicate that the adversary can steal the individ-
uals habits, activities, and relationships by location traces [18,25]. Therefore, the
loss of privacy can lead to bad consequences [8], including location-based spams,
damage of reputation or economic and physical violences. From server’s perspec-
tive, although the transmission of complete database to the client may protect
client’s privacy [15], the database may be disclosed and utilized for commercial
profit. Meanwhile, the continuous transmission of massive amounts of data will
consume the device’s resource, extend query process and compromise the network
health. Moreover, the service provider has a strong demand for the protection for
its WiFi fingerprint database from the unauthorized reveal. Hence, a privacy pre-
serving scheme should be carefully designed to ensure confidentiality and usability.

According to the potential privacy leakage and the corresponding require-
ments, there are several challenges in designing a privacy-preserving localization
scheme [7]. First, the scheme should meet both client’s and server’s requirements
for data privacy, which means keeping their data safe from each other and mali-
cious third party while acquiring all necessary information to achieve accurate
localization, thus it makes the design much more complicated than the localiza-
tion itself. Second, considering the resource-constrained characteristic of portable
devices, the scheme should avoid complicated computation and large amount of
communication overhead to ensure quick response and low cost, however, existing
privacy-preserving localization schemes employing homomorphic cryptographic
turn out to be a time-consuming process for portable devices and the perfor-
mance degrades in larger scenarios. Third, since precision is a core objective of
localization system, it directly influences the usability and user experience of the
system. Nevertheless, the introduction of privacy-preserving function certainly
will influence the accuracy of the localization scheme, thus we should improve
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the accuracy to the greatest extent. Therefore, it is a challenging problem to
achieve an overhead-performance balanced system while guaranteeing the data
privacy of both sides.

To protect clients’ location privacy in location-based services, some approaches
including k-anonymity [17,31] and mix zones [4]) have been proposed. However,
WiFi fingerprint-based localization lacks trusted third parties to apply them. Fur-
thermore, these works submit the users’ location information with the requests to
protect the location privacy of the users requesting location-based services, which
assumes that each client has obtained service without any privacy concern.

Considering the challenges as stated, toward this end, we are motivated to
design a privacy-preserving localization system based on oblivious transfer [6]
named OTPri.

To avoid the exposure of client’s fingerprint, the localization scheme should
protect any side information that may lead to a coarse estimate of the location
in addition to the protection of the exact location of the client, meanwhile, the
client has to provide as few information as possible to acquire the information
that meets the requirement of accurate localization. Therefore, whenever a client
needs to be localized, she sends an AP id from her vicinity to the server, then
the server will choose the corresponding data entries which are stored at its side.
Even though the id of the vicinity AP is exposed, the server can only confirm
a wider area of the client’s location, which meets the demand for client privacy.
Moreover, due to the characteristic of oblivious transfer, the server cannot figure
out which data entries the client has chosen, and the client cannot get any other
information except her choices, besides, the server can put constraint on the
number of data entries that the client can obtain during one localization process
and the total number of requests a single client can achieve, thus preserving the
server’s data security to the greatest extent (Fig. 1).

The major contributions of this paper are summarized as two-fold:

– We present and formulate a privacy-preserving indoor localization scheme
employing oblivious transfer to achieve a privacy-overhead-balanced construc-
tion to solve the privacy issues during the localization process. Meanwhile, we
reduce the computation and communication overhead to the utmost extent,
which has a decrease of nearly 40% considering the computation and com-
munication overhead. And the localization process is conducted locally at the
client side.

– We elaborate the privacy property for the proposed scheme and evaluate its per-
formance by comprehensive experiments in both single-floor and multiple-floor
scenarios in our office buildings. By comparing with existing privacy-preserving
localization solutions, we verify the efficiency improvement and overhead reduc-
tion of the proposed scheme compared with PriWFL algorithm [6].

The remainder of this paper is organized as follows. In Sect. 2, we define the
system model and present the threat model and technical preliminaries. In Sect. 3,
we present the design motivation of the proposed privacy-preserving localization
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Fig. 1. OTPri system design

scheme, its details and privacy analysis. Section 4 reports our extensive exper-
iments on this scheme. Section 5 briefly discusses the related work. Finally, in
Sect. 6, we conclude our work.

2 Background and Attack Model

2.1 Overview of WiFi Fingerprint-Based Localization

WiFi fingerprint-based localization uses the WiFi signal strength to infer the
location of a user. WiFi fingerprint-based localization is mainly composed of
two phases [2], including offline phase and online phase. In the offline phase, the
server selects N WiFi access points to represent fingerprints, then the service
provider measures the average WiFi signal strength of the WiFi access points
at M locations in the interested area, denoted as Vi = {v1, v2, ..., vj , ..., vN},
i ∈ [1,M ], where vj is the average WiFi signal strength at (xi, yi) from the
jth access point APj , and N is the totality of access points. Then the service
provider stores the sampled fingerprints and their corresponding coordinates
(i, (xi, yi), Vi) in the WiFi fingerprint database D.

In the online phase, a client who intends to locate herself first measures the sig-
nal strengths from N access points, indicated as V ′ = (v′

1, v
′
2, ..., v

′
j , ..., v

′
N ), and



114 M. Sun et al.

sends its fingerprint to the server. Then, the server computes the Euclidean dis-
tancesbetweenV ′ andall theM sampledfingerprints asdi = ||V ′−Vi||2, i ∈ [1,M ].

di =‖ V ′ − Vi ‖2=
N∑

j=1

(vi,j − v′
j)

2

=
N∑

j=1

v2
i,j +

N∑

j=1

(−2vi,j ∗ v′
j) +

N∑

j=1

v′2
j

(1)

In the last step, the server selects k smallest values of di and finds out the
corresponding coordinates of these dis, then estimates the client’s location by
computing the centroid of these locations.

2.2 Threat Model

The clients and service providers act in a semi-honest manner [10], in which
they independently follow the protocol during localization process, but will try to
extract useful information from the communication. Besides, we also assume that
the third-party cannot steal privacy through eavesdropping the communication
because of the encryption of the message sent between the client and server.
Thus, in this paper, the prevention of privacy leakage in a normal localization
operation is considered.

Our study considers both the client’s location privacy and the service
provider’s data privacy. From the client’s perspective, the client intends to
acquire the localization service without compromising its location privacy. The
location information can be theft by a curious service provider who collects the
locations of the customers to make marketing and sales strategies or sells them
for profit, namely client privacy attack. Therefore, the proposed scheme should
prevent the attackers from stealing client’s information, including the client’s
location and her sampled WiFi RSS signals, while providing accurate localiza-
tion service.

From the service provider’s perspective, the fingerprint database should be
protected from unauthorized reveal. The database of the server may be down-
loaded or simulated by a malicious client to make profit, namely database
privacy attack. Consequently, the server needs to protect its collected fingerprint
database from learning or simulating by others in the process of localization.

2.3 Security Model

In privacy-preserving indoor localization scheme, we use the standard security
model [9,11] in presence of semi-honest participants, in which the client and the
server will follow the scheduled protocol, but might try to compute additional
information by received messages. We use simulation argument to define security
in this setting: if no additional information is revealed to the participants dur-
ing protocol execution, which means no party can compute the view of protocol
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execution using that party’s input and output only, the protocol is uncondi-
tionally secure. The notion of privacy-preserving for semi-honest participants is
formalized using the definition below:

Definition 1. The client and the server engage in a protocol t, in which they
cooperatively compute function f(in1, in2) = (out1, out2), where ini and outi
respectively represent input and output of client and server. During the exe-
cution of protocol t, we use V IEWt(Pi) to denote the view of a participant.
More precisely, the participants’ input, random coin tosses ri and messages
m1, ...,mt passed between the parties during protocol execution form P ′

is view:
V IEWt(Pi) = (ini, ri,m1, ...,mt). We define time simulator Si such that:

Si(ini, f(in1, in2)) ≡ V IEWp(Pi), outi (2)

where “≡” denotes computational indistinguishability. If for each party Pi, such
a probabilistic polynomial time simulator exists, the protocol t is unconditionally
secure.

Indistinguishability. Two probability ensembles Xi and Yi, indexed by i, are
(computationally) indistinguishable if for any PPTM D, polynomial p(n) and
sufficiently large i, it holds that

|Pr[D(Xi) = 1] − Pr[D(Yi) = 1]| ≤ 1/p(i) (3)

2.4 Security Assumptions

For our privacy-preserving scheme against semi-honest client, we assume the
hardness of Decisional Diffie-Hellman (DDH) problem [6].

Decisional Diffie-Hellman (DDH). Let p = 2q +1 where p, q are two primes, and
Gq be the subgroup of Z∗

p with order q. The following two distribution ensembles
are computationally indistinguishable:

– Y1 = (g, ga, gb, gab)Gq
, where g is a generator of Gq, and a, b ∈ RZq.

– Y2 = (g, ga, gb, gc)Gq
, where g is a generator of Gq, and a, b, c ∈ RZq.

2.5 k-out-of-n Oblivious Transfer

In this paper, we adopt k-out-of-n Oblivious Transfer [6] to protect both the
client’s privacy and the server’s fingerprint database. Therefore, we briefly review
the fundamental of k-out-of-n oblivious transfer.

Oblivious transfer (OT) is an important primitive used in many crypto-
graphic protocols. An oblivious transfer protocol involves two parties, the sender
S and the receiver R. S has some messages and R wants to obtain some of them
via interaction with S. The security requirement is that S wants R to obtain the
message of her choice only and R does not want S to know what she chooses. A
k-out-of-n OT (OT k

n ) scheme is an OT scheme in which R chooses k messages
at the same time, where k < n.
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The sender S has n secret messages m1,m2, ...,mn from message space Gq,
and the semi-honest receiver R wants to get k of them.

In our scheme, there is no need for trapdoor specification or initialization,which
means the system parameters can be repeatedly used by all senders and receivers,
and each pair of sender and receiver does not need to hold any secret key.

3 Design of OTPri

In this section, we propose the construction of our privacy preserving indoor
localization scheme employing oblivious transfer (OTPri), a WiFi fingerprint-
based indoor localization employing oblivious transfer to preserve privacy.

3.1 Preliminary Design

Our proposed scheme protects both client’s and server’s information, and
achieves high efficiency in the process of indoor localization. The key idea of
our scheme is to mask the query by oblivious transfer [6], thus the server cannot
know the client’s choice. Meanwhile, the client only obtains the information of
her choice. We demonstrate the challenges and our corresponding solutions in
this subsection.

Privacy Preservation in Indoor Localization. To avoid the exposure of
client’s fingerprint, the localization scheme should protect any side information
that may lead to a coarse estimate of the location in addition to the protection
of the exact location of the client. In the query process of other fingerprint-
based localization methods, the server has access to client’s fingerprint and esti-
mated location. Therefore, the privacy of client’s location is leaked to the server.
To avoid this kind of threats, we integrate oblivious transfer with traditional
fingerprint-based localization scheme, which allows the client to choose the nec-
essary information for localization on her own and keep her choices from the
others. Meanwhile, due to the characteristic of oblivious transfer, the client can-
not learn anything other than her choices. And the server can put constraint on
the number of data entries that the client can obtain during one localization pro-
cess and the total number of requests a single client can achieve, thus preserving
the server’s data security to the greatest extent.

Time Efficiency. Privacy-preserving indoor localization has been researched
very extensively in the last few years. Many schemes use homomorphic encryp-
tion. However, it requires computationally expensive public-key operations that
scale very inefficiently for larger security parameters, which is a time-consuming
process for resource-constrained devices such as smartphones. Moreover, the user
has to generate a pair of keys each time when it needs to be localized. To shorten
the process of query, our scheme employs oblivious transfer in which the param-
eters can be used repeatedly by all possible clients and servers without any
initialization.
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3.2 Scheme Details

Our scheme involves three phases, including Pre-Process Phase, Oblivious Trans-
fer Phase and Location Determination Phase.

Pre-process Phase. After collecting the fingerprints from a building
(i, (xi, yi), Vi = ((vij)|Nj=1)

M
i=1), where i is an index, M is the total number of

sampled locations, N is the totality of APs, (xi, yi) is the coordinate of the spe-
cific location, Vi represents the WiFi fingerprint at the specific location (xi, yi),
the server stores the results in a 2-D matrix MATRIX[N ][M ], which records
the RSS value of N APs at M geo-locations. Moreover, the server stores the
table T = (i, (xi, yi))M

i=1 which records the indices and their corresponding coor-
dinates of sampled locations. The Radiomap MATRIX can be of the following
format:

Radiomap(MATRIX)
AP1,1, AP1,2, ..., AP1,M ⇒ x1, y1
AP2,1, AP2,2, ..., AP2,M ⇒ x2, y2
AP3,1, AP3,2, ..., AP3,M ⇒ x3, y3

...
APN,1, APN,2, ..., APN,M ⇒ xN , yN

Each row in this radiomap represents a data entry. This process can be exe-
cuted before a client uses the localization service, and only needs to be performed
once. Whenever a client needs a localization service, she first measures its WiFi
RSS value of each AP at current location, denoted as V ′ = (v′

1, v
′
2, ..., v

′
N ). Then

she chooses one AP-id, named j, from her vicinity and sends this AP-id (j) to
the server. After receiving the port number of the AP, the server searches its
MATRIX and finds out all the data entries that have nonzero signal value at this
AP, where APi,j �= 0, i ∈ (α1, α2, ..., αl), then the server renumbers the indices
of those data entries and forms a map (i, signal)l

i=1 between the renumbered
indices and their corresponding signal values at this AP, after that the server
sends the map to the client. Meanwhile, the server finds out the union set of
APs that have nonzero signal value at these data entries, C = {β1, β2, ..., βn}
where APα1,β1 , APα2, β2, ..., APαl, βn �= 0, and sends the set of port numbers
of these APs (C = {β1, β2, ..., βn}) to the client, which indicates the delivery
order of signal values at Oblivious Transfer Phase. The sever will send these
signal values and their corresponding coordinates by column. For example, if 2
is included in {β1, β2, ..., βn}, then the server will send the signal value at AP2

of these chosen data entries in a transfer process in Oblivious Transfer Phase.

Oblivious Transfer Phase. Considering the map (i, signal)l
i=1 received by

the client, first, the client finds out the k nearest data entries based on their
RSS values, then masks her choices C = {σ1, σ2, ..., σk} by oblivious transfer.
Eventually, the server sends other APs’ signal values in accordance with the
order in C = {β1, β2, ..., βn} and their corresponding coordinates one by one.
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For system parameters, g, h is two generators of Gq, and logg h is not revealed
to any party. (g, h,Gq) are universal parameters, which means they can be used
repeatedly by all possible clients and the server if logg h is not revealed.

During each transfer, the server sends the signal value of l data entries at APj ,
j ∈ {β1, β2, ..., βn}, denoted as m1,m2, ...,ml. The procedure of each transfer of
signal value is as follows:

– System parameters: (g, h,Gq);
– Server has messages: m1,m2, ...,ml;
– Client’s choices: σ1, σ2, ..., σk;

1. Client chooses two polynomials:

f(x) = a0 + a1x + ... + ak−1x
k−1 + xk (4)

f ′(x) = b0 + b1x + ... + bk−1x
k−1 + xk (5)

where a0, a1, ..., ak−1 ∈ Zq and b0 + b1x + ... + bk−1x
k−1 + xk = (x −

σ1)(x − σ2)...(x − σk) mod q.
2. Client to Server:

A0 = ga0hb0

A1 = ga1hb1

...

Ak−1 = gak−1hbk−1

(6)

3. Server computes
di = (gki ,miB

ki
i ) (7)

where ki ∈ Z∗
q and

Bi = gf(i)hf ′(i)

= A0A
i
1...A

ik−1

k−1 (gh)ik

mod p
(8)

for i = 1, 2, ..., l.
4. Server to Client: d1, d2, ..., dl.
5. Let di = (Ui, Vi), the client computes mσi

= Vσi
/U

f(σi)
σi mod p for each

σi.

First, the client constructs a k-degree polynomial f ′(x), which satisfies
f ′(i) = 0 if and only if i ∈ {σ1, σ2, ..., σk}. Next, another random k-degree
polynomial f(x) is selected to mask the chosen polynomial f ′(x). Then, the
client sends the masked choices A0, A1, ..., Ak−1 to the server.

After the server receives these requests, he first computes Bi = gf(i)hf ′(i) by
computing A0A

i
1...A

ik−1

k−1 (gh)ik

mod p. The server has no idea of which f ′(i) is
equal to zero, for i = 1, 2, ..., n because of the random polynomial f(x). Next,
the server encrypts each message mi by public key Bi. Then, the server sends
the encrypted messages d1, d2, ..., dk to the client.
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For each di, i ∈ {σ1, σ2, ..., σk}, since Bi = gf(i)hf ′(i) = gf(i)h0 = gf(i), the
client can get these messages with secret key f(i). If i /∈ {σ1, σ2, ..., σk}, since
the client cannot compute (gf(i)hf ′(i))ki with the knowledge of gki and f(i), f ′(i)
only, the client gets no access to the message mi.

Correctness. For each message received by the client di = (Ui, Vi), the chosen
messages mσi

, i = 1, 2, ..., k, are computed as

Vσi
/Uf(σi)

σi
= mσi

∗ (gf(σi)hf ′(σi))kσi /gkσi
f(σi)

= mσi
∗ (gf(σi) ∗ 1)kσi /gkσi

f(σi)

= mσi

(9)

Location Determination Phase. In this phase, the user computes the
squared Euclidean distance di between V ′ and Vi, i = 1, 2, ..., k. Then, it sorts the
distances and determines the q smallest distances dI1 , dI2 , ..., dIq

. These q nearest
neighbors form C. Finally, the client estimates her location by computing the
centroid of the q neighbors.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

‖ V ′
h − V1 ‖=

∑N
j=1(v

′
h,j − v1,j)2 = dh,1

‖ V ′
h − V2 ‖=

∑N
j=1(v

′
h,j − v2,j)2 = dh,2

...

‖ V ′
h − Vk ‖=

∑N
j=1(v

′
h,j − vk,j)2 = dh,k

(10)

{
x =

∑
j∈C xj

q

y =
∑

j∈C yj

q

(11)

3.3 Parameter Set

Considering the accuracy-overhead balanced construction and the restriction
of oblivious transfer protocol, we must carefully choose parameters which are
involved in the localization process.

Locations and Access Points. As the previous descriptions have stated, N
access points are selected to measure WiFi signal strengths to represent a specific
indoor location, and these access points should be chosen to efficiently differen-
tiate each location. For example, an AP that has very low RSS values on all
locations should be eliminated due to its neglectable effect on localization pro-
cess. Moreover, the M sampled locations should be distinct from each other and
evenly distributed to represent the building’s floor plan as detailed as possible.

Number of Data Entries in the Map. After receiving the port number of
the AP from the client, the server searches its MATRIX and finds out all the
data entries that have nonzero signal value at this AP, then the server forms a



120 M. Sun et al.

map (i, signal), i ∈ [1, l] and sends it to the client. Note that the number of data
entries in the map is the totality of choices in Oblivious Transfer Phase, which
remains as a constant during localization process, denoted as l. Different queries
may have different l because the AP id chosen by the client may vary when her
current location varies, and the number of data entries that have nonzero signal
value at this chosen AP varies as the AP id changes. According to the system
process displayed before, l has a deep influence on system performance.

Size of k. In Oblivious Transfer Phase, the client finds out the k nearest data
entries based on their RSS values, then masks her choices by oblivious transfer.
An oversize k will lead to the unnecessary exposure of server’s database and
extend the process of query. However, if the size of k is too small, the alternative
set will be too small that the client will be unable to compute her location
accurately. Thus, an appropriate k is needed to balance precision, privacy and
overhead.

3.4 Communication Cost

The communication cost in localization scheme mainly centers on Oblivious
Transfer Phase which uses two rounds, O(k) messages are sent in the first round,
where the client asks for k data entries from the server, then O(l) messages are
sent in the second round, where the server responds for the request. As for com-
putation, the client computes 3k + 2 and the server computes (k + 2)l modular
exponentiations. The complexity analysis results are summarized in Table 1.

Table 1. Complexity analysis results

Phases Communication Computation (Exp)

Client to Server O(k) 3k + 2

Server to Client O(l) (k + 2)l

3.5 Security Analysis

In Sect. 2, we presented two attack models related to the privacy of user and
database. The security analysis of these models is represented in this section.

Theorem 1. OTPri is resistent to user privacy attack.

Proof. Pre-process Phase: From the client’s perspective, the client only provides
the server with the id of AP from her vicinity. Therefore, the server can only
confirm a wider area of the client’s location.

Oblivious Transfer Phase: Client’s privacy-indistinguishability-If there is x in C,
but not in C ′, or vice versa, we say two sets C and C ′ are diverse. In obliv-
ious transfer phase, the transcript of the choice C = {σ1, σ2, ..., σk} received
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by the server is indistinguishable from the transcript of C ′ = {σ′
1, σ

′
2, ..., σ

′
k}.

Which means if the received messages of the server for C and C ′ are identically
distributed, the choices of the client are unconditionally secure.

For choices C = {σ′
1, σ

′
2, ..., σ

′
k}, every tuple (b′

0, b
′
1, ..., b

′
k−1) that represents

the choices corresponds to a tuple (a′
0, a

′
1, ..., a

′
k−1) that satisfies Ai = ga′

ihb′
i for

i = 0, 1, ..., k − 1. Therefore, the client’s choices are unconditionally secure.

Location Determination Phase: Since Location Determination Phase is con-
ducted locally at the client’s side, neither server nor any other third party can
acquire the client’s location or her sampled WiFi RSS signals, thus the client’s
location privacy is naturally preserved.

Theorem 2. OTPri is resistent to database privacy attack.

Proof. Pre-Process Phase: Since the index of map (i, signal), i ∈ [1, l] sent from
the server to the client is renumbered before sending it to the client, the client
is unable to realize the original mapping between index and RSS signal value of
the MATRIX.

Oblivious Transfer Phase: Server’s security-indistinguishability-For any choices
that don’t belong to set C = {σ1, σ2, ..., σk}, they should be indistinguishable
from the random ones. Which means the client gets no information about mes-
sages mi if she is semi-honest, i /∈ {σ1, σ2, ..., σk}.

We prove that mis look random if the DDH assumption holds, i /∈
{σ1, σ2, ..., σk}. First, the random variable for the unchosen messages is defined
below:

C = (g, h, (gki1 ,mi1(g
f(i1)hf ′(i1))ki1 ), ...,

(gkii−k ,min−k
(gf(in−k)hf ′(in−k))kin−k ))

where ki1 , ki2 , ..., kin−k
∈ RZ∗

q . Since the polynomial f(x) and f ′(x) are selected
by the client, besides, f ′(i1), ..., f ′(in−k) �= 0, C can be simplified as below:

C ′ = (g, h, (gki1 , hki1 ), ..., (gkin−k , hkin−k ))

In multiple samples, the indistinguishability is preserved. Therefore, the
prove of the following two distributions

– C = (g, h, gr, hr), where h �= 1, r ∈ RZ∗
q

– X = (g, h, x1, x2), where h �= 1, x1, x2 ∈ RGq

are distinguishable by a polynomial-time distinguisher D is necessary. To solve
the DDH problem, we can construct another polynomial-time machine D′, whose
sub-routine is D.

Machine D′

Input : (g, u, v, w) (eitherfrom Y1 or Y2 in DDH)
Output : D(g, u, v, w)
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If D distinguishes C and X with non-negligible advantage ε, D′ distinguishes
Y1, Y2 in the DDH problem with at least non-negligible advantage ε−2/q, where
dist(C, Y1) = 1/q and dist(X,Y2) = 1/q.

Therefore, the indistinguishability is naturally proved.
Even if the communication between the server and client is intercepted by a

third-party, due to the characteristic of oblivious transfer, the third-party cannot
obtain the data because the message between the server and client is encrypted in
Oblivious Transfer Phase, and the decryption requires the knowledge of client’s
choices, which are only grasped by the client.

4 Experiment Results

In this section, several experiments are conducted to demonstrate the perfor-
mance of OTPri scheme. And We compare the performance of OTPri system with
another privacy-preserving fingerprint-based localization system PriWFL [15].

4.1 Experiment Setup

To simulate the real circumstances to the greatest extent and thoroughly evaluate
the performance of OTPri, we employ two scenarios in our experiment. One is a
single-floor scenario, and the other one is a two-floor scenario. The experiment is
carried out in our department’s compound buildings, consisting of five buildings
connected by two corridors, including laboratory rooms with different sizes, long
narrow corridors and arc spaces. Its purpose is to evaluate the performance of
our scheme in the context of a large and complicated scenario.

In the data collection process of our experiment, at each sampled location,
we measure the values of received signal strength of 425 WiFi APs and sustain
the measurement for 30 s to record the change of the RSS values during this
period, then take the average as the averaged RSS values. We use DELL Vostro
2420 Laptop with Linux system and an IEEE 802.11 Atheros Communications
AR9485 Wireless Network Adapter to receive signals from each access point.
Here we regard the various APs as the same because the type of them cannot
be controlled.

4.2 Performance in a Single Floor

First, our experiment is conducted in the first floor of our office building. We
choose 111 points to build the database and 40 points as queries. The queries are
selected to represent as many typical places as possible. This data set contains
353 APs. Our experiments in this section mainly discuss how variables influence
the precision and time performance of our proposed scheme. We use localization
precision and time cost for a query as two metrics to evaluate the performance
of our scheme.
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Fig. 2. Floor plan of department building

Precision vs. k. In this section, we vary k to explore the relationship between
the precision of our scheme and the variable k. As analyzed before, an appro-
priate k is needed to balance precision, privacy and overhead. Figure 3 shows
the cumulative distribution function (CDF) of localization errors both in the
baseline algorithm PriWFL and the proposed scheme OTPri in this paper. As
depicted in the figure, OTPri provides a 40% error of 3.6 m and a 80% error of
6.6 m when k = 5, then the precision remains almost the same when k continues
to grow, which achieves a similar accuracy with PriWFL. In order to obtain
the best performance, at least 5 candidates are needed to determine the client’s
location (Fig. 2).
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Time vs. l. As analyzed in Sect. 3, the major time cost is from Oblivious Trans-
fer Phase. Since it is k-out-of-l oblivious transfer, the scheme performance will
be influenced as l varies. As experiment setup, we set k as 3 and configure l as 6,
8, 10, 12 and 14 to evaluate the average run time of the scheme. Figure 4 depicts
the relationship between the time cost and l. From this figure we can observe
that the time cost increases from 3.003 s to 7.018 s as l increases. Compared
with other privacy-preserving scheme that costs at least 12 s each query when
15 access points are considered [15], our scheme is more practical and efficient,
thus showing enormous potential in practical utility.
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Fig. 4. Time for query in a single floor when l varies

Time vs. k. In this section, we evaluate the time performance of the scheme
when k varies, we set l as 8 by default and configure k as 2, 3, 4, 5 and 6, then
measure the time cost under different k settings. As depicted in Fig. 5, the time
cost increases from 3.153 s to 7.250 s as k increases.

4.3 Performance in Multiple Floors

We test the performance of our scheme in a multi-floor scenario. In this scenario,
there are as many as 425 APs. The fingerprint database consists of 222 locations
and 84 queries, separately 40 and 44 for the first and second floor. The arrange-
ment of fingerprint database locations and queries are mostly symmetric in the
two floors. Apart from (x, y) coordinates to locate the points, we add the third
dimension z to form a 3D scenario. Separately we assume the points in the first
and second floor have z = 8 and 12. When the estimated z for each query is less
than 10, we believe it is in the first floor and when z is larger than 10, it is in
the second floor. We analyze the precision achieve and time cost reduction by
our scheme in this section.
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Precision in Multiple Floors. First we calculate the cumulative distribution
function (CDF) of the error. The default configuration is k = 5. As shown in
Fig. 6, our OTPri scheme performs with a 25% error of 1.9 m and 60% error
of 4.7 m, while PriWFL has a 25% error of 2.3 m and 60% error of 5.0m. It is
obvious that our scheme works better in this case. We can see from this result
that turning the 2D floor plan into 3D does not influence much of the precision.
In fact, of all queries, 100% of them are located correctly to their own floors. The
maximum estimated height of the first-floor points is 8.8 m and the minimum
estimated height of the second-floor points is 10.7 m.
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To further look into how floors are identified for the queries, we record the top
5, 10, 20, 50 and 100 candidates with the nearest signal values at a specific AP
and count their occurrences. The histogram is shown in Fig. 7. Averagely 92.5%
of the top 5 candidates for queries in floor 1 are in the same floor. For queries in
floor 2, the number is 90.9%. This is enough to identify a query’s floor since most
choices of the client are within 5. Naturally, as c grows, there’s a tendency that
this percentage decreases because more candidates that have a near distance in
other floors are added. As c increases, the percentage of candidates being in the
same floor with queries approximates 0.5.

 0

 0.2

 0.4

 0.6

 0.8

 1

5 10 20 50 100

Pe
rc

en
ta

ge
 o

f c
an

nd
id

at
es

top c candidates

Floor 1
Floor 2

Fig. 7. Percent of candidates

Time Cost in Multiple Floors

Time vs. l. As experiment setup, we set k as 5 and configure l as 6, 8, 10, 12
and 14 to evaluate the average run time of the scheme. Figure 8 depicts the
relationship between the time cost and l. From this figure we can observe that
the time cost increases from 3.013 s to 6.961 s as l increases. Comparatively,
our scheme shows a great advantage in practical uses even in larger scenario.
Moreover, the query time grows linearly with l, showing a predictable upper
bound for any l.

Time vs. k. We evaluate the time performance of the scheme in multi-floor
scenario when k varies, we set l as 8 by default and configure k as 2, 3, 4, 5 and
6, then measure the time cost under different k settings. As depicted in Fig. 9,
the time cost increases from 3.253 s to 7.321 s as k increases.

Analysis on Wi-Fi Access Point Number and Database Size. So far in
all of our experiments, the full database is used, consisting of 425 Wi-Fi access
points and 222 database locations in the two floors. However, in this section, we
perform a sensitivity analysis to see how many APs and locations in the database
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Fig. 8. Time for query in multi floors when l varies

Fig. 9. Time for query in multi floors when k varies

are actually needed to calculate an accurate coordinate of a query. We keep certain
portion of APs and database points, and run our OTPri scheme to see the median
value of errors. Specifically, the APs and points are chosen evenly with a certain
stride. For instance, we select APs with order number 1, 4, 7, 10, ... .

Figures 10 and 11 shows the median error when different number of Wi-Fi
access points n and location points m are used. It is obvious that larger m and
n both lead to smaller errors. In order to obtain the best performance, at least
50 Wi-Fi APs and 80% of the fingerprint database are needed. In the case of
Wi-Fi APs, the median error decreases sharply from around 20 m to 3 m until AP
number reaches 50, then it remains almost the same when AP number continues
to grow. So we can safely use an AP number of 50 in this scenario. As for the
points in the fingerprint database, though the median error also declines very
fast till 60% of the database is used, it continues to decline at a much lower rate
when more than 60% is used, indicating that a larger data set still leads to a
better performance.
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Bandwidth Cost in Oblivious Transfer Phase. In this section, we configure
k as 5 and the number of WiFi access points as 425, then investigate the impact of
database size M on the bandwidth cost of Oblivious Transfer Phase and compare
the results with PriWFL [15]. We observe from Fig. 12 that as M increases from
50 to 400, the bandwidth cost increases from 6.018 KB to 50.009 KB, which is
much less than PriWFL [15].

Discussion. The experimental results show that our scheme achieves a sim-
ilar performance approach in terms of precision but significantly lower online
computation overhead and thus total protocol execution latency and energy
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consumption compared with PriWFL, making it more practical than PriWFL
to realize privacy-preserving indoor localization.

Two directions need to be investigated to further reduce the execution time
delay of our scheme. First, we can employ advanced network with higher trans-
mission speed to reduce the transmission time [32]. Since a growing number of
existing mobile devices support advanced network, the transmission time will be
substantially reduced. Second, we can further optimize the Java implementation
of Oblivious Transfer [13] to reduce the online operation time.

5 Related Work

In this section, we discuss two related research works, including indoor localiza-
tion based on signal-fingerprint and privacy-preserving indoor localization.

5.1 Fingerprint-Based Indoor Localization

Among all of the fingerprint-based localization schemes, there are other methods
apart from harnessing WiFi signal strengths as fingerprints for locating. Classical
works including the famous RADAR [2,3], Horus [33], OIL [22], PlaceLab [14],
LANDMARC [20] employ RF signals as identification for each location. And
other sources of signatures have also been explored, including geo-magnetism,
FM radio [5], background acoustic noise, etc. SurroundSense [1] uses ambience
features like sound, light, color as fingerprints, thus the options for fingerprint-
ing techniques are largely diversified. Through abstracting these signatures into
fingerprints, a location in indoor area can be represented by these fingerprints,
and a nearer fingerprint usually indicates a nearer location, thus we can utilize
these fingerprints to estimate user’s location. However, these approaches demand
a thorough site survey to build up the fingerprint database. If these fingerprints
can be abstracted into numbers, our proposed scheme can be applied.
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5.2 Privacy-Preserving Indoor Localization

To protect the client’s location privacy and the server’s data security during
localization process, several techniques have been proposed to achieve privacy-
preserving indoor localization. A common approach is to encrypt the com-
munication between users and servers with cryptosystems. Li et al. proposed
Pri-WFL scheme [15] to encrypt the localization process with Paillier cryptosys-
tem. Though secure enough, the performance decreases in larger scenarios. Li
and Jung [16] designed a suite of privacy-preserving location query protocols to
balance the required privacy guarantee and computation overhead. In another
similar work, Shu et al. [26] employed information hiding and homomorphic
encryption techniques to design multi-lateral privacy-preserving localization pro-
tocols for three privacy levels. Other schemes, including k-anonymity [11,17,31]
and mix zones [4], employ pseudonyms to prevent server from tracking of user’s
real location or its long-term movements. Vu et al. [27] used locality-sensitive
hashing to partition the users into k-anonymous groups. There are four categories
in protection strategy of location privacy: (1) regulatory approaches, (2) privacy
policy based approaches, (3) anonymity based approaches, and (4) obfuscation
based approaches.

Most of these techniques require communication through a trusted third
intermediary, which may not be not practical in some real-life settings.

6 Conclusion and Future Work

In this work, we have proposed a privacy-preserving WiFi fingerprint-based local-
ization scheme employing oblivious transfer called OTPri. By employing obliv-
ious transfer in this scheme, the client can locally compute her location with
no need for transmission of the whole database. Meanwhile, the client only has
to expose a single AP id from its vicinity, moreover, the client cannot learn
anything other than her choices, thus preserving the client’s and server’s data
privacy. Through analysis, we have proved that this scheme guarantees fast local-
ization and small overhead while preserving both the privacy of server and clients
via oblivious transfer. Finally, experiments based on comprehensive dataset are
conducted to prove the effectiveness of the scheme, and the results show that
OTPri achieves a much better time performance and much less overhead com-
pared with PriWFL approach. Meanwhile, the experimental studies have shown
that OTPri achieves a similar performance compared with the PriWFL approach
in terms of precision.

We can investigate a few directions for our future work. First, there are other
efficient schemes for privacy-preserving indoor localization. Second, it would be
interesting if we expand the experiments to additional public facilities with WiFi
coverage, such as coffee shops, libraries, or grocery stores, to characterize and
measure the performance of the proposed scheme, and use different measure-
ments for location privacy, such as the one in [25].
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Abstract. With the availability of Smart Grid, disaggregation, i.e.
decomposing a whole electricity signal into its component appliances
has gotten more and more attentions. Now the solutions based on the
sparse coding, i.e. the supervised learning algorithm that belongs to Non-
Intrusive Load Monitoring (NILM) have developed a lot. But the accu-
racy and efficiency of these solutions are not very high, we propose a new
efficient sparse coding-based data-mining (ESCD) scheme in this paper
to achieve higher accuracy and efficiency. First, we propose a new cluster-
ing algorithm – Probability Based Double Clustering (PDBC) based on
Fast Search and Find of Density Peaks Clustering (FSFDP) algorithm,
which can cluster the device consumption features fast and efficiently.
Second, we propose a feature matching optimization algorithm – Max-
Min Pruning Matching (MMPM) algorithm which can make the feature
matching process to be real-time. Third, real experiments on a pub-
licly available energy data set REDD [1] demonstrate that our proposed
scheme achieves a for energy disaggregation. The average disaggregation
accuracy reaches 77% and the disaggregation time for every 20 data is
about 10 s.

Keywords: Smart Grid · Energy disaggregation · Sparse coding
Data mining

1 Introduction

Data mining is an efficient technique that shows the interesting patterns or
knowledge from huge amount of data. These patterns play an important role
in marketing, business, medical analysis, intrusion detection, and other applica-
tions where these patterns are of paramount importance for strategic decision
making [21].

In Smart Grid, Energy disaggregation, the task of separating the whole
energy signal of a residential, commercial, or industrial building into the energy
signals of individual appliances, is a kind of important data mining method for
energy-saving and by Energy disaggregation, we can disaggregate electricity con-
sumptions to infer what device is used, how often this device is used. If this data
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is used by the supplier, amount of advertising fees may be saved and they can
make a precise advertising for each family. They can even know which device
needs to be fixed [24,25].

Studies on energy disaggregation date back to about thirty years ago. The
early approaches look for sharp edges (corresponding to device on/off events)
in both the real and reactive power signals, and cluster devices according to
these changes in consumption [2–6]. A number of different directions has been
explored, [22,23] computing harmonics of steady-state power to determine more
complex device signatures, [24] analyzed the transient noise of a device circuit
when the device changes state. But now for costs and convenience more and more
researches focus on disaggregate electricity using low-frequency-resolution [7–9].
In this paper, we use a novel clustering algorithm based on sparse coding to
disaggregate electricity in low frequency data set.

In this paper, we propose a new scheme–ESCD to make Energy disaggrega-
tion. The main contributions are as follows:

1. In the scheme we first proposes a new clustering algorithm–Probability Based
Double Clustering (PBDC) based on Fast Search and Find of Density Peaks
Clustering (FSFDP) algorithm in energy disaggregation, which can cluster
the device consumption features fast and efficiently.

2. Our scheme proposes a feature matching optimization algorithm – Max-Min
Pruning Matching (MMPM) algorithm, without any constraint condition, our
algorithm can make the feature matching process to be real-time.

3. Experiments show that our scheme (ESCD) has a better Energy disaggre-
gation accuracy and real-time performance than the sparse-coding based
schemes before.

2 Related Work

The basic problem in this paper is energy disaggregation (the task of determining
the component appliance contributions from an aggregated electricity signal) [1].
The user’s behavior of electricity consumption can be obtained by energy dis-
aggregation, the solutions of which are varied. According to different types of
basic data sets, the solutions can be divided into two categories. The first is the
scheme based on the high frequency data [10–12], and the second is based on the
low frequency data [7–9,13–18]. The schemes based on the high frequency data
can obtain more accurate analysis results. But the hardware for data sampling is
very expensive. It requires one or more than one sensor per appliance to perform
Appliance Load Monitoring (ALM). Namely Intrusive Load Monitoring (ILM)
that is contrary to the issue studied in this paper. The scheme based on the
low frequency data just requires only a single meter for per house or a build-
ing, the scheme is called Non-Intrusive Load Monitoring (NILM). The NILM
schemes are divided into supervised [15–17] and unsupervised [7–9,18] disaggre-
gation algorithms. Most unsupervised disaggregation algorithms are developed
based on the HMM. They can have good results in estimating the total elec-
tricity consumption per device, while the analysis for the time-sharing of each
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device is not good compared to the supervised ones [26]. Most supervised dis-
aggregation algorithms are based on the sparse coding. For example, [16] uses a
data set provided by Plugwise which contains ten broad categories of electrical
devices from several houses. It models the entire signal of each device over a long
period of time, such as a week, as a sparse linear combination of the atoms of
an unknown dictionary [27]. However, the drawbacks of the algorithm are that
it requires a large training dataset to capture all possible times that the same
device may operate and the classification times cost too long. [15] uses the data
set REDD, it proposes a concept: powerlets – a small period time, the electricity
consumption of device measured by ‘powerlets’ and decoded by Dissimilarity-
based Sparse subset Selection (DS3) [19] algorithm. The scheme can achieve the
energy disaggregation accuracy of 72%, and the energy disaggregation speed is
about 15 s. It is an efficient and accurate scheme, but it requires a lot of con-
straints, which causes the bad effect on the actual effect of this scheme. We
propose a scheme in this paper, which improves the algorithm in [20]. We first
use FSFDP algorithm and propose a feature matching optimization algorithm –
max-min Pruning algorithm.

3 Preliminaries

We make a brief introduction to fast search and find of density peaks clustering
and sparse coding.

3.1 Fast Search and Find of Density Peaks Clustering (FSFDP)

Clustering algorithm is an effective tool for data mining. Specifically, clustering
analysis automatically groups things in the absence of category tag information.
Each packet is self-identifying and differentiated from other groups [28].

Fast search and find of density peaks Clustering is a clustering algorithm, it
is based on the idea that cluster centers are characterized by a higher density
than their neighbors, and by a relatively large distance from points with higher
densities. In FSFDP, the number of clusters arises intuitively, outliers are auto-
matically spotted and excluded from the analysis, and clusters are recognized
regardless of their shape and the dimensionality of the space in which they are
embedded [21].

Assume that the data set S = {xi}N
i=1, IS = {1, 2, . . . , N} to be clustered is

the corresponding set of indices, and dij represents the defined distance between
the data points xi and xj . For any data point xi in S, we can define two quantities
of ρi and δi, which are the two characteristics of the clustering center mentioned
above: local density and distance, respectively.

Local density ρi is calculated by two ways: Cut-off kernel or Gaussian kernel.
Cut-off kernel and Gaussian kernel are calculated by Eqs. 1 and 2:

ρi =
∑

j∈Is\{i}
χ(dij − dc)χ(x) =

{
1, x < 0;
0, x ≥ 0.

(1)
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ρi =
∑

j∈Is\{i}
e−(

dij
dc

)
2

(2)

The parameter dc > 0 is the cutoff distance and must be specified in advance.
ρi represents the number of data points in the S where the distance is less than
dc (regardless of the itself). In Gaussian kernel, the distance between the data
point j and i(dij < dc) is greater, the value of ρi is greater. The only difference is
that the cut-off kernel is a discrete value and the Gaussian kernel is a continuous
value, the probability of the latter is conflicting (i.e., the local density values of
the same data points with the same distance) are smaller.

We calculate the distance δi as follows:
Let {qi}N

i=1 be a descending order of {ρi}N
i=1, ρq1 ≥ ρq2 ≥ · · · ≥ ρqN .

δqi =

⎧
⎨

⎩

min
qj ,j

{dqiqj}, i ≥ 2;

max
j≥2

{dqiqj}, i = 1.
(3)

δi =

⎧
⎨

⎩

min
j∈Ii

s

{dij}, Ii
s �= Φ;

max
j∈Is

{dij}, Ii
s = Φ.

(4)

The set Ii
s = {k ∈ Is : ρk > ρi}, when xi has the maximum local density, δi

represents the distance between the data point and xi with the largest distance
from xi in S, otherwise δi represents the shortest distance that in all data points
with local density greater than xi. We can choose some appropriate value of ρi

and δi as critical value to cluster.

3.2 Sparse Coding

Sparse coding is a class of unsupervised methods for learning sets of over-
complete bases to represent data efficiently. The aim of sparse coding is to find
a set of basis vectors φi such that we can represent an input vector X as a linear
combination of these basis vectors [21]:

X =
k∑

i=1

aiφi (5)

We define sparsity as having few non-zero components or having few com-
ponents not close to zero. The requirement that our coefficients ai be sparse
means that given a input vector, we would like as few of our coefficients to be
far from zero as possible. The choice of sparsity as a desired characteristic of our
representation of the input data can be motivated by the observation that most
sensory data such as natural images may be described as the superposition of a
small number of atomic elements such as surfaces or edges. Other justifications
such as comparisons to the properties of the primary visual cortex have also
been advanced [22].
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We define the sparse coding cost function on a set of m input vectors as [23]:

min
a
(j)
i

φi

m∑

j=1

∥∥∥∥∥X(j) −
k∑

i=1

a(j)i φi

∥∥∥∥∥

2

+ λ
k∑

i=1

S(a(j)i ) (6)

where S(.) is a sparsity cost function which penalizes ai for being far from zero.
We can interpret the first term of the sparse coding objective as a reconstruction
term which tries to force the algorithm to provide a good representation of X
and the second term as a sparsity penalty which forces our representation of
X to be sparse. The constant λ is a scaling constant to determine the relative
importance of these two contributions [29].

Although the most direct measure of sparsity is the ‘L0’ norm (S(ai) =
1(|ai| > 0)), it is non-differentiable and difficult to optimize in general. In prac-
tice, common choices for the sparsity cost S(.) are the L1 penalty S(ai) = |ai|1
and the log penalty S(ai) = log(1 + a2

i ).
In addition, it is also possible to make the sparsity penalty arbitrarily small

by scaling down ai and scaling φi up by some large constant. To prevent this
from happening, we will constrain

∥∥φ2
∥∥ to be less than some constant C. The

full sparse coding cost function including our constraint on φ is

min
a
(j)
i

φi

m∑
j=1

∥∥∥∥X(j) −
k∑

i=1

a(j)i φi

∥∥∥∥
2

+ λ
k∑

i=1

S(a(j)i )

subject to ‖φ‖2 ≤ C,∀i = 1, . . . , k

(7)

4 Efficient Sparse Coding-Based Data-Mining (ESCD)
Scheme

In this section we propose a novel energy disaggregation scheme, ESCD Scheme.
Based on sparse coding, this is an efficient and fast scheme for energy disag-
gregation. First, we carry out a detailed description of the problem. We assume
that there are n electrical devices in a building, where xi(t) denotes the energy
signal of device i at time t. y(t) denotes the aggregate energy signal, recorded
by a smart meter, at time t. We can write

y (t) =
n∑

i=1

xi (t) (8)

Given only the whole power consumption y (t), the goal of energy disaggre-
gation is to recover the power signal of each of the appliances, i.e., to estimate
xi (t) for i ∈ {1, 2, 3, . . . ,n}. It is very difficult to solve the formula (8) because
xi (t) represents the i − th electricity consumption of the device at the time t,
and the electrical device is operated by the person. We can not judge the human
behaviour at time t that we can’t get xi (t).

In this paper, we model each electrical device with sparse coding. For every
i = 1, 2, 3, . . . , n, n, we learn a feature matrix from training set whose frequency



138 D. Wang et al.

is q Hz, Xi ∈ Rmi×Tw , Tw we call sliding window time represents a continuous
period of time from training time Ttr and Tw � Ttr. mi represents the number
of features in the i − th electrical device. If we have got enough features from
the i − th electrical device, we can use the approximation

Tw (xi (t)) ≈ Xiai (t) , Tw (xi (t))
=

(
xi (t) , xi

(
t + 1

q

)
, xi

(
t + 2 × 1

q

)
, . . . , xi (t + Tw)

) (9)

We call the vector Tw (xi (t)) sliding window, ai (t) is the activations of fea-
ture matrix Xi, ai (t) is sparse that contain mostly zero elements and only a
1 elements. We propose a matching algorithm to get the ai (t) so that we can
calculate Xiai (t) to get an approximate solution for each device. Our scheme
based on sparse coding is consist of two stages, learning feature matrix and
energy matching.

4.1 Learning Feature Matrix

We propose a Probability Based Double Clustering (PBDC) algorithm to learn-
ing each of the electrical devices feature matrix. As described above, the time
length of training data is Ttr, frequency is q Hz, there are (Ttr − Tw + 1) × q
sliding windows, for each sliding window, we have Tw ×q elements. Assume that
every sliding window is a data point Pi ∈ (1, (Ttr − Tw + 1) × q), after removing
the repeated points we get k unique points set Puniq and a vector representing
the repeat times of data points R = (r1, r2, r3, . . . , rk), we define the distance
between two point dij = ‖Pi − Pj‖ 2, the distance matrix D is a k × k scale
symmetric matrix with a diagonal of 0, D = {dij , i, j ∈ {1, 2, 3, . . . , k}}, PBDC
algorithm is based on FSFDP, the FSFDP algorithm needs to manually specify
the minimum value of ρ and δ to determine the boundary of the cluster that
to determine the number of clustering centres, this operation will lead to the
instability of the number of clustering centres and can not get the scheme to be
automated.

In this paper, the algorithm is improved by setting a upper limit of the
number m, when clustering we will compare the difference of m and the number
of clusters, and make a automatically correct until the number of clusters is
similar to m. In this improved algorithm, it is only necessary to specify the
upper limit of the number m of clustering centres before clustering instead of
manually specify the minimum value of ρ and δ during clustering. Therefore,
we can have an efficient clustering and the number of clustering centres can be
stabilized at a certain controllable value. Every clustering centre is an electrical
device feature, a controllable number of electrical device feature is necessary for
reduce the algorithm complexity of energy matching.

After first clustering, we find some problem, the clustering result is not what
we really want. According to the power consumption of electrical equipment and
the relationship between time, as shown in Fig. 1.
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Fig. 1. (a) and (b) are the electricity consumption of refrigerator and lighting.

Algorithm 1. Learning Feature Matrix
Input: Device training data set Dtr,

Sliding window size w,
The number of feature vector m.

Output: Device feature matrix X.
1. Compute Puniq and R from Dtr

2. Compute distance matrix D:
3. for i = 1, ..., size(R) do
4. for j = i, ..., size(R) do
5. dij = ‖Pi − Pj‖ 2

6. end for
7. end for
8. First Clustering: improved FSFDP(D,m/10)
9. Second Clustering:
10. for k = 1, ..., size(clusters) do
11. Ci = num(clusteri)/‖R‖1

12. improved FSFDP(Di,m ∗ Ci)
13. clustering result is collected to X
14.end for
15.retrun X

It is clear that after the first clustering, the centre point represents the larger
distance from the data points, and the result is just judged by the data value
difference, this will lead a result that some data points with small value is buried
in large. In fact, we need a more comprehensive clustering to make a second
clustering for improving this result.

In the second clustering, we need to do cluster for every clusters calculated
in the first clustering. And we set the number of cluster by the probability set C
that includes the probability Ci of each cluster. Considering the repeated points,
the probability Ci of each cluster can be calculated by formula 10 and 11.
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Ci =
num (Clusteri)∑k

i=1 ri

(10)

num (Clusteri) =
∑

ri, ri ∈ {Clusteri} (11)

Assume that we need about m features in each electrical device, we can set
the upper limit m × Ci for each cluster and clustering again. The algorithm
details describe in Algorithm 1.

4.2 Energy Matching

According to the first stage, we obtain the feature matrix of each device Xi, as
seen in formula (9), in this stage, we need to calculate ai (t). Considering the
constraint of ai (t) that ai (t) has only one element is 1 and other is 0.

Algorithm 2. MMPM algorithm
Input: Device feature matrix X1X2 . . . Xn

Test data Y .
Pruning threshold u

Output: Disaggregation result Ỹ1Ỹ2 . . . Ỹn

1. get the windows size w and each device feature numbers mi

2. while X1 �= NULL
3. get one feature vector form X1

4. compute the remainder energy Tw (y (t)) and argmax

5. if(argmax > µ||min(Tw (y (t))) + µ < 0)
6. break;
7. end if

8. overlay record the feature vector into Ỹ1

9. ...
10. while Xn �= NULL
11. get one feature vector form Xn

12. compute the remainder energy Tw (y (t)) and argmax

13. if(argmax > µ||min(Tw (y (t))) + µ < 0)
14. break;
15. end if

16. overlay record the feature vector into Ỹn

17. end while
18. ...
19.end while

In general, in order to get a globally optimal solution with n electrical devices,
if the number of feature matrix in each electrical device Xi is mi, the algorithm

complexity is O
(

n∏
i=1

mi

)
. We can find that the complexity of the algorithm

increases exponentially with each additional device, and the complexity of this
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algorithm is unacceptable. We need to do some algorithm optimization, consider
that n is a constant determined by the number of equipment and mi is the
number of electrical device feature, it will lead to a poor accuracy if we reduce
the mi. We propose a Max-Min Pruning Matching (MMPM) algorithm.

The purpose of the algorithm is to perform the pruning optimization of the
matching algorithm under the condition of guaranteeing the global optimum.
This optimization can be divided into two operations: minimum pruning and
maximum pruning, set the maximum pruning parameters for argmax, the prun-
ing threshold for μ. We first discuss the minimum pruning.

The goal of maximum pruning can make sure that we can get the global
optimal solution and end the loop as soon as possible when we get the global
optimal solution. To do this option, we should get the order j of the maximum
element in Tw (y (t)). And then sort in each feature matrix Xi, i ∈ {1, 2, 3 . . . , n}
by the j-th element in descending order, we set the maximum element of feature
matrix Xi in j-th column maxi. We calculate the maximum pruning parameters
as below

argmax = y (t + (j − 1) q) −
n∑

i=n−i

maxi (12)

When argmax > μ, it means that the argmax in remaining loop will large
than the pruning threshold, the remaining loop should be cutoff.

The goal of minimum pruning aids to cut the invalid loop when the sliding
windows vector is to small. In each loop, we get a remainder energy Tw (r (t))
which is the difference between total energy Tw (y (t)) and the upper loop, we
make a minimum pruning judgement condition

min (Tw (r (t))) + μ < 0 (13)

If this judgement condition is set up, that proves it the remaining loop will
make the min (Tw (r (t))) more and more small, we should cut off the remaining
invalid loop. The algorithm details describe in Algorithm 2.

5 Experiment Analysis

In this section, we evaluate our propose scheme on the real-world REDD data
set [1], a publicly available data set for electricity disaggregation. The data set
consists of power consumption signals from six different houses, where for each
house, the whole electricity consumption as well as electricity consumptions of
about twenty different devices are recorded. The signals from each house are
collected over a period of two weeks with a low frequency sampling rate of 1/3 Hz.
The House 5 data set is excluded because of its data contains very few fluctuation
that we could not extract enough features to do energy disaggregation.

In the experiment, in every house we use a month of recorded electricity
signals that include 5 important household appliances, one week for learning
feature matrix and the rest for energy matching. We set the size of feature matrix
as 20 × m that means the size of a feature vector is set to 20 and the numbers
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Fig. 2. (a) and (b) are the relationship of disaggregation accuracy and time with feature
vector numbers.

of feature vector is set to m. The size of feature vector too small or to large may
lead to a low performance because that a small size could cause excessive training
and a large size could confusion the features. In order to make a real-time energy
matching the numbers of feature vector m must be less than 100. With these
settings, we can get five feature matrix for five household appliances, it takes
about 10 s to perform energy matching on a temporal window. We compute the
disaggregation accuracy, similar to [1]:

accenergy matching = 1 −

∑
t∈ψ

M∑
i=1

∥∥∥Tw(xi(t)) − T̃w(xi(t))
∥∥∥
1

2
∑
t∈ψ

‖Tw(xi(t))‖1
(14)

where ψ = {1, Tw + 1, 2Tw + 1, . . .} and the 2 factor in the denominator comes
from the that the absolute value results in double counting errors. We compare
our method with the PED algorithm [15], FHMM algorithm (in its supervised
setting) [1] and a Simple Mean prediction algorithm, which estimates the total
consumption percentage of each device and predicts that the whole electricity
signal breaks down according to this percentage at all time.

Figure 2 shows the disaggregation accuracy and time of our algorithm for
different houses as a function of feature vector numbers m when size of a feature
vector is set to 20. Table 1 shows the disaggregation results for all the six houses
(exclude the House 5) in the REDD data set. Our algorithm performs better
than PED, FHMM and the naive Simple Mean on the data set, achieving about
5.4% higher accuracy overall. Figure 3 shows the actual and estimated energy
consumption obtained by our method for refrigerator and lighting in the House
1. Our scheme captures transients and different steady states in each device.
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Fig. 3. (a) and (b) the actual and estimated energy consumption obtained by ESCD
scheme for refrigerator and lighting in the House 1

Table 1. Energy disaggregation accuracies (%)

House 1 House 2 House 3 House 4 House 6 Average

Simple 41.4% 39.0% 46.7% 52.7% 33.7% 42.7%

FHMM 71.5% 59.6% 59.6% 69.0% 62.9% 64.5%

PED 81.6% 79.0% 61.8% 58.5% 79.1% 72.0%

ESCD 84.3% 82.7% 70.2% 71.0% 78.9% 77.4%

6 Conclusion

In this paper, we propose a new algorithm for energy disaggregation which con-
sists of the two steps of learning feature matrix of power consumption signatures
and a energy matching for disaggregation. To learn feature matrix, based on
FSFDP algorithm we propose the Probability Based Double Clustering (PBDC)
algorithm to learning each of the electrical devices feature matrix, the PBDC
algorithm can make a second clustering according to the first clustering points
distribution probability and ensure that the clustering can extract sufficient
feature vector and avoid excessive training. After we calculate feature matrix
of each devices, we propose a Max-Min Pruning Matching (MMPM) energy
matching algorithm for disaggregation. The MMPM algorithm can minimize
computational complexity make the disaggregation be a real-time calculation.
Our experiments are based on a real energy data set, we show that our scheme
provides promising results for energy disaggregation.
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Abstract. Today, with the presence of a large number of Man-In-
The-Middle (MITM) attacks, identity authentication plays an impor-
tant role in computer communication network. Series of authentication
protocols have been proposed to resist against MITM attacks. Due to
the lack of two-way certification between the client and the server,
an attack named Man-In-The-Middle-Script-In-The-Browser (MITM-
SITB) still works in most protocols. In order to protect against this kind
of attack, a Channel-ID based authentication protocol named Server-
Invariance-with-Strong-Client-Authentication (SISCA) is put forward.
This protocol can not support key update and execute inefficiently. To
solve this problem, we propose a Communication-Effectiveness-of-Web-
Authentication (CEWA) protocol. We design a new certification process
to make the protocol support key update, thus avoiding the risk of key
leaks. Simultaneously, We designed the key storage method to manage
the keys. We improve the efficiency of implementation. We also analyze
its security and the experimental analysis shows the better performance
of the efficiency than that in SISCA protocol.

Keywords: Man-In-The-Middle (MITM) Attack · TLS · Channel ID
Web authentication · Key update

1 Introduction

Web authentication becomes critical in computer communication network. Cur-
rently, attacks such as TLS Man-In-The-Middle (MITM) attack post a serious
threat to network communication security [1,18,21,24]. Therefore, it is necessary
to enable legitimate users to access authenticated server within the legal status
of the user.

Several research on web authentication has been proposed. Some protocols
strengthen client or server authentication to prevent attacks.
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Origin-Bound Certificates protocol is a fresh approach to strong client authen-
tication for the web and now people used to call it TLS Channel ID. The strength-
ening of client authentication enhances the entire web authentication [6].

Server Invariance with Strong Client Authentication (SISCA) is another pro-
tocol of web authentication. It enhanced the server authentication on the basis
of TLS Channel ID to against the TLS MITM attacks. SISCA can effectively
protect the protocol from attack, even if the attacker is able to successfully
impersonate the server [7].

However, the above protocols do not have a complete and effective defense for
web attacks. Some protocols have some imperfections that can be exploited by
attackers. Some protocols are difficult to implement because of complex designs.
Due to the realization of the method, some protocols will take up a lot of memory
space and have low efficiency. None of the protocols take into account the key
update problem.

In this paper, we present our scheme to solve the problems above. We sum-
marize our contributions as described below:

(1) We propose a Communication Effectiveness of Web Authentication (CEWA)
scheme, introduce its interaction process under basic model and cross-origin
communication model in detail. We show that how it prevents attacks by a
attack model and elaborate that how it supports key update.

(2) We formally give the security proof of the CEWA scheme through the secu-
rity analysis.

(3) We show the performance of CEWA scheme comparing with SISCA through
some experiments.

The rest of this paper is organized as follows. Section 2 introduces TLS chan-
nel ID, attack model and the process of SISCA. In Sect. 3, we propose the CEWA
scheme under basic model and cross origin communication model. In Sect. 4,
CEWA scheme is proved to be security by the security analysis. Section 5 gives
an exhibition of performances between CEWA and SISCA by some experiments.
Section 6 reviews the related work. Section 7 draws the conclusion.

2 Preliminaries

2.1 TLS Channel ID

With the extensive application of TLS protocol, network communication security
is guaranteed. However, attacks against the TLS protocol are still endless. The
presence of a man-in-the-middle attack poses a great challenge to the security
of the TLS protocol [2–5].

In the TLS Handshake phase, it is assumed that an attacker can hijack a TLS
session. When the client sends a ClientHello message to the server, the attacker
hijacks the message and fakes the server to send a ServerHello message to the
client and a forged certificate. Then the client passes the follow-up handshake
protocol to achieve the communication with the attacker. While the attacker
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fakes the client and establishes a TLS session with the legitimate server. In the
subsequent communication, the attacker can use the identity of its middleman to
steal, tamper and monitor the communication between the client and the server.

In order to solve the problem of such attacks, the Origin-Bound Certificates
(OBCs) protocol was proposed. The Origin-Bound Certificates protocol is a new
way to enhance web authentication, which is now known as the TLS Channel
ID(cidb) [7]. It enhances the Web authentication by enhancing client authenti-
cation.

Now we briefly introduce the TLS Channel ID handshake protocol. When
the client decides to establish a TLS session with the server using the cidb, the
client informs the server in the initial ClientHello message that the TLS-OBC
extension is used. If the server chooses to accept using cidb, it will respond in
the SeverHello message. Then the server sends a CertificateRequest message
to the client to indicate the type of certificate it supports (ECDSA, RSA, or
both) [22]. The cidb is a self-signed client certificate. When the client receives
a CertificateRequest message, the client checks that whether it has generated
cidb for this server. If this cidb already exist, the client sends this certificate
to the server through the client’s Certificate message. If the client links to the
server for the first time or there is no acceptable cidb, the client will generate the
corresponding cidb and send the certificate to the server through the Certificate
message.

After the TLS Channel ID handshake protocol is complete, the server asso-
ciates the client’s cidb with the client. When the subsequent TLS connections
are initiated for communication, the server will use the cidb to authenticate the
client. When an attacker fakes the client to create TLS sessions to the server,
the cidb for the attacker will tells the server that this client is not the same
client as it linked with before. Unless the attacker can still steal the private key
associated with the client cidb. Of course, this is difficult to achieve.

The TLS Channel ID is effective against some middleman attacks. However,
due to the lack of the client’s authentication for the server, TLS Channel ID will
not be able to resist its attack when the attacker can successfully simulate the
legitimate server for the client.

2.2 MITM Attack on Channel ID-Based Authentication

There are several MITM attacks exist in network communication, now we show
one of them. The attacker intercepts the information among the client and server
via the malicious script in the client’s browser. This attack is called Man-In-The-
Middle-Script-In-The-Browser (MITM-SITB) [8,9].

We assume that an attacker can successfully impersonate the legitimate
server that the client will access. There are two ways to achieve this effect. One
way is that the attacker has a legitimate certificate for the target server. It binds
the legal public key to its own server, and has the corresponding private key. We
ignore how the attacker gets the legitimate certificate. Due to the existence of the
key steal attack, or the server in the key management loopholes, such assump-
tions exist. The second method is based on the client’s awareness. The attacker
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did not get the legitimate server certificate or only get an invalid certificate. But
because the client ignores the browser’s security warning, the attacker can still
successfully imitate the server to the client. We know that in order to enrich the
Web application and improve the user experience, the Web server will send the
scripting code to the browser and JavaScript is more used. In addition, a browser
connects with a server, it can set up multiple TLS connections. Alternatively,
when the browser loads a web page, it need to set up TLS connections with
multiple servers. When a JavaScript loaded in the browser’s TLS connections is
allowed to execute, the malicious code will threaten the security of this browser
if this JavaScript is malicious.

Fig. 1. MITM attack on channel ID-based authentication

Figure 1 shows the detail steps how the attacker monitors information from
the communication between the client and the server. When the browser estab-
lishes a TLS session to the server, the attacker hijacks the connection so that
the browser is connected to the attacker’s server. After the connection is estab-
lished, the browser sends an HTTP request to the attacker’s server. Then the
attacker’s server sends a response message to the browser which contains a mali-
cious JavaScript. Because the browser recognizes the connected server is a legiti-
mate server, the malicious JavaScript will be executed by the browser. Then the
attacker releases the connection. When the browser finds that the connection is
broken, it will reestablish a new connection to the server for subsequent requests.
The attacker will not hijack the connection at this time. Then the browser con-
nects to the legitimate server and makes subsequent communications. Due to
the operation of malicious code in the browser, the communication between the
browser and the legitimate server will be attacked [1,7].
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2.3 Server Invariance with Strong Client Authentication

Server Invariance with Strong Client Authentication (SISCA) protocol is a Chan-
nel ID-based protocol [7]. When the browser establishes a TLS connection with
the server, the browser’s Channel ID is called cidb.

We now describe the server invariance protocol of SISCA in detail. This
protocol includes two phases, initialization and verification.

Figure 2 illustrates the protocol. Before the connection, the server does a
preparation work for the keys. It generates two keys ks1 and ks2. The keys are
called SISCA keys. The use of the keys will run through the entire protocol
process and will not leak. Accompanied by TLS connection, the client’s browser
will create a Channel ID cidb.

Fig. 2. Server invariance with strong client authentication

INITIALIZATION. In a browsing session, For the first time the client’s browser
establishes a TLS connection to the server, the initialization phase occurs.
Firstly, the browser creates a random number rb. Then it sends a request message
to the server. This message includes two members, <′Init′, rb> (‘Init’ is a string
constant). Secondly, when the server receives this message, it creates a random
number rs and computes these data which are called message authentication
tags as follows:

t1 = MAC(ks1,′ 1′|rb|rs|cidb) (1)

t2 = MAC(ks2,′ 2′|rb|rs|cidb) (2)

The numbers ‘1’ and ‘2’ in the MAC are strings constants. cidb is the Channel
ID created by the browser. Finally, the server sends a response message to the
browser. This message includes three members, <rs, t1, t2>. When the client’s
browser receives this message, it stores <rb, rs, t1, t2>. However, the server for-
gets <rb, rs, t1, t2, cidb>. It only stores the tow SISCA keys. After these pro-
cesses, the initialization phase is done.
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VERIFICATION. In the same browsing session, browser’s every subsequent TLS
connection to the server, the initialization phase occurs. Firstly, the browser
sends a request message to the server. It includes <′V erify′, rb, rs, t1> (‘Verify’
is a string constant). Secondly, When the server receives the request message, it
extracts the data from this message and checks if

t1
?=MAC(ks1,′ 1′|rb|rs|cidb) (3)

Because these two requests occur in one TLS session, cidb from two requests
are the same. If one attacker impersonates the client and intercepts the TLS
connection, the cidb is changed. The verification t1 must be not passed. Then
the server will close this session. This attack is failed. The verification will be
passed with no attack. Then the server computes

t2
′
= MAC(ks2,′ 2′|rb|rs|cidb) (4)

and sends a response message <t2
′
> to the browser. Finally, when the browser

receives the response message, it checks if t2
′ ?= t2. If the verification is passed,

the browser thinks that server invariance holds for this TLS connection.

2.4 SISCA Cross-Origin Communication

In today’s web applications, many websites perform cross-origin requests. In
order to solve the safety of SISCA in the cross-origin situation, the processes are
changed. This leads to a SISCA protocol for cross-origin as shown in Fig. 3.

This protocol also includes two phases, initialization and verification. As we
know, one client connects to different servers using different TLS Channel IDs.
Therefore, how to make the verification being passed across different servers is
the key to solve this problem.

The initialization phase is the same as it in SISCA. The client’s browser
creates a TLS connection with server1 using cidb. The cidb is different from it
in SISCA. It contains two keys, the public key pkb and the private key skb.

Fig. 3. SISCA cross-origin communication
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Now we tell the verification phase directly. When the connection is cross
to server2, server1 will share the SISCA keys to server2. A new TLS con-
nection is created between the client’s browser and server2, the browser uses
a new TLS Channel ID cid′

b which contains the public key pk′
b and the pri-

vate key sk′
b. Before the browser sends the request message, it signs cid′

b using
the private key skb from cidb. The signed data is called sig. Then the browser
sends <′V erify′, rb, rs, t1, sig, cidb> to server2. This means that the browser
tells server2 to verify using cidb. Before server2 makes the verification, it will
make sure the request message’s legality. server2 decrypts sig using pkb and
compares cid′

b from sig with cid′
b from the connection. If they are matched, it

means the browser owns both cidb and cid′
b and it is legitimate. Then server2

verifies t1 and computes t′2 using cidb. After receiving the request message with

t′2 from server2, the browser checks if t2
′ ?= t2.

Although SISCA can prevent MITM attack effectively, there are some secu-
rity problems in caching of static resources. As we know, in order to reduce
web page loading times, browser will cache static resources, such as scripts and
images [13]. This will bring SISCA security risks. MITM attacker will use these
static resources to do some of the attacks.

For example, when a browser plans to connect to a server, the attacker imper-
sonates the server and intercepts the TLS connection. During the execution of
the protocol, the attacker injects some static resources with malicious script
into the browser. After the browser disconnects from the attacker, the static
resources with malicious script in the browser will work in later processes. When
the browser connects to the server, it will invoke the static resources and the
malicious script in them will let the attacker monitor this communication.

To prevent this attack, SISICA let the browser make some changes in caching
static resources. The browser will use Entity Tags (ETags) [23] which contain
a cryptographic hash of the file when it caches static resources. Before uses the
static resources, the browser will check that whether the static resources are
the most recent version. The browser sends the ETags of the static resources
to the server and the server checks the version. If the version does not meet
the requirements, the browser will delete the static resources and the server will
returns a new version.

With the increase in the number of browser usage, the caching of static
resources will increase. Every time the browser uses the caching of static
resources, it will verify first. This will reduce the efficiency. Also SISCA don’t
support key update. The two keys ks1 and ks2 generated by the server during
the authentication phase remain unchanged. As the use of time increases, the
risk of key leakage increases [14–16]. This will undoubtedly increase the insecu-
rity. Every time before the browser uses the cached version of the file, it first
verifies that the local version matches the version of the server. We know that
one web page can caches lots of static resources. Browser frequent verification
will reduce efficiency.
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3 Communication Effectiveness of Web Authentication

3.1 The Vulnerability in SISCA

Due to the nonsupport key update, SISCA is flawed easily attacked by the attack-
ers described in MITM attack model. The attacker can successfully pass the
authentication when he gets the SISCA keys from the server. We introduce this
situation as follows. When the client plans to connect the server for the first
time. The attacker impersonates the server and lets the client connect with him.
The client generates a random number sends rb and sends initialization message
rb to the attacker. The attacker generates a random number rs and computes
the message authentication tags t1, t2 using the SISCA keys get from the server
and the cidb between attacker and client. Then he sends rs, t1, t2 and the mali-
cious script back to the client. Then the attacker lets the client connect to the
server using cross-origin communication and releases the connection. The client
considers the initialization phase to be completed. When starting the validation
phase, it uses the SISCA cross-origin communication process to communicate
with the server for the next validation communication. The client passes the
authentication on the server because that the attacker has the same SISCA keys
with the server. After the authentication phase, the client begins to communi-
cate with the server. The malicious script injected into the client starts working.
The attack is complete.

3.2 Communication Effectiveness of Web Authentication

We now describe the protocol of CEWA in detail. It is like a enhanced version
of SISCA. We present that how CEWA support key update at first. Then we
explain the problem of the storage of updated keys. Finally, we show the solution
to the problem of the efficiency of the resource cache.

Fig. 4. Communication effectiveness of web authentication (CEWA)
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Figure 4 illustrates the protocol. The same as SISCA, this server generates
two keys ks1 and ks2, and generates a time stamp TimeStamp1 to mark these
two keys. Now we call them CEWA keys.
INITIALIZATION. When the initialization phase begins, firstly, the browser
creates a random number rb. Then it sends a request message to the server.
This message includes two members, <′Init′, rb> (‘Init’ is a string constant).
Secondly, when the server receives this message, it creates a random number rs
and computes these data which are called message authentication tags as follows:

t1 = MAC(ks1,′ 1′|rb|rs|cidb) (1)

t2 = MAC(ks2,′ 2′|rb|rs|cidb) (2)

The numbers ‘1’ and ‘2’ in the MAC are strings constants. cidb is the
Channel ID created by the browser. Finally, the server sends a response mes-
sage to the browser. Different from SISCA, This message includes four mem-
bers, <rs, t1, t2, T imeStamp1>. When the client’s browser receives this mes-
sage, it stores <rb, rs, t1, t2, T imeStamp1>. The same way, the server forgets
<rb, rs, t1, t2, cidb>. It only stores the two CEWA keys as SISCA protocol. After
these processes, the initialization phase is done.

In one keys period, the CEWA keys don’t be changed. While when the keys
expired, the keys will be updated. The server generates two new keys ks′

1 and
ks′

2, and generates a new time stamp TimeStamp2 to mark these two keys.
However, the server don’t forget the old keys. It sets up a key list to store these
keys in turn. It will store some newest key groups and forget the oldest one. We
will introduce the way of key storage in later section.
VERIFICATION. When the verification phase takes place, the validation process
consists of two cases whether the CEWA keys are matched.

At first, the browser sends the verification message <′V erify′, rb, rs, t1,
T imeStamp1> to the server (‘Verify’ is a string constant). When the server
receives the verification message, he first checks whether the parameter TimeS-
tamp1 is matched to the time stamps in its time stamp list.

In the first case, if there is a time stamp in the list that is matched to
TimeStamp1 and TimeStamp1 is the newest one. Then, the verification process
is the same with that in SISCA. If TimeStamp1 is not the newest one, that means
the keys are updated, the server computes the following message authentication
tags:

t1
′
= MAC(ks1,′ 1′|rb|rs|cidb) (3)

t2
′
= MAC(ks2,′ 2′|rb|rs|cidb) (4)

The server checks if t1
′ ?=t1. If they don’t match, the server will send a alert

message to the browser and closes the session because it considers the client is
not legitimate. If they match, the server picks a new random number r′

s, and
computes the following message authentication tags:

t1” = MAC(ks1′,′ 1′|rb|rs′|cidb) (5)

t2” = MAC(ks2′,′ 2′|rb|rs′|cidb) (6)



Achieving Communication Effectiveness of Web Authentication Protocol 155

After the completion of the above work, the server sends a message to
the browser and forgets all of the parameters generated in the above pro-
cess except CEWA keys, this message includes these parameters: ‘Update’,
t′2, r′

s, t′′1 , t′′2 (‘Update’ is a string constant). We express this message as
<Update, t′2, r

′
s, t

′′
1 , t

′′
2 , T imeStamp2>. When receiving the update message, the

browser checks if t2
′ ?=t2 at first. If they don’t match, the browser closes

the session and wipes the caches because it considers the server is not legit-
imate. If they match, it means that the server invariance holds for this
TLS connection, The browser forgets <rs, t1, t2, T imeStamp1> and stores
<rb, r

′
s, t

′′
1 , t

′′
2 , T imeStamp2>.

In the second case, If the time stamp matching is not successful, the server
will send a alert message to the browser and closes the session because it considers
the client is not legitimate or the time stamp of the browser is out of date.

3.3 Cross-Origin Communication

The same with SISICA, CEWA has a Cross-Origin communication model, too.
This protocol also includes two phases, initialization and verification, as shown
in Fig. 5. The initialization phase is the same as it in CEWA. The client’s browser
creates a TLS connection with server1 using cidb which contains the public key
pkb and the private key skb.

Now we tell the verification phase. After server1 is cross to server2,
server1 shares the key list of the browser with server2. A new TLS chan-
nel ID cid′

b is produced when a new TLS connection between the client’s

Fig. 5. CEWA cross-origin communication



156 Z. Zhang et al.

browser and server2 occurs. The browser signs cid′
b using skb at the first

time, too. The signed data is called sig. Then it sends the request message
<′V erify′, rb, rs, t1, T imeStamp1, sig, cidb> to server2.

After server2 makes sure that the message’s legality sig and comparing cid′
b

from sig with cid′
b from the connection. If they are matched, they do the subse-

quent verification processes as CEWA.
We let the browser only do one initialization to the same server. After the

first time the browser initializes the server, the browser only verifies when the
browser initiates a session on the same server again. If the authentication passes,
the browser communicates directly with the server. If the server puts the browser
update, the browser will update the data, clear the cache, and re-authenticate
with the server. Else if the authentication does not pass, the browser will inter-
rupt the session, clear the cache and re-initialization with the server. This solves
the security damage caused by malicious caching.

3.4 Key Storage

With the constant update of the server’s CEWA keys, it is bound to generate
a series of keys. Some old keys will be used to authenticate the verification
messages so that they must be properly stored. With the increasing of the old
keys, the storage space will be filled if all of them are stored. So we design a
scheme for efficient keys storage.

As we know, the CEWA keys are the existence of groups. One group contains
three members: TimeStamp, ks1, ks2. So we set up a key list to store the keys
in groups. Taking into account the storage space problem, we set up a suitable
capacity for the key list. Working likes a queue, the key list stores the new keys
groups when the keys are updated and deletes the keys groups earliest when
the capacity is full. The keys renewal period will be based on the maximum
lifetime of js-cookie and the capacity will be set according to the size of memory
(Table 1).

Table 1. Key storage

Key List

TimeStamp1 Ks1, Ks2

TimeStamp2 K′
s1, K

′
s2

TimeStamp3 K′′
s1, K

′′
s2

... ...

4 Security Analysis

Theorem 1. If MAC is existentially unforgeable under an adapture chosen-
attack, the CEWA protocol with key update in single domain is secure to authen-
ticate client.
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Proof. Assure CEWA protocol with key update in single domain is not secure
to authenticate client. Assure the q(n)s CEWA sessions adversary run. There
exists adversary A that can impersonate server to communicate with client. If
so, we construct a simulation experiment to attack the MAC algorithm.

In message authentication experiment,

1. Generate a random key k.
2. We choose a random number Sr from 1 to q(n).
3. When A asks client and server to create a CEWA cession, we imitate client

and server execute the protocol as in Fig. 4, except that when s = Sr.
a. When A asks a client to generate the initial message, we generate a ran-

dom number rsb and send ′Init′, rb to A.
b. When A sends ′Init′, rAb to the server, we first generate two random

numbers rsb , rss and call the MAC oracle to compute the MAC for
(′1′|rsb |rs|cidb), and (′2′|rb|rs|cidb). After the MAC oracle responds two
MAC ts1 and ts2, send rss, t

s
1, t

s
2, T imeStamp1 to A.

c. When A sends rAs , t
A
1 , t

A
2 , T imeStamp1A to client and pass the verifi-

cation. We verify tA1
?= tS1 , t

A
2

?= tS2 . If they are the same, forward them
to client. Else if tA1 �= tS1 , output (′1′|rsb |rAs |cidb, t1). Else, output
(′2′|rsb |rBs |cidb, t2).

d. When A asks client to generate ‘Verify’ message, we send ′V erify′,
rsb , r

A
s , t

A
1 to A.

e. When A sends ′V erify′, rAb
′, rAs

′, tA1
′ to server, we check rAb

′ ?= rAb ,

rAs
′ ?= rs and tA1

′ ?= t1. If not, abort. Else, we generate a random number
rs

′, ts1
′′, ts2

′′. Then we rum two MAC oracles to compute MAC for mes-
sages (′1′|rAb |rs′|cidb) and (′2′|rAb |rs′|cidb) respectively. Finally, we send
′Update′, ts2, rs

′, ts1
′′, ts2

′′ to A.
f. When A sends ′Update′, tA2

′, rAs
′, tA1

′′, tA2
′′ to client, we verify the MAC

tA1
′′, and tA2

′′. If they pass, we check whether tA1
′′ ?= tS1

′′, tA2
′′ ?= tS2

′′. If
tA1

′′ = tS1
′′ and tA2

′′ = tS2
′′, we abort. Else if tA1

′′ �= tS1
′′, we output

(′1′|rAb |rAs /′|cidb, tA1 ′′). Else, we output (′2′|rAb |rAs ′|cidb, tA2 ′′).

The successful probability for us is Pr[we win] = 1
q(n) ∗ Pr[A wins]. Because if

A wins, there must exists a session such that tA1 �= tS1 or tA2 ! = tS2 or t
′′
1 �= tS1

′′

or tA2
′′ �= tS2

′′. When either of that occurs, we output a corresponding message
m and MAC t such that t is a valid tag of m, and m has not been asked in the
MAC oracle. Assure Pr[A wins] is e(k) which is a nonnegotiable function of k
since q(k) is a polynomial function of k, Pr[we win] is also nonnegotiable.

Theorem 2. If MAC is existentially unforgeable under an adapture chosen-
attack, the CEWA protocol with key update in cross domain is secure to authen-
ticate client.

Proof. The proof is similar with that in Theorem1 except the steps in Fig. 5.
We omit the details for space reason.
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5 Performance

We give an evaluation of CEWA protocol and measure the performance improve-
ment compared to SISCA. We use python standard library httplib and Base-
HTTPServer to implement CEWA and SISCA protocol. And we use 128-bit
random values (rb and rs), 256-bit keys(ks1 and ks2), HMAC-SHA256 for mes-
sage authentication code, 1024-bit RSA for signature. The key is rotated every
2 h. The server runs on a Dell personal computer which has a 3.30 GHz Intel
Core i5-4590 CPU, 8 GB of RAM running Win10 64bit. The client runs on a
Dell N430 notebook which has a 2.50 GHz Intel Core i5-2450M CPU, 6 GB of
RAM running Win8 64bit. The server and the client are connected through
the campus network. First we evaluate the performance improvement of CEWA
when accessing a website which has many static resources that can be cached. In
order to prevent resource poison attack, SISCA ignore the max-age parameter of
the static resources which can be cached and only use ETag to confirm that the
static resource is not modified or poisoned by attackers. On the contrary, CEWA
will take full advantage of max-age and ETag. Therefore, SISCA will perform an
addition communication with the server when requesting a static resource which
is already cached.

We set different numbers N of the static resources in an interval 10 and
analysis the time-consuming in single domain case and cross domain case. From
Fig. 6, we can see that SISCA cost more time than CEWA due to the additional
communications with the server, and in cross domain case, SISCA will perform
an addition signature-verify operation. CEWA use max-age parameter to learn
that there is no need to re-request the resource without communicating with
server. So no matter single domain or cross domain, CEWA use very short time.

Fig. 6. Time-consuming of requesting N static resources
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Next we evaluate the performance overhead when CEWA perform key update
operation. We compare the total time-consuming cost by N “Verify” operation
performed by SISCA and N “Verify Update” operation performed by CEWA.
For every ‘Verify Update’ operation, CEWA perform two more MAC calculation
than normal “Verify” operation. From Fig. 7, we can learn that both in single
domain case and cross domain case, CEWA just cost slightly more time that
SISCA.

Recall that “Verify Update” operation is performed only once at most per
TLS connection and not on every HTTP request/response. So the time overhead
of CEWA compared to SISCA is negligible.

Fig. 7. Time-consuming of N times verify and update operations

Finally, we evaluate the storage overhead of CEWA. In CEWA protocol, key
pairs in a recent period must be stored. The key pair contains two 256-bit keys
Ks1, Ks2 and a 32-bit timestamp. So every key pair occupy 132 Bytes memory
space. Considering we are using a 2-h key rotation frequency, key pairs stored
every day will occupy 816 Bytes memory space. In CEWA, we store key pairs of
at most 10 days, so the total storage overhead is about 8MB which is negligible
for a https server.

6 Related Work

A research on hardening web browsers to keep web authentication’s security is
context-sensitive certificate verification (CSCV). Due to the bad habits of the
user, the browser allows the user connect to the server despite the verification
failure. CSCV orders the browser to interrogate the user about the context in
which a certificate verification error occurs and give specific password warnings
when user is going to send password in an insecure way [10]. Obviously, it’s not
enough to just do some restrictions on the browser. We can’t make sure that
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every browser can be set up as required, and we need find a way to prevent by
study authentication process.

AUTHSCAN protocol tells another way for web authentication. It automat-
ically extracts the formal specifications of authentication protocols from their
implementations. Then, these specifications are directly checked for authentica-
tion and secrecy properties using off-the-shelf verification tools. It can automati-
cally confirm the candidate attacks generated by the verification tools and report
the true positives [11]. According to the analysis, the protocol is susceptible to
several MITM attacks by a web attacker. However, too many specifications of
the extraction will take up lots of cache, and checking for authentication every
time is bound to Influence efficiency.

In order to ensure the security of network communication, Netscape put for-
ward the SSL (Secure Sockets Layer) protocol to ensure that the data in network
communication process is not intercepted or steal in the mid-90s of last cen-
tury [1]. After continuous development, SSL protocol is updated to version 3.0.
SSL protocol is widely used in the authentication and data security transmission
between Web browser and server. Then it has become a de facto standard in the
Internet. In 1999, the Internet Engineering Task Force (IETF) standardized the
SSL protocol and renamed the Transport Layer Security (TLS). So the TLS pro-
tocol is actually a new version of the SSL protocol [17,19]. TLS consists of TLS
Record (TLS Record) and TLS Handshake protocol (TLS Handshake) two-tier
protocols [20]. The TLS handshake protocol handles the authentication of peer
users, using the public key and certificate at this level, negotiating the algo-
rithm and encrypting the actual data transmission key, which is performed on
the TLS record protocol. The TLS record protocol uses encryption keys negoti-
ated in the TLS handshake protocol in the encryption algorithm to provide data
privacy and consistency protection. With the emergence of a large number of
man-in-the-middle attacks, TLS has a lot of security risks.

Another study focuses on the client authentication is Origin-Bound Cer-
tificates protocol (TLS Channel ID). TLS Channel ID is a protocol of TLS
extension. It bounds certificates on both sides of TLS connects. To enhance the
security of the TLS protocol, Michael Dietz et al. designed a TLS extension to
protect against a large number of attacks by strengthening client authentication.
They modified the version of the TLS client certificate, called Origin-Bound Cer-
tificates (OBCs) [6] or TLS Channel IDs(cidb) [7]. When the browser and the
server establish the first TLS connection, it creates the cidb for the server. cidb
contain a private key and a public key. The server will authenticate the browser
by using the public key. When the browser again establishes a TLS connection
with the same server, it will use the same cidb. The server can identify that the
browser he connects again is the same one by cidb. The protocol allows much of
the existing infrastructure of the web to remain unchanged, while at the same
time strengthening client authentication considerably against a wide range of
attacks [6]. But without server authentication, TLS Channel ID cannot resists
the attacks, where the attacker is able to successfully impersonate the legitimate
server to the user.
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To resolve the problem, Nikolaos Karapanos et al. present a scheme called
Server Invariance with Strong Client Authentication (SISCA) which support
both client authentication and server authentication. In this scheme, when the
user intends to access target server, he must send init message to the server
at first. Then the server generate parameters due to the init message and send
the parameters to the user. When the user wants to access the same server, he
send verify message with the parameters to the server. Then the server generates
new parameters and check whether the parameters generated in two times are
the same and send the new parameters to the user. The user does the same
verification. After such a process, both user and server are verified [7]. But the
keys in parameters generation are not update. Initialization is too frequent, and
efficiency will be reduced.

7 Conclusion

In this paper, we introduced some web authentication protocol which are used
to resist TLS MITM attacks. We show how Channel ID-based authentication
still allows a MITM attacker to successfully impersonate the user. In order to
illustrate the solution to this problem, we describe a Channel ID-based authen-
tication with server invariance which is called SISCA. In the light of some prob-
lems of key update and efficiency in SISCA, we propose our solution, CEWA. We
detail the session process of this protocol to show that how it support key update
in a security way. The security analysis in this paper fully proves the security
of the protocol. At last, We show the better performance of this protocol than
that in SISCA through several experiments.
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Abstract. With the widespread use of mobile devices, mobile online
advertising is taking more and more market share. Cost per click and cost
per view are the most popular pricing modes in mobile internet adver-
tising, which take effective clicks or displaying duration as the charg-
ing basis. However, at the same time, ad fraud, which uses illegal and
invalid clicks to fraud advertisers in order to obtain unreasonable income,
become a serious problem. Most of the previous studies on click fraud
in website focused on network traffic data analysis. This makes them
cannot solve the placement fraud problem, which use invalid placement
to mislead user to click on it in mobile apps. In this paper, we propose
a joint crowdsourcing and data analyzing based placement click fraud
detection system. For the characteristic of placement fraud in mobile
apps, automatic processing cannot cover every possible fraud. To over-
come this, our report system provides a platform to find all possible
placement fraud through crowdsourcing. Report system has three main
services: a monitor service for monitoring user’s call; a layout service
for recording the screen; a data service for recording the backend data.
Because the placement fraud only appears when users use the apps, the
report system based on crowdsourcing can cover every possible placement
fraud. We implement our system in 10 tablets with 500 apps to evaluate
its effectiveness. Experiment result shows that our approach can record
enough data to analysis which app has placement fraud. What’s more,
our system can figure out some special placement fraud which pop ads
when user is using other apps. This placement fraud cannot be solved
through automatic method in previous studies.

Keywords: Placement fraud · Crowdsourcing · Data analyzing

1 Introduction

As a major economic driver in the Internet economy, online advertising has
become an indispensable part of all kind of internet content, such as website,
search engine and mobile apps. It uses the internet as intermediary to deliver
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ad to consumers. After the first online advertising originated in United States
in 1994, online advertising revenues has exceeded cable television advertising
revenues in 2011 [1], and reach 72.5$ billion which is twice as much as the
number in 2011 [2].

Mobile advertising is ad copy delivered through mobile devices such as smart-
phones, or tablets. For more mobile devices spread more widely with higher
screen resolutions and better performance, mobile advertising is growing rapidly
in recent years. Facebook reported that mobile advertising accounted for 84% of
its 2016 fourth-quarter revenue.

In mobile ad, the major charging model is cost per click (CPC). Publisher
charge the ad exchange platform for every click. However, studies found that
up to 43% of user clicks are fraudulent or accidental [3], meaning advertisers are
frequently wasting their budgets on clicks with low or non-existant conversion
rates.

Click fraud has been studied in the context of web advertising for a long time.
Metwally et al. [4,5] studied the advertisers duplicate clicks detection method,
and proposed a detection method corresponding correlation analysis in data min-
ing; Blundo [6] developed a web measuring system which is specifically for the
advertising on search engine site. It can make a judgement result of the adver-
tising enterprises which suffered click frauds. Immorlica et al. [7] used machine
learning algorithm which is based on user’s ad click activity to detect whether
the click is from real human or a botnet. Tuzhilin [8] mentioned that Google used
online filtering technology to filter click fraud, and gave a detailed explanation
on the short coming of this technology and difficulty when face to complicated
problem. Kantardzic et al. [9] developed a system CCFDP to do real-time detec-
tion of click fraud, namely in real-time click stream to detect. Costa et al. [10]
used clickable system called CAPTCHA proposed differentiation test to detect
human-computer click fraud, which belongs to authenticated Code mecha-
nism category, and the detection performance of using this method alone has
limitation.

Several recent studies have pointed out that internet advertising in apps on
mobile devices (such as smart-phones and tablets) is also plague by different
types of frauds. In 2013, it is considered that mobile apps advertisers lose nearly
1 billion dollars which is 12% of the mobile ad budget due to click fraud [11].
Mobile apps publishers are also incented to commit advertising frauds since ad
exchange platform pay them based on cost per thousand impression pricing mode
[4], cost per click pricing mode, or more commonly, based on the combinations
of both pricing mode. Bot-driven ad frauds have been studied recently [12,13],
but placement frauds in mobile apps have not received much attention.

Liu et al. [14] proposed a system named DECAF to detect placement fraud
in mobile apps before the click fraud occurs. DECAF is based on a software
named Monkey which is used to get the frame of the app. It can be viewed as
traversal on a state-transition graph which from one state to the next state based
on UI inputs such as clicking, swiping and scrolling. Then it analysis the frame
UI structure to find if it has potential to cause placement fraud. This work can
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intensively process many apps in the server before the app come to customers.
However, it does not have high accuracy. For some FPS game in mobile devices,
Monkey cannot get every UI frame of it. Therefore, it is hard to detect if there
is a placement fraud in the game.

Crussell et al. [15] proposed a system to detect click fraud in mobile apps.
It analyses every app’s UI and build a request tree to analysis whether the
request tree is normal or have some illegal content which can trigger click fraud.
Besides it also analysis the web package to find if there is click fraud. So, similar
to the Liu’s work, this method is also intensively processing app in one place
automatically, which cannot catch every UI frame for some large apps. Dave’s
work [16] suits for both mobile and non-mobile which have not concerned the
characteristic of mobile devices.

In this paper, we propose a report system to detect and report placement
fraud through crowd sourcing. Based on the characteristics of the mobile apps
placement fraud, the report system can take screen capture of the current app,
and figure out where is the placement fraud by user’s drawing on the screen
capture. At the same time, the system can collect the data package, and analysis
it to get the information of the app which has the placement fraud. We implement
our report system on 10 tablets with more than 500 mobile apps to test our
report system, and analysis the data we collected. The result shows that our
system is effective, and can figure out some special placement fraud that never
be mentioned in previous studies.
Our contributions are summarized as follows:

– Compare to the previous studies on automatically detecting click fraud in
mobile apps, our system can recall almost every placement fraud based on
crowdsourcing.

– We implement the report system and evaluate its performance which perfectly
demonstrates its effectiveness in real-world environment.

– We analysis the data collected from real-world experiment, result shows the
effect of our system and some feature of apps and placement fraud.

The remainder of this paper is organized as follows: In Sect. 2, some back-
ground, motivation and challenge will be provided. In Sect. 3, we will present the
design and implement detail of the report system. In Sect. 4, we will evaluation
the performance of our report system. In Sect. 5, a conclusion about our work is
given.

2 Background, Motivation and Challenge

2.1 Background

Similar with the traditional media, a typical mobile advertising model is com-
posed by three roles involved advertiser, ad exchange and publisher. Publisher is
the owner of the apps on mobile phone. Advertisers are those who want to post
their ad online, and willing pay for it. Ad exchange provides a platform for bring-
ing the publisher and advertiser together to negotiate and transact ad. When
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users use the apps on the mobile phone with an empty ad slot, the publisher will
send an ad request to the ad exchange which it previously embedded the apps.
When the ad exchange receiving the ad request, it will choose a set of ad which
may be chosen according to some user’s profile. Then the ad exchange will ask
the advertisers of selected ad for a bid. In response, advertisers will send their
bids back to the ad exchange, which is the amount of money they will pay for dis-
playing their ads on that empty slot on app. Once receive the bids, ad exchange
will conduct an auction to choose the winner to deliver to the publisher. Then,
the publisher will display the ads on the ad plot. When the ad is displayed to
user, the publisher will charge the ad exchange or advertiser according to some
evaluation method, such as cost per click (CPC) or cost per view (CPV). For
CPC model, the number of clicking is regarded as the measurement of charging.
When click on ad, ad exchange platform will think this click is attracted by ad
showed to user, and give a reward to publisher. For CPV model, which is similar
to CPC model, the duration of displaying the ad is regarded as the measurement.
Therefore, the more ads publishers show in the apps, the more revenue they get
(Fig. 1).

Fig. 1. Mobile advertising model.

To be fair to advertisers, ad exchange platform usually imposes strict guide-
lines on how should publisher place ad slot in their apps. Google AdMobs terms
dictate that “Ads should not be placed very close to or underneath buttons or
any other object which users may accidentally click while interacting with your
app and Ads should not be placed in areas where users will randomly click or
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place their fingers on the screen” [17]. Similarly, Microsoft Mobile Advertising
stipulates that a publisher must not edit, resize, modify, filter, obscure, hide,
make transparent, or reorder any advertising and must not “include any Ad
Inventory or display any ads ... that includes materials or links to materials
that are unlawful (including the sale of counterfeit goods or copyright piracy),
obscene, ...” [18]. However, for getting more reward, some publishers still place
the ad slot at a special location which can mislead user to click on it to send
a meaningless clicking to ad exchange platform, or place the ad slot at obscure
position to make it display all the time without user’s attention. To avoid the
inspection of ad exchange platform, they can make the ad appears at anytime
and anywhere.

2.2 Motivation and Challenge

The ad exchange is an important carrier of internet adverting, and the number
of them is growing at an alarming rate. Therefore, in the internet advertising,
integrity is very important to every ad exchange platform. The proliferation of
fraudulent clicks makes the ad exchange platform of confidence level declined
which lead to advertiser declining, and decreasing the revenue of the platform.
Reliability declining will push advertiser switch to other ad exchange platforms.
For all ad exchange platforms, reliability declining will reduce the number of net-
work advertising. Furthermore, it will damage the online marketing and threat
internet advertising industry. Such fraudulent clicks need an effective strategy
to prevent to guarantee the benefit of all parties. What’s more, these fraud with
uncomfortable location not only cause an unintentional click, but also always
interrupt the browsing or gaming which will do great harm user experience.
Correcting this phenomenon will bring more comfortable use experience, reduce
the hazard caused by an unintentional and unexpected click.

Placement fraud in mobile apps is not bot-driven, the clicking behavior is
done by real users which do not act like a botnet. Main method of previous
studies on placement fraud in mobile app is analysis layout structure or UI
structure in a centralized way. They can just detect those placement frauds
which violate the guidelines of ad exchange platform with a static location. For
the types of placement fraud which may appear at anytime and anywhere, these
methods can not cover every situation.

Therefore, to solve the placement fraud, there are two challenges need to be
considered:

– Different with the bot-driven fraud, it manipulates visual layouts of ad to
trigger ad impressions and unintentional clicks when a real user is using the
app. Because clicking behavior is done by real users, it is hard to figure it out
with feature analysis.

– The ad slot may appear at any time during user use the apps. Therefore, it is
hard to catch every fraud when it appears to user by centralized automated
processing.
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3 System Design and Implementation

To solve these challenges, we propose a report system based on crowdsourcing. In
this section, we will first present the goal of our system. Then we will introduce
the system design of the report system. Finally, some details of implementation
are introduced.

3.1 Goals

The place where fraud happened should be recorded firstly, when the fraud
happened. Then, we need to record the fraud in detail for reporting the fraud
to advertiser and ad exchange platform. What’s more, responding the user’s
call should be considered in the system. To achieve the above goals we need to
accomplish the following functions to record fraud information:

– Capture screen capture.
– Figure out the placement fraud.
– Record the fraud information.
– Be called in anytime.
– Be called whatever the foreground apps are.

3.2 System Design

Our report system is divided into two parts to achieve our designed goals. One
part is used to store the data when fraud happened which include screen capture
and data recording service; the other part is monitoring user’s call to make the
report system can response the user in anytime. To store the data, the system
consists of two services. One is an interactive part named layout service which
need user do some operation to catch screenshot and figure out the where is
the placement fraud. Almost all operation of this service is about frame layout.
Another part is a backstage part named data service which do not need any user
operation. It is used to record the real-time apps information and store it when
the layout part is called. These two parts will save data in a same name with
different types. The layout service starts when user calls, and the data service
starts together with monitor service when the report system starts.

The Fig. 2 shows the system structure. The Fig. 3 shows our system work
flow. When the report system starts, data service and layout service will start
together to wait a user call. When user calls the report system, Layout service
will take the screen capture, and display it to user. At the same time, the data
service will store the recorded information. Then, user can figure out where is the
placement fraud, and store the screen capture and data together. Report system
will package these data to send it to server. The following part will introduce
the detail of two service.
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Fig. 2. Structure of report system.

Monitor Service. The Monitor service need to answer user call at anytime,
anywhere. When the user wants to activate the report system to record the
placement fraud, the monitor service should respond it immediately. It means
that the service must be in long-term active. Apparently, a long-term compli-
cated service will take many system resources. To save the system resource, we
just need a small long-term service for monitoring and waiting for the user call.
This small service is not complicated. It just need to invoke the layout service
when the user calls the report system without any other operation. According to
the android system, a service class suits for the small service. There is another
reason to choose a service as monitor instead of starting up a new app when user
calls report system. Starting a new app is slow than invoke function from ser-
vice. If we want to reduce the complexity of the interaction operation of report
system, a rapid reaction speed is essential. What’s more, start a new app need
a third-party entrance for convenient and fast start it. It may complicate the
report system.

Beside the long-term monitoring, we should provide a interface to call the
service. As we said before, we do not want a third-part app to support a conve-
nient and fast entrance, but we need to find a way to call the service in anytime,
in any apps. There are two potential choice to active the service: gesture and
notification. For the gesture way, the gesture we chosen to active the service
may be similar to some gestures of other apps, the conflict problem is hard to be
solved. Therefore, we use notification bar. The notification bar can be pulled out
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Fig. 3. System work flow.

in anytime in any apps after android 4.X system. We can make a notification in
the bar. Then it will appear after the notification bar is pulled out. Same as the
monitor service, this notification bar also takes very small system resource.

Layout Service. The major part of layout service is screen capture. Android
system support the screen capture function. Pressing power key and volume
down key at the same time will take a current screen capture. Android as a
open source system should provide the screen shot API. We just need to put
the take screen capture method into the monitor service as invoke key. When
we invoke the screen capture method, it will take a screen capture and save it
into memory. The screen capture named after timestamp. Then we need to load
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the screen capture and let user to figure out the placement fraud. The figure out
function can be supported by drawing service.

When the placement fraud place is figured, the new picture with placement
fraud information will cover old screen shot file, save in storage named with
timestamp. When this layout service finished, the monitor service starts is wait-
ing for the next call.

Information Service. The information service does not need user’s operation.
All its functions are linked with layout service. Once layout service starts to
save original screen capture, the information service records the current system
information at the same time.

Our purpose is reporting apps with placement fraud to ad exchange platform.
Therefore, the apps name and package name of the app which has placement
fraud are essential, the ad plot embedded in the system is belong to which ad
exchange platform, and the ad displayed is from which advertiser. Therefore, the
information we need to know is clear:current app, ad provider, and advertiser.

Compare to the ad exchanger and advertiser, the app statues are easy to
get. The app is running in the android system, which uses linux core. The worst
case is getting apps information in a linux-like way. But consider many other
android process manager app. The process information is not so hard to get.
What we need is a root authority. Actually, android system provide method to
get the foreground app information about process ID, app name and so on. But
there is another problem. We need to save the system information at the same
time with the layout service is called. At that time, the foreground app is screen
capture and drawing part which is all the report system but not the app which
is user used before. What we can get is just the running app, it is not easy to
get which app is in foreground just second ago. Moreover, we cannot let the
information services wait for the layout service finished. That cannot guarantee
the correlation between the two records and the two services. So far, we can just
get the running apps list, and need more experiment to get the foreground app.

Ad exchange platform and advertiser information are more difficult to get,
we cannot operate apps inside like android system. There is no any port to some
specific information of all apps. But we can get another thing from system but
generated by the app which is TCP package. Since the publisher need send an
ad request to ad exchange platform, the IP information is store in the TCP
package. We want to use this internet information corresponding with process
information to infer the ad exchange platform information.

3.3 Implementation Details

Our System is implement on the Android system. All the test and development
are focus on android apps. In report system, three services need to be implement
in Android system.

Monitor Service. As we mentioned above, monitor service need is implemented
as a notification bar (Fig. 4).
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Fig. 4. Report in notification bar.

Layout Service. Android is a core based on Linux and open source. But
Android system also have some hidden or set the permissions of the framework
APIs which brings me a big problem in the system implementation.

To implement report system, we should solve the two import function: screen
shot and drawing. Unfortunately, the screen shot API “ScreenShot” is hidden.
Developer cannot use the API in the regular Android SDK because the SDK
didn’t compile the API. To solve the problem, we found three feasible method
at first:

– Build a SDK by ourselves.
– Build our system in the source code.
– Because android is linux core, linux shell command “screencap” is also work.

The first two methods need AOSP (Android open source project) source code
to achieve full compile. The last two methods need an extra system authority
which make them as a system app. There are two methods to get the authority:
compile it in source code, or sign the app with key while both key and sign
app are from source code. As a result, first two methods need android source
code. What’s more, these two methods are highly depends on the android system
version that we used to develop the report system. When we change it to another
android system, the ScreenCap API is totally changed. Even if we compile our
project in the source code, the screen cap is still invalid. Only one way to make
it valid is to change the source code of Screen Cap API and rebuild the system.
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We tried several times but failed. It is a little bit difficult to debug the whole
android source code by myself in a short time. Finally, we chose the third method,
run linux command with root authority by android function. Drawing part is
just use Bitmap method to load screen capture, put the bitmap to a canvas,
drawing on canvas, and save canvas to a bitmap.

Data Service. In Data Service, we need to store the app information which
include fore ground app’s name, package name, tcp package. For the app name,
android system provides api to get the running processes’ name and ID. The
running processes list in time order which can apparently show the last used
apps. For TCP package, we use tcpdump to monitor the TCP package and store
the data recurrently.

4 Evaluation

In this section, we implement our system and evaluate the performance of our
report system.

4.1 Methodology

We implement the report system in Android 6.0 system on 10 devices. 5 of them
are Nexus 7-I, and another 5 of them are Nexus 7-II. To evaluate our report
system generally, we collect more than 500 apps, and install all of them on the
devices in 10 or 11 batches. Because of the different performance of these two
types of devices, the number of apps installed on it are different. Table 1 shows
all types apps we install on the 10 devices.

4.2 Experiment Result

We employed 10 users to use these apps with our report system in three months,
and collected 520 reports which include 509 valid reports and 11 invalid reports.

Table 2 show the reports data of different apps on different devices. The report
rate here is defined as total ÷ (Nexus7I ∗ 5 + Nexus7II ∗ 5). It is clear that
placement frauds are happened more frequently in game than the other apps.
37.2% game apps have 60.1% reports, and the total report rate is three times of
the other apps report rate. The travel apps have least report rate. The apps of
this type are all about booking, ticketing, map service and some other service like
this, which are only provided by large enterprise whose reputation are higher.
Therefore, their apps have less illegal behaviors. The other two types with less
report rate are Office and System which need more complicated technology to
develop. It induces to higher violation cost to use placement fraud to get revenue.
In games, the racing game has the least report rate, where business, simulator
and chess games have relatively higher report rate. It is because these games
have less cost of development which induces less violation cost. In summary, the
higher the cost of development, the less the probability of violating the rules.
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Table 1. Applications installed on devices

Type Total Nexus7-I Nexus7-II

Office 55 55 55

Theme 42 42 42

Travel 44 43 43

Shooting 56 51 53

Life 50 48 49

System 44 42 43

Audio 40 39 40

Information 39 37 39

Total 370 357 364

Game Action 25 19 25

Acting 25 21 25

Business 27 22 27

Simulator 29 16 29

Chess 28 20 27

Racing 33 21 32

Sports 26 23 25

Leisure 26 19 26

Total 219 161 216

Total 589 518 580

Figure 5 shows the number of report collected from 10 users. The light-blue
denote Nexus 7-I, where the darkblue denotes Nexus7-II. According to the result,
different device influences is little. Since the apps for the 10 users are same, Fig. 5
shows that for different people, the tolerances of placement fraud are different.
For those people who dislike ad, they may report the apps when ad appears
in apps. For those who do not care the ad, they may report the app when the
placement fraud really disturbs their normal usage of the app. Therefore, in these
509 available reports, 185 apps are reported as placement fraud. Figure 6 shows
the times of applications are reported. 81 apps are reported only once, 32 apps are
reported twice. However, due to the difference of the two kinds of devices, some
apps cannot be install on Nexus7-I. According the report result, 27 reported
apps cannot be install on Nexus7-I. Because, the users with different type of
devices behave similarly, we can simply assume the report times of Nexus7-I is
same as Nexus7-II. Then, the report data is updated as follow:

Figure 7 and Table 3 show the result after adding the Nexus7-I’s report. The
trend of the result is similar to the before with a little increase.

In the experiment, every app is installed once for every user. However, in
the report result, 3 apps which are reported more than 10 times, 2 of them
are reported more than 20 times. To find the reason that induces these three
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Table 2. Reports of different apps on different devices

Type Total Nexus7-I Nexus7-II Report rate

Office 26 18 8 4.73%

Theme 27 10 17 6.43%

Travel 7 3 4 1.63%

Shooting 42 20 22 8.08%

Life 37 27 10 7.63%

System 9 1 8 2.12%

Audio 29 12 17 7.34%

Information 26 12 14 6.84%

Total 203 103 100 5.63%

Game Action 42 24 18 19.09%

Acting 18 10 8 7.83%

Business 62 35 27 26.12%

Simulator 60 34 26 26.67%

Chess 56 34 22 23.83%

Racing 11 6 5 4.15%

Sports 25 14 11 10.42%

Leisure 32 21 11 14.22%

Total 306 178 128 16.34%

Total 509 281 228 9.31%

anomalies, we analysis the original report of these three apps. The screen capture
structure of all these three apps are similar: an advertisement on the top of
screen with an app under it. The difference is the apps which are under the ad
are totally different. The name we recorded in report is not same as the one
beneath the ad. After we installed these apps, we found the reason. The ad is
not embedded in the app when the ad appears. It belongs to some other app
which is installed before. The ad does not appear during that app is running
foreground, just appears when the other app starts. This is a new placement
fraud which are really disturb user experience, and cannot be found by some
automatic detection mechanism.

Besides these, we also record the internet information when placement fraud
happened. But when we analyze the collected reports, we cannot match the
internet information with fraud app appropriately. We do not have enough infor-
mation to determine which ad exchange platform is used when fraud occurred.
The privacy protection of mobile advertising is good.
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Fig. 5. Reports from different user. (Color figure online)

Fig. 6. Report times of apps.
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Fig. 7. Report times after emendation.

Table 3. Reports of different apps on different devices

Type Total Nexus7-I Nexus7-II Report rate

Office 26 18 8 4.73%

Theme 27 10 17 6.73%

Travel 7 3 4 1.63%

Shooting 42 22 22 8.27%

Life 39 29 10 7.84%

System 9 1 8 2.12%

Audio 30 13 17 7.59%

Information 28 14 14 7.37%

Total 210 110 100 5.77%

Game Action 49 31 18 22.27%

Acting 18 10 8 7.83%

Business 82 55 27 33.47%

Simulator 69 43 26 30.67%

Chess 63 41 22 26.81%

Racing 15 10 5 5.66%

Sports 26 15 11 10.83%

Leisure 36 25 11 16.00%

Total 358 230 128 18.94%

Total 568 340 228 10.29%
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5 Conclusion

In this paper, we propose a report system can record and report the placement
fraud in mobile app. Compared with previous studies, our system based on
crowdsourcing instead of intensively operation with automatic program. The
report system can record the screen capture and the apps information when
placement fraud occurred. Our evaluation results have shown that the report
system can detect some special placement fraud that cannot be find in automatic
detection.
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Abstract. As the basis of vehicle ad hoc networks, the method of for-
warding data is one of the most important parts which ensures the sta-
bility and efficiency of network communication. However, the high-speed
mobile vehicle nodes cause frequent changes of network topology and dis-
connections of network links, casting a big challenge to the performance
of network data delivery. Data forwarding methods based on the prior
knowledge of vehicle’s trajectory are difficult to adapt to the changing
vehicle trajectory in real world applications, while getting destination
vehicles’ positions in broadcast way are extremely costly. To solve the
above problems, we have proposed an association state based optimized
data forwarding method (ASODF) with the assistance of low loaded
road side units (RSU). The proposed method maps the urban road net-
work into a directed graph, utilizes the carry-forward mechanism and
decomposes the data transmission into decision-making data forwarding
at intersections and data delivery on roads. The vehicles carried data
combine the destination nodes locations obtained by low loaded road
side units and their locations into association states, and the association
state optimization problem is formalized as a Reinforcement Learning
problem with Markov Decision Process (MDP). We utilized the value
iteration scheme to figure out the delay-optimal policy, which is further
used to forward data packets to obtain the best delay of data transmis-
sion. Experiments based on a real vehicle trajectory data set demonstrate
the effectiveness of our model ASODF.

1 Introduction

With the improvement of the vehicle information technology and the devel-
opment of the wireless communications technology, Vehicular Ad-hoc Network
(VANET) has developed rapidly. VANET is a self-organizing network which
is specially designed for inter-vehicle communication based on Mobile Ad-hoc
Network (MANET). The communication in VANET can be divided into three
types, including vehicle to vehicle (V2V), vehicle to infrastructure (V2I) and
infrastructure to vehicle (I2V). The core of Vehicular Network is the speed and
efficiency and the security of data transmission in the network which consist
of vehicles and road side units. However, the characteristics of large amount of
nodes and quickly movement of nodes make it difficult to use the effective routing
c© Springer Nature Singapore Pte Ltd. 2018
L. Zhu and S. Zhong (Eds.): MSN 2017, CCIS 747, pp. 180–194, 2018.
https://doi.org/10.1007/978-981-10-8890-2_13
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protocol algorithms in Internet and wireless sensor networks, e.g., literature [1]
proposed secure cell relay routing protocol, and also including some exists key
management schemes in wireless sensor network [2], e.g, Du et al. proposed some
key management schemes [3,4]. And some other exists work for the problems of
wireless sensor network elaborated in literature [5] and the time synchronization
scheme proposed in literature [6] also can’t be applied in VANETs. Additionally,
network performance is critical to the data transmission mechanism, due to that
the performance of network are influenced by many factors, including instability
and uncertainty of the channel quality. Therefore, some particular methods have
been proposed to solve these problems.

The exists work of data transmission in Vehicular Network can be divided into
three types. First is methods based on topology. This type of methods can also
be divided into two subtype: Proactive and Reactive. Destination Sequenced
Distance Vector (DSDV) [7] and Optimized Link State Routing protocol
(OLSR) [8] are two classical Proactive methods. These type of methods have a
obvious disadvantages is that the node needs to update the routing information
at any time, which consumes a lot of bandwidth. Dynamic Source Routing
(DSR) [9] and Ad hoc on Demand Distance Vector routing (AODV)
are two reactive methods. But due to the use of broadcast mode, DSR has a
poor scalability which is not suitable for such a large-scale mobile network ad
hoc networks. AODV can suitable for large-scale network, but it still has some
problem, e.g., larger network overhead and expired routing problem.

Second, since VANET has the characteristic of frequent changes in its topol-
ogy, it is very difficult for network nodes to set up and maintain a stable rout-
ing table. Therefore, topology-based data transmission schemes are not suitable
for vehicular networking. With the popularization of GPS equipment, the data
transmission method based on geographic location has been proposed. Greedy
Perimeter Stateless Routing (GPSR) [10] and Geographic source rout-
ing (GSR) [11] are two methods based on geographic location. GPSR uses a
greedy model to transmission data which has a locally optimal problem. GSR is
different to these model whose nodes are able to randomly move, it utilizes the
fact that vehicle can only drive on road. So data transmission can only occurs
at a intersection. The GSR does not take into account the real-time traffic con-
ditions in the road network and may result in a lack of connectivity due to too
few vehicles on the road sections selected at the intersection.

Third, due to the frequent disconnection of network links in vehicular ad
hoc networks and the inability to establish end-to-end routing of source nodes
to destination nodes, researchers creatively introduced the mechanism of tol-
erates time-delay networks and opportunistic networks into vehicular network,
proposed a data transmission scheme based on store-and-forward and carry-
forward mechanism. Static Node Assisted Adaptive Routing (SADV) [12]
and Vehicle Assisted Data Delivery (VADD) [13] are two methods based on
Store and Forward mechanism. SADV deploys static nodes at intersections, i.e.,
roadside units (RSU), to aid in the transmission of data. SADV draws on the
VADD’s section delay model and the optimal path selection. SADV utilizes the
store-and-forward and carry-forward mechanism, which make it be a efficient
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data routing solution. However, The need to deploy infrastructure at each inter-
section makes SADV unsuitable for large-scale network environments. VADD is
a method that proposed for sparse environment. First, VADD extracts a delay
model from real vehicle trajectory data. Then VADD calculates the total delay
of packets from the current intersection to the destination node through the
adjacent crossroads according to the delay model. Finally VADD ranks the total
delay to select the optimal routing.

Fourth, the model based on store-and-forward and carry-forward mechanism
is a good solution to the problem of link disconnection caused by sparse vehi-
cles. But they are still do not take the road restrictions and human behavior
patterns caused by a certain trajectory of the vehicle into consideration. There-
fore, the models based on vehicle trajectory are proposed. These models can
be divided into two types. One is the models in which the vehicles’ trajectory
is fixed in advance. Another is models based on trajectory prediction. Anchor
based Street and Traffic Aware Routing (A-STAR) [14], Geographical
Opportunistic Routing (GeOpps) [15] and Mobile Gateway based For-
warding (MGF) [16] are several models with fixed trajectory. The vehicle nodes
in A-STAR model will choose the route with high connectivity, which will cause
too heavy or even congestion. GeOpps can obtain the fixed trajectory of the
vehicle node through the navigation system, and utilize the trajectory informa-
tion to send packets to vehicles close to the destination node selectively. But due
to too much dependency of trajectory, it is limited to the navigation system and
driver’s driving habits. MGF only use bus to transmission data which makes
it only available on buses. Different to the above model, Trajectory-Based
Data Forwarding (TBD) [17], Trajectory-based Statistical Forwarding
(TSF) [18], Shared-Trajectory-based Data Forwarding Scheme (STDFS)
[19], Trajectory Improves Data Delivery in Vehicular Networks (Tra-
jectory) [20] and Delay-Optimal Data Forwarding (OVDF) [21] are several
models with trajectory prediction. However, TBD and TSF only suitable for
some certain situations. STDFS is not very reliable due to overdependence on
the trajectory. OVDF also assists data transmission with the aid of bus fixed
tracks. The Trajectory model adopt Markov Chain to do trajectory prediction,
it is a efficient model.

Last, the models based on road side units (RSU) are another type of scheme
of data transmission in vehicular network, including the above models of TBD,
TSF, MGF, SADV, STDFS, OVDF. ROAMER [22] further used RSU to trans-
mit data with the dependence of wired backbone network which is contrary to
the concept of VANET transmit data from vehicle node, and this model has high
requirements to RSU.

In summary, there are two problems: (1) data forwarding models based on
the prior knowledge of vehicle trajectory assumptions are difficult to adapt to
changing vehicle trajectories in real-world applications, (2) whereas broadcast
network based approaches has a large network overhead when obtaining destina-
tion vehicle’s positions. Inspired by the exists work, we proposed an association
state based optimal data forwarding model (ASODF) to solve the above problem.
Our model is a mixed model which include V2I and V2V data transmission.
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2 Background

In this section, we give a brief review of Markov Decision Process and it’s value
based methods.

2.1 Markov Decision Process

Markov Decision Process (MDP) is an optimal decision process based on
the Markov process theory for stochastic dynamical systems. It is widely used
to solve the sequential problems that need to make the best decisions at all
stages [23]. A sequential decision problem with known environment dynamics is
usually formalized as a MDP, which is characterized by a 5-tuple 〈S,A, T,R, γ〉,
where S is the set of states and is non-empty, A is the set of actions and is also
non-empty, T : S × A → Π(S) is the transition function, it gives the probability
of the next state when an agent execute a action a ∈ A at state s ∈ S, where
Π(S) represent the set of probability distribution on S, R represent the Reward
function, it give the immediate reward when an agent execute a action at ∈ A
at state st ∈ S and the state transit to state st+1 ∈ S, then the reward is
Rt = R(st, at, st+1), γ is the discount factor to calculate the expected reward.
MDP based on Markov Property, i.e., no post-efficiency. That means that the
transition function T (st, at, st+1) is depends only upon the present state, whereas
has no relate with past other state, i.e., T (st, at, st+1) = P (st+1|st, at). The goal
to solve a MDP question is obtain a optimal policy π, which gives the best
decision of all state when an agent is making a decision, so that the agent can
get most rewards finally.

When the original state is s0 of an agent1, agent will select and execute an
action a0, then the environment will transit to next state s1, and agent will select
and execute an action again, until it arrive terminal state. And the model will
gives a optimal policy π when it converged through iteration. The policy give
the optimal action of a state, i.e., a = π(s).

Value function is always used to evaluate a policy. Value function also been
called cumulative discount rewards, it gives a estimation of an agent will get
finally from current state st, i.e.,

V π(st) = Eπ[R(st) + γR(st+1) + γ2R(st + 2) + · · · ] (1)

We can easily transform it to a simple form according to Bellman Equation,

V π(st) = R(st, at, st+1) + γ
∑

p(st+1|st, at)V π(st+1) (2)

The optimal policy should be the policy which can gives the decisions to get
most cumulative reward from each state. So, the most reward of each state si is:

V ∗(si) = R(si, ai, sj) + max
π

∑

j∈S

p(sj |si, ai)V ∗(sj) (3)

1 MDP assume that agent can get true state of environment, i.e., sagent = senv.
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So the optimal policy from state si to terminal state is:

π∗(si) = arg max
ai

∑
p(sj |si, ai)V (sj) (4)

The methods of solve MDP to get a optimal solution including value iteration
and policy iteration and other linear programming methods. In this paper, we
will use value iteration methods to solve MDP problem. The process of Value
Iteration shows in literature [24].

2.2 Data Delivery on Road

Carry-forward mechanism over is a good way to overcome the shortcomings of
frequent disconnection of VANET links, which are widely used in data transmis-
sion research of vehicular network. The carry-forward mechanism of data delivery
model on road is shown in Fig. 1. When there are vehicles in the communication
of the vehicle carried data and the vehicle is closer to next intersection than
current vehicle, then select and delivery these data to the vehicle closest to next
intersection. If no vehicle, then the vehicle will continue carry the data. This
is a greedy model, i.e., select the best vehicle of current situation, so that data
package can be delivery to next intersection with fastest speed and the minimum
number of forward. Since the transmission process is composed with vehicle store
and wireless forward, the delay of data transmission is affected by two factors,
one is the vehicle density, and another is vehicle wireless device communication
range. Learn from literature [13], we use ρij represent the density of road eij , R
represent the radius of wireless communication range. VADD assume that the
distribution of distance of two vehicle meet the exponential distribution with
parameter 1/ρij . So, the delay dij on the road eij is:

Fig. 1. Data delivery on road

dij = (1 − e−R·ρij )
lijc

R
+ e−R·ρij

lij
vij

(5)

Where lij represent the distance of road eij , c indicate the time needed to
delivery data to next hop, vij represent the average speed on the road eij . These
parameters can be obtained through the use of GPS devices by road traffic
statistics or analysis of historical trajectory data.
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2.3 Association State of Tag Game

Different to the exists application of MDP in data transmission, the state in
MDP used in our paper is association state learn from Tag Game [25]. There are
two roles in Tag Game, robot and opponent, The process is that the robot keeps
chasing opponent until the robot catches up with opponent, which is shown in
Fig. 2.

Fig. 2. Tag Game

Tag Game can be see as a Partially Observable MDP task, in which state
are composed of the positions of robot and opponent, i.e., association state.
The set of state of robot is {s0, · · · , s29}, the set of state of opponent is
{s0, · · · , s29, stagged}, the association state is s = {Robot,Opponent}. The robot
will execute one action of the set North, South,West, East, Tag, and then robot
will get a immediate reward. When robot and opponent are in the same box,
i.e., Opponent = stagged, then robot will catch up opponent and get the highest
reward and game over.

3 Association State Based Data Forwarding Model

MDP has widely used to solve sequential decision-making tasks. Since the vehi-
cle carrying data will meet other vehicles with different probabilities, the data
forward in VANET can be formed to a Sequential decision making problem. We
can consider the process of transmitting a data from source node to destination
vehicle as the robot chasing the opponent in Tag Game, i.e., the data package
chasing the destination vehicle and the vehicle carrying data are keep changing.
In this section, we will form this problem to a MDP task.

3.1 Association State

Association State is the core of getting the position of destination vehicle dynam-
ically and forwarding data optimally. With the use of association state, we can
add the position information of destination vehicle to the MDP model and opti-
mize the network delay of data transmission dynamically.
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In our model, we use the current intersection as the current vehicle’s state.
So the association state consists of the intersection of source vehicle and the
intersection of destination vehicle. When the source vehicle node obtains the
intersection information of the destination vehicle node, the low-load roadside
unit and its wired backbone-assisted communication are utilized. We assume
that each vehicle will register information on the roadside unit when it enter the
coverage area of roadside unit of a intersection. Once the roadside unit detects
the destination vehicle node, the intersection information will be transmitted to
the roadside unit closest to the source vehicle node through the roadside unit
backbone network. Then, the position information of destination vehicle node
will be transmitted to the source vehicle node so that it can get the current
association state. Due to the use of the roadside unit backbone network, the time
delay can be ignored. The next state is also a necessary condition for solving a
MDP problem.

In our model, the information of destination vehicle including speed, position,
direction and etc. We can also obtain the next intersection of the current vehicle
when it has not enter the coverage of the next intersection yet through the this
information. Therefore, we can get the next association state.

3.2 Decision-Making of Association State

As we has described the transmission on road section, we will show the process
of data transmission at a intersection. We will give priorities on the directions
which is shown in Fig. 3 according to a fixed policy like VADD [13], where 1
represent the best direction to transmit data, 2 represent the second optimal
direction, etc. We will select the optimal direction, i.e., priority is 1. It will
transmission data when there is a vehicle in that direction, or will check if it is
driving in this direction, if so then don’t forward to another vehicle, if not then
will select vehicle in the second optimal direction, and etc.

At intersection i, decisions (actions) can be formed as a vector set U(i), where
π1

i π2
i π3

i · · · πmi
i ∈ E is all mi road sections connected with intersection i and the

order indicates the priority. Our goals is to select the best decision (action) from
set U(i) to transmit data at current intersection.

Fig. 3. The decision making of a intersection
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3.3 Transition Probability

We use P (s, πi, s
′
) represent the transition probability, where state s consist of

the intersections of source vehicle and destination vehicle. So P (s, πi, s
′
) is consist

of two parts, the transition probability of source vehicle P (srct, πi, srct+1) and
the transition probability of destination vehicle turn to the next intersection
P (dest, dest+1).

Assume that the current intersection is i and the policy is πi, Pij(πi) =
P (srct, πi, srct+1) represent the probability that the data be transmitted to next
intersection j along the road eij where srct = i, srct+1 = j.

(1) Computation of P(srct, πi, srct+1). We define three probability events:

• A represent the event that a vehicle has not met a vehicle which is heading
to a road section with a higher priority than road segment eij .

• B represent the event that a vehicle met a vehicle which is drive to the road eij

at intersection i and the vehicle itself doesn’t drive to a road whose direction
has a higher priority that eij .

• C represent the event that a vehicle drive to the road eij .

With the above definition, we can derive the probability of Pij(πi):

p(srct, πi, srct+1) = Pij(πi)
= P [A ∩ (B ∪ C)]
= P (A) × P (B ∪ C)
= P (A) × [P (B) + P (C) − P (B|C)P (C)]

= [
∏

eik∈HP eij(πi)

(1 − pik)]

× [pij × (1 −
∑

eik∈HPeij(πi)

p
′
ik) + p

′
ij − pij × p

′
ij ]

(6)

where P (A) indicate the probability that event A occurred, HPeij(πi) represent
the set of roads that have a higher priority that road eij . pij represent the
probability that a vehicle drive from intersection i to intersection j, p

′
ij represent

the probability that a vehicle meet other vehicles which drive from intersection
i to road eij . In our model, we set pij = #num(i → j)

#num(i) , where #num(i → j)
is the number of vehicles drive to intersection j when it is at intersection i,
#num(i) is the number of all vehicles reach intersection i. And we set p

′
ij =

#nummet(i → j)
#nummet(i) , where #nummet(i → j) is the number of vehicles that the vehicle

met at intersection i and drive to intersection j, #nummet(i) is the number of
all vehicles that the vehicle met at intersection i.

(2) Computation of P(dest, dest+1). In our model, we set P (dest, dest+1) =
#num(dest → dest+1)

#num(dest)
, where #num(dest → dest+1) is the number of vehicles

that reach intersection i at time t and reach intersection j at time t + 1, and
#num(dest) is the number of all vehicles reach intersection i at time t.
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So the complete association state transition probability P (s, πi, s
′
) of a carrier

vehicle reached intersection i at time t is:

P (s, πi, s
′
) = P (st+1 = s|at = π, st = s

′
)

= P ((src, des)t+1|πi, (src, des)t)
= P (srct, πi, srct+1) ∗ P (dest, dest+1)
= Pij(πi) ∗ P (dest, dest + 1)

(7)

3.4 Model Derivation

Network time delay is an important indicator of VANET performance. Its value
is the accumulation of time delays on the roads that the data package passed,
which is corresponds to the composition of the value function in MDP. So we
use the time delay as MDP reward.

Fig. 4. The Markov Decision Process at state s

Assume that there are four adjacent state at state s, then the transition
model from state s is shown in Fig. 4. The Ds(π) represent the value function
from state s, i.e., the estimated total time delay from the source vehicle which
is at state s. So Ds(π) can be formed as:

Ds(πs) =
∑

s′∈N(s)

P (s, πs, s
′
) × [R(s, πs, s

′
) + D

′
s(π)] (8)
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= Ps,s1 × (R(s, πs, s1) + Ds1(πs))
+ Ps,s2 × (R(s, πs, s2) + Ds2(πs))
+ Ps,s3 × (R(s, πs, s3) + Ds3(πs))
+ Ps,s4 × (R(s, πs, s4) + Ds4(πs))

(9)

The our goal is to minimize the total time delay, i.e.,

min
π

Ds(π),∀s (10)

And the optimal policy we will get is:

π∗ = 〈π∗
s ,∀s ∈ S〉 (11)

The reward R(s, πi, s
′
) we will get is derived as:

R(s, πi, s
′
) = R((srct, dest), πi, (srct+1, dest+1)) (12)

=
1
2
(dsrct+1,srct

+ ddest+1,dest
) (13)

3.5 Algorithm

Since our model is still a standard MDP model, we can use the standard Value
Iteration to solve this question. The Algorithm is shown in Algorithm1.

Algorithm 1. ASODF:Association State based Optimal Data Forwarding
model
Input: Initial the Values of all state to D0, max iteration τ and threshold θ.
Output: The optimal policy π∗ = 〈π∗

s , ∀s ∈ S〉 and the corresponding expected time
delay D∗

s (π∗)
1: initial g0 = 0 and d0 = 0; Local: k = 0
2: repeat
3: Dk+1

s =
∑

s
′ ∈N(s) T (s, πs, s

′
) × (ds,s

′ + Dk+1

s
′ )

4: πk+1
s = arg minπs∈∩(s)

∑
s

′ ∈N(s) T (s, πs, s
′
) × (ds,s

′ + Dk
s

′ )
5: k = k + 1
6: until maxs∈S ‖Dk

s − Dk−1
s ‖ < θork > τ

7: π∗
s = π∗

s , π∗ = 〈π∗
s , ∀s ∈ S〉

8: return π∗, D∗
s (π∗)

4 Experiments

In this section, we will describe our experiments in detail.
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4.1 DataSet

In order to make the experimental results more real and convincing, we run
experiments on a real vehicle data set of SUVnet of Shanghai [26]. It include
5000 taxis and buses’ trajectories data, and we only use the part of taxis’ data.

We preprocessed the data set, including:

• Clean the data, including remove duplicate data and error data.
• Repair drift data based on road structure.
• Since the taxi data recorded an average of every 30 s, we interpolated the

discontinuous trajectory data and error trajectory data.

4.2 Experiment Settings

We select about 2700 taxis as our object vehicles. In our experiments, we ran-
domly select 200 vehicles as our the source vehicle and the destination vehicles
to transmit data. We assume that each data package is the same size. And some
hyper parameters are shown in Table 1.

Table 1. Parameter setting of experiments

Parameters Values (range)

Wireless transmission range 200m

The number of experimental vehicles 300 to 2700

θ 0.001

τ 1000

The number of vehicles carried data 200

Time difference to the next intersection 10 s

Time to live (TTL) 1 h, 2 h, 3 h

4.3 Experiment Result Analysis

We compared our model ASODF with OVDF-P, which is one of models of OVDF.
In OVDF, a data package is successfully be transmitted when it is be transmit
to a road side unit and we changed this setting. In our experiments, a data is
transmitted successfully when it is transmitted to a moving vehicles.

The results is of average delivery ratio and average delay is shown in Fig. 5(a)
and (b) respectively.

The results shown in Fig. 5(a) demonstrate that our model has a high delivery
ratio when the number of vehicles are the same, i.e., the density of vehicles is
same. And a obvious conclusion is that both model’s average delivery ratio will
increase with the increase of the number of vehicles. Fig. 5(b) shows that our
model has a low delay when the number of vehicles is small, i.e, our model are
better when the vehicles in network is sparse. and both the model will have a
similar results with the increase of the vehicles.
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(a) Results of average delivery ratio

(b) Results of average delay

Fig. 5. POMDP to MDP generalization performance

Table 2. Comparison of average delivery ratio

Vehicle number ASODF (s) OVDF (s) Improvement

300 0.52 0.47 10.64%

600 0.61 0.56 8.93%

900 0.69 0.63 9.52%

1200 0.78 0.73 6.85%

1500 0.83 0.79 5.06%

1800 0.87 0.85 2.35%

2100 0.90 0.88 2.27%

2400 0.91 0.89 2.25%

2700 0.92 0.90 2.22%
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Table 3. Comparison of average delay

Vehicle number ASODF OVDF Improvement

300 250 290 13.79%

600 230 250 8.71%

900 200 220 9.09%

1200 140 170 17.65%

1500 120 145 17.24%

1800 100 110 9.10%

2100 90 95 5.26%

2400 88 90 2.52%

2700 86 89 3.37%

The result of comparing two models is shown in Tables 2 and 3. Table 2
shows that with the increase of vehicles, the improvement of our model compare
to OVDF tend to a small value of 2.22%. The reason is that with the increase of
vehicle density, fewer and fewer vehicle communication links are disconnected,
and more and more data packets are transmitted by wireless, the improvement
is gradually reduced. And Table 3 shows that the average delay improvement is
13.79% at a low vehicle density. In summary, that our model are better that
OVDF, particularly at a low vehicle density.

5 Conclusion

In this paper, we proposed an association state based optimal data forwarding
model (ASODF) to improve the data delivery ratio and decrease the delivery
delay in VANET. Our model formed the data forwarding to a reinforcement
learning tasks and use standard value iteration method to solve it. And Exper-
iments show that our model can get a high delivery ratio and a lower delay,
particularly, our model can do better in deal with sparse environment in VANET.
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Abstract. As the fast-paced market of smart phones, navigation appli-
cation is becoming more popular especially when traveling to a new
place. As a key function, shortest path recommendation enables a user
routing efficiently in an unfamiliar place. However, the source and desti-
nation are always critical private information. They can be used to infer
a user’s personal life. Sharing such information with an app may raise
severe privacy concerns.

In this paper, we propose a practical navigation system that pre-
serves user’s privacy while achieving practical shortest path recommen-
dation. The proposed system is based on graph encryption schemes that
enable privacy assured approximate shortest path queries on large-scale
encrypted graphs. We first leverage a data structure called a distance ora-
cle to create sketch information, and we further add path information
to the data structure and design three structured encryption schemes.
The first scheme is based on oblivious storage. The second scheme takes
advantage of the latest cryptographic techniques to find the minimal dis-
tance and achieves optimal communication complexity. The third scheme
adopts homomorphic encryption scheme and achieves efficient commu-
nication overhead and computation overhead on the client side. We also
evaluated our construction. The results show that the computation over-
head and communication overhead are reasonable and practical.

Keywords: Private navigation · Distance oracle · Oblivious storage
PIR · Homomorphic computation

1 Introduction

As the prosperity of smart phone, location based services (LBS) are becoming
very common and useful. It makes our life very convenient especially when trav-
eling to a new place. The most obvious reason is that there is always a built-in
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GPS in a smart phone. At the same time, the current smart phone is very pow-
erful in displaying, computation and communication with a powerful processor,
large memory, and storage.

However, LBS application also introduces severe privacy concerns [10,14].
Location information can be used to infer users’ context and analyze users’
movement patterns [8].

Navigation is one of the most popular LBS applications. The client sends
the origin and the destination to the LBS server. The server responds with the
shortest path or the fastest route. The user follows the route and the location
information provided by the GPS to the destination. The origin and the destina-
tion here are more critical. For they introduce same privacy concerns above, may
be associated with the user’s personal plan [19], and more and more users con-
cern their location privacy, privacy preserving navigation services have attracted
much attention. However, there may be many challenges to build up a privacy
preserving navigation system. Firstly, any path query which includes the origin
and destination may disclose users’ privacy. The pair of origin and destination
may be personally identifiable [19]. For example, when the destination is a hospi-
tal, it may be very severe private information for the user. The second challenge is
about how to compute the shortest path privately and efficiently. It is very com-
putation intensive for computing shortest path on large graphs using breadth
first search or Dijkstra’s algorithm directly. Especially when considering both
privacy and users’ experience, the efficiency is very critical. The third challenge
is how to respond privately to the users. Any plaintext information about the
path will disclose the users’ location privacy.

Anonymity and obfuscation techniques are common strategies. And there are
some previous schemes based on anonymity and obfuscation have been proposed
to preserve users’ privacy [14,19]. However they always need a trusted third
party between the user and the server.

In this paper, we propose a new privacy preserving path recommendation sys-
tem for navigation based on private approximate queries. Our work is inspired by
the latest work about graph encryption scheme based on searchable symmetric
encryption (SSE) [9]. Their work is based on distance oracle [4] and SSE. How-
ever, their work may be not suitable for privacy preserving navigation. Firstly,
the scheme only responds the shortest distance and the corresponding path is
not known. In addition, simply adding path information in their structure, their
computation may be not work. Secondly, their schemes don’t protect access pat-
tern. Whereas in privacy preserving navigation, the access pattern may be used
to infer users’ the source, destination, and other personal information and will
cause severe information leakage.

The contributions are summarized as follows:

1. We propose three privacy preserving shortest path query schemes based on
approximate distance/path oracle. To the best of our knowledge, this is the
first navigation system based on approximate shortest path query.

2. The proposed schemes leverage the sketch structure. One is based on oblivious
storage (OS) and the other is based on computational PIR. The third is based
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on PIR and homomorphic encryption which enables computing the shortest
path on the server side and achieving minimum computation cost on the client
side and communication overhead. We leverage these latest crypto techniques
to retrieve the sketches privately.

3. Our schemes can support large scale datasets. We evaluate our system by
using real road dataset. The results show that our system provides reasonable
latency, computation over head and communication overhead.

The rest of the paper is organized as follows. Section 2 describes the related
work. Section 3 presents the problem statement, the adversary model and some
preliminaries. Section 4 introduces the path oracle, the scheme based on obliv-
ious storage, the scheme based on computational PIR, the scheme based on
PIR and homomorphic computation on the server side, and security analysis.
Section 5 presents our concrete experiments, evaluation, further consideration,
and optimization. Section 6 concludes the whole work.

2 Related Work

Privacy Preserving Shortest Path Computation. Some general work is
about privacy preserving shortest path computation which is based on graph
theory [11,18,20]. For example, Wu et al. [18] proposed to compress the next-
hop routing matrices in networks such as city street maps, use symmetric PIR
for indexes retrieval, and leverage garbled circuits and affine encodings for inner
product evaluation. However, the scheme needs to construct a database with
N2 records which will consume large space when n is too large. Xie et al. [20]
introduced a scheme based on oblivious storage and KD-tree partition. Moura-
tidis et al. [11] leveraged the hardware-aided PIR protocol and proposed two
schemes. However, both of the preprocessing overhead and auxiliary space are
unacceptable.

Privacy Preserving Shortest Distance/Path Query. Besides, there are also
some schemes based on privacy preserving shortest distance/path query [9,16].
Meng et al. [9] presented three schemes based on distance oracle and struc-
tured encryption which are adaptively semantically-secure with reasonable leak-
age functions. Although we leverage the notion of distance oracle to build our sys-
tem, our scheme can return approximate shortest path. And their constructions
return only distance without path information and their constructions can’t be
applied in our construction directly. Simply adding path information may destroy
the computation structure. And the most important is that their scheme can’t
protect the access pattern of the sketches which may reveal the source or the
destination information. And the information is very critical for privacy pre-
serving shortest path query and navigation. Wang et al. [16] proposed SecGDB,
a secure Graph DataBase encryption scheme. SecGDB supports exact shortest
distance/path query. However, the amortized time complexity is based on query
history which is stored on the remote server to act as a caching resource. It
may take several tens of minutes for a query without history. This is due to the
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auxiliary computation overhead introduced by implementing a secure Dijkstra’s
algorithm which is based on additively homomorphic encryption and garbled
circuits. In addition, the scheme introduces a third party which doesn’t collude
with the server.

3 Problem Statement and Preliminaries

3.1 Problem Statement

Here, we formulate the main component of the navigation as the shortest path
recommendation problem. Namely, the client holds the origin/source and the
destination. It sends the request to the service provider. The service provider
holds the map information including the topology.

Formally, the client holds the nodes pair (s, d) as the origin/source and des-
tination. The service provider holds the graph information corresponding to the
map G = (V,E). Here, V is the node set of the graph, E is the edge set of the
graph, s ∈ V and d ∈ V . The client sends a shortest path query q = (s, d) to the
service provider and asks for the shortest path between s and d.

3.2 Adversary Model

In this paper, we just need to consider two parties without introducing any
third party, namely, the server and a client. The server holds the data. When a
client has a query for shortest path, it sends the query to the server. The server
responds relevant information such as sketches to the client in our case. The
server honestly follows the protocols we defined. In addition, the server is curious
in learning the source, the destination, the shortest distance, the corresponding
path about the client. Specifically, the client wishes to keep the information
and the access pattern of retrieved sketches private. Because the access pattern
may also leak critical information such as the source and the destination. In
addition, we don’t consider the information leakage through side channel or
timing channel.

3.3 Preliminaries and Notations

G = (V,E) presents a graph where V is the node set and E is the edge set. We
denote q = (u, v) as a shortest distance query and pq = (u, v) as a shortest path
query. pvw is the shortest path from v to w.

Distance Oracles. Typically, a distance oracle is a type of data structure. It
supports approximate shortest distance queries. An obvious construction is that
one can pre-compute and store all the shortest distances of different pairs of
nodes in the graph. In such a solution, the query complexity is O(1). However,
the storage complexity is O(n2). This is not practical for large graphs. Here,
we introduce the sketch-based distance oracle. Das Sarma et al. proposed the
first construction of sketch-based distance oracle in 2010 [4]. And we take the
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Das Sarma’s construction [4] as our study case here. Formally, the sketch-based
distance oracle consists of a pair of algorithms, namely, DO = (Setup,Query).
The Setup algorithm takes three parameters, a graph G, an approximation factor
α and an error bound ε. Finally, it outputs an oracle ΩG = {Skv}v∈V where Skv

is the sketch which includes pairs (w, δ), where w ∈ V and δ = dist(v, w). The
Query algorithm takes two parameters, the oracle ΩG and a shortest distance
query q = (u, v) and d := Query(ΩG, u, v). DO is (α, ε)-correct if for all graphs
G and all queries q, Pr[dist(u, v) < d < αḋist(u, v)]. For the Query(u, v), the
query algorithm firstly finds the common nodes set I between Sku and Skv,
and returns s ∈ I such that dist(u, s) + dist(s, v) is the minimum. If there is no
common node, then it returns ⊥.

4 Our Constructions

In this section, we illustrate our construction for privacy preserving navigation.

4.1 Path Oracle Setup

The sketches created by distance oracles provide our effective data structure for
shortest distance queries. It greatly saves the storage. For it is pre-computed
and can save computation during runtime. However, only providing the shortest
distance is not enough in some cases. In many applications, providing the shortest
path is essential. And navigation is one of the cases.

Definition 1 (Path Oracle). A sketch-based path oracle PO = (Setup,Query).
The Setup algorithm takes three parameters, a graph G, an approximation factor
α and an error bound ε. Finally, it outputs an oracle ΩG = {Skv}v∈V where Skv is
the sketch which includes triples (w, δ, pvw), where w ∈ V , δ = dist(v, w) and pvw

is the shortest path from v to w. The Query algorithm takes two parameters, the
oracleΩG and a shortest path query q = (u, v) and (d, p) := Query(ΩG, u, v)where
the pair (d, p) is the shortest distance and path returned by the Query. PO is (α, ε)-
correct if for all graphsG and all queries q,Pr[dist(u, v) < d < αḋist(u, v)] ≥ 1−ε.

We can take advantage of the data structure and construct our path oracles.
Similarly, we define a path oracle is a type of data structure which supports
approximate shortest path queries. Here, we can construct the path oracle by
adding path information to the sketches created by the distance oracle. Suppose
that ΩG = (Skv1 , Skv2 , ..., Skvn

) is the collection of sketches created by a dis-
tance oracle. Each sketch Skvi

consist of λ pairs of {(wz, δz)}0≤z≤λ−1, where wz

is a node and δz = dist(vi, wz).
Based on the structure, we add path information for each sketch. Without loss

of generality, DO = (Setup,Query) is a sketch-based distance oracle. It creates
a collection of sketches ΩG = (Skv1 , Skv2 , ..., Skvn

). We define a path oracle as
PO = (Setup,Query). It inherits the sketch-based data structure created by
DO. For each sketch Skvi

, it consists of triple {(wz, δz), pviwz
}0≤z≤λ−1, where

wz is a node, δz = dist(vi, wz), and pviwz
is the information about the shortest
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path from vi to wz. pviwz
can be pre-computed through classical shortest path

algorithm such as Dijkstra’s algorithm.
Given a query q = (u, v), it finds the collection common nodes I between Sku

and Skv. Then it find the node s ∈ I such that mind = dist(u, s) + dist(s, v) is
the minimum and return (mind, pi) where p = pus +psv. From the construction,
we can get the following lemma.

Lemma 1 (Path Oracle Construction). The construction of path oracle
above is (α, ε)-correct. For all graphs G and all queries q, Pr[dist(u, v) < d <
αḋist(u, v)] ≥ 1 − ε.

For the path oracle construction, we setup the construction based on the
Das Sarma et al. oracle [4] as our study case. There is sub routine Sketch used
to generate a collection of sketches (Ski

v1
, ..., Ski

vn
) where i is the ith call to

the sub routine. To create the sketch Ski
vj

, the sub routine samples r + 1 sets
of nodes S0, S1, ..., Sr where the size of Si is 2i where r = �logn�. For each
node vj, for all these sets Si, it computes wk, δi, pwk,vj

where wk is the clos-
est node to vj , δi = dis(vj , wk) = dis(vj , Si) and pwk,vj

is the corresponding
shortest path. After calling the sub routine σ times, it collects σ collections of
(Ski

v1
, ..., Ski

vn
)i∈[σ] where σ = ˜θ(n2/(α+1)). The final sketch Skvj

=
⋃σ

i=1 Ski
vj

.
And finally, it outputs the path oracle as ΩG = (Skv1 , ..., Skvn

).

4.2 A Scheme Based on Oblivious Storage

In this section, we illustrate one of our proposed scheme with strong privacy
grantees. The scheme adopts the latest practical techniques, oblivious storage
for privacy preserving sketch retrieval.

The proposed architecture is illustrated in Fig. 1. It consists of a client and
a server. The server provides oblivious storage service.

Oblivious Storage. Oblivious storage (OS) is defined as a related notion to
Oblivious RAM (ORAM). Bonel et al. proposed the notion as a practical imple-
mentation of ORAM in [3]. ORAM can provably hide all access patterns. In
OS model, clients can outsource the data to the cloud or third parties. when
running applications, OS can keep the data from disclose. In our case, we can
private retrieval the sketch privately via OS. OS provides strong access pattern
protection. The origin and the destination can be well protected.

Typically, there are two kinds of solutions for OS: the Square-Root and the
Hierarchical solutions. We adopt the OS scheme based on Path-ORAM [15]. It
has non-trivial online latencies on moderate size datasets and doesn’t involve
any system unavailable time which provides excellent worst-case performance
guarantee on large datasets [20].

As illustrated in Fig. 1, the data is stored as a binary tree in the server. In
our circumstance, there are N sketches and we pad each sketch to the same
length as a block and we call it sketch block. And the hight of the binary tree is
L = �logN�. Each node of the tree is called a bucket and each bucket contains
Z blocks where Z is a small constant (e.g., 3–5). These Z blocks are either real
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Fig. 1. The architecture based on oblivious storage.

data blocks or dummy blocks. There are two data structures stored on the client,
a position map and a stash as illustrated in Fig. 2. The position map maps each
of the N sketch blocks to one of the 2L leaves independently and uniformly,
e.g., i := PosMap[x] means that sketch block x is associated leaf i and block x
resides in some bucket in the path from the root node to the leaf x, or in the
stash. The position map is refreshed as blocks are accessed and remapped.

Oblivious Storage Initialization. The client initializes each sketch as an
encrypted block with the same length and sends all the encrypted blocks to
the server. The blocks are stored in a binary tree on the server.

On the client side, there is a position map and a stash. The functionality
of position map is like an index. Suppose there are N sketches. Each sketch
is assigned with an ID. The position map can be used to map each of the
N sketches to one of the 2L leaves which are independently and uniformly at
random. The stash is used to store sketch blocks during accessing and overflowed
sketch blocks from the binary tree.

On the server side, all the sketch blocks are stored in the binary tree. The
height of the tree is L = �logN�. Each node of the tree is considered as a bucket
which contains Z blocks. Z is independent of N . There are many dummy blocks
to make sure that all the buckets appear full.

Private Sketch Retrieval. When the client needs to query a shortest path
pq = (Src,Dst) where Src is the source node and Dst is the destination node,
the client creates two retrieval requests for the source and the destination respec-
tively. The two requests are in the same form. We take the Src sketch SkSrc

retrieval request as an example.
To retrieval sketch block SkSrc, the client and server should take the following

steps.
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Fig. 2. The data structure on the client side.

1. The client checks the position map and finds the leaf i := PosMap[Src],
remaps the sketch block SkSrc to a new random position. Then, it sends a
read request to the server. The form of the request is like (read, PosMap[Src],
None).

2. The server reads all the buckets along the path from the root node to the leaf
node PosMap[Src] and sends all the buckets including (L + 1) ∗ Z blocks to
the client.

3. The client decrypts all the (L + 1) ∗ Z blocks, recovers the real sketch blocks,
stores in the stash, identifies the sketch block SkSrc and initializes to the
sketch format. The dummy blocks are discarded.

4. The client re-encrypts the sketch blocks in the stash with fresh ran-
domness and sends a writing request to the server. The writing path
is the same as the read path. The form of the writing request is like
(writing, PosMap[Src], data∗). The sketch blocks in data∗ are put as close
to the leaves as possible while the buckets where they are must be in the same
path as their assigned leaves. If buckets including the root bucket are full of
sketch blocks, the remaining sketch blocks will stay in the stash.

5. The server writes the data along the path from the root node to the leaf node
PosMap[Src].

In the phase of private sketch retrieval, the client should send two pairs of
reading/writing requests to the server and the server completes 2 pairs of reading
access and writing access operations, one for the source’s sketch and one for the
destination’s sketch.
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Algorithm 1. ComputeShortestPath: compute shortest path
Require: Private key SK; source sketch block ssb; destination sketch block dsb.
Ensure: shortest distance and path {sdis, spath}.
1: ssk ← InitializeSketch(SK, ssb);
2: dsk ← InitializeSketch(SK, dsb);
3: std ← ssk + dsk;
4: sdis =⊥;
5: for vj ∈ {v1, · · · , vm} do
6: if std[vj ].dis < sdis then
7: sdis ← std[vj ].dis;
8: spath ← std[vj ].path;
9: end if

10: end for
11: return sdis, spath;

Shortest Path Computation. After retrieving both the origin’s sketch and
destination’s sketch, the client can compute the shortest path locally. The algo-
rithm is illustrated as Algorithm 1. The client firstly initializes the source sketch
and the destination sketch as step 1–2. Then the step 3 will add the distances if
the nodes are both in the source sketch and the destination sketch. We say these
nodes are common nodes and form a set v1, v2, ..., vm. Then the step 4–10 of
the algorithm find the minimal distance the corresponding common node where
std[vj ].dis is the joint distance of the distance from the source to vj and the
distance from vj to the destination. And the shortest path std[vj ]. path is joint
of the two paths. If there is no common node, then the algorithm return ⊥.

4.3 A Scheme Based on PIR

In this section, we illustrate the privacy preserving scheme based on computa-
tional PIR. And PIR can provide robust privacy preserving which is equivalent to
oblivious RAM storage. The scheme is inspired by the latest privacy preserving
techniques XPIR [2] and its application about private media consumption [6].
Although previous work argued that traditional PIR protocols involve consid-
erable computation and/or communication overheads on sizable datasets. Also,
some practical PIR scheme may introduce an off-the-shelf hardware secured co-
processor and raise a hardware-aided PIR protocol [17]. By leveraging the usable
PIR, [11] proposed two schemes for shortest path queries. But they need unac-
ceptable preprocessing and auxiliary space.

PIR for Private Sketch Retrieval. There are two typical PIR protocols,
namely, computational PIR [2] and information theoretic PIR [6]. Due to the
fact that the information theoretic PIR protocol needs at least k servers where
k ≥ 1. And any of the servers should not collude. This is a strict setting. Whereas
the model for computation PIR is simple and there is only one computationally
bound server in computational PIR protocol. And the current crypto scheme for
computational PIR is efficient enough [2]. We can realize the privacy preserving
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Query Construction to retrieve sketch Skvj (the client):

1. For i from 1 to n,
-if i �= j, create a random encryption of zero
-if i = j, create a random encryption of one

2. Send the q = (pk, q1, ..., qn) to the server;

Reply Construction (the server): The server performs following
computations

1. For i from 1 to n,
- R = Sumn

i=1qi ∗ Skvi
2. Return R

Sketch Extraction (the client):

1. Client decrypts the reply R and recover the sketch Skvj .

Fig. 3. The workflow for computational PIR based sketch retrieval.

sketches retrieval through the computational PIR. In our design based on com-
putational PIR, all the sketches form a library as a database. Then the library is
L = {Skv1 , Skv2 , ..., SkvN

} where N is the number of all nodes in the road net-
work. Suppose that l is the bit length of sketch Skvi

and l0 is the bit length that
can be used for homomorphic operations. If l > l0, then the sketch should be
split into chunks of l0 bits as Skvi

= {Skvi,0, Skvi,1, ..., Skvi,l/l0}. If l ≤ l0, each
sketch can be padded as one element entry in the database. The padding scheme
just makes sure that one sketch should be contained in only one element entry
in the database. This rule guarantees that the client can get the right sketch
through one query. And the client should know the mapping of the sketches and
the corresponding entries. There are three steps in the traditional computational
PIR protocol. For simplicity, we consider each sketch as one element entry. And
the workflow can be illustrated in Fig. 3.

Shortest Path Computation. In our scheme, the shortest path computation
is on the local side of the client. It shares the same process with the scheme
based on oblivious storage as Algorithm 1.

4.4 A Communication Efficient Scheme Based on PIR

In this sub section, we describe a communication efficient scheme. In this scheme,
we leverage the PIR to retrieve the source sketch and the destination sketch.
However, the server doesn’t send the sketch to the client directly. The server
computes the shortest path locally and return the result to the client. The scheme
includes the following steps.

Setup. Compared with the previous schemes, we need a more structured data
structure. We set up a data structure illustrated in Fig. 4. To make the later
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Fig. 4. The sketch hash table for a sketch.

computation effective, we adopt the same homomorphic encryption scheme
HE = (Gen,Enc,Dec,Eval) with the following PIR protocol and (pk, sk) is
the public/secret key pair. In addition, it makes use of a family of universal hash
function H. Given ΩG, ε, let D be the maximum distance over all the sketches
and S be the maximum sketch size. It samples a hash function h

$← H with
domain V and co-domain [t], where t = 2 · S2 · ε−1.

For each node v ∈ V , it creates a sketch hash table Tv as Fig. 4. Each table
has t cells. Each cell stores two parts, one for the shortest distance and the other
for the shortest path. For example, {(wz, δz), pviwz

} ∈ SKv, Tv[h(wz)].dis ←
Encpk(δz), and Tv[h(wz)].path ← Encpk(pviwz

). For all the remaining locations,
Tv[h(wz)].dis ← Encpk(2D) and Tv[h(wz)].path ← Encpk(NP ) where NP is
randomized path information.

Private Sketch Hash Table Identification. This phase is very similar with
the scheme based on PIR. We leverage the idea of PIR to identify the source
sketch hash table and the destination sketch hash table obliviously. First, the
client construct two queries for the source and the destination respectively. The
process is same with the PIR protocol. After receiving the queries, the server
does the similar computation as PIR protocol. However, it just does the compu-
tation and doesn’t return the result. After the computation, the server gets the
encrypted versions of the source sketch hash table Ts and the destination sketch
hash table Td.

Private Shortest Path Computation. Now the server get the encrypted
sketch hash tables Ts and Td. Then, the server computes the homomor-
phic additions over each cell and creates the new hash table Tr, where
Tr[i].dis = Ts[i].dis + Td[i].dis and Tr[i].path is the concatenation of Ts[i].path
and Td[i].path. Then, the server needs to find the minimum distance and the
corresponding path from the new encrypted hash table Tr.

Without loss of generality, we assume that 0 ≤ Tr[i].dis, Tr[j].dis < 2l where
i, j ∈ {0, ..., t−1}. Then, let Ti,j = 2l +Tr[i].dis−Tr[j].dis. Let ˜Ti,j be the most
significant bit of Ti,j . And ˜Ti,j can be computed through the following equation

˜Ti,j = 2−l · [Ti,j − (Ti,j mod 2l)]. (1)

In the equation, the subtraction sets the least significant bits to zero, and
the multiplication shifts the most significant bit down. Through ˜Ti,j , we can
compute the minimum distance Ti,j .dis and the corresponding path Ti,j .path as
follows:

Ti,j .dis = ˜Ti,j · [Tr[i].dis − Tr[j].dis] + Tr[j].dis. (2)

Ti,j .path = ˜Ti,j · [Tr[i].path − Tr[j].path] + Tr[j].path. (3)
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Algorithm 2. ComputeShortestPath: compute shortest path on the server side
Require: Private key SK; the hash table Tr.
Ensure: shortest distance and path {sdis, spath}.
1: sdis ← Tr[0].dis;
2: spath ← Tr[0].path;
3: for n = {1 : t − 1} do
4: sdisi ← sdis;
5: spathi ← spath;
6: sdisj ← Tr[n].dis;
7: spathj ← Tr[n].path;

8: follow the secure two-party computation protocol and compute ˜Ti,j using equa-
tion1;

9: compute sdis using equation 2;
10: compute spath using equation 3;
11: end for
12: return (sdis, spath);

However, there is only one challenge to compute these values over encrypted
domain. There is no effective homomorphic operation to compute (Ti,j mod 2l)
over encrypted domain. Here, we try to minimize the computation overhead of
the client and introduce a third party, cryptographic service provider (CSP).
This similar architecture is widely applied in many scenario [7,12]. Our adver-
sary model follows the similar setting, namely, the server doesn’t collude with
the CSP. Then, the server and the CSP follow an secure interactive two-party
computation protocol to compute (Ti,j mod 2l) [5,13].

In this architecture, the client and the server uses the homomorphic scheme
provided by the CSP. The queries is created by the client through the public
key of the CSP. The server runs the PIR protocol under the same homomor-
phic scheme. Then, the server and the CSP follow the same secure two-party
computation protocol as [5].

After that, we can apply a recursive algorithm to compute the shortest dis-
tance and the corresponding path. The algorithm is illustrated as Algorithm 2.

After the server computing sdis and spath, the server generates two ran-
dom masks smask and pmask, computes (sdis + smask) and (spath + pmask),
encrypts smask and pmask using the public key of the client and sends (sdis +
smask) and (spath+pmask) to the CSP. The CSP decrypts (sdis+smask) and
(spath + pmask), encrypts using the public key of the client, and sends the new
encrypted (sdis + smask) and (spath + pmask) to the server. The server sends
encrypted (sdis+smask), (spath+pmask), smask and pmask to the client. The
client decrypts them and gets the final results through the path information.

5 Evaluation

In this section, we present our experiment and evaluation of our schemes on
several real road networks. We implemented the path oracle based on the Das
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Sarma et al. distance oracle algorithm [4] and leverage existing building block
such oblivious storage scheme based on path ORAM and XPIR [2]. We eval-
uate the schemes on Microsoft Azure. For simplicity and efficiency, we use the
Microsoft Azure virtual machines to simulate the server and the client. We select
the standard D4s V3 with 4 cores 16 GB RAM and 30 GB SSD as the server and
select the standard D4s V2 with 4 cores 14 GB RAM and 30 GB SSD as the
client.

5.1 Evaluation of Path Oracle

We leverage the boost graph library and implement the path oracle in C++11.
We also take the real road datasets from [1] as our study case. To evaluate our
scheme, we consider the real road network as Table 1. The sketch size is very
critical in path oracle. It will affect the communication overhead in both of our
schemes and computation overhead in the scheme based on computation PIR.
The parameter σ defines the times to call the sub routine to create sketches. We
set σ = 3 as the base [9]. For each node, the oracle program will create a sketch
file named with the node ID in a local directory. In the sketch file, a line is an
element in the sketch. The format of the file is illustrated as Fig. 5. Suppose that
the file is the sketch file of node vs. Fields like (vi, dist(vs, vi), Path(vs, vi)) are
separated by a comma.

And we run our program to create all the sketch files for different road net-
work. Besides, we also change the times to call the sub routine and check the
sizes changing over the times. For the max size of sketch files will affect later
processing such as the block size of oblivious storage. We present the max size
of sketch files as Fig. 6. In the figure, CA(21048, 21693) means California Road
Network which has 21048 nodes and 21693 edges. Through the figure, we can
see that the max size is about 6 KB when calling the subroutine 3 times. Even
calling the subroutine 18 times, the max size is about 24 KB. In the scheme
based on oblivious storage, the size will affect the stash size on the client side
and communication overhead. The result shows that the growth rate of max size
is all linear or sub linear over times to call the sub routine and the scale of the
graph such as the number of nodes and the number of edges.

Table 1. Real road dataset

Name of road network Number of nodes Number of edges

California Road Network (CA) 21048 21693

City of San Joaquin County Road Network (TG) 18263 23873

City of Oldenburg Road Network (OL) 6105 7035
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5.2 Evaluation of the Scheme Based on OS

To evaluate the scheme based on OS, we focus on the metrics about the query
time and communication overhead. It depends mainly on the blocks to transfer
and levels to process. We should consider the level of the binary tree L = �logN�
and the parameter of OS Z. The level is associated with the number of nodes N .
For security reason, we consider the cases when Z = 4 [15]. On the client side,
we set the security parameter λ = 128 which means that the failure probability
less than 2−λ. And the persistent local storage sizes for the max stash are 147
when Z = 4. In addition, the client also requires transient storage used to cache
the fetched data from a path on the server. The storage size is Z ∗ log2N blocks.

Fig. 5. The file format of sketch file.

Fig. 6. The max size of sketch files changes over times to call the subroutine.

The time cost is illustrated in Fig. 7. Through the figure, we can see that
there is little computation overhead on the server side. The query time is almost
for the communication overhead. This is consistent with the oblivious storage
protocol. Through the Fig. 7(a), the growth rate of the query time and the time
of the server processing is almost linear with the growth rate of the block size.
Through the Fig. 7(b), the fluctuation including the server processing time and
the whole query time is sub linear over the number of nodes. It can be presented
as f(x) = α �logN� where N is the number of nodes and α is a coefficient. This
makes the scheme more scalable. And the total time cost is reasonable.

The communication overhead is about Z ∗ �logN�. Both the computation
overhead and latency are practical.
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5.3 Evaluation of the Scheme Based on Computational PIR

To evaluate the scheme based on computational PIR, we focus on the metrics
about the query time, computation overhead including the time cost to decrypt
results, etc. We pad all the sketches and evaluate different scales of databases.
We set the security parameter as 120 for the Ring-LWE encryption. We eval-
uate the datasets when the number of Nodes N = 6105, 18263, 21048, 42096,
and the file size f = 4 KB, 8 KB, 12 KB, 24 KB respectively. The evaluation
result is presented in Table 2. Our result focuses on the decrypting time and the
query round-trip time (RTT). The RTT grows to 18.6123 s as the number of
files increased to 42096 and the file size increased to 24 KB. The client side also
should take more time to decrypt the result file.

(a) Time cost over block size (b) Time cost over node number

Fig. 7. Time cost for server and query respectively

Table 2. Evaluation of private sketch retrieval based on computational PIR

Number of files Max file size of sketch files Decrypting time (S) Query RTT (S)

6105 4 KB 0.337939 0.400975

18263 8 KB 1.47355 1.60825

21048 12 KB 2.70837 2.813172

42096 24 KB 18.4685 18.6123

To further investigate the relation ship between the max file size, the query
RTT, and computation cost, we fix the number of files, increase the max file sizes
and evaluate the metrics. This is due to that the times to call the sub routine
also affect the max file size and query correctness. We fix the file number as
N = 21048. The evaluation result is shown as Fig. 8. Through the results, we
can see that both the decrypting time and query RTT grow over the max file
size increasing. The query RTT is from 1.8 s to 8.8 s when the max file is from
8 KB to 28 KB respectively.
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Fig. 8. The time cost of PIR changes over the max file sizes when the number of files
is 21048.

6 Conclusion

In this paper, we propose three schemes for approximate shortest path query
which aims to protect users’ privacy and achieve shortest path query. Our designs
provide robust privacy guarantees by leveraging the latest cryptographic progress
on oblivious storage and PIR respectively. The first two schemes don’t need
any third party. In the third scheme, most of the computation is on the server
side and can achieve efficient communication overhead. Security and evaluation
are conducted to show our design can achieve strong security guarantees with
practical performance.
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Abstract. In-vehicle networks which were originally designed to operate
in a closed environment without secure concerns are now being connected
to external nodes/networks and providing useful services. However, com-
munications with the external world introduce severe security threats to
the vehicle. For connected vehicle, many attacks, which were only fea-
sible with physical access to a vehicle, can now be carried out remotely
over wireless networks. To overcome this problem, we propose a secu-
rity protocol to protect in-vehicle networks based on current Controller
Area Network specifications. First, we generate the secure in-vehicle net-
works by using a group key. Then, we make the gateway join the secure
in-vehicle networks after authenticating it. Finally, we generate the pair-
ware key to ensure the secure communication between the external node
and the gateway. The security analysis and performance evaluation show
that the proposed scheme is secure and practical.

Keywords: Connected vehicle · In-vehicle networks
Controller Area Network · Security

1 Introduction

To meet the increasing demand for Intelligent Transportation (IoT), in-vehicle
entertainment, and vehicle intelligence, connected vehicle (CV) is proposed to
provide Internet connectivity [17], interactivity with mobile devices [1], remote
diagnostics [13], firmware updates over the air [16], automatic collision avoidance
[5], and so on. With the commercialization of the connected vehicle, in-vehicle
networks, which were regarded as a closed network in the past, are now being
connected to external nodes/networks and providing useful services.

Traditional in-vehicle networks consist of 70 Electronic Control Units (ECUs)
and Controller Area Network (CAN) buses on average [2], where each ECU
controls one or more of the electrical systems in a vehicle and CAN buses connect
these ECUs via a standard communication protocol. Unfortunately, information
security has not been considered in the design of CAN. For example, when
data frames are broadcast, CAN does not ensure the confidentiality and the
c© Springer Nature Singapore Pte Ltd. 2018
L. Zhu and S. Zhong (Eds.): MSN 2017, CCIS 747, pp. 212–226, 2018.
https://doi.org/10.1007/978-981-10-8890-2_15
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authentication of them [11]. Thus, a malicious adversary can easily eavesdrop
on data frames or launch a replay attack.

Connected vehicle will be insecure if the nodes in it are not well protected.
On the other hand, connecting to external nodes makes attacks more easier
than before even without physical contact [4,6,14,20,21]. Thus, before widely
adopting connected vehicle, cloud services for vehicles and other sophisticated
approaches to the connected vehicle, it is essential to reconsider the security of
each node itself.

To achieve secure communication in in-vehicle networks, [8,12] were pro-
posed considering the limited data payload of the CAN data frame. However,
these protocols can not be applied to in-vehicle networks since they do not sup-
port real-time data processing. To deal with this drawback, [20] proposed their
scheme to achieve secure communication in-vehicle networks. They also consid-
ered secure connection with external devices such as an automotive diagnostic
tool in their work. However, direct communication between the external node
and in-vehicle networks introduces two major restrictions for connected vehicle:
First, to directly communicate with in-vehicle networks, external nodes should
analyze the CAN data frames of car manufacturers while each car manufacture
may be different. Second, integration of external devices with in-vehicle networks
will have acute security/safety implications [6,18].

To address these concerns, OpenXC [1] may be a better solution which works
as a gateway and translation module between external nodes and in-vehicle
networks. In addition, Han et al. [9] proposed their authentication mechanism
to guarantee the security of the architecture which is composed of external nodes,
a gateway, and in-vehicle networks. However, their authentication mechanism is
not efficient and does not consider the secure in-vehicle network communication.
This motivates us to propose a practical and efficient secure communication
scheme in connected vehicle, the contributions of our work are listed as follows:

– In this paper, we propose an efficient and secure scheme based on low-
performance ECUs and the limited data payload of a CAN data frame for
in-vehicle networks.

– We design the CAN data frames according to our proposed scheme to guaran-
tee the confidentiality, authentication, and practicality while preventing the
replay attack.

– The security and performance analysis are carried out to show that the pro-
posed scheme is secure and efficient.

The rest of this paper is organized as follows: Sect. 2 presents the system
model and preliminaries. We describe the construction of our scheme in Sect. 3
and give the security analysis in Sect. 4 and provide performance evaluation in
Sect. 5. The related work is given in Sect. 6. Finally, Sect. 7 concludes the paper.

2 Related Work

Hoppe et al. [10] and Nilsson et al. [13] pointed out that vulnerabilities of the in-
vehicle CAN is the primary reason for cyber attack. Koscher et al. [11] mentioned
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that the lack of authentication and encryption of data frames is the most severe
vulnerabilities of CAN. Schweppe et al. [15] proposed a secure communication
architecture for vehicles by EVITA-HSM [3]. They suggested a truncated 32-
bit MAC considering the limited data payload of CAN data frames to achieve
authentication of in-vehicle networks. However, they did not describe how to
generate and transmit a 32-bit MAC. In addition, they did not consider data
confidentiality and connectivity to external node. Checkoway et al. [6] discovered
that the remote attack is feasible in modern automobiles through wireless com-
munication. They also experimented with short-range and long-range wireless
attacks. However, this kind of attack is not practical since it required complex
and advanced technologies [6].

To prevent a replay attack in in-vehicle CAN communication environment,
Lin et al. [12] and Groza et al. [8] proposed data authentication techniques con-
sidering the limited data payload of a CAN data frame. Lin et al. [12] proposed a
MAC generation technique by an ID table, message counter, and pairwise sym-
metric key (PWSK) to address the replay attack. However, the protocol used a
PWSK to generate MACs which makes the number of MACs linearly increase
with the number of receivers. This will rapidly increase the CAN bus load and
is impractical. Groza et al. [8] suggested a CAN data authentication protocol
using a TESLA-like protocol. In TESLA, a sender attaches to each data a MAC
computed with a key k only known to the sender. A short time later, the sender
sends k to the receiver, who can then authenticate the data. We note that key
disclosure delay in the TESLA-like protocol should be minimized to ensure real-
time processing in CAN. However, the shorter the delay is, the larger the bus
load is. In addition, both [12] and [8] did not consider data confidentiality and
connectivity with external node.

To achieve confidentiality, authentication, and to prevent the replay attack,
Woo et al. [20] proposed their scheme based on the low-performance of ECUs
and the limited data payload of a CAN data frame. Their scheme efficiently
achieved secure communication of in-vehicle networks and considered commu-
nication with external nodes, such as an automotive diagnostic tool. However,
in their architecture, the external node directly communicated with in-vehicle
networks which makes their scheme may be not practical and convenient.

Han et al. [9] proposed an authentication scheme for a connected vehicle
based on the architecture we constructed in this paper. However, their scheme
focused on authenticating the entities of the architecture without considering
the confidentiality and preventing the replay attack of in-vehicle networks.

3 System Model and Design Objective

3.1 System Model

We consider external nodes connected with in-vehicle networks through a gate-
way as shown in Fig. 1. The network consists of three entities:
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Fig. 1. The system model.

– External node (EN): EN , such as smartphones and tablets, interacts with
in-vehicle networks through the gateway. It is capable of handling heavy com-
putation tasks and has a standard communication network architecture.

– Gateway (GW ): GW interacts with both the ECUs and EN . GW is usually
directly inserted into OBD-II port and communicates with ECUs over in-
vehicle networks through CAN buses. It is able to communicate with EN
over either a wired connection (e.g., USB) or a wireless connection (e.g.,
WiFi, Bluetooth). GW has the manufacture-independent interfaces such as
Ford’s OpenXC [1] which works as a translator between EN and in-vehicle
networks.

– ECUs interact with the gateway through CAN buses, and their communica-
tion capabilities are limited because of CAN buses.

We assume that the ECUs are not compromised in this paper since this
attack model usually needs physical contraction. Both EN and GM are semi-
trusted, meaning that they may be compromised or forged by adversaries. Thus,
the remote attack model in our paper is that: adversaries can compromise EN
or/and GM to attack our in-vehicle networks in order to get the private infor-
mation of our vehicles (e.g., speed, location, track and so on) or control the car
to cause accidents.

3.2 Design Objective

There are three major issues of in-vehicle networks when connecting with exter-
nal nodes: (1) weak access control; (2) no encryption; and (3) no authentication.
In connected vehicle, in order to achieve secure in-vehicle networks, the proposed
scheme should satisfy following requirements:

1. Secure in-vehicle networks should guarantee the confidentiality and authen-
tication of CAN data frames.

2. Each software should be checked to protect vehicles against malware attacks
[21].

3. The gateway GW connected to in-vehicle networks should be authenticated
by in-vehicle networks to enure the valid connection and join the secure in-
vehicle networks.
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4. Count the number of messages according to different IDs to prevent the replay
attack from in-vehicle networks.

5. Each external node EN should be authenticated by GW and a secure com-
munication channel should be set up between EN and GW .

4 The Proposed Scheme

In this section, we define and construct our secure in-vehicle networks. Before
describing the detail of our scheme, an overview will be presented.

4.1 Overview

To achieve secure communication of in-vehicle networks, we should authenti-
cate access devices to prevent any malicious device from extracting confidential
information from CAN while ensuring the secure communication between EN
and in-vehicle networks. The details are described as follows: Before connect-
ing with external nodes, we should build up a secure communication channel
for in-vehicle networks by using a generated group key. After that, a gateway
GW should be authenticated by in-vehicle networks before it is inserted into the
OBD-II port and joining the secure in-vehicle network. Moreover, the software
installed in the external node EN should be checked to prevent malware before
connecting with the car. After installing the valid software, when the external
node connected to the GW , EN should pass the authentication of GW and a
secure communication channel should be set up between GW and EN .

4.2 The Proposed Scheme

Our scheme consists of four steps: system initialization, secure in-vehicle net-
works, connecting with external node, and update.

System Initialization. In order to design our secure in-vehicle networks, we
assume that there is a key ECU (KECU) which works as a key management for
in-vehicle networks and has higher computing power than general ECUs [20].
Vehicle manufacturers (VMs) initialize the system as follows:

– VM issues a long term key KECUi
and a forward hash key chain seed KF

1 as
shown in Fig. 2 for each ECUi;

– VM sends a long term key KKECU and a backward hash key chain seed KB
1

as shown in Fig. 2 to KECU . KECU also preloads all KECUi
and KF

1 .

We assume each ECUi has a identity such as IDECUi
. Since the resource-

constrained property and real-time process of in-vehicle networks, we intend
to use the Advanced Encryption Standard-128 (AES-128) and the Keyed-Hash
MAC to encrypt the data frame and compute MAC.
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Fig. 2. The hash key chain used to generate the group key.

Secure In-vehicle Networks. A group key should be generated before in-
vehicle communication. To generate the group key GK1, each ECUi should
send a request message to KECU as follows:

ECUi → KECU : Ri, IDECUi
,MAC1. (1)

where MAC1 = MACKECUi
(Ri, IDECUi

) and Ri is a random number chosen
by ECUi.

Upon receiving the message from ECUi, KECU computes

MAC∗
1 = MACKECUi

(Ri, IDECUi
)

and checks MAC∗
1

?= MAC1. If the equation holds, KECU will respond the
message (2):

KECU → ECUi : e1,MAC2. (2)

where e1 = EKECUi
(Ri, IDECUi

) ⊕ KB
m and MAC2 = MACKECUi

(Ri, e1).
Notice that since we use the AES-128 algorithm to encrypt Ri, IDECUi

, the
result of EKECUi

(Ri, IDECUi
) is 128 bit. While the maximum size of the CAN

data frame payload is 64 bit, we only use the first 64 bits of the ciphertext. The
following steps which use AES-128 to encrypt messages also only adopt the first
64 bits.

On receiving the message from KECU , ECUi calculates

MAC∗
2 = MACKECUi

(Ri, e1)

and checks MAC∗
2

?= MAC2. If the equation holds, ECUi will compute

e′
1 = EKECUi

(Ri, IDECUi
)

and adopt the first 64 bits to compute KB
m = e′

1 ⊕ e1. At last, ECUi computes
the current group key GK1 and MAC key KMAC1 by formula (3).

GK1||KMAC1 = H(KF
1 ||KB

m). (3)

After generating the secure key, each ECU performs encryption and authen-
tication during the in-vehicle network communication.
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As mentioned above, we should prevent the replay attack. To overcome
this drawbacks, we use a frame ID-based counter [12] to prevent this attack.
We assume each ECUi maintains a set of counters, and each counter corre-
sponds to a data frame ID. Therefore, if a malicious node replays a data frame,
receivers can check the corresponding ID counter to see whether this data frame
is fresh or not. We assume ECU1 intends to send a IDi messages m. Thus,
ECU1 should encrypt the message as em = EGK1(Ci) ⊕ m, and compute the
MAC as MACm = MACKMAC1

(em).

Connecting with External Node. We introduce the communication between
external nodes and in-vehicle networks as follows steps:

GW←→ KECU: When a GW is tested to have been inserted into the OBD-II
port, an authentication request message should be send to in-vehicle networks:

GW → KECU : RGW , IDGW , CertGW . (4)

where RGW is the random number chosen by GW and IDGW is the identity of
GW . CertGW is the certificate issued by the KECU or vehicle owner, which is
computed as CertGW = MACKKECU

(RGW , IDGW ).
On receiving the broadcast message at time TS2, KECU executes

the authentication process: KECU first checks the certificate revocation
lists (CRLs). If CertGW is in CRLs, it will drop the message and send
a warning message to the user. Otherwise, it will compute Cert∗GW =

MACKKECU
(RGW , IDGW ) and check whether Cert∗GW

?= CertGW or not. If
equation holds, KECU accepts GW as a valid node.

After that, GW should join the secure communication group of in-vehicle
networks. To achieve this, KECU should securely send KB

m−j+1 (we assume T2

is in the (j − 1)th time slot of group key) to GW as follows:

KECU → GM : e2,MAC3. (5)

where e2 = EKGW
(RGW , IDGW ) ⊕ KB

m−j+1 and KB
m−j+1 is the group key

seed used to calculate the jth group key GKj as shown in Fig. 2, MAC3 =
MACKGW

(RGW , e1). KECU also sends KF
j−1 to GW as KB

m−j+1.
After receiving the respond message from KECU , GW first verifies MAC3.

If the MAC is valid, it will compute EKGW
(RGW , IDGW ) to get the KB

m−j+1.
At last, GW computes GKj and MACj as follows:

GKj ||KMACj
= H(KF

j ||KB
m−j+1). (6)

KECU also updates the group key of other ECUi and renews the messages-
based counter of each ECUi.

Malware checking: Before communicating with GW , we should install a spe-
cial software on EN . Since the malware poses great threat to the security of
in-vehicle networks, we should execute the malware check process to protect the
vehicle against malware attack. The details can be found in [21].
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EN←→ GW: Before connecting with in-vehicle networks through GW , a special
software should install in EN . Before that, EN should pass the valid authen-
tication of GW and a pairwise key should be generated to ensure the secure
communication. This phase can be realized by using Public Key Infrastructure
(PKI) algorithms such as [20].

Notice that the message content between GW and EN is different from in-
vehicle networks data format based on OpenXC [1]. Hence, GW should firstly
extract the data format of in-vehicle networks, then translate the data format to
the message between GW and EN . Thus, we do not consider the authentication
process between external nodes and in-vehicle networks.

Update. Since a 32-bit MAC is not enough for secure CAN. In addition, the
adversary may compromise GW . Thus we should update the group key. The
group update can be divided into two categories: the periodic update and GW
changes or gets compromised.

The periodic update: The message of the (j + 1)th regular periodic update
round is

KECU −→ ∗ : e4,MACUPD1 . (7)

where e4 = EGKj
(KB

m−j+1) ⊕ KB
m−j and MACUPD1 = MACKMACj

(e4).
When receiving the periodic update message, ECUi or GW first verifies the

validity of MACUPD1 . If the MAC is valid, GW computes the message to get
KB

m−j and checks whether H(KB
m−j)

?=KB
m−j+1 holds. Only when the equation

holds, ECUi or GW updates the group key by using KB
m−j and KF

j+1.
Since we use a backward hash chain to generate the group key, during the

regular periodic update, the seed of the (j + 1)th group key is encrypted by
using the jth group key which is known by all members of group. Without
authenticatin, we can not ensure the update process launched by KECU .

GW changes or gets compromised: If an authenticated GW which connected
with in-vehicle networks changes or get compromised by the adversary, KECU
will launch a session key update process. We plan to use the self-healing group
key [7] to revoke GW and update the new group key. However, the limited data
payload of the CAN data frame needs many data frames to send the bivari-
ate polynomial f(x, y) used in [7]. Thus, we reconstruct the secure in-vehicle
networks one by one as follows:

KECU launches the reconstruction process of secure in-vehicle networks by
message (8):

KECU → ECUi : e5,MACUPD2 . (8)

where e5 = EKECUi
(KB

m−j+1) ⊕ KB
m−j and MACUPD2 = MACKECUi

(e5) ⊕
KB

m−j).
Upon receiving the message from KECU , ECUi calculates MACUPD2 =

MACKECUi
(e5) and checks whether MAC∗

UPD2

?=MACUPD2 . If the equation
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holds, ECUi will computes the encryption message and obtain KB
m−j . Before cal-

culating the new group key, ECUi should check whether H(KB
m−j)

?=KB
m−j+1

holds or not. Only when the equation holds, ECUi computes the current group
key and MAC key as in (6).

5 Security Analysis

In this section, we present the security analysis of our scheme.

5.1 Access Control

To achieve access control in connected vehicle, GW should be authenticated
by KECU first. When GW is inserted into OBD-II port, the message RGW ,
IDGW , CertGW is sent to KECU . After authenticating GW , GW can join the
secure in-vehicle networks. To each external node, it should be authenticated
by GW before connecting with in-vehicle networks. By using access control, we
guarantee that only valid node can communicate with in-vehicle networks and
achieve the secure communication.

5.2 Confidentiality

Due to the nature of CAN, all data frames of in-vehicle networks are broad-
cast and it is easy for an attacker to eavesdrop. We use encryption to provide
confidentiality for in-vehicle communication. A secure group key is generated
among ECUi. Hence, only valid ECUi can generate and decrypt the ciphertext
data frames, which avoids eavesdropping. After authenticated by KECU , GW
joins into the secure group. Thus, every data frame of in-vehicle networks can be
encrypted to provide confidentiality and the secure communication of connected
vehicle can be realized. In addition, to ensure the secure communication between
EN and GW (such as wireless), a pair-wise key is generated to encrypt messages.
Besides, for the periodic update of group key, upon receiving the update message,
we can authenticate the validity of KB

m−j by computing H(KB
m−j) = KB

m−j+1

which avoids false update messages from the compromised GW .

5.3 Authentication

We use a 32-bit truncated MAC to authenticate the integrity of frames. A 32-bit
MAC can be broken after O(216) queries if an adversary can access the 32-bit
MAC generation oracle. This means it is possible for an adversary, who can access
the firmware of an ECU , to compromise it. However, we do not consider this
type of adversary. It is also possible for the attacker to use the known structure
of the input of a MAC to generate meaningful messages. However, the attacker
still cannot generate the MAC corresponding to the meaningful message without
knowing the MAC key. The key used to generate a MAC is securely shared in the
proposed protocol. In addition, we periodically update the MAC key for security
of the 32-bit MAC.
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5.4 Preventing the Replay Attack

The data frame of in-vehicle networks is identified only by the CAN ID without
a sender/receiver ID, which makes the modification and the replay attack of
a data frame possible. That is, an adversary with a compromised GW or EN
can replay messages. To thwart this type of attack, both the authentication and
integrity of the transmitted data should be provided. However, the current CAN
specification only offers a CRC code for error detection, not for authentication.
We use MAC to guarantee the integrity of messages and update the group key,
which ensures the validity of the sender. Moreover, to avoid the replay attack,
we use a frame ID-based counter to count the number of each type frame.

5.5 Forward and Backward Security

In-vehicle networks, to ensure the authentication and confidentiality of CAN data
frames, GKj is used to encrypt the message while KMACj

is used to compute
MAC. To guarantee the forward and backward security of the GKj and KMACj

,
a forward hash key chain KF

1 and a backward hash key chain KB
1 are adopted

to generate these two keys. When GW joins in-vehicle networks in the (j −
1)th time slot, KECU sends KF

j and KB
m−j+1 to GW to compute GKj and

KMACj
. According to the nature of forward hash key chain, it is difficult for

GW to compute Kj+1
F using Kj

F . Thus, the forward security of the group can be
guaranteed. When GW is changed or compromised in the jth time slot, KECU
notifies other ECUi to update the group key. It is also difficult for GW to
compute KB

m−j based on KB
m−j+1. Thus, the backward security of the group key

can be guaranteed.

6 Performance Evaluation

In this section we analyze the performance of our scheme in terms of secure in-
vehicle networks, connection with external node, and update. We first give the
asymptotic complexity and then the implement of our scheme. The asymptotic
complexity analysis is in terms of different kinds of operations.

6.1 Asymptotic Complexity Analysis

Secure in-vehicle networks: To generate secure in-vehicle networks, a group
key should be generated. Each ECUi should send a request message as Ri, IDi,
MAC1 to KECU . Each message needs a data frame. On receiving the request
message, KECU should verify the MAC, then compute e1 with AES-128 and
compute the MAC2. Then KECU sends the messages to ECUi, which also con-
sumes one data frame. After ECUi receives the message, it needs an encryption
and MAC verification operation to get KB

m. Thus, the communication and com-
putation overhead of this phase are 2DF and 1ENC+2MAC, respectively. DF
means a data frame of CAN, ENC means AES-128, and MAC is the MAC.
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Thus, for n ECUs, it needs (2n− 1) ∗ (TDF +TENC + 2TMAC) to achieve secure
in-vehicle networks where TDF is communication delay of one data frame, TENC

is the computation delay of a AES-128 operation, and TMAC is the computation
delay of a MAC operation.

Connect with external nodes: When a gateway GW connects in-vehicle
networks, KECU should firstly authenticate GW by messages RGW , IDGW ,
CertGW . After authenticated the validity of GW , KECU should send the two
seeds KF

j−1 and KB
m−j+1 of group keys to GW . Thus, the total communication

and computation overhead is 3DF and 2AES + 2MAC for GW , respectively.
While for GW , it consumes 3DF and 2AES + 3MAC. Then, a external node
EN can communicate with in-vehicle networks through GW . Since this phase
happens outside in-vehicle networks, we omit the detailed description.

Update: There are two kinds of update process: regular update and changed
update. When KECU launches the periodic update, it only needs to broadcast
EGKj

(KB
m−j+1)⊕KB

m−j ,MACUPD1 which consumes 1ENC+1MAC computa-
tion overhead and 1DF communication overhead, respectively. When receiving
the update message, ECUi should verify MACUP1 and encrypt KB

m−j+1 to get

KB
m−j . In addition, ECUi checks H(KB

m−j)
?=KB

m−j+1. Thus, the computation
overhead is 1ENC + 1MAC + 1HAH where HAH means the computation
overhead of hash operation. As for changed update, KECU sends the update
message to every ECUi. Thus, KECU consumes nECU + nMAC computa-
tion overhead and nDF communication overhead, respectively. Each ECUi only
consumes 1ENC + 1MAC + 1HAH computation overhead.

Finally, we compare our scheme with Woo et al. [20] in Table 1, where Ccomm

and Ccomp denotes the communication overhead and the computation overhead,
respectively. And we assume there are n ECUs in in-vehicle networks.

Table 1. The comparison of communication and computation overhead of update
process

Secure in-vehicle Regular update Changed update

Ccomm Ccomp Ccomm Ccomp Ccomm Ccomp

Our KECU 2nDF n(1ENC + 2MAC) 1DF 1ENC + 1MAC nDF n(1ENC + 1MAC)

ECUi 2DF 1ENC + 2MAC 1DF 1ENC + 1MAC + 1HAH 1DF 1ENC + 1MAC + 1HAH

[20] KECU 3nDF 3nMAC + 1HAH (n + 1)DF 1ENC + nMAC + 2HAH 1DF 1ENC + 1MAC

ECUi 3DF 3MAC + 1HAH 2DF 1ENC + 1MAC + 1HAH 1DF 1ENC + 1MAC

Table 2. The execute time for each cryptography algorithm under different CPU clock
of DSP-F28335.

30MHz 60 MHz 90MHz 120MHz

AES/En 856µs 419µs 296µs 214µs

AES/De 1363µs 668µs 471µs 340µs

SHA-1 1344µs 658µs 465µs 336µs

MAC 2669µs 1308µs 923µs 667µs
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6.2 Implementation

In this section, we show the impact of security mechanism on the CAN bus
load and messages delay. We first evaluate the execution time for cryptogra-
phy algorithms (AES-128, SHA-1, MAC) of a CAN data frame running on the
32-bit DSP-F28335 with CPU clock speed 30 MHz to 150 MHz. During the exe-
cution, we change the CPU clock rates to 120, 90, 60, and 30 MHz, respectively.
We repeat each cryptography algorithm 1,000 times and obtain the average
execution time as shown in Table 2 [19] where AES/En is the encryption oper-
ation of AES-128 and AES/De is the decryption operation of AES-128. SHA-1
is the hash operation.

We present the computation overhead of ECUs for different schemes under
different CPU clock rates as shown in Fig. 3. For our scheme, in different situa-
tions (such as secure in-vehicle, regular update, and changed update), the com-
putation overhead is 6.4 ms, 5.1 ms, and 5.1 ms, respectively, when the CPU clock
rate is 30 MHz. While for Woo et al.’s scheme, the corresponding computation
overhead is 9.3 ms, 5.1 ms, and 3.8 ms, respectively. The computation overhead
is acceptable for both schemes. Notice that, the frequency of changed update
operation happens lowest. Thus, our scheme is more efficient. It is obvious that
as the CPU clock rate increases, the computation overhead will reduce. When
the CPU clock rate is 120 MHz, the corresponding computation overhead of our
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Fig. 3. The computation overhead of ECUs for different schemes.
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Fig. 4. The computation overhead of KECU for different schemes.

scheme is 1.6 ms, 1.3 ms, and 1.3 ms, respectively. While for Woo et al.’s scheme,
the computation overhead reduces to 2.3 ms, 1.3 ms, and 1 ms, respectively.

In addition, we present the computation overhead of the KECU for different
schemes under different CPU clock rates as shown in Fig. 4. Here n is increased
from 1 to 10. From Fig. 4(a) to (d), the computation overhead of KECU almost
increases linearly with the increasing number of n. And the efficiency of our
scheme is obvious, since the frequency of changed update operation is the lowest.

As shown in [19], the basic message transmission delay for each CAN data
frame is less than 1 ms even when the bit ratio of the CAN bus is 0.5 Mbit/s.
According to the simulation result in Figs. 3 and 4, the secure scheme will greatly
influence the response delay of ECUs, especially the KECU. Thus, we should use
the high-performance CPU for KECU.

7 Conclusion

Connecting in-vehicle networks to external nodes introduces serious security risks
due to their inherent design for operation in an isolated environment. Moreover,
it is difficult to directly apply the security mechanisms intended for generic com-
puter networks to in-vehicle networks due to the limited computer resource and
payload of CAN bus. Thus, in this paper, we studied the problem of secure
in-vehicle networks of connected vehicle. Based on the current CAN bus, we
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propose an efficient and secure communication scheme to achieve the confiden-
tiality, authentication while preventing the replay attack of in-vehicle networks.
The security and performance analysis showed that our scheme is secure and
practical.
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Abstract. With the arrival of big data era, distributed computing framework
Hadoop has become the main solution to deal with big data now. People usually
promote the performance of distributed computing by adding new computing
nodes to cluster. With the expansion of the scale of the cluster, it produces a
large amount of power consumption because of lack of reasonable management
strategy. So how to make full use of computing resources in the cluster to
improve the performance of the whole system and reduce the power con-
sumption has become the main research direction of scholars and industrial
circles. For the above, in order to make best use of computing resources and
reduce the power consumption, this paper firstly proposes to optimize a rea-
sonable configuration of the parameters provided by Hadoop. Comparing with
the default configuration of Hadoop. It shows we can get better performance by
parameter tuning. This paper proposes a task scheduling mechanism based on
memory usage prediction. In this task schedule, it predicts the future use status
of memory in the computing nodes by analyzing the use status before. The task
scheduling mechanism can reduce the memory pressure by reducing the allo-
cation of tasks when the computing node is under memory pressure. The task
scheduling mechanism can be more flexible by setting the threshold of memory
usage. This mechanism based on predicting memory usage can improve the
performance of the system by making full use of the computing resources.

Keywords: Big data � High performance � Prediction � Task scheduling

1 Introduction

As people’s demand for big data services grows, Hadoop is widely used due to its
performance in handling big data. Hadoop is a relatively new technology, the lack of
experienced administrators to properly maintain and configure the system. When
running the program Hadoop provides users with a lot of parameters for the user
configuration, the user does not know whether to configure the corresponding
parameters or parameters of the wrong settings will result in system performance
degradation or program error.

In order to improve the system performance of Hadoop and provide efficient data
application services, it is necessary to experiment with the relevant parameters provided
by Hadoop to obtain a reasonable configuration value. With the continuous expansion
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of the cluster size, it is bound to cause the computing node in memory, data processing
capacity, storage capacity differences [1]. Based on the parameter configuration in
homogeneous mode, the resources of computing nodes cannot be fully utilized,
resulting in a decrease of the system Performance. According to the dynamic change of
load of each task node and the difference of node performance of different tasks in the
heterogeneous Hadoop cluster, [2] presented a novel adaptive task scheduling strategy
based on dynamic workload adjustment (ATSDWA). Cheng [3] proposed a
self-adaptive task tuning approach, Ant, that automatically searches the optimal con-
figurations for individual tasks running on different nodes. However, these papers did
not consider the impact of memory utilization. In order to maximize the performance of
Hadoop [4, 5] system and reduce the overall energy consumption during system
operation, this paper makes comparative experiments on the related parameters pro-
vided by Hadoop and obtains the reasonable value of parameter configuration in
heterogeneous mode [6] to improve the performance and reduce energy consumption.

2 Hadoop Parameter Configuration Optimization

2.1 Task Block Parameters

When the client submits the task, Hadoop’s runtime environment will generate a
configuration object based on the user’s configuration of the relevant parameters [9].
When the task is executed, Hadoop will set the conditions for running the task
according to the configuration object. After obtaining the task data, JobTracker reads
the value of the block size in the generated configuration object and divides the data
block provided by the user into multiple data blocks and distributes them to the storage
nodes in the cluster. When processing the task block data, obtain the storage location of
the relevant data block in the cluster, and then the task allocation is performed
according to the migration operation principle to reduce the data migration and com-
plete the task assignment.

Appropriate number of maps can take full advantage of the computing resources in
the cluster and play the advantages of distributed computing.

When this parameter is too large, the number of Map running in the system is less,
it may not be able to play the advantages of distributed computing. Since the Name-
Node data block is stored in memory as an object, if this parameter is too small, the
memory of the NameNode is large, causing the performance of the NameNode to
deteriorate, scheduling tasks are affected, and cluster expansion is limited.

2.2 Degree of Parallelism Parameters

When scheduling tasks in Hadoop, JobTracker does not take the initiative to assign
computing tasks to computing nodes. Instead, it uses the previous heartbeat message to
determine whether to schedule tasks. The heartbeat message contains the running status
of the node, whether there is a free Map or Reduce task slot (allowing multiple Map or
Reduce tasks to run simultaneously on the same compute node). JobTracker according
to the heartbeat message related to data for the task of scheduling, the degree of
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parallelism parameters determines the number of Map tasks that can run at the same
time on a compute node [10]. When there are free Map task slots in the compute node,
JobTracker will schedule tasks according to the heartbeat message [13].

Through the reasonable setting of this parameter can effectively improve the par-
allelism of tasks and the overall performance of the system. When this parameter is set
too large, it will lead to overuse of the compute node so that the compute node cannot
process the assigned task efficiently, resulting in a backlog of tasks. When this
parameter is set too small, it will not be able to fully play the computing performance of
the computing node, thus affecting the overall performance of the system.

2.3 Experimental Design and Result Analysis

Evaluate Method
The performance of running tasks in Hadoop is a result of many factors, mainly in the
following three aspects:

• Configuration of relevant runtime parameters.
• The amount of data allocated to the system to run.
• The complexity of the operation of the data at runtime.

In order to test the configuration of the relevant parameters, by assigning the same
number of tasks and computational tasks of the same complexity to machines of
different configurations. Run ten runs per experiment and calculate the average to
reflect the effect of the relevant parameters. Through the execution time to determine
the parameter configuration is reasonable, less time means that the parameters are
reasonable and more time represents the parameters are not reasonable.

Experimental Configuration

Task Block Parameters Experiment Settings
Experiment using a master and a slave experimental configuration. This scheme is
adopted because in the cluster environment, the data for each experiment needs to be
generated by the Hadoop test program and stored in the corresponding compute node.
The cluster environment does not guarantee that the state of each data distribution
consistent, resulting in task execution time cannot be a single variable dfs.block.size
decision, so using a master and a slave experimental configuration.

Tables 1 and 2 are the relevant parameters of master and slave.

Table 1. Configuration of master node.

Parameter Configuration

Processor i5-3470CPU@3.20 GHz*4
OS Ubuntu 12.04
Memory capacity 8 GB
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Degree of Map Parallelism Experiment Settings
This part mainly carried out two experiments comparing the parameters of running
Map tasks in parallel. The first experiment is in a master and a slave by configuring
different parameters to compare the parameters of the overall execution time. The
second experiment compares the impact of this parameter on the overall execution time
by configuring different parameters on the better performing compute nodes in the case
of a host and two subordinate heterogeneous clusters.

Result Analysis

Task Block Parameter Experiment Result Analysis
Based on the above experimental setup, two sets of comparative experiments were
conducted. One group is in 1 GB data volume, the system execution time changes with
this parameter. The other is under 4 GB data volume.

Tables 3 and 4 are the experimental results of two groups of comparative
experiments.

In the experiment of running 1 GB data volume, the average execution time of this
parameter under 256 MB and 512 MB configuration is short and the performance of

Table 2. Configuration of slave node.

Parameter Configuration

Processor i5-3470CPU@3.20 GHz*4
OS Ubuntu 12.04
Memory capacity 4 GB

Table 3. The experiment results of 1 GB data

Data block (MB) Average execution time (s) Variance

64 97.6 2.966479
128 90.2 5.118594
256 90 4.636809
512 89.8 3.962323
1024 88.8 1.788854

Table 4. The experiment results of 4 GB data

Data block (MB) Average execution time (s) Variance

64 283 17.67767
128 267.4 4.219005
256 265.2 6.418723
512 271.6 9.2358
1024 283.2 17.72569
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the system is stable when the interval changes. In experiments running 4 GB of data,
this parameter had the lowest system average execution time under a 256 MB con-
figuration. As the parameter becomes larger, the overall performance of the system
shows a downward trend.

Through the analysis of the variance of running results of running 4 GB data, the
variance of execution time under the configuration of 1 GB and 2 GB shows that the
performance of the system shows an unstable trend with the increase of data blocks.
Therefore, the recommended value for parameter setting is 128 MB or 256 MB.

Degree of Map Parallelism Parameter Experiment Result Analysis
Two sets of experiments were conducted in the experimental setup above. One group is
running 1 GB data volume, calculate the impact of changes in degree of Map paral-
lelism on system execution time. The other is running 2 GB.

Tables 5 and 6 are the results of two groups of experiments.

According to the experimental results, it is found that in the case of a single compute
node, as the parameter becomes larger, the system performance is improved because
the computational resources of the compute node are more effectively utilized as the
parameter grows. When this parameter exceeds a certain range, the performance of the
system as a whole tends to decrease. TaskTalker running multiple tasks in parallel
causes the memory node of the compute node to be tense, resulting in a decrease of its
computational performance. It is necessary to dynamically configure this parameter on
a computable TaskTracker instead of using Hadoop’s default parameter configuration
values.

It can be seen from the second part of the experiment that in a heterogeneous cluster
environment, a reasonable configuration of the parameter is given to the computing
node with better computing performance to improve the overall performance.

Table 5. The experiment results of 1 GB data

Data block (MB) Average execution time (s) Variance

2 100.4 9.396808
4 84.8 3.701351
8 80.4 4.393177
12 108.4 20.41568
16 134.4 8.876936

Table 6. The experiment results of 1 GB data

Data block (MB) Average execution time (s) Variance

2 237.4 36.0458
4 226.2 19.65197
8 227.4 18.94202
12 252 8.031189
16 270.6 8.502941
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3 Task Scheduling Mechanism Based on Prediction
of Memory Utilization

3.1 Task Allocation Mechanism Design

In the second part, when optimizing the parameters provided by Hadoop, the overall
performance of the system is showing a downward trend when the degree of Map
parallelism parameters too large. Compute nodes running too many Map tasks in
parallel will overload the node’s memory and reduce the computational performance of
the nodes. Therefore, the compute node’s memory usage status is one of the factors to
consider when scheduling tasks. If a compute node with higher memory usage is
allocated more computational tasks, the computing power of the compute node will
decrease, which will eventually affect system performance.

3.2 Predictive Model

In statistics, the concept of least squares is similar to the one used to solve regression
problems .

In the process of solving the objective function, if the data points are in a straight
line, we can think of the existence of a one-way function between variables. In order to
minimize the deviation between the simulated points on the line and the actual data
points, ensure that the user-supplied data points and points on the straight line and the
minimum square deviation. for a given N data points ðXi; YiÞ, i = 1,…, N, if the
objective function to be fitted is y ¼ aþ bx, it can be transformed into the following
system of equations for solving.

The objective function can be transformed into the following binary linear Eqs. (1).

u11aþu12b ¼ f 1

u21aþu22b ¼ f 2

( )
ð1Þ

The relevant parameters in the (1) can be solved by the following (2) to (7),
respectively, where Wi represents the weight of the data point, that is, the number of
occurrences of this value.

u11 ¼
Xn
i¼1

wi ð2Þ

u12 ¼
Xn
i¼1

wixi ð3Þ

u21 ¼ u12 ð4Þ

u22 ¼
Xn
i¼1

wix
2
i ð5Þ
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f 1 ¼
Xn
i¼1

wiyi ð6Þ

f 2 ¼
Xn
i¼1

wiyixi ð7Þ

3.3 Work Process

This section proposes a task allocation scheduling mechanism based on state prediction
of compute node memory usage. When the task allocation scheduling is performed, the
usage state of the memory of the calculation node is sent as a reference factor to the
node responsible for allocating the schedule. The compute node periodically writes its
own memory usage to the local file after it starts up. When sending the heartbeat
message to the node in charge of scheduling, the historical data of the memory usage of
the node is read, and the possible use of the memory in the next phase is predicted
through the least squares simulation curve.

When the predicted memory usage is higher than the set value, the node is set to not
accept the task in the heartbeat message. In this way, the compute node can make better
use of the memory space to calculate the previously assigned tasks, so as to avoid the
memory pressure of the node becoming larger due to the excessive assigned tasks,
thereby reducing the computing power of the node. When the predicted memory usage
is lower than the set value, the node is set to accept the task, so the compute node can
maximize the use of memory space to improve overall system uptime.

4 Experimental Design and Result Analysis

4.1 Evaluate Method

On heterogeneous clusters that have been assigned quantitative data processing tasks,
the system execution time under three task scheduling mechanisms is compared
respectively, including the default task scheduling mechanism, the task allocation
mechanism with a higher prediction threshold, and the task allocation mechanism with
a lower prediction threshold.

Repeat the experiment several times to calculate the average execution time.

4.2 Experimental Configuration

Experiments on the system architecture of a master and two slaves.
In order to simulate the memory usage under high pressure, the impact of the

allocation mechanism on system performance. By setting different numbers of parallel
running Map tasks for the smaller compute nodes, verify the proposed design scheme
under different prediction thresholds. The compute node with a smaller memory con-
figuration is node1 and the compute node with a larger memory configuration is node2.
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Tables 7 and 8 are the related configuration parameters of two slave nodes.

4.3 Results Analysis

Six comparative experiments were conducted in experiments on task allocation
mechanism for predicting memory utilization.

In the heterogeneous cluster environment, two groups are configured under dif-
ferent memory pressure conditions by configuring degree of Map parallelism for
computing nodes with smaller memory. Use Hadoop’s default task scheduling mech-
anism to experiment with performing fixed task data volumes. Based on the task
allocation mechanism predicted by memory utilization, two sets of experiments are
used to configure different numbers of parallel running Map tasks on the compute
nodes with relatively small memory, and the prediction threshold is low. The remaining
two sets of experiments are the same as the previous two sets, and the prediction
threshold is set higher.

Table 9 is the experimental results.

Table 7. Configuration of slave node1.

Parameter Configuration

Processor i5-3470CPU@3.20 GHz*4
OS Ubuntu 12.04
Memory capacity 2 GB

Table 8. Configuration of slave node2.

Parameter Configuration

Processor i5-3470CPU@3.20 GHz*4
OS Ubuntu 12.04
Memory capacity 4 GB

Table 9. Configuration of slave node1

Scheduling
strategy

Memory pressure
value

Average execution time
(s)

Variance

Default 8 137.125 18.70399
Threshold 0.9 8 135.625 7.781618
Threshold 0.95 8 129.75 7.106335
Default 12 183.375 13.6898
Threshold 0.9 12 177.5 4.810702
Threshold 0.95 12 183.625 7.170127
Threshold 0.8 8/12 Unable to assign tasks Unable to assign

tasks
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The experimental results show that the performance of the system tends to decrease
with the increase of the memory usage pressure under the default task scheduling
mechanism of Hadoop.

When the memory usage pressure is 8, compared with the default task scheduling
mechanism of Hadoop, the task allocation mechanism based on memory usage pre-
diction improves the performance of the whole system when the memory usage
threshold is 0.9. Performance has been greatly improved when the threshold is 0.95.
When the memory usage pressure is 12, predictive-based mechanisms have limited
tuning of overall system performance at a memory usage threshold of 0.95. Experi-
ments show that the improved task allocation mechanism based on memory usage
prediction can adjust the allocation of tasks according to the memory state of nodes to
improve system performance.

5 Conclusion

Experiments show that the memory factors will affect the computing performance of
computing nodes to a certain extent.

This paper proposes a task scheduling mechanism based on prediction of memory
utilization. This task allocation mechanism will mathematically calculate the predicted
value based on historical values of memory usage. This task allocation mechanism uses
mathematical models to calculate predictions based on historical values of memory
utilization. When the task is assigned, the task allocation schedule is decided according
to the predicted value and the set threshold.

Experiments show that the task allocation mechanism based on memory utilization
prediction reduces the average execution time by 6.625 s and improves the perfor-
mance by 4.25% compared with Hadoop’s default task allocation mechanism.
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Abstract. Recently there is an increasing need for online community
analysis on large scale graphs. Community search (CS), which can
retrieve communities efficiently on a query request, has received signifi-
cant research attention. However, existing CS methods leave edge direc-
tion and vertex attributes out of consideration, which results in poor
performance of community accuracy and cohesiveness. In this paper, we
propose DACQ (directed attribute community query), a novel framework
of retrieving effective communities in directed attributed graphs. DACQ
first supplements attributes according to the topological structure and
generate attribute combinations, after which DACQ finds the strongly
connected k-cores (k-SCS) with attributes in the directed graph. Finally,
DACQ retrieves effective communities, which are cohesive in terms of
the structure and attributes. Extensive experiments demonstrate the effi-
ciency and effectiveness of our proposed algorithms in large scale directed
attributed graphs.

Keywords: Community search · Directed graph
Attributed graph · Effective community

1 Introduction

Various real-life complex networks, such as the Internet, social networks, and
citation networks, contain communities, which are often defined as relatively
compact subgraphs that guarantee structure cohesiveness. Finding communi-
ties in real networks is an important analytical task, since communities are
imbued with meaning that they are highly correlated with the functionality
of the network. The community division are often used to construct indexes in
recent researches [21,22]. Community search (CS) is proposed to retrieve more
meaningful communities, which are customized for a query request and suitable
for quick or online retrieval of communities [2,3,5,13]. However, existing algo-
rithms of retrieving communities remain far away from perfect, as they only use
the structure information of the non-attributed and structure-simplified graphs.
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That is, they pay little attention to the directionality of relationships and the
attribute of vertices, which are both significantly important.

The algorithms to retrieve communities [2,3,5,13,18,24] are nearly designed
based on the undirected graphs by simplifying real-world networks, in which bidi-
rectional and unidirectional relationships are represented by undirected edges. In
a social network, millions of fans H1,H2...Hn unidirectionally follow a celebrity
A, but A does not follow them. A is not interested in them, so they could
not compose a community. However, each community retrieved from the fans
in the simplified undirected graph, could contain the celebrity, even with a high
structure cohesiveness. Detailed discussion is demonstrated in Example 1. There-
fore, simplified graphs cannot completely express relationships, even destroy the
structure, and it could reduce accuracy of retrieved communities.

Fig. 1. A social network is simplified by using undirected edges to represent

Example 1. Figure 1(a) is a social network. Jack, Peter and Tom(E, F, G) are
good friends and bidirectionally follow all the others. Mary(A) is a singer star,
followed by E, F and G, but A is not interested in them. Hence, A is excluded
from the community. James, Lily, Abel and Mary(B, C, D, A) exist in a music
group and unidirectionally follow some others. Obviously, they are not as closely
connected as E, F, and G. In Fig. 1(b), ACQ [5] simplifies the network to a undi-
rected graph. However, it find E, F, G, A as a closely linked 3-core community
in the simplified graph, and B, C, D, A has same structure cohesiveness.

In addition, existing community search algorithms also do not consider
attributes of vertices. The community retrieved from the algorithms is the mix-
ture of communities with different attribute sets. In Fig. 2, Peter is the query
vertex and we could retrieve the community A with high structure cohesiveness,
according to existing algorithms. However, Peter obviously does not have com-
mon attributes with the vertices in part C. The truth is, B, as one part of A, is
the community about tourism and comics, and the other part, C is the commu-
nity tagged with movie. A is not a cohesive community on query request, but B
is. Therefore, loss of attributes results in decrease of community cohesiveness.

Motivated by the above observations, we propose directed attributed com-
munity query (DACQ). DACQ aims to retrieve effective communities in directed
graphs, of which vertices are closely related to the query vertex in aspects of the
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structure and attributes. Furthermore, we can also apply DACQ in the undi-
rected networks by using two directed edges to represent the undirected edge
between two vertices. For example, in the network of DBLP, two vertices denotes
two authors, and the edge between two authors is a co-authorship relationship.
We can use two directed edges to guarantee that the two authors keep reachable
to each other.

Fig. 2. Tourism subgraph and tourism community (circled).

Specifically, DACQ works on directed attributed graphs. We first get
attributes from LDA model (in most networks) and generate attribute com-
binations in decreasing order of their set size. Next, we find strongly directed
k-core(k-SCS) with different attribute combinations. We finally retrieve effec-
tive communities in terms of the structure and attributes. Figure 2 fully displays
the users, their directed relationships, and their attributes in the real-world
social networks. As shown in Fig. 2, Taylor and part B is the subgraph with the
attribute label of tourism and comics, and a effective community is retrieved from
the subgraph, part B with structure cohesiveness 2 and the maximal attribute
combination.

In addition, we present a method which supplements attributes of vertices
based on topological structure. A new metric is used in DACQ to measure struc-
ture cohesiveness and k-SCS (strongly connected subgraph of k-core) as a new
standard for a directed community.
In summary, this paper makes the following contributions.

– We propose DACQ, a novel framework to retrieve effective communities in
directed attributed graphs, which guarantee strongly connected structure
cohesiveness and attribute cohesiveness.

– In most cases, attribute sets are deficient and relations between vertices are
sufficient. DACQ can supplement attributes based on topological structure,
which makes up for the loss of attributes in the process of LDA and increase
attribute cohesiveness of the community.

– DACQ can process different attribute combinations of query vertex, so that
we can find personalized communities with common interest.

– We conduct extensive experiments on large networks, which demonstrate its
efficiency and effectiveness of retrieved communities.
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The remainder of the paper is organized as follows. We briefly review the
related work in Sect. 2. We introduce problem definition in Sect. 3 and overview
of DACQ in Sect. 4. In Sects. 5, 6 and 7, we describe the algorithm for retriev-
ing communities in directed attributed graphs. In Sect. 8, we report extensive
experimental results. Finally, Sect. 9 concludes the paper.

2 Related Work

Our work relates to two main streams of researches, concerning directionality of
relationships and attributes of vertices, respectively.

Various solutions to retrieve communities in recent literature, such as
k-clique [2], densest subgraph [23], k-truss [8,9], spectral clustering [14,17]. How-
ever, due to the CS problem and strong connectivity of community, these solu-
tions are difficult to, even cannot be applied in directed graph. Other algo-
rithms in early years [3,13,20] are based on k-core, but they are used in sim-
plified undirected graphs. Sozio [20] proposed the first algorithm global search
to find communities with the technology of k-core containing the query ver-
tex. Cuiet [3] proposed local search, which uses local expansion techniques to
enhance the performance of global. We will compare these two solutions in our
experiments. Researchers in [6] proposed an algorithm based on query vertex in
directed graphs, yet the paper emphasizes importance of relationships between
each vertex and the query vertex, not importance of community to the query
vertex. In [15], Malliaros presented a method to solve the problem of relation-
ships’ directionality, which changes structure of undirected graphs to make up
for the loss of directed edges. However, it cannot solve the problem completely
and is designed to cluster the graphs, not to search communities.

Some research [1,4,10,11] works on attributed graphs. However, these works
are substantially different from the DACQ problem, since they cannot take struc-
ture cohesiveness into consideration, besides, the attributes of the outcome com-
munities are not enforced to be a subset of the query vertex’s. In [5], Yixiang
Fang proposed ACQ, which guarantee both structure and attribute cohesiveness,
but he ignores the loss of attributes in the process of generating them, espe-
cially for social networks. We will compare ACQ in our experiments. Shang [19]
presented a attribute-based method to supplement the topological structure,
in which attributes and the topological structure are complementary. However,
what we need to supplement is attributes, which is the opposite of the method.

3 Problem Definition

The definitions of community in the area of community discovery are similar,
which often refer to a relatively compact graph. For attributed graph, the com-
munity should satisfy the condition that the vertices share one attribute set.
In this section, we present the definitions of community, structure cohesiveness,
and attribute cohesiveness for directed graph (Table 1).
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Definition 1. Given a directed graph G, a SCS is a strongly connected
subgraph of the graph. k-SCS is the largest SCS of G, such that ∀v ∈
k−SCS,degk−SCS(v) ≥ k.

Definition 2. Given a k-SCS, the core number of k-SCS is k, and the vertex’s
core degree is the highest order of a k − SCS. Min-degree is the minimum of
v’s in-degree value and out-degree value in G.

Problem 1 (DACQ). Given a directed graph G(V,E), a positive integer k, a
vertex q ∈ V and a set of attributes S ∈ Attr(Q), it returns a set of graphs, such
that Gq ⊆ G, the following properties hold:

1. Strong Connectivity. Gq ⊆ G is strongly connected and contains q;
2. Structure cohesiveness. v ∈ Gq, mindegGq

(v) ≥ k;
3. Attribute cohesiveness. The size of attribute set is maximal, which is the

set of attributes shared in S by all vertices of Gq.

Table 1. Symbols and meanings

Symbol Meaning

G(V,E) An attributed graph with vertex set V and edges set E

Attr(v) The attribute set of vertex v

degG(v) The degree of vertex v in G

G[S] The largest subgraph of G s.t. q∈ G[S], and ∀ v ∈ G[S], S ⊆ (∀Attr(v) in G[S])

Gk[S] G[S] s.t. ∀ v ∈ Gk[S], degGk[S]v ≥ k

CGk[S] G[S] s.t. ∀ Gk[S] is strongly connected, v ∈ Gk[S], degGk[S]v ≥ k

avgDeg(G) The average of in-degree values and out-degree values of ∀v ∈ G

For DACQ problem, strong connectivity and structure cohesiveness guaran-
tee that the vertices are reachable to each other and linked closely in communi-
ties. We use min-degree as the measurement of structure cohesiveness in directed
graphs. Meanwhile, attribute cohesiveness enable the vertices to share common
attribute in the community.

4 Overview of DACQ

We take the social networks as an example, and the phenomenon we demonstrate
below also exists in other cases. As shown in Fig. 3(a), given a network and a
query vertex, we use DACQ to retrieve communities.

Firstly, we generate and process the attribute sets, according to the attribute
set of query vertex. In general, we use the LDA model to generate attributes in
social networks. LDA [7,16] model sets bound to guarantee that chosen top-
ics (attributes) are relatively important. In this case, attributes of vertices are
limited and relations between vertices are sufficient, therefore, we present a
method to supplement attributes based on the topological structure. As shown
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Fig. 3. Process to get communities

in Fig. 3(b), we generate attribute combinations and retrieve the subgraphs with
different attribute combinations, G[Si].

Then, we k-SCSs from the attributed subgraphs and guarantee strongly con-
nected with any core number. If there is a vertex in Gk[Si] not reachable to the
query vertex, then it will be classified to the SCS with lower core number. The
communities, whose structure cohesiveness is greater than the threshold, are
chosen out with the attribute combination in Fig. 3(c). Finally, we get the com-
munity that meet with the demands of strongly connected structure cohesiveness
and attribute cohesiveness.

5 Generating Attribute Combinations

As discussed in Sect. 1, attributes are an important aspect for community’s cohe-
siveness. In this section, we supplement attributes according to the topological
structure. Besides, we propose methods to get the valid attribute combinations
about the query vertex.

5.1 Supplementing Attributes

Consider the case where attributes are deficient and relations between vertices
are sufficient, since the attributes tagged or chosen are always in limited quan-
tity. For example, in social networks, we can only generate limited relatively
important attributes for the vertex through the LDA model.

DACQ can supplement attributes based on topological structure, which
makes up for the loss of attributes in the process of generating attributes and
increasing attribute cohesiveness of the community. As shown in Algorithm 1,
the method is based on greedy algorithm to find the vertices, which supplements
the attributes according to attributes of the query vertex. We first get the sub-
graph G[S] of G(V,E), of which attribute is S. Then, for each vertex which is
the neighbors of G[S], if it is closely correlated with the attributed subgraph
G[S], we supplement S to the attribute set of the vertex. The method sets min-
imum bound avgDeg(G) to guarantee that the vertices not only keep densely
connected with the attributed subgraph, but also can bring gain on attribute
cohesiveness to the attributed subgraph.
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Example 2. In Fig. 3(a), note that D in graph is not tagged by the attribute
tourism. However, D is densely connected with other vertices with attribute
tourism, besides, D strengthens the relations between other vertices and the
tourism community. Hence, we add tourism to the attribute set of D. Then we
generate attribute combinations in query vertex A and its neighbors. As shown
Fig. 3(b), H is not closely linked with tourism subgraph, so we move away H.

Algorithm 1. Supplement attributes
Input: Graph G = (V, E); attribute sets S
Output: vertices with supplemental attributes;
1: Si is one attribute in Attr(v), L is the set size of Attr(v);
2: while i ≤ L do
3: find G[Si] from the graph G;
4: Neighbor(G[Si]) is the vertex set that contains the neighbors of vertices in

G[Si];
5: for each v∈ Neighbour(G[Si]) do
6: if degG[Si][v] > avgDeg(G) then
7: attribute(v).add(Si);
8: end if
9: end for

10: end while
11: return the set of vertices;

5.2 Candidate Attribute Combinations

A straightforward method to retrieve attributed subgraphs is that we enumerate
all the subset of Attr(q), Si (1 ≤ i ≤ 2L − 1, L = |S|), and find the subgraphs of
all the attribute combinations. In this section, we use frequent pattern mining
algorithms to get candidate attribute combinations.

If S is qualified attribute set, then there are at least k of q’s neighbors contain-
ing set S, since every vertex in Gk[S] must has degree at least k. Consequently,
we can prune the attribute sets directly through query vertex q and Neighbor(q)
without other vertices. In this paper, we apply FP-growth algorithm to find the
frequent attribute combinations, where attributes correspond to item sets. We
set the minimum support as k, since our goal is to generate attributes com-
binations shared by at least k neighbors. As shown in Fig. 4(a), we get query
vertex, Lily and her neighbors with attributes. The result of FP-growth shown
in Fig. 4(b) are candidate attributes, which we set minimum supports count
(k = 3) as minimum structure cohesiveness to generate. The algorithm prunes
invalid attribute sets.



244 Z. Wang et al.

Fig. 4. Process of retrieving frequent attribute combinations

6 Retrieval of k-SCSs

In this section, we demonstrate how to get k-SCSs in the directed attributed
graphs and construct index based on k-SCSs and attributes for querying
efficiently.

Fig. 5. Process of getting k-SCSs

6.1 Cores Decomposition

For a directed graph G and a query vertex q, we use the notation, k-SCS,
to search communities. Common structure cohesiveness metric is the minimum
degree [3,5]. For the question of retrieving communities in the directed graph,
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we define the k-SCS based on min-degree, which is minimum of the in-degree
value and out-degree value of the vertices in the directed graph. In [12], Vladimir
Batagelj present an algorithm for k-core, which determines the cores hierarchy,
for implementing both functions and running in a constant time (O(m)). As
shown in Algorithm 2, we improve the O(m) algorithm for directed graph based on
min-degree, which guarantee that the vertex is closely linked with other vertices
in the community, and avoid the effect of a celebrity sa discussed in Sect. 1 .

Algorithm 2. Cores Decomposition
Input: Graph G = (V, E); query vertex q; structure cohesiveness k
Output: strongly connected subgraphs with core number k;
1: order the set of vertices V in increasing order of their min-degree;
2: for each v ∈ V in the order do
3: if min-degree[v]=k then
4: break
5: end if
6: Qi := Tarjan(q);
7: min-degree of vertices:= min-degree[v-1] which not∈ Qi

8: for each u∈ in-Neighbour(v) do
9: if in-degree[u]>in-degree[v] then

10: in-degree[u] := in-degree[u]-1;
11: end if
12: end for
13: for each u ∈ out-Neighbour(v) do
14: if out-degree[u]>out-degree[v] then
15: out-degree[u]:=out-degree[u]-1;
16: end if
17: end for
18: reorder V accordingly
19: end for
20: return K-SCS

6.2 Strongly Connected Component Retrieval

Strong connectivity guarantees that each member of the community is reachable
to others. Tarjans strongly connected components algorithm takes a directed
graph as input, and produces a partition of the graph’s vertices into the graph’s
strongly connected components, We apply the Tarjans algorithm to retrieve
strongly connected subgraphs with different core numbers. That is, the maximal
core number determines the iterative times of algorithm’s process. The improved
Tarjans algorithm [12] uses several arrays to guarantee that the algorithm runs
in linear time.

Example 3. The process of getting k-SCSs is shown in Fig. 5, there is a subgraph
G[S] about one attribute set S. We first order the vertices in an increasing order
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of their min-degrees and verify the strong connectivity. In Fig. 5(a), we move
away the G with lowest min-degree and record G with core-degree 1. Then,
we reduce the min-degree of G′s neighbors and reorder them, accordingly. In
Fig. 5(b), we we record E, F with core-degree 2 and verify the strong connectivity
again. Next, we known that H, I, J, K and A, B, C, D are two subgraphs,through
strong connectivity algorithm. We thus get the core degree of them and record
them, as shown respectively in Fig. 5(c) and (d). Finally, we get the 1-SCS,
2-SCS, and two 3-SCSs with attribute of S.

6.3 Index Construction

Fig. 6. Process of index construction

We construct a CL-tree (Core Label tree) index to search communities effi-
ciently for some queries. First, we generate strongly connected subgraphs and
core degrees of all the vertices in the subgraphs. We then construct an index
with attribute labels. As shown in Fig. 6, we choose G with lowest core degree
as root (r1) and E, F as its child node (r2). A, B, C, D is not strongly connected
with H, I, J, K, so both of the two nodes are child nodes of r2, as r3(1) and
r3(2). If A is the query vertex and structure cohesiveness threshold is 2, we will
find communities in the subtree (r2) and (r3(1)).

Time complexity. The k-core decomposition [12] can be done in O(m) and
Tarjans algorithm used to verify strongly connected component costs O(m +
n). Besides, the CL-tree could be constructed in O(l · n). We apply Tarjans
algorithm in the subgraphs with different core numbers. If maximum of structure
cohesiveness is kmax, the total time cost is O(kmax·m + l·n).

7 Query Algorithm

In this section, we design community query algorithm as shown in Algorithm 3.
First, we get candidate attribute sets which are supplemented based on the
topological structure in Algorithm 1, and subtree of CL-tree which is constructed
in Algorithm 2. In the while loop, we find the subgraphs tagged with an attribute
combination, G[S] from the graph. For maximum attribute cohesiveness, S is
chosen in decreasing order of attribute combinations’ set size, from Φc to Φ1.
Next, we find CGk[S] which satisfies strongly connected structure cohesiveness.
Finally, we output all the attributed communities CGk[S].
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Algorithm 3. Query algorithm
Input: Graph G = (V, E); query vertex q
Output: communities on directed attributed graphs;
1: L is the number of attributes, Q is a set of community;
2: Generate subtree which contains q in the CL-tree and Φ1, Φ2, . . . , ΦL in order

of increasing set size
3: i=L;
4: while L ≥ 1 do
5: for each s ∈ Φi do
6: find G[Si] from the subtree;
7: if CGk[Si] exists then
8: Q.add(CGk[Si])
9: end if

10: if (Q is ∅) then
11: L = i − 1;
12: else
13: break;
14: end if
15: end for
16: end while
17: return communities in Q

8 Experiments

8.1 Setup

In order to show effectiveness in different networks, we choose three different
kinds of datasets, Twitter1 and Weibo2, Tencent3, and DBLP4. Twitter and
Weibo represent for directed social networks, Tencent for undirected social net-
works, and DBLP for other undirected networks. For Tencent, we can use two
directed edges to represent the bidirectional relationship of two users. Similarly,
the edge which represent a co-authorship relationship between two authors in
DBLP, can be taken place by two directed edges. We get datasets of Twitter
and Weibo by crawling, and obtain graph of Tencent from the KDD contest
2012 (Table 2).

We randomly selected 100 query vertices, of which core numbers are higher
than 5. We calculate the averages of the 100 queries. Our methods were imple-
mented on a machine with CPU Inter(R) Core(TM) i7-2600, 8.00 GB memory,
3.40 GHz frequency, 500 GB hard disk. All programs are coded in Java.

1 https://www.twitter.com/.
2 https://www.weibo.com/.
3 http://www.kddcup2012.org/c/kddcup2012-track1.
4 http://dblp.uni-trier.de/xml/.

https://www.twitter.com/
https://www.weibo.com/
http://www.kddcup2012.org/c/kddcup2012-track1
http://dblp.uni-trier.de/xml/
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Table 2. Datasets of the networks

Dataset Vertices Edges

Twitter 61, 791 4, 801, 709

Weibo 35, 451 3, 202, 383

Tencent 2, 320, 895 50, 133, 369

DBLP 977, 288 3, 432, 273

8.2 Results on Effectiveness

In this part, we conduct experiments of classical algorithm in several different
data sets, and compare DACQ with other outstanding CS methods: Local search
[20], Global search [3] and ACQ [5].

Given a graph G, a query vertex q and a set of communities obtains by
an algorithm C(q) = {C1, C2, ..., Cψ}, we adopt CMF (community member fre-
quency) and CPJ [5] to measure effectiveness. The higher their value, the more
cohesive is a community.

– CMF: CMF (C(q)) = 1
ψ·|Attr(q)|

∑ψ
i=1

∑|Attr(q)|
h=1

f(i,h)

|Ci|
f(i,h) is the number of vertices of Ci whose attribute sets contain the h-th
attribute of Attr(q). The CMF is the average of this value over all attributes
in Attr(q), and all communities in C(q).

– CPJ: cpj(C(q)) = 1
ψ

∑ψ
i=1

[
1

|Ci|2
∑|Ci|

j=1

∑|Ci|
k=1(

|W (C(i,j))∩W (C(i,k))|
|W (C(i,j))�W (C(i,k))| )

]

It computes the average similarity over all pairs of vertices of Ci, and all
communities of C(q), which is adapted from Jaccard similarity.

Global search and Local search are based on undirected non-attributed
graphs, and ACQ is based on undirected attributed graphs. DACQ works on
directed attributed graphs. The four methods all adopt minimum degree mea-
surement to guarantee the structure cohesiveness of communities. However, the
algorithms and the graphs they work on are different, which result in different
effectiveness of retrieved communities.

In Fig. 7, we compare DACQ with other CS methods about cohesiveness of
communities specifically, about CMF and CPJ value for the four given datasets.
The figure shows that ACQ and DACQ outperform in cohesiveness of communi-
ties, because ACQ mainly considers vertex attributes, while Global search and
Local search do not. Furthermore, DACQ also show better performance than
ACQ in directed networks (Twitter, Weibo), since DACQ works on directed
networks without any simplification. As we discuss in Sect. 1.1, using undirected
edges to represent unidirectional and bidirectional relationships could lose rela-
tionships and further produce wrong results. Besides, DACQ performs better
than ACQ in undirected networks (Tencent, DBLP) for supplemental attributes.
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Fig. 7. Effectiveness of the algorithms

8.3 Results on Efficiency

In this part, we compare the query efficiency with other CS methods for the four
given datasets, under different k, which is the threshold of community cohesive-
ness. A lower k renders a larger subgraph of the graphs simplified from networks
for all the algorithms. Extensive experiments were conducted to verify the effi-
ciency of DACQ.

Fig. 8. Efficiency of the algorithms about different k

In Fig. 8, we can see Local search outperforms than Global search in general,
and it is apparent that DACQ and ACQ execute more efficiently than others
because of index construction. Besides, DACQ cost a little more time than ACQ.
We apply O(m) strongly connected algorithm for subgraphs with different core
numbers in the process of index construction, and ACQ guarantees connectivity
for once. We could use the index which are not be reconstructed, to find com-
munities for a large number of queries. Hence, the little additional time could
be ignored.
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9 Conclusion

In this paper, we investigate the problem of community search in directed
attributed graphs and propose a novel framework DACQ to retrieve effective
community with strongly connected structure cohesiveness and attribute cohe-
siveness. To the best of our knowledge, this is the first work on community search
in directed graphs. We can also apply DACQ in undirected graphs, which shows
its wide applicability. As shown in experiments, DACQ method is efficient and
more effective than other methods, for both directed and undirected networks.
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Abstract. Road users are now able to retrieve safety information, computing
task results and subscribing content through various vehicular ad hoc network
(VANET) services. Most commonly used services are safety beacon, cloud
computation, and content subscription. Road users concern more about data
security than ever. Privacy preserving authentication (PPA) is one main
mechanism to secure inter-vehicle messages. However, for historical reasons,
PPA for three services are different and therefore hard to be unified and not
lightweight enough. To improve the flexibility and efficiency of PPA for various
VANET services, it is necessary to securely authenticate messages preserving
privacy for individual service, but also to unify PPA processes of various ser-
vices in one vehicle. Here we propose an Efficient Pseudonymous-based
Inter-Vehicle Authentication Framework for various VANET services. Our
novel framework employs three methods. Method No. 1 consists of a decen-
tralized certificate authority (CA), which allows vehicles to communicate only if
vehicles registering themselves. Method No. 2 adopts a three-stage mutual
authenticating process, which adapts to different communicating models in
various services. Method No. 3 we design a universal basic module that requires
only lightweight hashing and MAC operations to accomplish the signing and
verifying processes. To analyze the security performance of our EPAF, we use
automated tool under symbolic approach. Our results strongly suggest that
EPAF is secure, robust and adaptable in vehicular safety, as well as in content
and cloud computation services. To analyze the performance of EPAF, we
calculate benchmarks and simulate the network. Our results strongly suggest
that EPAF reduces computation cost by 370–3500 times, decreases communi-
cation overhead by 45.98%–75.53% and CA need not to manage CRL com-
pared with classical schemes. In conclusion our framework provides insights
into how data privacy can be simultaneously protected using our EPAF, while
also improving communication and computing speed even in high traffic
density.
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1 Introduction

Various services now depend on vehicular networks like traditional safety service,
arising content subscribe/publish service [1] and vehicular cloud computation service [3].
In safety service, VANET is supposed to collect and disseminate useful information
through vehicle-to-vehicle (V2V) and vehicle-to-roadside unit (V2R) based on dedicated
short-range communications (DSRC), supporting applications like Forward Collision
Warning (FCW) and Blind Spot Warning (BSW) [2]. In content service, it on one hand
receive content through 4G/5G, on the other store and forward content (road map around,
media, POIs) through opportunistic communication. In computation service, a temporary
vehicular computation cloud is formed on the fly by dynamically integrating resources
from a cluster of vehicles like hundreds in parking lots, helping nearby users especially
ones in cheaper cars to accomplish heavy computation tasks and gain actual benefits [6].
No matter what services VANET take on, security issues are inevitable.

Three types of security requirements are considered in this paper. (1) Basic type
like resilience to eavesdropping, forgery and modification due to wireless communi-
cation. (2) Common type includes service data privacy preserving, unlinkability for
multiple anonymous messages and tracking a vehicle (implied by level 3 privacy in [7])
and conditional traceability. (3) Dedicated type for various services. The first is core
service data, apart from private identity information and locations, safety service
focuses on vehicle motion status and road events, content service focuses on
subscribe/publish information, computation service focuses on request, result and
vehicle reputation. Unlinkability for identity and location is fundamental. But
subscribe/publish information in content service, request/reply and reputation in
computation service should be preserved. Apart from above, the performance should be
redundant to adapt to arising different services.

Privacy preserving authentication (PPA) keeps an astonishing idea to ensure the
security of VANET [3–10]. Some are based on public key infrastructure (PKI) and
employs traditional digital signature technique to authenticate messages. Main down-
sides of such schemes are three: (1) Vulnerable to effortless Denial of Service
(DoS) attack. (2) Collapse of scheme caused by high packet loss ratio. (3) Heavy
burden on trusted authority (TA) performing certificate updating and revoking. We
observe new trends in VANET. On-vehicle computer computes much faster, which
leads to that road infrastructure needs not to be responsible for security tasks. As the
vehicular network services are developing, the integration of hardware and software for
PPA is inevitable rather than separated for different services. Lastly, urban
three-dimensional traffic system incurs the need of enough redundant performance.

In this paper, we proposed an Efficient Pseudonymous-based Inter-Vehicle
Authentication Framework for various VANET services (EPAF). For each vehicle a
telematics device (TD) and a tamper proof device (TPD) are equipped acting as a
distributed security proxy. Lightweight basic modules are decoupled and designed,
each of which requires only several extreme lightweight operations to accomplish
signing and verification. Moreover, the framework is able to adapt to one-way dis-
semination or a request/reply routine in various services. As we know, EPAF is the first
strong-privacy-preserving and dos-resilient authentication framework compatible with
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various services. Even compared with PPA scheme for safety service, hundreds of
times efficiency redundancy is assured.

Followings are the advantages of EPAF:

• Level 3 privacy and strong privacy preservation: EPAF is able to guarantee level 3
privacy. Moreover, TD and TPD devices act like proxy, which leads to strong
privacy that adversary is unable to pry into real identities of vehicles even if all
RSUs are compromised.

• Reduced certificate overhead: In EPAF, a dynamic pseudo identity and a short
MAC is carried within message. All CRL related overhead is eliminated and our
EPAF achieves a decrease of 45.98%–75.53% in communication compared with
other schemes.

• Compatible with various services: Through a mutual authentication mechanism,
EPAF is able to satisfy security requirements which is compatible with
one-direction message dissemination or bi-direction request/reply service. EPAF’s
integrity and unlinkability are compatible with different service data.

• Redundant performance efficiency: In user, message or service authentication,
EPAF employs only hash operations coupled with MAC generation to accomplish
the signing verification of service message. Subsequently achieving a significant
increase of nearly 370–3500 times in computation compared with even safety
schemes. This makes EPAF efficient enough for various services even in large
traffic density.

Rest of this paper are as follows. Section 2 presents the related work about privacy
authentication in VANET. In Sect. 3 system model and adversary model is defined.
Then Sect. 4 gives full details of EPAF. In Sect. 5 we analyze the security of the
scheme using symbolic approach. Section 6 gives performance analysis of EPAF, and
Sect. 7 concludes the paper and look into the future work.

2 Related Work

Bulk of research work has been proposed to improve conditional privacy preservation
for VANET in last decades, which is considered as candidate framework design ref-
erences [5–9, 15, 18–21].

Pseudonymous-based schemes like BP [5], ECPP [7] and PTVC [6] link and update
many pairs of private key and pseudonymous certificate to a pseudo identity. However,
these schemes suffer from high overhead of certificate management and time window
between certificate update (e.g. 1 min). In group based schemes, group members hide
their real identities through a group identity. In schemes like [8, 9], CRL item checking
needs two paring calculations, which is 104 times high than a string comparison in
computation overhead, which makes computational cost for authentication too high to
adapt to complex service handshake. Pervasive road side units (RSUs) are usually
needed to maintain group, which makes group leader bottleneck. Hybrid schemes are
ones which combine pseudonymous authentication protocol, digital signature, MAC
and other authentication techniques to make a tradeoff [9]. In [8], group signature CRL
checking is still expensive. TESLA++ [9] provides fast authentication and
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non-repudiation and data integrity. However, it is unable to provide privacy preser-
vation and conditional traceability. Batch verification based schemes are based batch
verification. In RAISE and succeeding schemes [15], RSU was utilized as aggregator to
verify messages from vehicles. The approach utilizes the IBE cryptography for gen-
erating secret keys for pseudo identities and thus avoids the use of certificates. Total
computation overhead of vehicles are significantly reduced, but a vehicle still need
store and wait for aggregation message from RSU. As for batch verification based ones,
on one hand conditional traceability is not effective for replying messages shared back
to vehicles, on the other the verification delay are inevitable and hard to deal.

The mentioned schemes have common bottlenecks of relying on infrastructure and
not supporting mutual service message authentication. High overhead of signing,
verification or certificate management by centered architecture is inevitable.

3 System Model

In this section, system model (network model and attack model), and design goals are
presented.

3.1 Network Model

We consider a hybrid VANET scenario in which safety, content and computation
services are supported. We divided the network model into two parts: common model
for entities and service processing model for services.

In common model, TA is fully trusted by others. It has nearly unlimited compu-
tation and storage resources and accomplishes tasks as (1) RSUs and vehicle regis-
tration, (2) system key management, (3) conditional tracing. RSU communicates with
TA directly through wired channel. It has large storage and powerful communication
capability of 1 km to 3 km. It is responsible for message forwarding and distributed
RSU aided key updating.

Every vehicle is equipped with an OBU as shown in Fig. 1. In safety service, OBU
gathers information from vehicle sensors (e.g., GPS, forward, speed) and Event Data
Recorder, packs safety beacon and broadcasts it through dedicated channel [2]. In
content service, OBU acquires and provides content. For computation service, OBU
helps generate requests and receive results. Telematics Device (TD) and Tamper
Proof Device (TPD) cooperate with each other to ensure the security of the services.
TPD is hard to hack into and used to store cryptographic materials and process
cryptographic operations. Time synchronization is assured for all OBUs.

Different messages exchanging process are as followings:

Safety Service:
Vi ! Vj: <id, timestamp, motion attribute, events>
Vj: consume and make driving decision
Content Service:
Vi ! Vj: <id, timestamp, motion attribute, subscribe info>
Vj: consume and make routing decision
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Set up a secure channel between Vi and Vj

Vj ! Vi: <id, timestamp, motion attribute, publish info>
Computation Service:
Vi ! Vj: <id, timestamp, motion attribute, computation request, trust threshold>
Vj ! Vi: <id, timestamp, motion attribute, computation reply, reputation value>

In cloud computation service [6], End user (EU) needs to locate the high-reputation
computing units (CUs) firstly. Vi sets a threshold trust level, and broadcasts the
computation request. After receiving the Vi’s requests, Vj verifies the request, calculates
the proof and reply to Vi. If the reputation satisfies the trust level requirement, vehicle
(EU) outsource its data through secure channel and receive results eventually.

The above processes show that, to achieve a compatible PPA framework, the direct
and simple way is bi-direction authentication.

3.2 Adversary Model

Attack model is divided into common and dedicated.

Common Attack Model
Adversary controls communication channel, monitor all the on-the-fly data through
these channel and tamper the message. Eavesdropping, RSU or vehicle compromising,
privacy prying, identity impersonation and DoS attack (through jamming, injection or
high density traffic) are possible. One hypothesis is that materials are kept safe in TPDs.

Special Attack Model for Safety Service
An adversary would forge safety beacon to induce the legitimate vehicles to accept
false or harmful messages without being detected, thus abusing the VANET to max-
imum its gains (e.g., cheating a clear path, snooping users’ location).

Fig. 1. OBU functional model
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Special Attack Model for Content Service
Subscribe information is forged to disturb opportunistic networking, or to help
adversary obtain more information without being billed. Adversary might also forge
high quality content information and cheat on credit. Sub./Pub. message link attack
might happen because of embedded interest.

Special Attack Model for Cloud Computation Service
Reputation spoofing attack is one severe attack when CUs impersonate as other CUs
and provide fake reputation to obtain more data. Adversary is able to use reputation in
several messages to track a vehicle. Vehicular cloud computation is a hot topic.
However, in this paper we focus only on privacy-preserving authentication, thus only
reputation spoofing attack and reputation message link attack are considered.

3.3 Design Goals

First are basic security goals for wireless communication: Resilience to forgery or
modification is that every message should be authenticated to ensure that its source
legitimate and payload unaltered. Any forged or modified messages shall be detected
by vehicle. As service is different, core messages are different. Non-repudiation
includes three meanings which are (1) not claiming to be other vehicle; (2) not cheating
about their position and service data; (3) not denying the actions and the time of
generating and sending messages.

Second are goals concerning V2V communications: Identity privacy preserving
(Authentication and Anonymity) is fundamental because of the broadcasting nature in
VANET. Privacy leaking must be prevented in which binding between real identities
and information of VANET. Unlinkability is part of level 3 privacy. It means that
adversaries are never able to find common properties in multiple messages and link
them to one particular vehicle. Considering various services, the meanings are different.
Location privacy violation problem might be incurred without unlinkability. Subscribe
and publish interest privacy leaking also happens. For computation service, reputation
linking is considered in this paper. Strong privacy preservation is also necessary, which
means with all RSUs compromised, the adversary cannot obtain vehicles’ private
information. Conditional traceability means that TA is able to retrieve a vehicle’s real
identity when the message is in dispute.

Third are goals to achieve efficiency redundancy and flexibility redundancy like
DoS resilience and separate user to one vehicle support.

4 Proposed EPAF Framework

4.1 Overview

The proposed framework is based on three methods: (1) Decentralization is imple-
mented by TD and TPD devices which stores secret information like system key, initial
pseudo identity, one-way-function result of user’s password and help to verify user’s or
vehicle’s identity and to keep or update passwords. (2) To achieve good extendibility
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for various services, a three stage mutual authentication is designed, which includes
user authentication, message authentication and service authentication. (3) EPAF
divides modules into four types of basic function modules: modules of registration,
modules on TD, modules on TPD for message authentication, modules on TPD for
service authentication. This decoupling aims to give a lightweight adaptable
pseudonymous-based protocol structure without implementation details. MAC and
one-way hash operations are used to implement the modules. Revocation and condi-
tional tracing are also designed.

4.2 Framework Workflow and Modules

In registration and initialization phase, after System Initialization of CA, user of the
vehicular services drives the vehicle to CA, and uploads his password pwi,u (usually in
form of biometrics features like fingerprint and iris scan), identity of vehicle and
necessary information of vehicle through Info. Upload module. Info. Upload module
does one-way function to pwi,u and obtain ci,u, then uploads <IDi, ci,u, Infoi> to CA.
Through Pseudo Identity and Param. Generation module, CA picks initial pseudo
identity PIDi and TDIDi for both TPD and TD devices. Then relevant secure param-
eters are calculated. CA writes <PIDi, km, tskey, [param.]> to TPD device and <TDIDi,
IDi, [param.]> to TD device.

In order to handle different application situations, we propose a direct and simple
three stage authentication scheme, structure of which is shown in Fig. 2.

Fig. 2. Three stage authentication phase
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User Authentication and TPD Login
User authentication stage is performed by TD Login module in telematics device.
When new messages come, instant pseudo identity PIDi,u and the signature sigPIDi are
generated using PIDi by Instant Pseudo Identity Generation module. Afterwards, the
<PIDi,ts, sigPIDi, ts> is delivered to tamper proof device. Two core modules TPD
Login and Message Signature Generation are performed in TPD. With assistance of
PIDi pre-installed in TPD, sigPIDi is verified.

Message Authentication Stage
After the verification of TPD Login module, Message Signature Generation module
would generate the signature of message using PIDi,ts, pre-stored km, and current
timestamp ts. Then <m, PIDi,ts, sigMSGi, ts> is broadcasted to nearby vehicles. When
message is received by another vehicle, Message Signature Verification module is
performed by TPD(j). If the verification process returns true, message is valid and is
available to be consumed.

Service Authentication Stage
This stage aims to support bi-direction communication service and verification of
vehicular service provider. Mutual Signature Generation module on TPD(j) is per-
formed to take service link information, PIDi,ts, tsl as input and generate mutual sig-
nature for service link information. Then <PIDj,ts, sigMUTi, tsl, ml> is sent back to
Vehicle(i). Mutual Signature Verification is performed on TPD(i) to verify the identity
and the service information from Vehicle(j). If the verification is passed, Access Token
Generation is performed to output a service accesstoken for Vehicle(j), which would
sent it to Vehicle(j). After the accesstoken is verified valid, Vehicle(j) enters into
Service Provision module and the vehicles communicate through specific secure
channels.

4.3 Core Module Implementation

To explain the module implementation of EPAF, we use two vehicles. The correlated
modules are shown in Figs. 3 and 4. Each module implementation is shown as
followings:

System Initialization and Info. Upload
Suppose G be a cyclic additive group of order q, P 2 G a generator of G and e:
G � G ! V be a bilinear map which satisfies following conditions [12]: Bilinear,
e x1 þ x2; yð Þ ¼ e x1; yð Þe x2; yð Þ and e x; y1 þ y2ð Þ ¼ e x; y1 þ y2ð Þ; Non-degenerate,
There exists x 2 G and y 2 G such that e(x, y) 6¼ 1. CA randomly picks integer a 2 Z�

q

as private key for the vehicular network system, and computes b = aP as public key.
CA computes SIDCA = aH(IDCA) as its identity secret key and generates system key
km ¼ k1m; k

2
m

� �
, where k1m 2 0; 1f ga, a is the key length of Enck :ð Þ; k2m 2 0; 1f gb, b is

the key length of h1k :ð Þ:CA publishes {b, IDCA}, and keeps a, km, SIDCA secret.
Vehiclei along with its user firstly submit real identity IDi, ci,u = h(pwi,u) and Infoi

(e.g., engine serial number, date of manufacture, vehicle owner, service registration
information) to Info. Upload through secure channels. Info. Upload then outputs <IDi,
ci,u, Infoi>.

EPAF 259



Pseudo Identity and Param. Generation
CA checks the correctness of input <IDi, ci,u, Infoi> (usually with help of national
vehicle management department and the VANET service provider). Then CA ran-
domly picks PIDi 2 Z�

q and TDIDi for Vehiclei and TDi <IDi, TDIDi, PIDi, Infoi> is
then inserted into user and vehicle information table. CA computes parameters like
(Table 1):

pSi ¼ h IDi TDIDij jj jPIDið Þ � h TDIDijjkmð Þ; pUi;u ¼ hðIDijjci;ujjPIDiÞ � h TDIDijjkmð Þ;
pVi;u ¼ hðci;u � PIDiÞ; pKi;u ¼ PIDi � hðTDIDi � ci;uÞ:

Here pVi,u is employed as a user verifier to authenticate driver’s identity, pKi,u is
employed as a password keeper and pUi,u is used to update the user password through
TPD device. Moreover, if user changes the password pKi,u would be updated and all
values of pKi,u are kept in a table in TPD device for message tracing use, we call it
pK-table.

Finally, CA saves <IDi, TDIDi, PIDi, Infoi> to a user information table, and writes
fTDIDi; IDi; pSi;\pVi;u; pKi;u [ g to TDi, and preloads {PIDi, km, tskey, <pUi,u, pKi,

u>} on TPDi.

Fig. 4. Modules on TPD(j) of Vehicle(j)

Fig. 3. Modules on TPD(i) of Vehicle(i)
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TD Login
User firstly plugs the TDi into the Vehiclei and input pwi,u. Then <pVi,u, pKi,u> is used
to verify user as shown in Fig. 4. If the driver is legitimate, the restored PIDi is stored
in memory until TDi is unplugged.

Instant Pseudo Identity Generation
Figure 4 gives the generation process of PIDi,ts and sigPIDi : PIDi;ts ¼ h IDi jjð
TDIDijjPIDiÞ � h PIDijjtsð Þ, sigPIDi ¼ hðpSi PIDij jj jtsÞ. Then TDi sends {PIDi,ts, sig-
PID, ts} to TPDi.

TPD Login
TPDi would verify the legitimacy of TDi, if TDi is legitimate, then OBU is free to use
TPDi to perform further action.

Message Signature Generation
Every time a new message payload m is generated, TDi redoes the TPD login to update
dynamic pseudo identity PIDi,ts. If the TPD login is passed, TPDi would generate:
sigMSGi ¼ mackm PIDi;tsjjh mjjkmð Þjjts� �

and packs the message like {PIDi,ts, sigMSGi,
ts, m} as module output.

Message Signature Verification
After Vehiclej receives a packet {PIDi,ts, sigMSGi, ts, m} from Vehiclei, TPDj on
Vehiclej would calculate sigMSG�

i ¼ mackm PIDi;tsjjh mjjkmð Þjjts� �
to verify the legiti-

macy of the message. If sigMSG�
i ! ¼ sigMSGi returns false, Vehiclej then accepts the

message for application or launches Mutual Signature Generation in content or
computation service.

Table 1. Notations used in proposed scheme

Symbol Description Symbol Description

CA Certificate authority IDCA Identity of CA
km System key Vehiclei The ith vehicle
tskey Timestamp of current system

key being updated
h(.) Hash function h : 0; 1f g��V ! Z�

q;Z
�
q

¼ fx 2 1; . . .; q� 1f gj gcd x; qð Þ ¼ 1g
Infoi Vehicle information of Vehiclei h1k (.) Hash function h1k : 0; 1f g�! 0; 1f gn
IDi Real identity of Vehiclei TDIDi Identity of TDi

pwi,u Biological password of driver u
of Vehiclei

PIDi,ts Dynamic pseudo identity of Vehiclei at ts

Enck(.) Encryption function using k as
key, like AES

Deck(.) Decryption function using k as key, like
AES

H(.) Hash function H: {0, 1}* ! G*,
G* = G\{0}

mack(.) MAC using k as a key, such as HMAC
[11]

PIDi Initial pseudo identity of
Vehiclei

|| Message concatenation operation
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Mutual Signature Generation
Mutual signature is generated by vehicle which replies the service request like:
sigMUTj ¼ mackm hijjh mljjkmð Þjjtslð Þ; hi ¼ sigMSG�

i � h mljjkmð Þ. The generation pro-
cess is just simple like Message Signature Generation module.

Mutual Signature Verification
TPDi uses {PIDj,ts, sigMUTj, tsl, ml} as input and computes h�i ¼ sigMSGi � h mljjkmð Þ;
sigMUT�

j ¼ mackm h�i jjh mljjkmð Þjjtsl
� �

to verify service signature.
Through accesstoken = mackm(PIDi,ts||h(ml||km)||tsl), access token is generated and

is used in future service acquisition. Vehiclej would verify the access token, if it returns
true, then the vehicles enter service provision through secure dedicated channel. The
Service provision processing is potential to be realized in many different ways and the
corresponding discussion is not included in this paper.

4.4 Revocation and Conditional Tracing Phases

Pseudonym Revocation
In a decentralized framework, it is hard to revoke an invalid vehicle which is judged
invalid. EPAF only needs CA to broadcast one revocation message {PIDi, sgrev} to all
vehicles, in which sgrev is the signature of PIDi calculated by sgrev ¼ SignSIDCA PIDið Þ.
If Vehiclei receives the revocation message and verify the source legitimacy of it, TPDi

deletes all the secret materials preloaded in registration phase including
fPIDi; km; tskey; \pUi;u; pKi;u [g. Once the telematics device is plugged in the vehicle,
the corresponding preload secret materials fTDIDi; IDi; pSi;\pVi;u; pKi;u [g would
also be erased.

Conditonal Tracing for Vehicle and User
Message tracing process provides the capability of tracing\messages in services. Take
{PIDi,ts, sigMSGi, ts, m} as an example. CA selects \IDi; TDIDi;PIDi; Infoi [ where
PIDi;ts ¼¼ h IDi TDIDij jj jPIDið Þ � h PIDijjtsð Þ, from user and vehicle information table.
Therefore, Vehiclei is found and located through Infoi. Through pK-table stored on
TPDi, the authority is able to trace the user on vehicle using evidence of pUi,u when the
message is being sent.

5 Security Analysis

Preliminaries about symbolic approach is given in this chapter. Then we implement
core phases of EPAF using ProVerif and compare the security properties of schemes.

5.1 Preliminaries

The computational approach and the symbolic approach are two major methods to
analyze the cryptographic protocols employed in last two decades. Symbolic approach
is amenable enough to realize in automatous way due to its algebraic structure. Many
automated tools are introduced for the symbolic approach. For example, ProVerif is a
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tool for applied spi calculus. Yet problems exist: (1) the computational soundness is
unclear; (2) the number of participants has to be fixed. (3) the time complexity
increases exponentially along with the number of participants. Recently, Canetti et al.
[16] has proposed the universally composable symbolic analysis (UCSA) approach, in
which it is proved that the security is unrelated with the number of sessions. However,
it is only able to deal with two-party cryptographic protocols. Later in [17], the UCSA
approach is extended to deal with arbitrary number of participants. Moreover,
according to Theorem 2 in [17], symbolic approach implies computational approach.
Some important keywords of the pi calculus are as followings:

Query attacker: M means that the attacker may have M in phase (M is not secret).
query ev:f(x1,…, xn) ==> ev:f′(x1,…, xn) is non-injective agreement: it is true when,
if the event f has been executed, then the event f′ must have been executed before f.
choice [<term>, <term>]: it tries to reconstructs a trace until a program point at which
the process using the first argument of choice behaves differently from the one using
the second. If a trace is reconstructed, it means the attacker is able to distinguish the
first argument from the second one. !<process>: it means the replication executes an
unbounded number of copies of <process> in parallel: <process> | <process> | <pro-
cess> | ….

5.2 Experiment and Analysis

In this chapter, we compare the security features of EPAF framework with classical BP,
GSIS, VAST and PTVC.

Resilience to Forgery or Modification of Message
The messages in the framework is protected by MAC. The proposed scheme is able to
detect the forged or modified messsages with the assistance of tamper proof device.
Results in [19] show that if “event endAuthV2V(PID_i_ts, sigMSG_i, ts)” has been
executed, then “event beginAuthV2V(PID_i_ts, sigMSG_i, ts)” must have been exe-
cuted. Thus the adversary is unable to forge or modify {PIDi,ts, sigMSGi, ts, m} or
{PIDj,ts, sigMUTj, tsl, ml}.

Non-repudiation
Each message is integrated with instant pseudo identity, which is generated from IDi,
PIDi, TDIDi and timestamp by Instant Pseudo Identity Generation module.
Non-repudiation is guaranteed because an adversary is never able to deny the action
nor time of message.

Identity Privacy Preserving
PIDi,ts or PIDj,ts is utilized to preserve the IDi. User need to pass TD Login module on
TD and pass TPD Login module on TPD to access the vehicular network. Thus identity
privacy is preserved even if the telematics device is stolen. As shown in [19], the
adversary is unable to obtain any information about IDi and IDj.

Unlinkability
In EPAF, PIDi,ts differs as time changes, adversary is unable to launch replay attack nor
link numerous messages to one vehicle. Moreover, in core modules, key operations of
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MAC generation and message authentication are accomplished without knowing the
real identity. We use keyword “choice[PID_i_ts,r0]”, “choice[PID_j_ts,r0]” in to test
the anonymity. The result is “RESULT Observational equivalence is true (bad not
derivable)”, as shown in [19], which means PIDi,ts is unable to be distinguished from a
random number r0. To test the unlinkability, we use “!” before the processes and the
result is still true, which means no matter how many commutation processes are
running, none of information about vehicle’s identity will be revealed. Thus the pro-
posed scheme achieves level 3 privacy: authentication, anonymity, unlinkability.

Mutual Authentication
In proposed framework, a three stage mutual authentication mechanism is provided. In
message authentication stage, beacon safety message itself or service request message
(Subscribe information message or computation request message) is being verified. In
service authentication stage, the service reply message (Publish information or com-
putation reply) is being verified to achieve the PPA along with extendibility for various
services.

Compatible with Different Services
EPAF achieves the compatibility which focus on different core data in message
integrity, unlinkability and a mutual authentication service hand shake. These are the
simplest model to provide unified privacy preserving authentication service. In con-
trast, BP, GSIS and VAST are designed for safety and PTVC is designed for com-
putation. Other schemes including batched based schemes, hybrid schemes,
k-anonymity based schemes and cloud assisted schemes are only able to adapt for
one kind of vehicular services and hard to extend.

Apart from above security feature analysis, EPAF also achieves strong privacy
preservation and conditional traceability which are fundamental in PPA. As is shown in

Table 2. Security comparision

Schemes Properties
BP GSIS VAST PTVC EPAF

Data integrity ✓ ✓ ✓ ✓ ✓

Non-repudiation ✓ ✓ ✓ ✓ ✓

Level3 privacy Authentication ✓ ✓ ✓ ✓ ✓

Anonymity ✓ ✓ ✗ ✓ ✓

Unlinkability ✗ ✓ ✗ ✓ ✓

Strong privacy preserving ✗ ✗ ✗ ✗ ✓

Conditional traceability Vehicle ✓ ✓ ✗ ✓ ✓

User ✗ ✗ ✗ ✗ ✓

Mutual authentication ✗ ✗ ✗ ✓ ✓

Service compatible ✗ ✗ ✗ ✗ ✓

Efficient revocability ✗ ✗ ✗ ✗ ✓

Resist to DoS Computation ✗ ✗ ✓ ✓ ✓

Memory ✓ ✓ ✓ ✗ ✓
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Table 2, EPAF achieves all the issued security properties and is more practical and
extendable than their schemes.

6 Performance Analysis

6.1 Authentication Overhead

Communication overhead of one message consists of attached certificate and signature.
For PTVC, request and reply message are 87 bytes and 91 bytes (1 timestamp for
request and 2 for reply, proof of reputation is not included), shown in Table 3. In EPAF
it includes MAC, pseudo identity and a timestamp. It is evident that EPAF significantly
decreases communication overhead by 45.98%–75.53% compared with other schemes.

In Table 4 and Fig. 5, it illustrates that EPAF is the second most efficient for
request and the most efficient for reply. EPAF significantly reduces request signing cost
by near 2000 times compared with other schemes, reply signing by 1800 times com-
pared with PTVC.

Table 3. Communication overhead for one message

Schemes BP GSIS VAST PTVC EPAF

Request overhead (byte) 105 192 145 87 47
Reply overhead (byte) – – – 91 47

Table 4. Message signing cost

Schemes BP GSIS VAST PTVC EPAF

Request overhead(s) Tmul 3Tpar + Th Tmul + Tmac Th + TEXP* 7Th + Tmac

Reply overhead(s) – – – 3Tmul + 3Tmod + 3Th 2Th + Tmac

*Note: TEXP represents uncertain time cost for exponent computation.

Fig. 5. Message signing speed
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Message verification includes CRL checking, certificate verification and signature
verification for BP, GSIS, VAST and PTVC. BP, VAST and PTVC perform CRL
checking through string comparison, computation cost is able to be ignored. In GSIS,
each CRL item needs two paring operations, which makes total cost 2NcrlTpar.
In PTVC, both request and reply message verification need one Tpar. In comparison,
EPAF only needs light MAC and hash operations to accomplish verification and
achieves an efficient verification speed as shown in Fig. 6 (Table 5).

6.2 Simulations

In this subsection, we use Opportunistic Networking Environment (ONE [13]) to run
simulations. We import a part from real map (northeast corner of area surrounded by
the No. 2nd Ring Road of Beijing). Parameters are in Table 6.

In simulation, EPAF and PTVC both need request and reply messages and the
metrics for each type are the average message delay, average message loss ratio and

Fig. 6. Message verification speed

Table 5. Message verification cost

Schemes BP GSIS VAST VAST* EPAF

CRL checking 0 2NcrlTpar 0 0 –

Certificate
verification

2Tmul 0 2Tmul
* 0 –

Request signature
verification

2Tmul 5Tpar + Th 2Tmul
* + 2Tmac Tpar + 2Th Th + Tmac

Reply signature
verification

– – – Tpar + 2Th 2Th + Tmac

Total 4Tmul 2NcrlTpar + 5Tpar + Th 4Tmul
* + 2Tmac 2Tpar + 4Th 3Th + 2Tmac

*Note: InVAST, certificate and digital signature verification is only performedwhen non-repudiation
is necessary. In this paper, we focus on VAST needing non-repudiation because of service concern.
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Table 6. Simulation configuration

Parameter Values

Communication range 4000 m
Simulation time 100 s
Channel bandwidth 6 Mbps
Wait time 0–5 s
Buffer size 1M bytes
Broadcast interval 0.3 s
Speed [20 km/h, 100 km/h] ± 10 km/h

Fig. 7. Traffic load and message size’s impact on performance
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percentage of signature verified, which are represented as avgDmsg, avgLR and avg-
PerSV and stated as same as in our previous work [14].

In Fig. 7 we compare the performance of EPAF with PTVC under different traffic
load (vehicles in communication range) and message sizes. Because reply performance
is nearly the same as request in both PTVC and EPAF, only figures for request
performance are listed.

EPAF achieves low and stable avgDmsg below 0.002 s for both request and reply
message as shown in Fig. 7(a-1). However, PTVC’s avgDmsg increases dramatically
along with traffic load increasing shown in (b-1). When size of packages increases,
PTVC’s avgDmsg decreases because vehicles’ buffer space is filled rapidly, older
messages are dropped and are not count. The trend in (b-2) is able to prove it.

Figure 7(a-2) shows, as traffic load growing larger and messages growing bigger,
avgLR of EPAF is stable at nearly 0%, even with traffic load 80 and size of packages
1000 bytes. For PTVC, with traffic load above 40, avgLR increases dramatically as
shown in (b-2). Apparently, EPAF achieves good performance in high traffic load and
large package size.

Comparisons for avgPerSV are shown in (a-3) and (b-3). avgPerSV for both EPAF
request and reply messages keeps near 100% at all configuration. For PTVC, avgPerSV
decreases as traffic load growing larger. It is lower than 60% when traffic load is above
80. This is unacceptable in real use.

It is evident that EPAF is DoS resilient and significantly increases availability of
PPA, which turns out to have potential extendibility to support various VANET
services.

7 Conclusion

In this paper, we proposed an efficient pseudonymous-based inter-vehicle authentica-
tion framework for various VANET services. Security analysis based on ProVerif
proves that EPAF achieves all designing security features, including 3 level privacy,
strong privacy preserving, mutual authentication and other security features. Perfor-
mance evaluation shows that EPAF has advantage in communication, message
signing/verification speed and achieves a significant increase of nearly 370–3500 times
in computation compared with safety schemes. This makes EPAF DoS resilient in
complex scenarios.

To the best of our knowledge, EPAF is the first PPA framework which achieves
both necessary security features and DoS resilience for various VANET services. It
would work as a design reference in more vehicular services like navigation, data
fusion and unmanned driving, and be implemented using other cryptographic methods.
Proposing a unified privacy preserving authentication framework for various services is
a new topic. We will focus on the common security problems in different scenarios and
make the EPAF framework to a more adaptable version, while maintaining the
applicable efficiency.
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Abstract. With the rapid development of wearable sensor technology, Human
Activity Recognition (HAR) based on sensor data has attracted more and more
attentions. The Hidden Markov Model (HMM) with perfect performance in
speech recognition has a good effect on HAR. However, almost all these
techniques train multiple Hidden Markov Models for different classes of
activity. For a given activity sequence with multiple activities, the activity
corresponding to the HMM with the maximum generating probability is selected
as the recognition result, which is not suitable for continuous HAR with multiple
activities. For this problem, we propose an improved Hidden Markov activity
recognition algorithm where discriminative model and generative model are
utilized. The discriminative model SVM is used to produce the observation
sequence of HMM, and the generative model HMM is used to generate the final
result. Compared with the traditional Hidden Markov HAR model, our proposal
has good performance in terms of precision, recall and F1 score.

Keywords: Human Activity Recognition � Hidden Markov Model
Support Vector Machine � Cyber-Physical system � Accelerometer signal

1 Introduction

1.1 A Subsection Sample

With the rapid development of microprocessors and integrated circuits, large amount of
sensors and mobile electronic devices have been developed with more powerful com-
putation capability and smaller size. The applications based on sensors and mobile
devices play a significant role in daily life, such as smart home, activity monitoring,
elderly care and game interaction, etc. The Human Activity Recognition (HAR) based on
wearable sensors has become more and more popular for small size, convenient wearing
and privacy protection different from other types of data acquisition devices [1–6].

In the field of HAR based on wearable sensors, various machine learning algorithms
are utilized to classify different activities. There, Support Vector Machine [7] (SVM),
Artificial neural networks [8] or Template matching [9] is used as discriminative model,
and Hidden Markov Model (HMM) is used as generative model. Considering the

© Springer Nature Singapore Pte Ltd. 2018
L. Zhu and S. Zhong (Eds.): MSN 2017, CCIS 747, pp. 271–282, 2018.
https://doi.org/10.1007/978-981-10-8890-2_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8890-2_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8890-2_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8890-2_19&amp;domain=pdf


outstanding performance of HMM in the field of speech recognition, more and more
techniques apply HMM to HAR and have achieved an efficient effect.

However, the existing studies still have limitations for Continuous Human Activity
Recognition (CHAR) in which the activities to be recognized are continuously per-
formed in a chronological order and the objective is a continuous sequence. For one
hand, the Potential temporal relationship between activities was disregarded. For
another hand, most activity recognition algorithms train one model for each activity
with assumption that the activity type of the inputted sequence is same. They evaluate
the same data sequence with all models, then choose the activity with largest proba-
bility as result which is not suitable for the sequence with multiple activities. The
computation cost of above algorithms is proportional to the number of activities to be
recognized.

In real life, the data sequence to be recognized consists of continuous
sub-sequences from sensors, which may contain more than one kind of activity. For
example, the sequence of data may contain three activities (walk, fall and lie). There,
the fall activity which has a short duration may be dominated (neglected) by other
activities which have longer durations. In this case, the existing HMM-based solutions
cannot provide users with high-quality services. For this problem, we propose an
improved algorithm based on HMM for continuous human activity recognition
(CHAR-HMM) where both discriminative model and generative model are utilized.
The main contributions of this paper are as follows:

• We propose a model which combines discriminative model (SVM) with generative
model (HMM) where only one model is used for continuous human activity
recognition.

• We evaluate CHAR-HMM, and the results show that our proposal performs better
in precision, recall and F1 compared to the traditional HMM-based solution.

The rest of this paper is organized as follows. Section 2 gives a brief description the
research and application of HMM in HAR. Section 3 defines problems and
CHAR-HMM proposed in this paper. Section 4 describes the data set and evaluation
results. Finally, we conclude the paper in Sect. 5.

2 Related Work

The algorithms used for human activity recognition are mainly divided into two cat-
egories: discriminative model and generative model. The algorithms based on dis-
criminative models include Decision Tree [15], Support Vector Machine [16] and so
on. Generative models include Gaussian Mixture Model (GMM) [17], Hidden Markov
Model (HMM) [18] and so on. As a result of the success of hidden Markov models in
the field of speech recognition, more and more researchers utilize this model in HAR.

Piyathilaka et al. applied GMM-HMM to model each activity for the skeleton
information in the image sequence of Kinect [10]. Claudia Nickel et al. applied HMM
to solve the problem that the boundary of two adjacent windows is not clear [11]. They
collected walking data from 48 subjects where one model is trained for one subject and
another model is trained for the other 47 subjects. Cheng et al. used three algorithms
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based on SVM, HMM and NN to recognize five kinds of daily activities [12]. Nickel
et al. studied the effect of different combinations of features, sequence lengths and sizes
of training data, and compared the performance of SVM and HMM [13]. Wang et al.
used GMM and HMM model to recognize six daily routine activities based on wrist
acceleration sensor data [14].

For all the works above, the HMM model is built for each activity to be recognized.
Then, it calculates the probability of each activity model and chooses the activity with
the largest probability as the recognition result. So the different activities in given data
sequence would be regarded as same activity potentially, which will lead to incomplete
result.

Different from the works above, our proposal builds only one model for multiple
activities.

3 HMM-Based Activity Recognition Algorithm

3.1 Hidden Markov Model

A Hidden Markov Model (HMM) is determined by initial probability distribution,
transition probabilities and emission probability distribution. It is defined as follows.

The set of states is denoted by Q : Q ¼ fq1; q2;. . .; qNg, and the set of observations
is denoted by V : V ¼ fv1; v2; . . .; vMg, where N is the number of states and M is the
number of observations.

The state sequence is denoted by I : I ¼ fi1; i2; . . .; iTg, and the observation
sequence will be denoted as O : O ¼ fo1; o2; . . .; oTg, where T is the length of I.

Transition probability matrix is

A ¼ ½aij�N�N ;

where aij = P(it+1 = qj | it = qi) is the probability of state qi at time t transferring to
state qj at time t + 1.

The emission probability matrix will be denoted by B:

B ¼ ½bjðkÞ�N�M ;

where bj(k) = P(ot = vk | it = qj) is the probability of the emission of the vk when state is
qj at time t.

p is the initial state probability vector: p ¼ ðp1; p2; . . .; pNÞ, where p(i) = P(i1 = qi).
The Hidden Markov Model is determined by initial probability vector p, transition

probability matrix A and emission probability matrix B. p and A determine the state
sequence, and B determines the observation sequence. Therefore we can denote a
Hidden Markov Model as a triplet k = (A, B, p), where A, B and p are three elements of
the Hidden Markov Model.
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3.2 Problem Description

We define the HMM-based continuous human activity recognition problem as follows.
The set of activities to be recognized is defined asA ¼ ða1; a2; . . .; aNÞ, whereN is the

number of activity categories. For each item in the activity set, its corresponding training
data set is T1; T2; . . .; TN . Given a new observationOðo1; o2;. . .; oTÞ, where T is the length
of the observation sequence, and its actual corresponding sequence of the target is
A ¼ ðSA1; SA2; . . .; SAMÞ, where M is the actual number of activity categories in the
sequence. SA1; SA2; . . .; SAM 2 A, and SA1; SA2; . . .; SAM are different from each other.
The goal is to train a Hidden Markov Model by training data and use it to recognize the
observation sequence to obtain the correct recognition results ðSA1; SA2; . . .; SAMÞ.

The existing HMM-based activity recognition algorithms (Sect. 2) use training data
sets T1; T2; . . .; TN to build N models fHMM1;HMM2; . . .;HMMNg, and use
Baum-Welch algorithm [18] to calculate model parameters. The forward algorithm [18]
is used to calculate the probabilities of observed sequences using the corresponding
model HMMi, the result is computed by:

A ¼ ðSAiÞ ¼ argmaxfPðOjHMMiÞg ð1Þ

If the observed sequence contains more than one type of activity (M > 1) the above
procedure can only recognize the sequence as only one activity and will result in an
incomplete recognition result.

3.3 CHAR-HMM: Improved HMM-Based Human Activity Recognition
Algorithm

For the above problem, this paper proposes an improved HMM-based continuous
human activity recognition algorithm CHAR-HMM. Different from the existing
HMM-based solutions, our proposal builds only one model for multiple activities. So
Baum-Welch algorithm cannot be used to determine the model parameters. The main
problem is how to determine the initial probability, transition probability matrix and
emission probability matrix. In the follows, we introduce a method to get model
parameters and the CHAR-HMM in Subsect. 3.3.

Model Parameters. The steps for parameter setting of CHAR-HMM are as follows.

Initial State Probability. According to the definition of initial state probability of
Hidden Markov Model in Sect. 3.1, pi represents the probability of being in state qi at
time t = 1. All activity sequence data are divided into data segments with equal size as
the input. The first activity in each data segment corresponds the state while t = 1. All
activities to be recognized have the same probability at the first state of each data
segment, so the initial probability is

pi ¼ Pðii ¼ qiÞ ¼ 1=N; i ¼ 1; 2; . . .;N ð2Þ
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Where N is the number of activity categories. In the following example (Table 1),
pi ¼ 1=5; i ¼ 1; 2; . . .; 5.

Transition Matrix. For easy understanding, we use numbers 1 to 5 as the labels of the
corresponding activities. As shown in Table 1.

Considering the constraint among 5 activities, the algorithm in this paper uses a
self-defined state transition matrix. For example, we set the probability of the transition
from activity Sit-down to Walk to be 0 because Stand-up must happen between them.
The details of state transition matrix are shown in Table 2, where aij denotes the
transition probability from state i to state j.

Emission Probability Matrix. When SVM is used for multi-classification, it is hard to
categorize all kinds of activities completely based on the division of feature space, so
the soft-interval SVM classifier [16] is proposed. Inspired by this process, our proposal
uses SVM to determine the observation set and its division while using HMM. Due to
the huge computation amount of SVM on high-dimensional data, we use Linear Dis-
criminant Analysis (LDA) to reduce the data dimension and to accelerate the training
process of SVM [19]. Compared with other dimension reduction techniques like
Principal Component Analysis (PCA), LDA can increase the class internal and make
the data easier to classify. But it is not necessary in the following observed probability
calculation procedure.

U ¼ fu1; u2; . . .; uNg denotes both the states set and the observation set, where N is
the number of states. The reason is that the number of subspaces obtained by trained
SVM for the whole feature space is equal to the number of different labels in training
data. Each activity in activity recognition corresponds to a state ui in Hidden Markov
Model, and the training data set for each activity is denoted by T1; T2; . . .; TN . The
prediction of SVM for each training data also corresponds to one state in the

Table 1. Mapping table of activity and label

Activity Sit Sit-down Stand Stand-up Walk

Label 1 2 3 4 5

Table 2. The transition probability matrix

1 2 3 4 5

1 0.5 0 0 0.5 0
2 0.4 0.5 0 0.1 0
3 0 0.3 0.4 0 0.3
4 0 0 0.3 0.4 0.3
5 0 0.1 0.4 0 0.5
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observation set. Rj represents the result set of the j-th activity predicted by SVM, and
NOAk(Rj) represents the number of activity k in Rj.

Computation of the emission probability matrix by SVM mainly consists of the
following three steps:

(a) Train SVM on all of the training data set T1; T2; . . .; TN .
(b) For Tj of each activity, SVM trained by step (a) is used to predict and get the result

set Rj.
(c) Calculate the emission probability matrix by the following formula:

bjðkÞ ¼ NOAkðRjÞ
NOAjðTjÞ ð3Þ

Laplace smoothing is used on observation probability matrix. There may exist some
zeros in emission probability matrix because the training data cannot fully cover the
feature space, so we use Laplace smoothing to deal with it. The additive factor in this
experiment is 5. Based on the above steps, the triples of Hidden Markov Model can be
determined.

The Improved HMM-Based Activity Recognition Algorithm. The procedure of the
algorithm is shown in Fig. 1. The left part is the training process of the model, and the
right part is the recognition process on the observation data sequence. To be more clear,
we also describe this procedure with pseudo code in Program CHAR_HMM.

Fig. 1. Procedure of the improved HMM-based algorithm
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• Training process

(a) In line 2 of pseudo code list, train LDA with the training data and then use the
trained LDA for dimension reduction on training data.

(b) In lines 3–10, train SVM with the data set obtained by step (a), then use the
trained SVM to predict on the same data set. The emission probability matrix B is
calculated by formula (3).

(c) Set the initial probability by formula (2) and then set the transition probability
matrix. Use Laplace smoothing to get the final emission probability matrix in step
(b).

The pseudo code of procedure of the improved HMM-based algorithm is shown as
following:

Through the three steps above, the Hidden Markov Model can be determined.

• Recognition process

(a) Line 13 shows that for a given observation data sequence O ¼ ðo1; o2; . . .; orÞ, use
the trained LDA in training process for dimension reduction, and get result
P ¼ ðp1; p2; . . .; prÞ.

(b) Line 14 shows that use the trained SVM to predict P and get the result
Q ¼ ðq1; q2; . . .; qrÞ.

(c) Line 15 shows that predict Q by the trained HMM and Viterbi algorithm. The final
result is A ¼ ðSA1; SA2; . . .; SAMÞ.

CHAR-HMM: An Improved Continuous Human Activity Recognition Algorithm 277



4 Experimental Evaluation

CHAR-HMM is evaluated on a Dell Inspiron N5110 laptop. The operation system is
Ubuntu 14.04 LTS, CPU is Intel(R) Core(TM) i3-2310M@2.10 GHz, Memory is
8 GB DDR RAM. Scikit-learn is used and the programming language is Python.

4.1 Data Set

The evaluation data is from W.Ugulino1 team with four wearable tri-axial
accelerometers. These accelerometers are placed on right arm, left thigh, right ankle
and waist. The sampling frequency was 8 Hz.

The subjects consisted of four healthy volunteers, two men and two women. The
details are shown in Table 3. Although there are only four people, the subjects’ attributes
are well established: different genders (men and women), different ages (young,
middle-aged and old).Moreover, the distribution of height andweight are also reasonable.

The types of activity include sit, sit down, stand, stand up and walk. In the evalu-
ation, each subject wearing sensor performs five kinds of activities. Each activity lasts
for 2 h, and each accelerometer measures the acceleration of three directions of (X, Y, Z).
The dimension of feature vector is 12 as there are 4 accelerometers.

To prove the effectiveness of the algorithm comparing with [12], the number of
data sets in our evaluation is set to the same with that in [12]. The subject (Wallace in
this paper) had 1,000 samples selected for each activity, and 5000 samples in total are
used for training and testing.

4.2 Evaluation Result

We calculate the confusion matrix, precision, recall and F1 score of the two algorithms
using 5 fold cross-validation. The confusion matrices are shown in Tables 4 and 5
where the row represents the actual label and the column represents the result of
prediction. The precision, recall and F1 score are shown in Figs. 2, 3 and 4.

Here we extract samples from the test data to simulate the real scenario stand-> sit
down -> sit -> stand up -> walk. The result is shown in Table 4.

Table 3. Information table of subjects

Subject Gender Age Height Weight Sample size

Debora Female 46 1.62 m 67 kg 51577
Katia Female 28 1.58 m 53 kg 49797
Wallace Male 31 1.71 m 83 kg 51098
Jose Male 75 1.67 m 67 kg 13161

1 https://archive.ics.uci.edu/ml/datasets/Wearable+Computing%3A+Classification+of+Body+Postures
+and+Movements+(PUC-Rio).

278 C. Yang et al.

https://archive.ics.uci.edu/ml/datasets/Wearable%2bComputing%253A%2bClassification%2bof%2bBody%2bPostures%2band%2bMovements%2b(PUC-Rio)
https://archive.ics.uci.edu/ml/datasets/Wearable%2bComputing%253A%2bClassification%2bof%2bBody%2bPostures%2band%2bMovements%2b(PUC-Rio)


4.3 Results Analysis

As shown in Figs. 2, 3 and 4, the performance of CHAR-HMM is better than that of
the existing solution [12].

In Fig. 2, the precision of improved algorithm is higher than the that of [12] except
activity stand. Figure 3 shows that the recall of CHAR-HMM is higher except activity
walk. F1-value of CHAR-HMM is higher on three kinds of activity in Fig. 4.

For a given data segment which contains more than one kind of activity, the
performance of CHAR-HMM is obviously better. As is shown in Table 6, the sub-
sequence marked in bold lasts a very short time while activity transition. For example,
the transition action sit-up is very short while transmitting from stand to sit. Obviously,
the CHAR-HMM can recognize it exactly while the existing solution.

Table 5. Confusion matrix of improved HMM

1 2 3 4 5

1 1000 0 0 0 0
2 0 980 1 11 8
3 0 36 955 1 8
4 0 99 1 885 15
5 0 2 34 7 957

Fig. 2. Precision

Table 4. Confusion matrix of HMM

1 2 3 4 5

1 969 0 0 29 2
2 0 969 3 21 7
3 0 54 936 10 0
4 0 110 0 866 24
5 0 1 0 1 993
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Fig. 3. Recall

Fig. 4. F1-score

Table 6. Comparison of recognition results between HMM and CHAR-HMM

Actual activity sequence 3->3->3->3->3->3->3->3->3->3->2->1->1->1->1->1->1->
1->1->1->1->1->4->5->5->5->5->5->5->5->5->5->5

Recognition results of HMM 3->3->3->3->3->3->3->3->3->4->4->4->1->1->1->1->1->
1->1->1->1->5->5->5->5->5->5->5->5->5->5->5->5

Recognition results of
CHAR-HMM

3->3->3->3->3->3->3->3->3->3->2->1->1->1->1->1->1->
1->1->1->1->1->4->5->5->5->5->5->5->5->5->5->5
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5 Conclusion and Future Work

For the problem that the existing HMM-based HAR solutions cannot recognize the
multiple activities in the continuous observed sequence effectively, this paper proposes
an improved HMM-based algorithm CHAR-HMM considering the constraints among
different activities. With a self-defined transition probability matrix, we use SVM to
determine the emission probability matrix. Compared with traditional HMM where
different HMM models are trained for different activities, our propose CHAR-HMM
uses only one HMM for all activities. CHAR-HMM performs better in precision, recall
and F1 score while the various activities contained in a given data sequence can be
recognized correctly.

In the future, firstly we would like to improve our algorithm to recognize more
complicated continuous activities with larger dataset. Secondly we would like to
improve the performance of HMM in the case that the quality of the emission matrix
produced by SVM is low.

Acknowledgment. The corresponding author Botao Wang is supported by the NSFC (Grant
No. 61173030).
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Abstract. For flow prediction in intelligent traffic system, one certain model
cannot get excellent performance under different environments. Predicting
models should also be updated according to data stream. In order to resolve these
problems, a prediction method based on complex event processing was proposed.
With fuzzy ontology to model historical event context and context clustering to
partition events, this method could learn Bayesian network models according to
different data during complex event processing. Appropriate Bayesian network
model or combination of Bayesian network models could be provided by this
method for real-time prediction and analysis of current context of events. The
experimental result shows that this method can process events stream of Cyber
Physical System (CPS) effectively and has favorable prediction performance.

Keywords: Cyber Physical System · Big data · Complex event processing
Bayesian network

1 Introduction

In recent years, how to effectively process a large amount of data in real-time is the main
problem for CPS applications. Complex Events Processing (CEP) [1, 3] is an important
technique in real-time processing of big data streams. Based on some models, CEP can
interpret and combine these huge numbers of simple primitive events in real-time to
obtain valuable high-level complex events.

Predictive Analytics (PA) based on complex event data can build the predict model
according to the observed complex event. This model can predict certain properties of
the observed system based on the historical event data which has great significance to
CPS application. In recent years, Bayesian Network (BN) [8–10] and Neural networks
(especially deep neural networks) are major approaches for prediction modeling. Among
them, BN and its variants can integrate domain knowledge and data, and support incom‐
plete data processing and causal analysis.

At present, there are some challenges in integration of complex event processing and
predictive analysis. First of all, the system can only process data of one time fragment
and cannot control the time order of samples’ arrival in CEP. Secondly, a certain model
cannot have favorable predictive performance in different environments [4]. In addition,
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with the development of CPS and mobile computing technologies, the information of
multiple environments context can be obtained in real-time. However, the existing
prediction methods can only perform based on limited information, and do not take
various real-time context into consideration comprehensively.

In order to solve the above problems, this paper presents a Context-aware Prediction
Method (CPM) based on complex event processing technology for indeterminate event
flows in CPS [13]. This method could learn corresponding BN models according to
different data during complex event processing. Appropriate BN model or combination
of BN models could be adopted by this method for real-time prediction and analysis of
current context of events.

2 Architecture of Prediction System

The architecture of prediction system is shown in Fig. 1. The raw data stream is processed
by a probabilistic complex event processing engine to obtain meaningful high-level
complex events [13]. Probabilistic Event Processing Agent (PEPA) [2] is responsible
for processing the raw data stream generated by the underlying device, then generating
probabilistic events and saving them in the historical database. The historical data is
divided into time slices, and then clustered according to the event context. The corre‐
sponding BN structure and parameters are learned for each cluster. And the BN model
or model combination is selected according to the current context adaptability for real-
time prediction.

Raw Data Stream

Complex 
Event 

Stream

Historical Data

Historical Context Cluster

Learning of BN Structure

Model MatchingReal-time Pridiction

Output

Complex Event 
Process Network

Real-time Context Cluster

Fig. 1. System architecture
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3 Event Context Clustering

For event processing, the context can be defined as some special conditions. Based on
these conditions, the event instance is divided and associated for further processing. The
representation of context in the real world is often fuzzy. For example, “a blue car with
fast driving speed”, in which “fast speed”, “blue” and “car” are all fuzzy concepts.
Therefore, this paper uses fuzzy ontology method to model the context [5]. For the same
type of event data, it is highly possible that different models should be applied under the
circumstance of different context. The traditional FCM algorithm requires the number
of clusters to be determined in advance. However, in some application environments
such as road traffic monitoring system, it is unpractical to pre-determine the number of
types of context clusters. If the number of clusters is not accurate, the algorithm would
be wrongly conducted. In this paper, an improved FCM algorithm was proposed. First,
the cluster centers are determined by fast search and find of density peaks [6], and then
the FCM is used to cluster the historical data.

For any data points xi in the context data set S = {x1, x2,… xn} to be clustered, two
parameters can be defined as: the local density ρi and the distance δi.

3.1 Local Density ρi: Including the Cut-off Kernel and the Gaussian Kernel

• Cut-off kernel:

𝜌i =
∑

j𝜖IS{I}
x
(
dij − dc

)
(1)

x(x) can be defined as:

x(x) =
{

1, x < 0;
0, x ≥ 0, (2)

Where dij represents the distance between data points xi and xj, and dc is the cutoff
distance which needs to be specified in advance. The context represented in fuzzy
ontology has a hierarchical structure and the distance between data points is defined
based on their distance in the structure:

D
(
Ci, Cj

)
=

αiαj

Oij
(3)

Where αi and αj are the weights of two contexts Ci and Cj, and Oij is the distance of Ci
and Cj in ontology structure. An event can correspond to multiple contexts. In order to
compare the distance between event context sets, let the context of event x be Cx = (cx1,
…, cxm) and the context of event y is Cy = (cy1,…, cym) . For each cxi ∈ Cx, a cyj is found to
satisfy minCyi

(D(Cxi, Cyj)). Then the distance from Cx to Cy can be defined as:

Q
(
Cx, Cy

)
=
∑m

i=1
r
(
Cxi

)
D
(
Cxi, Cyj

)
(4)
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Where function r is the weight of the distance, and the distance of Cy to Cx is:

Q
(
Cy, Cx

)
=
∑m

j=1
r
(
Cyj

)
D
(
Cyj, Cxi

)
(5)

Finally, the distance from Cx to Cy is:

D
(
Cx, Cy

)
=

Q
(
Cx, Cy

)
+ Q

(
Cy, Cx

)

2
(6)

• Gaussian kernels:

𝜌i =
∑

j
e−(dij∕dc)

2

(7)

Gaussian kernels are similar to Gaussian kernel functions in spectral clustering.
Gaussian kernel functions are commonly used to calculate the similarity between two
points in spectral clustering. Relative to the cut-off kernel, the Gaussian kernel generates
a smaller probability of collision, thus improving the robustness of the entire cluster.

3.2 Minimum Distance 𝛅
𝐢

Let 
{

q1, q2,… , qn
}
 denote a descending order of 

{
ρ1, ρ2,… , ρn

}
, δi can be defined as:

𝛿i =

{
minj:qj>qi

(
dij

)
i is the point without largest density

maxj

(
dij

)
i is the point with largest density (8)

(
ρi, δi

)
 is calculated for each data point in S, and then all the data points are identified

in a two-dimensional decision graph with ρ as the horizontal axis and δ as the vertical
axis. The data point with a larger density and distance is found to be the initial cluster
center of S.

The initial cluster center determined by qualitative analysis is influenced by subjec‐
tive factors. Therefore, it may not be the optimal result. Based on the initial cluster
centers and historical data, the clustering centers are corrected through an iterative
process to achieve the result that minimizes the following objective function:

Jm

(
U, V1,… , Vc

)
=
∑c

i=1

∑n

j=1
um

ij
d2

ij (9)

Where V =
[
V1,… , Vc

]
 is the cluster center, uij represents the membership degree

of the j-th data to the i-th class, and m is a fuzzy weighted index with the range of
[1, +∞) which controls the fuzzy degree of membership matrix U = 

[
μij
]

c×n.
dij =

‖‖‖Vi − xj
‖‖‖ denotes the distance between the i-th cluster center and the j-th data point.

Using Lagrange multiplication to solve (9), the objective function is constructed as:
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Jm

(
U, V1,… , Vc, 𝜆1,… , 𝜆n

)
=
∑c

i=1

∑n

j=1
um

ij
d2

ij
+
∑n

j=1
𝜆j

(∑c

i=1
uij − 1

)
(10)

λj(j = 1, 2,… , n) is a constrained Lagrange multiplier, which is used to differentiate
the input parameters. The necessary condition to minimize (9) is:

Vi =

∑n

j=1 um
ij

xj

∑n

j=1 um
ij

(11)

uij =
1

∑c

k=1

(
dij

dkj

)2∕(m−1)
(12)

According to (11) and (12), the cluster center and membership matrix are adjusted
appropriately after each iteration. When the change between two adjacent cluster centers
is smaller than the preset threshold ε, the best cluster center and membership matrix are
obtained.

4 Principles of Prediction Method

Structure Varying Dynamic Bayesian Network is represented as <G(t), Θ(t), C(t), F>,
where G(t) and Θ(t) denote a directed acyclic graph representing the BN structure and
parameters (mainly a conditional probability table) of the BN at time t respectively.
C(t) ∈ C is the context category at time t, C is the set of context categories and F is the
mapping of G(t) and Θ(t) to C(t).

Applied in the field of traffic flow prediction, BN structure is shown in Fig. 2. This
figure has two dimensions: position and time. Assuming that the vehicle travels at N inter‐
sections, s(i, t) is the congestion state of a node (i, t) in the graph depending on its parent
nodes, denoted as pa(i, t). The nodes with directed edge connected to node (i, t) are its
parent nodes. The state of pa(i, t) can be expressed as Spa(i, t) = {sj, s | (j, s) ∈ pa(i, t)}.

1 Ni

t

t-Δt

t-NTΔ t

T
im

e

Location

Fig. 2. The BN structure
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According to Bayesian theory, the joint distribution of node states in this BN can be
expressed as:

p(S) =
∏

i,t
p(si,t∣Spa(i,t)) (13)

The conditional probability p(si, t | Spa(i, t)) can be calculates as:

p
(
fi,t|Spa(i,t)

)
= p

(
si,t|Spn(i,t)

)
∕p

(
Spa(i,t)

)
(14)

The joint distribution p(si, t, Spa(i, t)) is modeled with Gaussian Mixture Model [12]:

p
(
si,t, Spa(i,t)

)
=
∑M

m=1
𝛼mgm

(
si,t, Spa(i,t)|𝜇m, Cm

)
(15)

Where M is the number of nodes, gm(·|μm, Cm) is the m-th Gaussian distribution
model, μm is the mean vector, Σm is the covariance matrix, and αm is the coefficient of
the m-th Gaussian model. Using the EM algorithm [7], the parameters 

{
𝛼m,𝜇m, Cm

}
 can

be learned from the sample data. p(si, t(Spa)) is calculated from the obtained parameters
and then the distribution p(si, t, Spa(i, t)) can be determined.

Search-and-score algorithm [12] is used to learn the structure of BN. The main idea
of this algorithm is to maximize the score function in order to achieve the best fitting
BN structure for sample data.

Since the current state of the node in BN is related to the historical state over a period
of time, the event flow is firstly divided based on a time-span parameter δ, and each
segment is called a slice. The data of slice is clustered according to the event context. And
for each clustering result, the structure and parameters of corresponding BN are studied.

Due to the complexity of the event context, it is possible that sample points are
divided into multiple clusters. In order to make the distribution of samples among the
clusters more reasonable for BN learning, the partitioning adjustment for those samples
classed into multiple clusters is based on the following library guidelines.

Librarian criterion 1. Compactness: Copies of the same book might be placed in
different shelves. However, to reduce cost, the book placing method should be designed
to minimize the need for multiple copies.

Librarian criterion 2. Even dimensionality: Books should be more or less evenly
distributed in various shelves.

For compactness criterion, the probability of the event context ci to the clustered Vc
is calculated based on Eq. (16):

p̂
(
Vc|ci

)
= 1∕D

(
ci, Vc

)∑
j
1∕D

(
ci, Vj

)
(16)

Assuming that ci has been classed into k clusters initially, the normalized entropy is
calculated as follows:

Hnorm

(
ci

)
= −

∑k

h−1
p̂
(
Vc|ci

)
log2p̂

(
Vc|ci

)
∕log2k (17)
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According to the principle of compactness, the normalized entropy Hnorm(ci) should
be as close to 0 as possible. Adding the Hnorm(ci) value for all ci, the best partition is
achieved when Hnorm(ci) reach the minimum value.

For even dimensionality criterion, p(ci|Vc) can be calculated by Bayesian theory:

p
(
ci|Vc

)
= p

(
Vc|ci

)
p
(
ci

)
∕p

(
Vc

)
(18)

This conditional probability satisfies 
∑N

i=1 p
(
ci|Vc

)
= 1. Assume p(ci) = 1/N, then:

∑N

i=1
p
(
ci|Vc

)
=
∑N

i=1
p
(
ci|Vc

)
p
(
ci

)
∕p

(
Vc

)
(19)

p(Vc) can be calculated by:

p
(
Vc

)
=
∑N

i=1
p
(
Vc|ci

)
∕n (20)

Finally the normalized entropy can be defined as:

Hnorm

(
Vc

)
= −

∑
c

p
(
Vc

)
log2p

(
Vc

)
∕log2k (21)

The average of all Hnorm(Vc) is calculated for each partition. The larger the average
value is, the more reasonable it is.

For real-time updating the BN structure, the strategy is described as follows: first of
all, for the new sample D in clusters, the node set V and edge set E that would be
influenced by D need to be determined. And then, for each node in V, the edges with all
parent nodes should be included into E if the new edge maximize the BIC score or be
removed from E if the edge does not reduce the BIC score.

In real-time prediction, if the current context is similar to multiple clusters (the
difference is less than a certain threshold δ), all the available clusters should be selected.
The corresponding models are predicted by Bayesian Combination Method (BCM) [4].

When using the EM algorithm to study the parameters of a Gaussian mixture model,
the final values of the parameters and the intermediate results would be retained in
memory. In order to update the parameters of the Gaussian mixture model, the current
parameters of αm, μm, Σm are used to calculate the distribution of the hidden variables
for the changed samples. Then the new parameters of αm, μm, Σm are calculated
according to the method of maximum likelihood based on the distribution of the hidden
variables. There is no need to update the online parameters if there is no significant
change in the parameters or log-likelihood convergence. Otherwise, repeat the above
steps until convergence and update the online model parameters.

5 Experimental Evaluations

In this paper, two kinds of event sources are chosen: real data and traffic simulation
system. The real data comes from the PeMS Traffic Surveillance Network, which
collects real-time traffic flow data of Los Angeles 101 Highway at various time intervals.
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The context of traffic networks and events in real data is relatively simple, so the open
source traffic simulation system SUMO is used as event source [11]. 15 × 15 junctions
and 80,000 cars are set in the simulation map. In order to be more like the real situation,
a set of rules is defined: Each car has a home location and an office location. The prob‐
ability that vehicle Vi runs between home and office is pi. These vehicles have certain
probability to go to other locations. The experiment used three Xeon processors and
16 GB of memory as servers for data processing.

The parameter m of FCM is 2, the threshold ε is 0.001, and the model number M of
GMM is 25–30 in the experiment. The traffic flow data from an observatory on I-405
road in PeMS from March 7, 2016 to March 13, 2016 was selected as a model training
sample. The experiment selected the traffic condition as the events context. Flow rate,
speed and occupation [15] are the input variables for traffic status evaluation. For SUMO
simulation data, various types of context were firstly obtained by running the system
multiple times, and then the historical data was saved and the model was trained offline.

After getting the context of real and simulated data events, this paper compares CPM
with the Adaptive Bayesian Network (ABN) [9] adopted by Pascal et al. and the deep
belief network (DBN) [14] used by Huang et al. The real data is predicted at 30-min
intervals and the results are shown in Fig. 3. It can be seen from the results that CPM
has better accuracy than most other methods for most of the time, but without much
difference. The reason is that the traffic flow was relatively stable after 6.5 h, and the
context of the event had not changed much, hence the advantages of CPM was not fully
presented. The simulation data was predicted at intervals of 1 min, and the result is
shown in Fig. 4. Compared with the real data, the traffic of simulated data is larger and
the change is more dramatic. The most important context here is the change of road
states between smoothness and congestion. The accuracy of these three methods has
declined. However, the CPM approach gives better results than BN and DBN because
CPM uses a combination of multiple BN models for different event contexts.

Fig. 3. Prediction result of PEMS data
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Fig. 4. Prediction result of SUMO data

6 Discussions and Conclusion

This paper presents a prediction method based on complex event processing techniques.
This method uses fuzzy ontology to model the context of historical events and then
divides the data by context clustering. According to the different BN model of data
learning, the predicting system can select the appropriate model or combination of
models for predictive analysis according to the context of current events. Experimental
evaluation shows that this method can effectively handle event data flow and has good
predictive performance. There are some shortcomings in this paper. First, the choice of
context clustering centers uses qualitative analysis, which lacks of an effective automatic
learning method. Second, parallel and distributed predictive processing are not consid‐
ered. How to solve the above problems is our major work in the future.
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Abstract. Vehicular network can provide Internet connectivity for mobile
vehicle by handover mechanism. However, existing handover schemes still face
poor handover performance when they are applied in vehicular network. Software
Defined Network (SDN) is a new architecture which can be used to optimize
vehicular network by making network devices to be programmable. In this paper,
we propose a new fast handover scheme for SDN based vehicular network to
improve handover performance. SDN controllers of our scheme predict move‐
ment of vehicles by detecting port status of SDN switches, and then they start to
perform the proactive handover procedure based on prediction results. Evaluation
results show that the handover delay and packet loss of our scheme are lower than
the contrast schemes. Simulation results prove that our handover scheme is more
fit for delay sensitive vehicular network.

Keywords: Vehicular network · Software Defined Network (SDN) · Handover
Predict · Delay

1 Introduction

As an important application area of Internet of Things and mobile Internet technologies,
vehicular network is becoming increasingly attractive to researchers in academia and
industry during these years. One of the main aims of vehicular network is to allow any
vehicle access to the Internet whenever it is traveling on a road, that is, to provide
Vehicle-to-Infrastructure (V2I) connectivity [1, 2].

Although Mobile IPv6 (MIPv6) [3] and its derivatives [4] can realize V2I connection,
these protocols still have some shortcomings such as high handover delay and packet
loss rate [5]. Handover performance is critical to vehicular network since there are many
delay sensitive applications which are running on vehicles. Fast mobile IPv6 (FMIPv6)
[6] protocol and some extended schemes [7–10] were proposed by using proactive
handover mechanism to optimize handover performance of vehicular network to some
extend. However, handover delay of these schemes are still high for vehicular commu‐
nications. Furthermore, the control function and data forwarding are tightly coupled in
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network devices in traditional vehicular network [11], which makes it difficult for these
devices to be programmable to improve handover performance.

Software Defined Network (SDN) is a promising network paradigm which can over‐
come the inflexibility of traditional network by separating the control plane from the
data plane [12]. All network devices in data plane are regarded as SDN switches and
they are only responsible for data forwarding according to their flow tables. All control
functions of these devices are abstracted to a logically centralized SDN controller, which
has a global view of the whole network and manages SDN switches by downloading
flow entries to their flow tables through the famous south bound interface protocol, i.e.
OpenFlow [13]. These characteristics of SDN can make network devices to be more
programmable and controllable.

Due to the significant improvements in programmability and flexibility provided by
SDN, many researchers try to propose handover schemes based on SDN network to
optimize handover performance [14]. Wang et al. [15] proposed a mobility scheme,
which we name as SDMA, to provide basic handover function for a mobile nodes in
SDN based network. Since SDMA dose not provide a handover optimize method, its
handover performance is still not be improved. Yang et al. [16] proposed a handover
scheme to provide seamless handover in SDN based satellite network. Their scheme has
improved the handover performance for satellite network, but it was not fit for vehicular
network.

From the above analysis, we can conclude that existing handover schemes have the
following drawbacks:

• Some of them do not make full use of the specially features of vehicular network,
such as predictable movement of vehicles, to optimize handover procedure.

• Some of them are based on traditional network, which leads to the inflexibility
of their scheme. This drawback will hinder further improvement of handover
performance.

• Some of them have complex handover procedures, which leads to high handover
delay.

To overcome the above shortcomings of the existing related works, this paper
presents a novel fast handover scheme to improve the handover performance of SDN
based vehicular network. The main contributions of our proposal is listed as follows:

1. By taking advantage of the predictable characteristic of vehicular network, we
propose a proactive handover procedure to optimize handover performance. SDN
controllers in our scheme can predict movement direction of vehicles and then
perform some handover steps beforehand.

2. By simplifying the handover procedure of our scheme, the handover performance is
further improved.

The rest of this paper is organized as follows. In Sect. 2, we give a typical SDN based
vehicular network topology. Then we design a new handover procedure based on this
topology. In Sect. 3, handover performance such as handover delay and packet loss of
our scheme are evaluated and compared with some typical comparatives. In Sect. 4, we
conclude our work.
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2 Proposed Scheme

In this section, we construct a SDN based vehicular network topology. Then based on
the topology, we propose a handover procedure by using prediction mechanism to opti‐
mize the handover performance.

2.1 Network Topology

A typical SDN based network topology for V2I communication in vehicular network is
shown in Fig. 1. We assume that access points (AP) are distributed evenly along one
side of the road. Wireless signal of these APs can cover the entire road to ensure that
every vehicle can connect to one or more APs. Each AP can connect to the Internet
through SDN switches. These network devices and their controller compose a district,
which we call it as a domain. Figure 1 shows that AP11, AP12, AP13 and S11, S12 of
SDN switches, are all controlled by SDN controller C1. The left domain consists of these
devices. The right domain consists of AP21, AP22, AP23, and S11, S12 of SDN
switches, which are all controlled by C2.

AP21

AP22

23AP11

AP12

AP13

S21S11

S4

C4

C2
C1

S12

VN

CN

VN

S22

AP

Fig. 1. Typical topology of SDN based vehicular network

In Fig. 1, each vehicle is defined as a vehicular node (VN). Just like a mobile node
defined in MIPv6, VN can change its point of attachment to different access points
through wireless link when it drives along a road. VN can keep its session with a corre‐
spondent node (CN) by applying some mobility management protocols (e.g. MIPv6).
However, VN in vehicular network has some special mobility characteristics which are
different from that of mobile nodes in broadly defined mobile network. This is because
the trajectory of VN is always along a certain road and the direction of movement can
be predicted in most cases.

In order for the controllers to have the functionality of predicting the handover of
VN, each SDN controller maintains a port status table which is shown as Table 1. This
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table lists the information of the ports of switches directly connected to access points.
Every SDN switch is responsible for reporting the attachment and detachment events to
their controller to update the port status table.

Table 1. Port status table

Port ID Switch AP ID Location List of VN
1001 S11 AP11 Edge -
1002 S11 AP12 Intermediate -
1003 S11 AP13 Edge PIP
2001 S21 AP21 Edge -
2002 S21 AP22 Intermediate -
2003 S21 AP23 Edge -

Items of Table 1 are explained as follows:

• Port ID: Identification number of different port of each SDN switch. Port ID is allo‐
cated by the controller of current domain, and the value is unduplicated.

• Switch: The identification of the SDN switch, which the current port belongs to.
• AP ID: The identification of the access point which is connecting to the current port.
• Location: The location of the AP current port connecting to. This attribute has two

types of values. The value Edge indicates that the AP is located in the end of current
domain (i.e. current road) and the value Intermediate indicates that the AP is not at
the two end sides of the current road.

• List of VN: List of up-to-data IP addresses of VNs which are currently connect to
this port.

In order to facilitate our analysis, we use the original IP address IP_VN, which is
obtained when VN starts up in its home network, as its identity identifier. Furthermore,
we use the routable IP address assigned by the controller of the current domain as the
location identifier of VN. We assume that the location identifiers of VN when it is in the
left domain and the right domain in Fig. 1 are defined as PIP and NIP respectively. The
IP address of CN is defined as CN_IP. The following designation and analysis are based
on the network topology illustrated in Fig. 1.

2.2 Handover Procedure

Based on the above network topology, we design a handover procedure when a vehicle
travels along a road. Since AP11, AP12 and AP13 are connected to the same SDN switch,
i.e. S11, the handover procedure that VN moves from AP12 to AP13 is easy to be handled
by controller C1. In this situation, C1 makes routing decision according to the status
report message from AP13 and then downloads a flow entry to S11 to redirect data flow
from one port to another. As for the handover when VN moves from AP13 to AP21,
this procedure is a cross domain movement and it is much more complex than the former
handover.
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In our proposal, we use a predict mechanism to design and optimize handover proce‐
dure for vehicular network. The handover procedure of our scheme, which is shown in
Fig. 2, is depicted as follows.

1. When VN moves along the road and it will move from the left domain to the right
one, VN will detach from AP13 and attach to AP21. S11 detects the change of
wireless signal strength. Then S11 sends an extended Port Status (Ext-PS) message
containing PIP and the port ID to its controller C1 to report this movement event.

2. After receiving the Ext-PS message, C1 looks up its port status table with the port
ID and PIP to predict where VN will move to and which kind of handover will take
place. For example, the look up result shows that the previous and the current access
point of VN are AP12 and AP 13 respectively and AP13 is an Edge access point
of the current road. Therefore, C1 can predict that VN will move from AP13 to AP
21 in the left domain and perform a handover. Then C1 sends a Notify message
including IP_VN to C2 to notify the incoming of VN proactively.

3. When receiving the Notify message, C2 generates a new routable IP address (i.e.
NIP) for VN as its new location identifier in advance. C2 creates a binding which
contains IP_VN and NIP, and then stores this binding in its binding cache. After
that, C2 sends binding update (BU) messages to C1 and C4 at the same time. If VN
has a home network, C2 also sends a BU message to the controller of VN’s home
network. Furthermore, C2 sends a Flow-Mod message to S22 to inform it to cache
all data packets which take NIP as the destination address.

4. After receiving the BU message form C2, C1 downloads flow entry to S12. After
that, S12 will cache all the packets which destination address is PIP and rewrite the
destination address to NIP, and then redirects these packets to S22.

5. C4 updates its binding cache (BC) and sends a Flow-Mod message to S4 to add a
flow entry about VN in the flow table of S4 when C4 receives the BU message from
C2. After that, S4 rewrites the destination address of data packets which send from
CN to VN. These packets are routed to the new IP address of VN.

6. Owing to the transparent character of our handover scheme, VN can perform link
layer (i.e. Layer 2, L2) handover at any time when it detects the signal of AP21.
Note that the step 3, 4, 5, or even 6 can be performed at the same time.

7. After L2 handover is finished and VN attaches to AP21, VN sends a route solici‐
tation (RS) message to S21 to notify the attachment event.

8. When detecting the attachment of VN, S22 sends a Ext-PS message to it controller
C2 to report VN’s attachment.

9. C2 updates its port status table and send a Flow-Mode message to S21 and S22
respectively for updating their flow tables.

10. When S22 receiving the Flow-Mode message, it updates its flow table and forwards
all the packets which destined to NIP to S12. At the same time, S12 updates it flow
table according to the Flow-Mod message it has received. Finally, S21 rewrites the
destination IP address of these packets to IP_VN and then delivers them to VN.
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Fig. 2. Handover procedure of our scheme

After the above handover procedure is completed, the communications between CN
and VN can be recovered. It should be explained that the above procedures are based
on the assumption that CN is stationary. If CN is a mobile node, it can be treated as VN
too, and the handover procedure of a mobile CN is the same to that of VN mentioned
above.

3 Performance Evaluation

In this section, we evaluated and compared the performance of our proposed scheme,
SDMA and FLBH. SDMA is a typical mobility management scheme based on SDN
architecture, and FLBH is a representative of handover schemes based on traditional
vehicular network.

Handover delay and packet loss number are important metrics to measure the
performance of a handover scheme. Handover delay can directly reflect the length of
communication interruption during handover procedure. This metric is critical factor
for delay sensitive applications. Packet loss is critical for important data transmission.
We analyze these two metrics of different handover schemes through the following
simulation.

We carry out our simulation based on the famous SDN simulator, i.e. Mininet 2.2.1
[17]. We use Virtual Box, Pox and Open vSwitch (OvS) as virtual machine, SDN
controller and virtual SDN switch respectively in our experiment. We have implemented
handover procedures of our scheme and the above two schemes in controllers.

For convenient of experiment, we assume that CN sends data packets to VN contin‐
uously during the whole simulation time, and all packets will not be lost in wired and
wireless links. Length of data packet is 56 bytes and packet sending rate is 100 packets
per second. We ignore the processing delay of data and signaling message in our
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experiment. Parameters required for simulation are listed in Table 2. The values of these
parameters are referred to literature [18, 19].

Table 2. Simulation parameters

Perimeter Value
Average delay of one hop wire link (ms) 2
Average delay of one hop wireless link (ms) 10
Average delay of Layer 2 handover (ms) 50
Average bandwidth of wire link (Mbps) 100
Average bandwidth of wireless link (Mbps) 10

The changes of packet sequence numbers with the simulation time are shown in
Fig. 3. The abscissa represents the simulation time T, and the ordinate represents the
sequence number N. Each point in Fig. 3 represents the sequence number of the data
packet received by the VN at time T. The length of the abscissa section corresponding
to the blank area in Fig. 3 indicates the handover delay of once handover from AP13 to
AP21, and the length of the corresponding ordinate section indicates the total number
of packets which have lost during the handover.

As we can see in Fig. 3(a), the handover delay of SDMA is largest, and all the data
packets transmitted during the handover time are lost. This is because SDMA does not
provide any proactive handover mechanism to optimize handover performance, even if
SDMA can support a simple handover function in SDN based network. Figure 3(b)
shows that the handover delay of FLBH is lower than SDMA, this is because FLBH
proposes a fast location-based handover to drop the handover delay. However, data loss
still takes place in FLBH, which is owing to the luck of data caching and forwarding
mechanism. Figure 3(c) indicates that our scheme has the lowest handover delay, and
data loss problem does not appear in our simulation. This is because we utilize the
prediction method to design a optimized handover procedure based on SDN architecture.

A Fast Handover Scheme for SDN Based Vehicular Network 299



1.7 1.8 1.9 2.0 2.1 2.2 2.3 2.4 2.5
80

90

100

110

120

130

140

150

160

170

180
 SDMA

106packets
N

T(s)

106ms

(a) SDMA 

1.7 1.8 1.9 2.0 2.1 2.2 2.3 2.4 2.5
80

90

100

110

120

130

140

150

160

170

180
 FLBH

N

T(s)

93packets

91ms

(b) FLBH 

1.7 1.8 1.9 2.0 2.1 2.2 2.3 2.4 2.5
80

90

100

110

120

130

140

150

160

170

180
 Our Scheme

N

T(s)

304ms

78ms

(c) Our scheme 

Fig. 3. Sequence number (N) versus simulation time (T)

300 X. Yin and L. Wang



4 Conclusion

In this paper, we proposed a new fast handover scheme based on SDN paradigm by
using the characteristic of predictable movement in vehicular network. Simulation result
demonstrates that our proposed handover scheme has lower handover delay than the
contrastive schemes. Besides, packet loss problem does not occurred in our simulation
also. The experiment illustrates that our handover scheme is more suitable for vehicular
network environment.
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Abstract. In unattended wireless sensor networks (UWSNs), static sensor
nodes monitor environment, store sensing data in memory temporally. Mobile
sink patrols and collects the sensors’ data itinerantly. Mobile sink is granted with
more permissions than static sensor nodes, rendering it more attractive to the
adversary. By compromising the mobile sinks, the adversary can not only seek
the sensing data, but it also can steel all kinds of keys and access permissions,
which may be abused to undermine other benign sensor nodes, even worse to
upset the whole network. Currently, many related works focus on key man-
agement, permission management to restrict the compromised mobile sink or
authentication to guarantee data reliability. However, the issue of compromised
mobile sinks attracts little attention, and gradually become one obstacle to the
application of UWSNs.
In this paper, we proposed a secret-sharing method for detecting compro-

mised mobile sink in UWSNs. Before the sensing data are collected by the
mobile sink, every sensor node splits the digest of its data into shares by using a
polynomial secret sharing algorithm, and dispatches these secret shares to ran-
domly chosen neighbor nodes, which thereafter send to the base-station through
different routes. After enough shares are gathered, the base-station recovers the
original data digest, which will be used to validate the sensing data submitted by
the mobile sink. If the validation fails, it reveals a compromised mobile sink.
Theoretical analysis and evaluation indicate the effectiveness and efficiency of
our method. Also, we proposed two types of attacking model of the mobile
adversary, and obtained the respective detection probability.

Keywords: Detecting � Compromised mobile sink � Secret sharing
Unattended wireless sensor networks

1 Introduction

Unattended wireless sensor networks [1–3] are deployed in monitoring environment or
inaccessible enemy areas, such as volcanoes, battlefield, national borders andother places,
for disaster monitoring, military espionage and tracking, intrusion early warning, etc. In
an UWSN, static nodes accomplish tasks like sensing the environment and storing the
monitoring data, the mobile sink (MS) periodically visits and gathers data from static
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nodes. And finally the mobile sink reports these data to the base-station (BS). Accord-
ingly, the mobile sink can also help the base-station carry out other important tasks, such
as time synchronization, session key update, network maintenance, etc.

The unattended nature makes UWSNs vulnerable to various kinds of attacks.
Especially, the mobile sink is authorized to gather data, update session key, and other
critical missions, therefore is the focus of attackers. With the compromised mobile sink,
the adversary can grab, expurgates, falsifies, and even forge all the monitoring data,
further can launch other more threatening attacks, such as, revoking the benign sensor
nodes, desynchronizing network time, forging network routes and causing network
topology division, etc. Besides, the adversary can also launch other insider attacks, for
example eavesdropping, denial-of-sleep attack [4], sybil attack [5], sinkhole attack [6],
replication attack [7–12], etc.

Although a few studies [13, 14] proposed some strategies to curtail the power of
mobile sink in UWSN. Once the mobile sink was found compromised, the base-station
limits or revokes the authorized permissions, preventing its subsequent destruction.
However, there is little research on the detection of mobile sink. At present, current
UWSN research mainly focus on the defense of compromised mobile sink and
detection of compromised static nodes, leaving the detection of compromised mobile
sink an open problem.

Focusing on the detection of the mobile sink in UWSN, this article proposed a
method for detecting the compromised mobile sink based on secret sharing. As shown
in Fig. 1, during every data collecting round of the mobile sink, every static node
calculates the digest of its sensing data, splits the digest into multiple shares by using a
polynomial secret-sharing algorithm. Then, these secret shares are sent to some ran-
domly selected neighbor nodes, which will thereafter forward these secret shares to the
central base-station. The base-station can recover the original data digest using the
secret-sharing algorithm after receiving enough shares. At the end of the data aggre-
gation round when the mobile sink submits the aggregated data to the base-station, the
aggregated data and the data digest can be used to validate whether the mobile sink has
ever tampered the sensors’ data. If the validation fails, then the compromised mobile
sink is detected.

Fig. 1. Compromised mobile sink detection by using secret sharing
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The rest of this article is organized as follows: Sect. 2 overviews some relevant
works in the literature. In Sect. 3, the network model and security hypothesis are
introduced. Further, Sect. 4 presents our detection method of the compromised mobile
sink based on secret sharing. Section 5 analyzes and evaluates the performance of our
method. Finally, Sect. 6 summarizes the whole work.

2 Related Works

Currently there are many works related to node compromise in wireless sensor net-
works, such as replication attack detection [7–12], node compromise detection [15–20]
and physical capture detection [21–24].

2.1 Replication Attack Detection

Yu et al. [10] proposed XED method to detect replication attack in mobile sensor
network. When two mobile sensor nodes meet they exchange two random numbers as
their encounter evidence, which will be used as passphrases in their next meeting. If the
passphrases authentication fails, replication attacks are detected. Although this
approach is simple and effective, but it does not consider the collusion of multiple
replica nodes. Kai et al. [11] proposed to detect replication attacks in MANETs, by
means of conflicting nodes’ location and time after local information interchange
between mobile nodes in their meeting. Wang et al. [12] proposed to use mobile
patroller to detect replication attacks. These studies [10–12] deal with the node repli-
cation issue instead of compromised mobile sink problem in UWSNs.

2.2 Compromised Static Nodes Detection

Taejoon et al. [15] proposed to detect compromised sensor nodes by verifying the
node’s program code. References [16–20] uses the message passing to verify node’s
program to detect the compromised node by the adversary.

2.3 Physical Capture Attacks Detection

Most studies assume that node capture is easy to implement and difficult to detect.
However, Becher et al. [21] overturn this assumption by experiments, they found that
it’s not easy to conduct the physical capture attack. Apart from enough indispensible
professional knowledge and expensive equipment, the sensor node must be taken
offline for a period of time that cannot be ignored. Short attacks involve in creating
plug-in connections and make data transfers takes about 5 min, the medium duration
attacks involving welding or de-welding device consume more than 30 min, and the
long duration attacks involving erasing the program security protection and modifying
the code require at least several hours.

Based on Becher et al.’s work [21], Mauro et al. [22, 23] proposed to detect node
capture attacks in MANETs by using mobility and collaboration, if the meeting interval
exceeds a preset threshold, then the physical capture attacks is detected with large
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probability. But this method is not applicable in sensor networks with static nodes.
Ding et al. [24] proposed to determine whether the neighbor is online to detect physical
capture attack by response messages after periodically sending hello message.

3 Network Model and Assumptions

In this section, we presents our network model and security assumptions. First, Table 1
lists the notations used in this article and their corresponding meaning.

3.1 Network Model

The unattended wireless sensor network consists of N static nodes, a mobile sink and
one central base-station. The mobile sink periodically patrols around the network,
collects the sensing data from every static sensor node and temporarily stores in its
memory. At the end of one patrol round, the mobile sink submits all the data to the
base-station.

3.2 Security Assumptions

It is assumed that the base-station and the mobile sink both have strong computing and
storage capabilities, the public key algorithm between mobile sink and BS is used to
implement encryption and signature to ensure confidentiality and integrity of data.

Table 1. Notations and descriptions

Notation Meaning

Z The identifiers set of static sensor nodes in network, Z = {1, 2, 3,…, N}
Ni The neighbor nodes set of sensor node si
jNij The neighbors number of sensor node si
Ui The neighbors set chosen by sensor node si for sharing the secret
jUij The number of the set Ui

dri Sensing data by node si in the r-th round
Di {dri j1� r� s}, sensing data by node si in s rounds
hð:Þ One way hash function
s The hop count from secret share holder to the base-station
ti The threshold parameter in secret sharing chosen by node si
ni The total number of the secret shares split by node si
pi The prime number chosen by node si
Zpi A finite field with order pi
aij 1� j� ti � 1; 0� aij\pi, the j-th coefficient in node si’s polynomial
Mi Secret to be shared by node si
zi zi ¼ hðMiÞ, the hash value of the secret of node si
fiðxÞ The secret-sharing polynomial of node si
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While, the static nodes have limited computing and storage capabilities, symmetric key
algorithms are used for session keys between the base-station and the static nodes,
between the mobile sink and the static nodes.

Also, we assume that the trusted central base station is located in a secure location,
it will not be captured by the attacker, and however, both the mobile sink and the static
nodes could be captured by the attacker. Once the mobile sink or any static node is
captured, the attacker can acquire the node ID, the key, and the sensor data. The mobile
sink, compared to the static sensor node, owns more credentials and aggregates the
sensing data, attracts much more attention from the attacker. Therefore, the mobile sink
will be the first target of the attacker. Thus, we focus on the detection of compromised
mobile sink in this work.

In order to avoid triggering nodes offline defense mechanism [22–24], the captured
sensor nodes will be released back into the network by the attacker, allowing the
compromised nodes to participate in the network as if they are benign nodes. In
addition, it is assumed that the number of nodes that the attacker can capture at a time is
less than the total number of nodes of the network; otherwise all security mechanisms
will fail.

4 Compromised Mobile Sink Detection by Using Secret
Sharing

In this section, we first present the method to share secrets among static nodes. Then,
the approach for the base-station to detect compromised mobile sink is proposed.

4.1 Secret Partition and Distribution

At the s-th round, the static node acquires its sensing data, then it shares the secrets
among its neighbors, which can be described as six steps in the following.

(1) Parameters selection
Sensor node si randomly chooses parameters ti and ni, which also meet
1\ti � ni\jNij. Then, it randomly chooses ni neighbors as a subset, denoted by
Ui, from its neighbors set Ni.

(2) Secret generation
Sensor node si calculate the secret to be shared Mi as Eq. (1).

Mi ¼ hðti k1k k. . . klk kklþ 1 . . .k kkni d0i
�� ��d1i . . .k kdsi Þ

ðkl 2 Z; kl\klþ 1Þ
ð1Þ

(3) Secret polynomial
Sensor node si selects a prime pi which satisfies pi [maxðni;MiÞ. Then, (ti − 1)
independent coefficients in the finite field Zpi are chosen at random, which is
denoted by the set aijjð1� j� ti � 1Þ ^ ð0� aij\piÞ

� �
, which are used to pro-

duce a (ti − 1)-order secret sharing polynomial fiðxÞ as Eq. (2).
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fiðxÞ ¼ ð
Xti�1

j¼1

aijx
j þMiÞmod pi ð2Þ

(4) Secret splitting
In Eq. (2), x respectively takes the identifiers in the chosen neighbor subset Ui.
After calculations, the identifiers and the respective secret shares can be expressed
as a set fðk; yikÞjyik ¼ fiðkÞ; k 2 Uig.

(5) Secret shares dispatching
Sensor node si sends the secret share yik to sensor node sk , which would inde-
pendently forwards such secret share to the base-station.

(6) Secrets deletion
Sensor node si deletes secretMi, parameters ti and ni, as well as the coefficients set
aij

� �
and the polynomial fiðxÞ, while it stores the prime number pi and all its

sensing data. The neighbor node will delete the secret share after sending it to the
base station.

4.2 Compromised Mobile Sink Detection

(1) Mobile sink submits data to base-station
The mobile sink patrols around the network for collecting sensing data from the
static nodes. For each node sið1� i�NÞ, the mobile sink collects the sensing data
Di and the stored prime number pi. Then, the sensor node removes such data from
its memory and begins next sensing round. After all sensor nodes have been
patrolled and data have been collected, the mobile sink submits the result
{(Di, pi)|i 2 Z} to the base-station.

(2) Secret recovery
After receiving all the secret shares of sensor si, the base-station counts and gets
the number ni of total shares. Then, it recovers the secrets by means of polynomial
interpolation.
As shown in Eq. (3), polynomial interpolation can be conducted in the point set
fðk; yikÞjyik ¼ fiðkÞ; k 2 Uig, which was composed by the secret shares from
sensor si.

fiðxÞ ¼
X
k2Ui

yik
Y

l2Ui^l6¼k

x� k
l� k

mod pi ð3Þ

Further, the base-station can restore the original secret as in Eq. (4). The secret
sharing parameter ti equals the highest exponent of polynomial (4) plus one.

Mi ¼ fið0Þ ¼
X
k2Ui

yik
Y

l2Ui^l 6¼k

k
k � l

mod pi ð4Þ
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(3) Detecting the compromised mobile sink
With the identifier ID, the parameter tri and the sensors’ data submitted by the
mobile sink, hðti k1k k. . . klk kklþ 1 . . .k kkni d0i

�� ��d1i . . .k kdsi Þðkl 2 D; kl\klþ 1Þ is
calculated by the base-station. After comparing this digest with the restored
corresponding value enclosed in the secret Mi, the base-station could judge
whether the mobile sink has been compromised or not. If this verification fails, it
implies the compromise of the mobile sink.

5 Analysis and Evaluation

In this section, we will analyze and calculate the detection overheads in computation,
memory, communication and the detection efficiency. Also, the parameters selection
and how these parameters affect the detection results will be discussed in details.

5.1 Detection Overheads

(1) Computation overhead
The main computation overhead of static sensor nodes is the modular exponential

algorithm of the polynomial fiðxÞ ¼ ðPti�1

j¼1
aijx j þMiÞmod pi in finite field. Since

multiplication is more complex and computationally intensive than addition, the
overall computation overhead can be approximated using the number of total
multiplications. In the polynomial fiðxÞ, there are total (2t − 3) multiplications,
which involve (t − 2) multiplications in the modular exponentiation, and (t − 1)
multiplications in the products between the exponentiations and the coefficients.
Therefore, the total computation cost is Oðnð2t � 3ÞÞ.

(2) Memory overhead
Every static sensor node splits its secret into n shares, and sends to randomly
selected neighbors. Thus, the average memory overhead is OðnÞ.

(3) Communication overhead
The n secret shares are forwarded to the base-station through different routes by
the randomly selected neighbors. The average number of hops in those routes is
Oð ffiffiffiffi

N
p Þ [25], so the communication cost of every sensor node are Oðn ffiffiffiffi

N
p Þ.

5.2 Performance Analysis and Parameters Setting

We first consider an adversary that can only compromise one sensor node during the
period of the share forwarding between two neighbors. Based on this attacking model,
analysis and evaluations are detailed as to the detection efficiency. we analyze and
discuss how to increase the detection efficiency and lower the detection overheads.
Finally, we consider the more powerful adversary which can compromise more than
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one sensor nodes in one-hop communication interval. The detection efficiency against
such adversary is deduced and discussed with different parameters.

(1) Only one static sensor node compromised in one round

We supposed an adversary with the knowledge of the network topology, the
defense strategy and the intrusion detection methods. But the adversary is unaware of
the secret sharing parameters t and n due to the randomness. As a consequence, in order
to compromise the original secret, the adversary would have to recovery the secret after
compromising as much secret shares as possible.

In Fig. 2, we assume the average forwarding hops from the static sensor nodes to
the base-station is s. Also, it is assumed that the adversary can only compromise one
sensor node in one hop communication. Then before the secret shares of the message
digest reach the base-station, there are s rounds for the adversary to compromise static
sensor nodes.

Definition 1. S = {s, f} is a sample set with only two elements, s indicates that the
compromised sensor node is a secret shareholder, while f indicates that the compro-
mised sensor node does not own a secret share.

Definition 2. X is a random variable with (0–1) distribution defined in the sample
space. It represents the result after one round attack by the adversary, just as in Eq. (5).

X ¼ XðeÞ ¼ 0;when e ¼ f
1;when e ¼ s

�
ð5Þ

In one round of compromise, the adversary captures one sensor node. This can be
regarded as one random experiment with two possible results: the sensor node has the
secret share holder or not. Before the secret shares are forwarded to the base-station,
there are s attempts for the adversary to compromise.

Let Y denotes the number of experiments with result {X = 1} in s rounds random
experiments. That is, the number of total secret shares compromised by the attacker in s

Secret shared
Secret shares forwarded 

to base-station

Round 0 roundτ

0 1 2 … r-1 r r+1 … τ

Compromising rounds by attacker

Received 
by base-station

Fig. 2. Node compromised by adversary
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rounds. The domain of Y should be ½maxð0; sþ n� NÞ;minðn; sÞ�, and the probability
of the event {Y = k} can be expressed as Eq. (6).

PfY ¼ kg ¼ pk; k 2 ½maxð0; sþ n� NÞ;minðn; sÞ� ð6Þ

Equation (6) is the probability distribution of the random variable Y. If the com-
promised sensor node doesn’t hold the desired secret share, then it will be released to
the network by the attacker lest this attack alarms the off-line intrusion detection
mechanism. Later, the adversary chooses other compromising sensor node from the
remaining sensor nodes. This attacking model can be modeled as sampling without
replacement, or the “urn problem”. In a network whose total number of sensor nodes is
N, the number of the desired secret shares is n, while only t shares are needed to recover
the original desired secret. There are s attempts for the adversary to compromise. The
event that the number of the success compromise equals k is denoted by {Y = k}. Let P
{Y = k} be the probability of this event. Then the random variable Y obeyes the hyper
geometric distribution with parameters (N, n, s). The distribution law can be expressed
as Eq. (7).

PfY ¼ kg ¼ Ck
nC

s�k
N�n

Cs
N

; k 2 ½maxð0; sþ n� NÞ;minðn; sÞ� ð7Þ

Figure 3 illustrates how P{Y = k} changes in two cases with different parameter
setting. In Fig. 3(a), N = 100 and n = 8, when parameter t changes from 2 to 8, the
probability that the adversary compromises k secret shares decreases gradually.
However, if the number of compromised sensor nodes increases from 0 to 100, the
probability will gradually become larger. Figure 3(b) reveals a similar trend.

If the adversary wants to tamper the sensing data by compromising the mobile sink,
he must compromise at least t sensor nodes which also own t secret shares. Therefore,
we can define the false negatives of compromised mobile sink as follows.

Definition 3. The false negative of compromised mobile sink detection is defined as an
event that the compromised mobile sink is not detected (CMU: Compromised Mobile
sink Undetected), that is the adversary compromised at least t sensor nodes which own
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(a). N=100,n=8                          (b). N=100,n=4

Fig. 3. P{Y = k} varies with parameter t and s
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the respective secret shares. The probability is defined as false negative of the
detection.

Let CMU = {Y > = t} be the false negative event, and Pcmu be the false negative,
and then we obtain Eq. (8).

Pcmu ¼ PfY [ ¼ tg
¼ PfY ¼ tgþPfY ¼ tþ 1gþ . . .þPfY ¼ minðn; sÞg

¼
Xminðn;sÞ

j¼t

PfY ¼ jg
ð8Þ

In Eq. (8), when j[minðn; sÞ, then we have PfY ¼ jg ¼ 0. So, Eq. (8) can be
further regarded as Eq. (9).

Pcmu ¼ PfY � tg
¼ PfY ¼ tgþPfY ¼ tþ 1gþ . . .þPfY ¼ minðn; sÞgþ . . .

¼
X1
j¼t

PfY ¼ jg

¼ Ct
sC

n�t
N�s

Cn
N

3F2
1; n� t; s� t

tþ 1;Nþ tþ 1� n� s
; 1

� �
ð9Þ

In Eq. (9), 3F2
1; n� t; s� t

tþ 1;N þ tþ 1� n� s
; 1

� �
is a hyper geometrical series.

When N and s are fixed, the false negatives are determined by parameter t and
n. Figure 4 shows the false negatives of our detection method in two scenarios. In Fig. 4
(a) with N = 100, n = 8, and the average hops of the network s ¼ ffiffiffiffi

N
p ¼ 10, the false

negativeswill be less than 5%when t � 3;while in Fig. 4(b)withN = 10000, n = 8, and
the average hops of the network s ¼ ffiffiffiffi

N
p ¼ 100, the false negativeswill be less than 0.3%

when t = 2.

(a).   N=100,n=8                      (b).   N=10000,n=8

Fig. 4. False negatives in two scenarios
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If after s rounds of attacks, the count of the compromised sensor nodes which own the
secret shares is less than t, then the compromised mobile sink would be detected. So, we
can define the compromised mobile sink detected event and its probability as follows.

Definition 4. The compromised mobile sink detected event is defined as CMD
(compromised-mobile sink-detected), that is the adversary compromised less than
t sensor nodes which own the secret shares.

Let CMD = {Y < t} be the detection event, and Pcmd be the probability, and then
we obtain the Eq. (10).

Pcmd ¼ PfY\tg ¼ PfY ¼ 0gþPfY ¼ 1gþ . . .þPfY ¼ t � 1g

¼
Xt�1

j¼0

PfY ¼ jg ¼ 1� PfY � tg

¼ 1� Ct
sC

n�t
N�s

Cn
N

3F2
1; n� t; s� t

tþ 1;Nþ tþ 1� n� s
; 1

� � ð10Þ

When N and n are fixed, the detection probability Pcmd is determined by secret
sharing parameters t and s. Figure 5 shows four cases of detection probability with
parameters t and s.

As shown in Fig. 5, if N is fixed, the average hops of the network are
ffiffiffiffi
N

p
, so

1� s� ffiffiffiffi
N

p
. In Fig. 5(a), the detection probability is greater than 80% when N = 100

and n = 8. Figure 5(b) shows the detection probability exceeds 95% even if n is
reduced to 4 with N = 100. Similarly, in Fig. 5(c) and (d) with total sensor number
N = 10000, the detection probabilities are both greater than 99% for n = 8 and n = 4.
Also, it is shown that the secret sharing parameters n and t have little influence on the

(a).  N=100, n=8                           (b).  N=100, n=4

(c). N=10000,n=8                        (d).  N=10000, n=4

Fig. 5. Detection probability
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detection probability when N � s. Therefore, under such circumstances, in order to
decrease the detection overheads, parameters t and n should take smaller values.

(2) More than one node captured in one round

In this subsection, we consider a more powerful adversary, which can compromise
qN nodes; q is a proportional factor between 0 and 1.

If in the r-th round, the probability that all the secret shares are acquired by the
adversary is Pr, then the probability that the adversary couldn’t obtain the secret until
the r-th round can be calculated in Eq. (11).

P ¼ ð1� P1Þð1� P2Þ. . .ð1� Pr�1Þð1� PrÞ ¼
Yr
i¼1

ð1� PiÞ ð11Þ

The secret shares owned by the sensors in the (r − 1)-th round are forwarded to the
its’ next-hop sensors in the r-th round. If all the secret shares are not grabbed in the
(r − 1)-th round, the adversary has to carry out the same capture attack in the r-th
round. So, the probability that all secret shares are grabbed by the adversary is equal in
every round, as shown in the Eq. (12).

P1 ¼ P2 ¼ . . . ¼ Pr�1 ¼ Pr ð12Þ

The probability in the Eq. (12) can be calculated as Eq. (13).

P1 ¼ Cn
nC

qN�n
N�n

CqN
N

¼ CqN�n
N�n

CqN
N

¼ ðN � nÞ!
ðqN � nÞ!ðN � qNÞ!�

qN!ðN � qNÞ!
N!

¼ qðqN � 1Þ. . .ðqN � nþ 1Þ
ðN � 1Þ. . .ðN � nþ 1Þ

ð13Þ

When N � n, Eq. (13) can be approximated as Eq. (14).

P1 	 qðqNÞ. . .ðqNÞ
N. . .N

¼ qn ð14Þ

Finally, we obtain the approximation Eq. (15) about the Eq. (11).

P ¼ ð1� P1Þr 	 ð1� qnÞr ð15Þ

Figure 6 shows this detection probability varieswith the three parametersn, s andq. In
Fig. 6(a), N is fixed to 400 and q = 20%, the detection probability approximates 100%
when n is greater than 5. Figure 6(b) shows that when s = 20, even if half of the sensor
nodes are compromised (q = 20%), the detection probability still approximates 100% as
long as t = n > 10. As illustrated in Fig. 6(c), if t = n = 10, the detection probability
approaches 100% even if the adversary compromises q = 50% sensor nodes.
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6 Conclusion

In this paper, we proposed a compromised mobile sink detection scheme by using
secret sharing. Every sensor node first splits the digest of its sensing data into shares by
using a polynomial secret sharing algorithm, and then the secret shares are sent to the
base-station through different routes by the sensor’s neighbors. Finally, the base-station
receives the shares, and then recovers the original data digest, compares with the data
submitted by the mobile sink. Any difference reveals the compromised mobile sink,
results in the detection by the base-station. Theoretical analysis and evaluation shows
the effectiveness and efficiency of our method, the detection overheads are small. Also,
the upper limit of detection probability was computed with the proposed compromise
model of the mobile adversary.
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Abstract. With its continuous development, location information acquisition
technology is able to collect more and more trajectory data, and the rich infor‐
mation contained therein is gradually attracting attention from researchers.
Trajectory data involves complex relationships among moving objects, time,
space, which are hard to understand and be used directly. Nowadays, visual anal‐
ysis of trajectory data is mainly focus on its representation and interaction, but
fails to address the complex correlation contained in trajectory data. Hence, we
propose TrajHIN, a heterogeneous information network model built on trajectory
data, measure the meta path-based similarity and centrality, and use a visual
analytics method to deeply understand trajectory data. The example of visual
analysis of real trajectory data has been interpreted and given feedback from
domain experts, which proves effectiveness of TrajHIN and feasibility of mining
implicit semantic information from trajectory data.

Keywords: Trajectory · Heterogeneous information network · Visual analysis

1 Introduction

Nowadays, with the continuous progress of location information acquisition technology,
trajectory data has gradually received public attention and concern. Trajectory data plays
an important role in behavioral patterns mining, traffic flow prediction, and POI recom‐
mendation, etc. However, trajectory data involves complex relationships between
moving objects, time and space, making it difficult to be understood intuitively. Most
existing research regards trajectory data as homogeneous information networks.
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However, moving objects are related to locations, environment and other things in real-
life scenarios, so homogeneous information networks are not suitable for analyzing
trajectory data.

Han et al. proposed Heterogeneous Information Networks [1, 2], which are the
logical networks involving multiple typed objects or multiple typed links denoting
different relations, such as bibliographic networks, social media networks. Heteroge‐
neous information networks can be used to model complex interaction data.

By analyzing trajectory data based on heterogeneous information network, we can
get the semantics and information that cannot be mined by many homogeneous infor‐
mation networks. For instance, a meta path of region → car → region suggests the most
frequently used region of taxi, and that the region may be the traffic center during this
period. In order to further analyze the underlying relevance in trajectory data, we
measure the meta path-based similarity and centrality.

Visualization is desired since it allows the domain users to incorporate their domain
knowledge and human intelligence in the exploratory analysis process. However, the
scale and complexity of the trajectory data make interactive visualization a challenging
task. Some researchers also introduce graph into visual analysis of trajectory data [8],
but they fail to pay sufficient attention to the various types of objects and relationships
involved in trajectory data, and visualize the high dimensional features of trajectory data.
We hope that the implicit correlation information in trajectory data can be displayed to
users more clearly. We integrate visualization methods with trajectory data analysis
based on heterogeneous information networks so that the information obtained from
analysis can be fully utilized.

The main contributions of this paper are as follows:

• We build TrajHIN, a heterogeneous information network model based on trajectory
data, it is constructed to model complex correlation of trajectory data and express
trajectory data more clearly.

• With TrajHIN, we measure the meta path-based similarity and centrality.
• We integrate the heterogeneity information network model TrajHIN with visual

analysis so that users can easily understand and analyze the relationship between
corresponding objects and mine correlation information in trajectory data.

The respect of this paper is organized as follows. Section 2 describes the related
work. The third section gives the definition and description of our model. The fourth
section presents the visualization and some experiments about the method. Section 5
concludes the paper.

2 Related Work

In this section, we explain some other work related to our research, including others’
work in trajectory data, brief introduction of heterogeneous information networks and
some work in visual analysis.
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2.1 Trajectory Data

Many scholars have mined behavior patterns through analyzing and understanding trajec‐
tory data. For example, Hirokazu Madokoro modeled trajectory data by using hidden
markov model and used behavior patterns in an interest-recommending website [3]. Also,
Mahdim Kalayeh proposed a dynamic model of mining behavior patterns from trajectory
data [4]. Trajectory data was studied in behavior and path planning that Bucher et al.
proposed a path planning algorithm which required less computation based on individual
user trajectory log [5]. There are also some research on trajectory data for predicting loca‐
tion, such as taxi status inquiry and waiting time forecasting based on taxi trajectory data
[6, 7]. According to current position and historical trajectories of a moving object,
predicting location is able to forecast the location of this object [8]. On the other hand,
there are some other research on semantic information mining of trajectory data as well.
For instance, Liu et al. analyzed the best location for setting up billboard from urban taxi
trajectory data [9]. By regarding trajectory data as link relation, Huang et al. constructed
an urban road network relationship and analyzed the traffic condition of roads in urban
center by the link relations between road sections [10].

2.2 Heterogeneous Information Networks

There are some research on the similarity measurement of heterogeneous information
networks. After Han et al. proposed the meta paths for DBLP, the concept of meta paths
was widely introduced into similarity measurement on heterogeneous information
networks. Subsequently, Han et al. proposed Pathsim, a novel similarity measurement
method based on meta path which is able to find peer objects in the network, making it
possible to accurately distinguish different latent semantics in heterogeneous informa‐
tion networks [11, 12]. Also, there are some other research on clustering analysis of
heterogeneous information networks. For example, Aggarwal et al. used local optimal
features to balance heterogeneous information networks which can achieve clustering
[13]. In link prediction of Heterogeneous Information Networks, some studies predicted
possible relationship between two nodes by using observed links and node attributes
[14–16].

2.3 Visual Analysis

Visual analysis related to our work is often focused on two primary aspects. The first
aspect is analysis related to graph. For example, Pienta et al. designed a locally adaptive
exploration model for it, which is of data graph [17]. Chau et al. developed an interactive
visualization system and iteratively improved it to interpret large-scale deep learning
models and results [18]. They even presented a novel interactive visual analytics system to
explore and comprehend them completely [19]. Another aspect in visual analysis is related
to trajectory. One of the most classic applications is proposed by Huang et al. [10], in which
they used taxi trajectory data and graph-based visual analysis to study urban network
centers. Al-Dohuki et al. put forward SemanticTraj as well, which can be used to link the
map and users’ semantic information, make users querying much more efficient than
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before [20]. However, visual analysis neither related to graph nor trajectory has considered
the various types of objects and relationships involved in trajectory data, which may make
it not much suitable when dealing with complex relationships. Therefore, our method
should take good care of this.

3 TrajHIN Model

In this section, we first constructed a heterogeneous information networks model based
on trajectory data. We then described the Pathsim algorithm and measured the meta
path-based similarity in Sect. 3.2. In Sect. 3.3, we designed a new degree centrality
measure of trajectory data and evaluated meta path-based degree centrality.

3.1 TrajHIN Construction

Trajectory data is data information formed by sampling the movements of a moving
object. A trajectory can be seen as a sequence of time-stamped positions. In this paper, the
trajectories of ships are used as an example of visual analysis. Specifically, ship trajecto‐
ries are taken from AIS equipment and include information such as unique identification,
position, course, and speed, name of ship, type of ship, destination and timestamp.

Heterogeneous information networks can be denoted by G = (V , E), while V , E are
object and link respectively [1]. Each V  has a function: 𝛹 :V → T , for T  is a set of a kind
of objects; Each E has a function: 𝛷:E → R, for R is a set of a kind of links. In hetero‐
geneous information networks, |T| > 1 or |R| > 1. TrajHIN is constructed by extracting
the moving objects in trajectory data and related concepts such as time, space and inter‐
relationship. In this paper, the set of object types includes region, ship and destination
while the adjacent, contained and included form the set of relationship types. Region is
obtained from geographical coordinates converted by anti-geocoding after trajectory
data is de-noised and compressed. TrajHIN model construction is shown in Fig. 1.

Fig. 1. TrajHIN model.
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TrajHIN treats region, ship and destination as different types of objects respectively.
In this paper, we mainly examine the following meta paths where a meta path is a path
consisting of a sequence of relations defined between different object types:

• ASDSA (region A, ship S, destination D)
• DSASD (destination D, ship S, region A)
• SAS (ship S, region A, ship S)
• SDS (ship S, destination D, ship S)

Both similarity and centrality measures use the above meta paths as one of their
factors.

3.2 Measuring Similarity in TrajHIN

The settings of heterogeneous information network model TrajHIN and meta paths
generate semantic meaning of similarity between objects in trajectory data. For example,
similarity of two trajectories is no longer limited to the shape and so on, and we can also
mine semantic information through meta path ASDSA and measure similarity by
analyzing meta path between two objects. Pathsim proposed by Sun [15] can well
measure the similarity between nodes in heterogeneous information networks. For
example, given a symmetric meta path P = ASDSA, Pathsim measures in areas a and b
as below:

S(a, b) =
2 ×

|||
{

P
a→b

:P
a→b

∈ P
}|||

|||
{

P
a→a

:P
a→a

∈ P
}||| +

|||
{

P
b→b

:P
b→b

∈ P
}|||

(1)

Pa → b refers to a path instance between a and b, Pa → a, Pb → b also represent the
paths from a to a and b to b, respectively.

3.3 Measuring Centrality in TrajHIN

Centrality demonstrates a degree that whether a node is in the center of the information
network. If a node has directly link with many other nodes, it is more like a center than
those nodes which don’t have so many links. We studied trajectory data according to
measuring meta path-based centrality and designed a new centrality measure of trajec‐
tory data in the basis of the heterogeneous network. Given a meta path P(ASA), degree
centrality of a node v is the number of entries back to this node along path P. Then, when
comparing different graphs, we need to normalize degree centrality. From meta path P,
we can see that if the first and the last nodes of the path are in same type, it can be divided
by maximum number of possible connections Num(A) − 1, where A is the set of points
of the same type as point v and Num(A) described those points generated by path P.
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4 Visualization

Through the model TrajHIN we constructed and measured the meta path-based simi‐
larity and centrality above. Next we conduct visualization of our method. We first
designed a interface by integrating TrajHIN with visual analysis in section A and B. In
section C and D, we used real trajectory data to explore similarity and centrality in
TrajHIN. Then, we interpreted visual analysis of real trajectory data and compared it
with feedback from domain experts.

4.1 Interface

We integrate heterogeneous information network based on trajectory data with visual
analysis to analyze trajectory data. Functions include: map matching, region selection,
graph visualization, similarity query and centrality query, the interface is shown in
Fig. 2. Module (1) shows the map; Module (2) displays the trajectory data graph;
Module (3) shows the results of measuring meta paths-based similarity and centrality.
(4) represents the trajectory data information search module.

Fig. 2. Visual analysis interface.

4.2 Visualizing TrajHIN

The module shows a graph of heterogeneous information network model constructed
on trajectory data, which contains three types of objects: region, ship, destination and
different types of edges. In Fig. 3, ship GANGFENG8 is connected to region Ningbo‐
Ninghai. The graph in this module also has the function of dragging zooming, where
different colors of nodes are used to distinguish different types of objects and links.
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Fig. 3. Graph (Color figure online).

4.3 Exploring Similarity in TrajHIN

By selecting the meta path and inputting the object to be studied, we can display the
top-4 objects in the form of histogram. The names of similar objects are shown in the
abscissa and similarity measurement scores are shown in the ordinate. The histogram is
shown in Fig. 4. The local heterogeneous information network formed by top4 and the
object to be studied are shown in Fig. 5.

Fig. 4. Histogram of similarity analysis.

Fig. 5. Similarity analysis graph.
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In this example, area is Dinghai, and the research meta path is ASDSA. The histogram
shows that the similarity between Dinghai and Putuo is the highest by measuring simi‐
larity through ASDSA. It can also be seen from graph that the number of meta paths of
Dinghai → Putuo will be greater than other areas. Through the meta path analysis like
ASDSA, it can be inferred that the reachability of Dinghai and Putuo is the most similar
for some destinations. As confirmed by domain experts, many ships sail through
common channels in Dinghai and Putuo, so the two areas are similar.

4.4 Exploring Centrality in TrajHIN

By setting the region and time threshold, the user can draw a line chart reflect the degree
centrality with the change of time. Figure 6 shows degree centrality of the area Dinghai
on March 1, 2015. By analyzing the meta path ASA, we can understand that degree
centrality actually refers to the navigation of ships in the area within time threshold. We
can draw the semantic result that centrality of the area is the highest in early morning
when the time threshold for Dinghai area is set to one hour. This means that Dinghai is
the area where fishing vessels work. After doing a field investigation, we find that
Dinghai is indeed the scope of fishing vessels activities on that day. It is shown that the
improved centrality method can be applied to heterogeneous information networks and
obtain semantic information.

Fig. 6. Centrality Results.

4.5 Case Study

We choose Dinghai as the area and observe trajectory data of fishing vessels. Through
similarity analysis of Dinghai based on meta path ASDSA, it can be inferred that Dinghai
and Putuo have the highest reachability on some destinations. By setting time threshold
and meta path ASA, the degree centrality of Dinghai within a specific day was analyzed.
We found that degree centrality of Dinghai was the highest and the area was the most
active from 0:00 to 2:00 and 21:00 to 24:00. Therefore, the conclusion is that this area
is the scope of fishing vessels activities, which was confirmed by a field investigation.
From the results above, we can conclude that the integration of TrajHIN and visual
analysis makes it easy for users to understand and analyze relationship between corre‐
sponding objects in trajectory data, where semantic information can be mined from
trajectory data at the same time.
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5 Conclusion

The rapid development of location logging has led to the explosive growth of trajectory
data. Meanwhile, the abundant information hidden in trajectory data has drawn a lot
more attention. Based on AIS navigation trajectory data, a heterogeneous information
network model TrajHIN is constructed and combined with visual analysis. Experimental
results have validated the effectiveness of TrajHIN and visual analysis. In the future, we
will expand the scale of trajectory data and incorporate the idea of parallel computing
into the model to iterate the visual analysis model so that it can be used for visual analysis
of large-scale trajectory data.
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Abstract. Traffic flow often contains massive amounts of information that is
related to location and shows some regularity. And the traffic flow analysis based
on trajectory data has become one of the most popular research topics in recent
years. With the wide application of deep learning and for its higher accuracy than
other approaches, methods such as convolution neural network and deep residual
network have been introduced in traffic flow research and achieve good results.
However, these methods usually require the training of a large number of param‐
eters, which leads to some problems. For example, frequent manual adjustment
is needed, and some parameters cannot be dynamically adjusted with the training
process. We find that learning rate plays a crucial role in all parameters, which
has important influence on the training speed of the residual network. In other
words, the soundness of traffic flow predication results depends on the learning
rate. Hence, we propose G4 algorithm to automatically determine the learning
rate. It can be adjusted automatically in the process of trajectory data mining, and
therefore solve the traffic flow prediction problem. Experiments on real data sets
show that our method is effective and superior over some traditional optimizing
methods of traffic flow analysis.

Keywords: Automatic prediction · Traffic flow · Trajectory
Deep residual network · Fourier series

1 Introduction

Trajectory data contains large amounts of information, has close relations with
geographic location or point of interest (POI), and can reflect general regularity. There‐
fore, analyzing traffic flow based on trajectory data has become a hot research direction
in recent years. For example, Masahiro et al. found that the frequency of car travel will
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not change with the season through the analysis of the GPS data of Hakodate city, while
the frequency of the cycling and hiking is severely affected by the change of season [1].
Through the analysis of MIT trajectory data set of vehicles and pedestrians, Dheeraj
et al. successfully found out the representatively abnormal phenomena [2]. At the same
time, some deep learning methods are introduced in the field of trajectory data mining
and achieve high accuracy and small error. For example, for the same topic of traffic
flow and pedestrian flow analysis in the center of the city, Stefan et al. managed to use
the convolutional neural network to largely accelerated the speed of training [3]. Xiao
et al. even proposed the concept of ensemble learning to better study hybrid transpor‐
tation modes [4].

However, despite their good performance in the field of trajectory data mining,
existing deep learning methods still face some problems, especially a large number of
parameters and hyper parameters relying heavily on manual adjustment. Zheng et al.
used three convolution neural networks to analyze the GPS data in Beijing, predicted
the traffic and pedestrian flow at a certain spot, and achieved good results, but there were
over a dozen parameters relying on manual adjustment such as smoothness, periodicity
and trend which had a direct bearing on the final results [5]. In addition, certain param‐
eters may need to change with the learning process. Song et al. proposed the model of
DeepMob to analyze GPS data to help humans avoid natural disasters [6]. According to
our research, whether parameters such as learning rate change with the process will
greatly influence traffic flow analysis results, in this case, i.e., will affect the final
outcome of disaster analysis. The reason is that the prediction of any flow is indispen‐
sable to the learning of the existing data, and the learning rate affects the learning speed,
thus affecting the final effect.

To solve these problems, our goal is to develop methods that allow the parameters
of some deep learning methods to adapt to the learning process automatically and reduce
human intervention. To achieve this goal, we consider the following aspects. First, the
parameters we study should be applicable to many different methods, rather than indi‐
vidual, specific parameters in certain methods so that a greater variety of traffic flows
can be analyzed. Second, our method should be able to adjust parameters spontaneously,
thus reducing human intervention and improving analysis performance. Third, our
method should be superior to some un-optimized methods and achieve the task without
compromising the effect. Therefore, we propose G4 (Gradient FOURier series) algo‐
rithm to automatically determine the learning rate so that it can be adjusted automatically
in the process of trajectory data mining and solve traffic flow prediction problems. We
were first inspired by the Fourier series of signal processing, then built connections
between learning rate adjustment and some parameters in the model through Fourier
series, and applied it in the deep residual network, finally to address practical problems
such as traffic flow. Our main contributions are as follows:

• We proposed G4 algorithm to automatically determine the learning rate of a series
of deep learning methods.

• We integrated the algorithm into the deep residual network model, and reduced
human intervention in the process of trajectory data analysis.

• According to experiments on real data sets, our method outperforms some traditional
analysis methods.
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The respect of this paper is organized as follows. Section 2 describes the related
work. The third section gives the definition of problem and its mathematical description.
The fourth section presents the framework and detailed implementation of the method.
Section 5 evaluates our method through experiments. Section 6 concludes the paper.

2 Related Work

In this section, we explain some other work related to our research, including a brief
introduction to Fourier series and some improvements achieved by other scholars in
traffic flow analysis.

2.1 Fourier Series

In electronic technology, Fourier series is used for signal transformation, so that it can
be restored with some simple signals. The single entry form of the Fourier series is:

f (x) = cne
i
n𝜋x

l (1)

where cn, x, l, i represent coefficient, time (signal changes over time), half period, and
imaginary unit, respectively. Note that if a certain time and a certain semi-cycle are
given, the size of a signal can be determined. In practice, signals produced by electronic
devices are often very complicated and cannot be described with simple mathematical
laws. The Fourier series describes a way that can transform any form of signal into a
summary of several simple periodic functions.

2.2 Other Work

Many scholars have analyzed traffic flow by improving the learning rate. For example,
Sun et al. learnt human walking trajectories using RMSProp, and then predicted human
trajectory [7]. Gang et al. even made clear that the deep learning model has greatly
improved the analysis of group movement behaviors with the use of RMSProp.
However, although methods such as RMSProp and Adam have performed very well,
yet they require manual adjustment of the decay rate. When using Adam, the user must
adjust two different decay rates. These parameters must be configured manually. In other
words, this type of methods actually replaces the adjustment of learning rate with the
adjustment other parameters, and has not solved the problem fundamentally. Even the
number of parameters that need to be adjusted may increase rather than decrease. On
the other hand, although some approaches used by researchers do not increase the
number of parameters requiring manual adjustment, these methods often achieve general
improvements for learning rate, rather than for the unique model or approach for the
analysis of traffic flow. In other words, these methods may fail to take into account the
characteristics of trajectory itself. For example, Tong et al. used Adagrad to optimize
the simple linear model, and then directly realized the prediction of taxi route [8].
However, this optimization ignored some features of trajectory. For example, will the
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number of taxis on this route between adjacent intervals (for example, half an hour or
an hour) affect the number of current intervals? Could there be a time interval yesterday
affect the same interval today? None of these questions can be answered by such an
optimization. Therefore, our approach should strive to avoid these problems.

3 Proposed Method

In this section, we give relevant definitions and mathematical descriptions of our
methods, and then explain some of the concepts applied to traffic flow analysis.

3.1 Gradient Fourier Series

Considering the time of the signal, as each neutral unit can exist independently, and
almost all properties of the unit in the learning process keep changing, we set up a
parameter as time in Fourier transformation. For a single unit, the gradient of its weight
plays a key role in its learning process, and it changes with the number of iterations,
which is similar to the structure of time. Therefore, we have the following definitions:

Definition 1 (Gradient Instant). The gradient of the weight which connecting two
neural units at any instant is called a gradient instant.

Definition 2 (Gradient Time). For each individual neural unit, the summary of the
gradient of the weight connecting it to any other unit is called gradient time. Each
gradient time consists of multiple gradient instants.

Considering the half period. The half period describes the time degree of harmonic
transformation. In other words, this parameter determines the duration of the change. It
is obvious that the number of iterations in the trajectory data mining determines the
length of learning time. (We normally do not consider the scenario where the iteration
is terminated when the loss function is lower than the threshold). Therefore, we have
the following definition:

Definition 3 (Period). The number of iterations is the period of the current harmonic
transformation.

Considering the coefficient. As the initial learning rate never changes, and the change
only happens in the process of learning, so the initial learning rate can be seen as a
coefficient which remains the same despite the change of gradient instant and gradient
time. We have the following definition:

Definition 4 (Coefficient). Initial learning rate is the coefficient.
Assume that the initial learning rate, the weight matrix, the loss function and the

current iteration are 𝛼, w, E(w), t respectively. According to the definition, gradient
instant is 𝜕E(w), therefore gradient time is 

t∑
i=1

𝜕E(w), and period is t. In addition, because
i is an imaginary unit, in trajectory data mining we convert it back to the real unit.
Therefore, we get the equation of harmonic transformation of learning rate:
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𝛼: = 𝛼e

√√√√√√√√√

t∑
i=1

𝜕E(w)

t

(2)

where 𝛼, 
∑t

i=1 𝜕E(w), t are cn, x and l, respectively. The reason of introducing the square
is to make the transformation smoother. The harmonic transformation of learning rate
is applied to the learning process of the deep residual network to optimize learning rate.

3.2 Trajectory Deep Residual Networks

Considering other features of traffic flow, we need to handle some other settings. Refer‐
ring to the settings used by Zheng et al. on their research of traffic flow [5], we have
following definitions.

Definition 5 (Interval). Trajectory data may undergo a very long time. The basic unit
we study is called an interval. Usually, the interval can be one hour, half an hour, etc.

Definition 6 (Closeness). If the adjacent n intervals (n ≥ 1, similarly hereinafter) have
an effect on the current interval of the trajectory, then this effect is called closeness.

Definition 7 (Cycle). If the same intervals in the adjacent n days have an effect on the
current interval, then the effect is called cycle.

Definition 8 (Trend). If the same intervals in the same week m,
(m = Mon., Tue.,… , Sun.) among the adjacent n weeks have an effect on the current
interval, then the effect is called trend.

With these characteristics, we can better analyze trajectory data by catering to trajec‐
tory patterns.

4 Harmonic Transformation

The framework of our method is shown in Fig. 1. Firstly, we initialize the learning rate
which can be set manually or randomly. Randomly generate the weight matrix of the
deep residual network (DRN). Then, set the characteristics associated with traffic flow
data. After the initialization is completed, the flow data is taken into the DRN, and the
learning rate is adjusted dynamically during the training process. Then, train the flow
data and their residual according the learning rate, and feed return the learning results
back to the DRN for iterative training. When the training is complete, the test set is
brought into the network for further adjustment. Finally, the results are compared against
other methods. We emphasize that we analyze traffic flow model for the DRN, which
combines the weights during activation function of neural units with flow itself to learn
flow rules and separate from other network methods.
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Fig. 1. Framework of G4.

The algorithm is show in Algorithm 1. The calculation of the time complexity of the
algorithm is very simple. Assume through m iterations end training, through n iterations
end testing. Because of harmonic transformation occurred and only occurred once in
each iteration, in terms of G4 algorithm, the time complexity must be O(m + n). Note
here that the time complexity we’re talking about is only for our algorithms, not include
the time complexity for the structures of convolutional neural network and deep residual
network respectively.
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5 Experiments

In this section, we conduct some experiments based on real data sets to evaluate our
method. First, we describe the data sets, then explain the parameters settings of some
models, and finally present the results.

5.1 Datasets

We use AIS data to validate our approach. The AIS data records the location infor‐
mation and other information of the ship over time. We select the AIS data recorded
from March 2, 2015 to June 30, 2015 in Zhoushan port, China. Since we are fore‐
casting regional activities or traffic flow of ships, we adopt the following methods
to carry out the experiment. We divide the research area into 16*8 grids and use
interval as the basic unit to count the number of signals emitted by ships in each
region as the basis for predicting traffic flow. The schematic diagram is shown in
Fig. 2. For a specific grid, the existence of ship signal in a grid in an interval indi‐
cates that the ship is located in this grid in that interval. If in the next interval this
ship signal is not in the grid, but in an adjacent grid, it means that the ship has moved
to the next grid from the current grid, so that the AIS trajectory data can be converted
to the grid’s data format, which can be imported to the DRN.
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Fig. 2. Trajectory data can be transformed into the grid’s data format, which can be imported to
the DRN.

5.2 Parameters Settings

Next, we describe some parameter settings. The number of iterations for the validation
set and the test set are set to 50 and 100, respectively. The number of iterations for the
validation set can be set to be smaller, because the validation set comes from the training
set. Therefore, its training speed will be faster than the test set which is not from the
training set. Interval is set to half an hour, i.e. 48 intervals a day. Closeness is set to 3,
that is, considering a total of three intervals from (interval – 3) to (interval – 1) have an
impact on the current interval. Both cycle and trend are set to 1, which means that the
same interval yesterday and the same interval last week have an impact on the current
interval. The residual units are set to 2, that is, two DRNs analyze the flow simultane‐
ously. Special emphasis, there are two identical matrices of flow, but the data of them
are different, meaning that one of them saves how much flow for each grid in each
interval more than the former interval, and vice versa.

5.3 Results

For the ease of comparison, we use the traditional stochastic gradient descent (SGD)
and our methods to predict the traffic flow. Figure 3 demonstrates a comparative experi‐
ment, where the initial learning rate of best-SGD is set to the best, i.e. the learning rate
has the best performance after we choose from manual debugging, and the initial learning
rate of rand-SGD method and our method are randomly set. The x-coordinate shows the
number of iterations, and the y-coordinate represents the loss function, which is set to
mean squared error (MSE). It can be seen that even for an appropriate learning rate that
has been fixed for a long time, our method still outperforms best-SGD from the beginning
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to the end. On the other hand, in terms of prediction accuracy, we set up multiple initial
learning rates to start together, but all the RMSE of G4 is lower than SGD,. In other
words, the accuracy of flow prediction is higher. Some comparisons are shown in
Fig. 4. The horizontal coordinate represents different initial learning rates, and the
vertical coordinate represents RMSE.

Fig. 3. The loss function changes with the iterations.

16.1

16.15

16.2

16.25

16.3

0.002 0.1

RM
SE

ini al learning rate

sgd g4

Fig. 4. The loss function changes with the iterations.
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6 Conclusions

In this paper, G4 algorithm is proposed to automatically determine the learning rate and
predict the traffic flow. Experiments on real data sets show that our algorithm reduces
the tedious manual adjustment of parameters, and outperforms some traditional
methods. Even the classic method with the optimal parameter settings is still slower than
our approach in training. Future work will also include automation research and appli‐
cations in the field of trajectory data for other parameters of DRN or other deep learning
methods.
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Abstract. Ad hoc networks due to its open and dynamic nature are
susceptible to a variety of security threats. Recently trust management
emerged as the promising candidate to provide less computational and
secure solutions. This paper based on novel idea i.e. trust mechanism
based AODV (Ad hoc On-demand Distance Vector) routing protocol in
the network layer of MANET to enhance network security. In our pro-
posed scheme trust among nodes is represented by opinions, which is
an item derived from three Valued subjective logic (3VSL). The opin-
ions are dynamic, therefore judged, combined and updated frequently. In
3VSL the theoretical capabilities are based on Dirichlet distribution by
considering prior and posterior uncertainty of the said event. Meanwhile,
using advised and personal trust, a node can make relative judgment for
forward node authenticity. The simulated results validate the accuracy
of our proposed scheme.

Keywords: AODV · Trust management
Three valued subjective logic · MANET

Ad hoc network is a special kind of communication, where users rely on each
other to acquire services. This open and dynamic nature makes ad hoc networks
unique and challenging. These networks impose many security threats due to
decentralized nature. Adversaries in MANET can cause huge damage, therefore
requires urgent solution. Many security solutions in the literature have been
proposed like cryptographic and public key infrastructure [1]. These techniques
are complex and increase computation overhead. In contrast the solution with
trust, trust management come up as lightweight solutions to enhance ad hoc
network security [2]. The concept of putting trust in the field of networks has
taken from the social world which defines it “The expected behavior of an object
according to the will of a trustee in particular context” [3].
c© Springer Nature Singapore Pte Ltd. 2018
L. Zhu and S. Zhong (Eds.): MSN 2017, CCIS 747, pp. 338–349, 2018.
https://doi.org/10.1007/978-981-10-8890-2_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8890-2_25&domain=pdf
http://orcid.org/0000-0002-7234-8108


Trust Mechanism Based AODV Routing Protocol 339

In ad hoc networks, number of trust management techniques are proposed,
but they rarely count ignorance (uncertainty) management in between these
distributed networks. This ignorance before and during nodes interaction needs
careful handling through proper mechanism. One solution is the probabilistic-
based subjective logic proposed by Josang in [4], but the pioneer subjective logic
is only able to define prior uncertainty while ignoring uncertainty generated as
result of trust propagation. After that Liu et al. [5] came up with a 3VSL idea
that defines both prior and posterior uncertainty precisely.

In this article, we apply the trust mechanism idea into the security solutions of
MANET to authenticate forward node selection. Our trust model is derived and
modified from 3VSL, which qualitatively defines the representation, calculation,
and combination of trust. Trust models have found many security applications
in social, peer-to-peer and some other distributed networks [6,7]. Some research
work is conducted to apply trust models into the security solutions of MANET
[8]. However, we still need concrete and application design for security solutions
of MANET. The contribution of this paper can be summarized as

– A trusted AODV routing is proposed using 3VSL as trust model to the net-
work layer of MANET as efficient multi-hop trust assessment technique. This
trust model is capable of assessing trust between multi path, arbitrary and
bridge topologies.

– In our scheme, nodes perform trusted routing behavior mainly according to
the trust relationship between them, a node that will behave malicious even-
tually denied from the network.

– System performance is improved by means of trusted AODV that avoid ver-
ifying and requesting certificate exchange at each step.

– Forward Node is authenticated by using trusted AODV, which is quite capable
of handling malicious intentions like, Gray and Black hole attacks.

– The proposed trust mechanism is also able to handle topology based vehicular
ad hoc network under some specific network parameters.

The rest of the paper sectioned as, In Sect. 1, three valued subjective logic and
AODV routing are briefly introduced. In Sect. 2, we briefly recall the network
model and assumptions also with our proposed trust mechanism. In Sect. 3,
3VSL, defined as a kind of trust model, which operates on subjective beliefs
about the world. In Sect. 4, trusted routing operation is revealed in detail. Exper-
imental setup with some important evaluation parameter is discussed in Sect. 5.
Finally, we draw conclusions in Sect. 6.

1 Background

1.1 Three Valued Subjective Logic 3VSL

3VSL is a kind of algebraic trust model proposed by Liu [9]. It is a logic, which
operates on subjective beliefs about the world, and uses the term opinion to
denote the representation of a subjective belief”. The reason behind choosing
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3VSL is that it assess the credibility of the user by adapting the multivalued
Dirichlet distribution function to deal with the prior and posterior uncertainty
of an event. In MANET, nodes may experience random topologies with unknown
entities time being. A node may be uncertain about another node’s trustworthi-
ness because it does not collect enough evidence. This uncertainty is a common
phenomenon in a distributed environment and therefore, needs careful treat-
ment. It need trust model to represent such uncertainty accordingly. Traditional
probability models cannot express these uncertainties properly. In contrast, an
opinion in 3VSL comprised of belief, disbelief, prior and posterior uncertainties,
which gracefully meets our demands. For more details about 3VSL please refer
Sect. 3.

1.2 Ad Hoc On-Demand Distance Vector (AODV) Routing

AODV is widely used reactive routing protocol for ad hoc networks as paths are
made on fly. In AODV paths are made on demand and remain active until two
users require each other services.

When a source node S broadcast RREQ packet in search of destination node
each recipient of the RREQ packet looks up in its routing table. If receiving node
doesn’t contain any information about the destination. It will create a reverse
path towards RREQ packet originator and rebroadcast the routing request.
Intermediary node receiving this RREQ will generate a RREP message either if
it has fresh route request information to satisfy or itself a destination. Then this
intermediary or destination node will generate a RREP packet and will forward
it to the next hop towards RREQ generating intermediary node, as indicated by
source node routing entry table. When a node receives RREP packet it update
some fields in the routing table of RREP packet, and then forward it to the
originator (source node). After that a bidirectional path is setup between source
and required destination node and it is maintained as long they required each
other services [10].

Route maintenance is performed by either sending hello messages which
acknowledge about the positive connectivity about the nodes and sender can lis-
ten these hello messages. Route maintenance can also be achieved using packet
acknowledge in which nodes are in promiscuous mode and can overhear the
packet transmission and easily detect malicious attacks [11].

1.3 Dirichlet Distribution

A Dirichlet distribution is based on initial belief of an unknown event according
to prior distribution. It provides a solid mathematical foundation for measuring
the uncertainty of recommendation based on historical data. Compared with
Beta distribution, which is more appropriate in a binary satisfaction level [12].
Dirichlet distribution is more appropriate for multivalued satisfaction levels. In
our case, the evaluation trustworthiness of node is described by continuous trust
values. Therefore, we will use Dirichlet distribution [13] to estimate opinion
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space of user vehicle recommended in the future and then build our trust model
accordingly.

The Dirichlet distribution is a continuous sequence of observation having mul-
tiple outcomes with k positive real parameters α(xi), i = 1....k, in the form of
compact vector notation p = p(xi|1 ≤ i ≤ k) denotes the k-component random
probability variable and a vector α = (αi|1 ≤ i ≤ k), denotes random observa-
tion variable of k components such that [α(xi)]ki . The general form of Dirichlet
distribution is as

f(p | α) =
Γ

(∑k
i=1 α(xi)

)

∏k
i=1 Γα(xi)

k∏
i=1

p(xi)α(xi)−1

In 3VSL as evidences in opinion space have three factors i.e. trust, distrust and
neutral so, modifying three valued evidence space to Dirichlet distribution as

f(Pb, Pd, Pn | α, β, γ) =
Γ (α + β + γ)

Γ(α) + Γ(β) + Γ(γ))
.Pα−1

b .P β−1
d .P γ−1

n (1)

Where (α, β, γ) is the controlling vector and P (b, d, n) shows probability of belief,
disbelief, and neutral respectively. Let r, s and o denote observed number of
evidences that a node is trustworthy, untrustworthy or neutral. According to
Dirichlet distribution we have (α = r + 1, β = s + 1, γ = o + 1).

Let us assume that neighboring node had one prior evidence of each event
(b, d, n). The assumption is reasonable because the Dirichlet distribution still
works even when no event is observed, i.e. (α = 1, β = 1, γ = 1) and probability
of each event will be 1/3, these three events are prior uncertainties. The opinion
space in 3VSL can be expressed as following after having Dirichlet distribution

bA
X =

r

r + s + o + 3
, dA

X =
s

r + s + o + 3

nA
X =

o

r + s + o + 3
, eA

X =
3

r + s + o + 3

(2)

Here, prior evidences is set to 3, its ratio to the number of observed event is
eA
X . it is worth noting that uncertainty u defined in subject logic is actually the

prior evidence in 3VSL. Since in 3VSL, the expected probability of each event
can be determined by using the following equation.

2 Overview of Trusted AODV

2.1 Network Model and Assumptions

Here, we made some assumptions for specific roles of entities, further we argue
that we are mainly focused on security solution to the routing behavior at the
network layer. Also, we do not concern with the security problem impose due to
the instability of physical or data link layer.
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– Each user in the network layer can access to all its neighbor and broadcast
some essential trusted information.

– Every user possess unique ID like physical network interface address, that
can be distinguished from others.

– We also suppose that system is equipped with some monitoring mechanism
in either network or application layer for node observation.

– Another secure routing protocol based on some cryptographic or public key
infrastructure is recommended to take effect before users in TAODV establish
the trust relationship with each other.

– In the network layer a new node model is designed based on our trust mech-
anism by adding some trust fields to the node routing table.

2.2 Trusted Mechanism

Trust mechanism include three modules first is basic AODV routing protocol.
Second module is trust model i.e. this stage consider general behavior and for-
ward node authentication using three valued subjective logic. Finally, the third
module produce trust mechanism based AODV routing. The general procedure
for establishing trust relationships among nodes and for performing routing dis-
covery is described as follows.

Let us consider the beginning stage when new nodes initiates communica-
tion with the network but they are uncertain about each other. Let node A
has opinion about node B which is (0, 0, 0, 1) that is fully uncertain about B’s
trustworthiness. At the start of the network assigning high trust value to new
joining nodes can be harmful, especially with black hole and gray hole attacks.
After this initial activity, having some successful or failed communication node
A can change its opinion about node B’s behavior using trust update with the
time [0, t]. After establishing bidirectional communication paths nodes can use
our trusted routing protocol for secure operation. As trust is asymmetric, mobile
nodes uses second hand observation given by its neighbors, and finally combines
them into a single trust value. Notice that a node can join the existing MANET
through many ways and several security algorithms can be used to run this
operation. In this frame work trust establishment and the route discovery are
all treated by node’s cooperation without any third or central party.

3 Trust Model

3.1 Trust Representation

The major difference in 3VSL is the use of neutral element in the opinion space,
which makes difference from the prior probability value. So opinion space in
3VSL is

{
ωA

B =
(
bA
B , dA

B , nA
B , eA

B

) | aA
B

bA
B + dA

B + nA
B + eA

B =⇒ (
bi
j + di

j + ni
j + ei

j

) | ai
j = 1

(3)
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Where bA
B , dA

B , nA
B , eA

B represents belief, disbelief, posterior and prior uncertainty
values. The base rate aA

B , which is minimal probability value before start of the
operation between A and B.

Mapping. The mapping from evidence to opinion space is done through Dirich-
let distribution in 3VSL. Let r, s and o denotes observed number of evidences
that a node is trustworthy, untrustworthy or neutral. The four components in
3VSL opinion vector can be express as following after having Dirichlet distribu-
tion evidence spaces

bA
X =

r

r + s + o + 3

dA
X =

s

r + s + o + 3

nA
X =

o

r + s + o + 3

eA
X =

3
r + s + o + 3

(4)

3.2 Trust Combination

In our trust mechanism, a node will collect all its neighbors opinions about targeted
node and combine them together using consensus and discounting operations.

Discounting Combination. The purpose of discounting combination is to
judge multi-hop users within a MANET. We first introduce how to discount
one opinion from another, and then generalize it to support multiple opinions.
Considering a simple case where user A trusts B who trusts C, the discounting
operation allows A to discount B’s opinion over C to obtain her own opinion
on C. Suppose A and B are two users where ωA

B = (b1, d1, n1, e1) is A’s opinion
on user B trustworthiness. Let C is another user where ωB

C = (b2, d2, n2, e2)
is B’s opinion about user C trustworthiness. Then the discounting operation
�(ωA

B , ωA
B) is carried out as follows:

� (ωA
B , ωB

C ) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

b12 = b1b2

d12 = b1d2

n12 = 1 − b1 − d2 − e2

e12 = e2

(5)

�(ωA
B , ωB

C ) is A’s opinion on C after B’s advice to A, also called A’s second hand
observation about C.

Consensus Combination. In a parallel topology opinions from parallel paths
should be combined or fused in a fair and equal way so that the resulting opinion
reflects all opinions. if we have ωA

C = (b1, d1, n1, e1) and ωB
C = (b2, d2, n2, e2) are
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DestinationIP .. . ... Positive EventsDestinationSeq HopCount Lifetime Negative Events Opinion

Fig. 1. Extended routing table for Trusted AODV

two opinion in parallel paths between two users then combining operation can
be expressed by using below equation

Θ(ωA
C , ωB

C ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

b12 =
e2b1 + e1b2

e1 + e2 − e1e2

d12 =
e2d1 + e1d2

e1 + e2 − e1e2

n12 =
e2n1 + e1n2

e1 + e2 − e1e2
e12 =

e1e2
e1 + e2 − e1e2

(6)

Θ(ωA
C , ωB

C ) shows A’s and B’s first observation on node C.

4 Trusted Routing Operation in AODV

4.1 Node Model

In our trust model, we have added trust field to the AODV routing table i.e.
positive and negative events which take place between the neighboring nodes
and trust repository counter is updated with increase of trust value and vice
versa as can be seen in Fig. 1.

4.2 Trust Judging Rules

For trust judgment, we have set the threshold = 0.5. This threshold value can
be changed depending upon one’s system design and security level.

– If a node A wants to communicate with node B and in ωA
B if believe of A in

B is >= 0.5 then A will trust B and start to route packet to node B
– If disbelieve opinion of A in node B i.e > 0.5 A will not trust node B and

will not route packet and ask for signature verification or try to find alternate
route for communication.

– If uncertainty of node A in node B is > 0.5 A will ask for digital signature
for node B and waits for the verifying. If A successfully verifies B’s signature
then A will start communication with B.
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4.3 Trust Updating Rule

When we talk about trust assessment then information update is very important
because we need fresh information about a particular node. We keep updating
our repository due to dynamic nature of mobile ad hoc networks.

– If node A had successful communication with node B then its update the
trust value by incrementing trust in that node by successful communication.
We mean normal packet forward or RREP with in the time [0, t].

– If node A had failed communication with node B by number of means then
it degrades trust values by decrement the update counter.

– Every time field of successful or failed event is changed, opinion space values
are recalculated using Eq. (4).

– If node B′s routing entry is deleted from node A′s routing table due to expiry,
then new opinion will be ωA

B = (0, 0, 0, 1).

4.4 Trusted Information Exchange

Our trust mechanism includes three kinds of recommendation messages, which
are TREQ (Trusted Route Request), TREP (Trusted Route Reply), TWARN
(Trusted Route Warning). These messages help us to reduce extra routing head
by attaching the trust value with the RREQ and RREP.

4.5 Node Authentication

At the start of the network usually, nodes are uncertain about each other behav-
ior. This is called the beginning stage and the opinion space at this stage between
user A and B is ωA

B = (0, 0, 0, 1). With the opinions being updated with the time
[0, t], the third component uncertainty of opinion space will be decreased and
the trust relationships among nodes are formed. Nodes will thus employ the
combination of different opinions to authenticate one another. The combination
method is derived from the 3VSL introduced in Sect. 3.

The general procedure when performing trusted routing discovery, which can
be seen in Fig. 2. The route path from the source node S to the target node T
is totally uncovered. Node N2 is the most important intermediate node during
the establishment of a route path from S to T. Further to know the behaviors
of N2, we assumed that intermediate nodes perform some initial authentication
and that is true. After that the node is judged using Algorithm 1. The minimum
threshold for node authentication is set to be 0.5, which has flexibility depending
one’s system design and security level.

4.6 Trusted Route Maintenance

Route maintenance is analogous to trusted route discovery. Nodes use trust
information exchange rule to evaluate node trustworthiness and forward node
authentication. So here extra detailed about route maintenance algorithm is not
mentioned.
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Fig. 2. An example of Trusted routing discovery.

5 Numerical Analysis

For simulation, we have used NS-2.35 developed by monarch research group
(https://www.isi.edu/nsnam/ns/). NS-2 is IP based discrete event simulator and
has good support for simulating complete wireless network protocol. Data rate is
set to 2 Mb/sec having 250 m transmission range. The MAC layer is implemented
according to IEEE 802.11 Distributed Coordination Function (DCF). The basic
parameters of our simulation are as we considered 20 nodes movement in a
1000 m * 1000 m field according to random way point model with a uniformly
distributed velocity starting from 0 and 20 m/s. Each of the node initially moves
to a randomly chosen location. After reaching the target node, the node will stop
for a pause time then move to next destination. The traffic source sends 4 data
packets of 512 bytes per second using CBR (Constant Bit-Rate). The simulation
runs maximum for 200 s.

Algorithm 1. Node’s authentication
Require: Exchange opinions about N2 with its neighbors N1 using the trusted infor-

mation exchange rule.
Ensure: /* ωN2

N1
�= U */

if uN2
N1

≥ 0.5 then
request and verify digital certificate

else if dN2
N1

≥ 0.5 then
distrust N1 for expiry time

else if bN2
N1

≥ 0.5 then
trust N1 and forward RREQ/RREP

else
/* the confidence about trustworthiness is decreased*/ request and verify N1 cer-
tificates, by default

end if

https://www.isi.edu/nsnam/ns/
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5.1 Forward Node Authentication

The minimum threshold for forward node authentication is set to be 0.5. From
Fig. 3, we can see that nodes (10, 8, 4, 3, 2, 14, 17, 19) are authenticated and
selected for communication. Also in Fig. 3, node 10 is the sender and node 19 is
receiver, so a benevolent path from source to destination is made and other nodes
are ignored. The calculated value of final trust score of these selected nodes can
be seen in Appendix (Figs. 4 and 5).

Fig. 3. Nodes having trust value > 0.5 are selected for communication.

5.2 Throughput

The first performance evaluated in term of packet throughput. This value is
calculated by dividing the overall number of messages received at destination
node by the total messages sent from source nodes according to the following
equation:

Throughput =
∑

Total packets received∑
Total packets sent

5.3 Delay

This is one of the important and critical parameters that measured the overall
system performance. It can be defined as the packets per unit time interval
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Fig. 4. Throughput of Trusted vs Standard AODV routing protocol.

Fig. 5. Delay between Trusted vs Standard AODV routing protocol.

length. On the other hand, delay represents the time period that needs to route
a packet from the source to the desired destination which depends on PDR value
in the system and can be calculated as the following equation

Delay =
Number of sending bits in the packet

Throughput

6 Conclusions

This paper highlight the trust mechanism based AODV using three valued sub-
jective logic into the security solution of MANET. Trust among nodes can be
represented, combined and calculated using an item opinion. In our proposed
routing protocol nodes can cooperate with each other to judge other nodes
trustworthiness. They can also highlight posterior uncertainty generated during
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propagation and capable to accurately assess trust even in random and arbitrary
topologies. In our scheme nodes perform trusted routing behavior according to
the trust relationship among them. In addition, the extra routing overhead is
reduced due to the exchange of trust recommendation messages, without ask-
ing certificate verification all the time. In summary, our trust mechanism based
AODV routing protocol is more lightweight and flexible than other cryptographic
and authentication designs.
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Abstract. Mobile edge computing (MEC) is a technology that transfers
resource to the edge of network, which spares more attention to giving users
easier access to network and computation resources. Due to the large amount of
data computation needed for devices in Internet of Things, MEC technology is
applied to improve computing efficiency. Though MEC can be applied to the
Internet of Things, it needs further consideration on how to efficiently and
reasonably allocate computing resources, and how to minimize the computing
time of all users. This paper proposes a computing resources allocation scheme
based on hybrid quantum-behaved particle swarm optimization. Simulation
experiments with the network environment based on the Internet of Things is
carried out. The results show that this algorithm can accelerate the whole
computing process and reduce the number of iterations.

Keywords: Internet of Things � Mobile edge computing � Offloading

1 Introduction

With the rapid development of information technology and information industry, the
Internet of Things (IoT), supported by big data mining, cloud computing and machine
learning, has been applied to various fields. And the appearances of newly-developing
technology, cloud computing, bid data, AR and other technologies, promote the
industry IoT upgrading. A recent study by NCTA in United States assumes that about
5.01 million Internet of Things will be connected to the Internet by 2020 [1].

The future era will rely on Internet technology to achieve the intelligent life,
covering the fields in home security, environmental testing, energy, car networking,
industrial intelligence manufacturing and other. IoT transforms itself from simple mode
of things to the intelligent mode. IoT typically involve a large number of smart sensors
that sense information from the environment and share it with the cloud service for
processing. IoT application services can be divided into two types: one is a post hoc
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analysis, which collects data through the IoT terminal. And it upload to the cloud
through the IoT private network or public network. Then the information will combine
with bid data to be filtered and analyzed in the cloud. This application is often one-way.
In other words, to capture and analysis do not need feedback data transmission. The
other one is a real-time feedback type, which is making data acquisition and analysis
not only through the IoT terminal, but also through the reverse real-time feedback.
Such applications have higher requirements for latency and reliability.

Currently the IoT architecture is still cloud-centric architecture. Its main feature is
that the communication exists between terminal and the cloud, and the main type of
application services is a post hoc analysis. With the development of IoT, real-time
feedback application requirements will increase more and more. And the IoT current
architecture, cloud-centric architecture, is clearly unable to meet the needs of such
applications. The main problems caused by generate data from IoT are: (1) IoT
application processing time may be limited by the network delay in offloading data to
the cloud. (2) the generation and upload of a large amount of IoT data causes network
congestion resulting in further network delay.

To address the network problems designed in the Internet of Things and similar
applications, researchers have proposed to bring computing closer to data generators
and consumers. One suggestion is the fog computation [2], which enables the device to
run the cloud application on its native architecture. The purpose of the fog is to perform
low latency calculations/aggregations on the data while routing it to the central cloud
for a large amount of calculation [3, 4]. On the other hand, the edge-centric computing
cloud (mobile edge computing) [5] is inspired by projects such as SETI @ Home,
Folding @ Home [6, 7], and the integration of voluntary human resources are pro-
posed, such as desktop PC, Tablet, smartphone, nanometer data center as cloud. Since
the resources in the Edge cloud are usually located near the hop of the Internet of
Things sensors, processing the data at the edges can significantly reduce network
latency [8, 9]. In addition, several papers (e.g., [10–20]) have studied the related
wireless and IoT issues.

The essence of fog calculation/MEC is “near-service” and “segmental intelligence”.
The traditional IoT uses a three-tier architecture, about the perceived layer, the network
layer, and the platform layer. As shown in the figure, through the Internet of Things
gateway equipped with MEC service platform, IoT gateway not only has the router
function, but also obtain the abilities in storage and computing capacity in some actual
application scenarios. Gateway nodes have the full ability to achieve the edge of
intelligent networking. However, due to the wireless network resources provided by the
nodes and the computation resource provided by the MEC server is limited, the
problem of wireless and computation resource allocation problem is appeared.
Therefore, how to choose access devices to provide computation offloading service
under limited resources is a decision-making process.

In this paper, theMECcalculation offloading decision algorithm is studied. Firstly, the
scene of wireless communication system with MEC calculation offloading technology
under microcell is introduced. Then the content of the scene was mathematical modeling.
It sums up the correspondingmathematical expression and establishes the problemmodel.
Then the quantum-behaved particle swarm optimization algorithm is introduced to
optimize the MEC calculation offloading decision, and the water injection algorithm is
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mixed into the above optimization algorithm. Based on this, a quantum-behaved particle
swarm optimization algorithm with water injection algorithm is proposed to solve the
above problems. And the algorithm is simulated. The simulation results show that the
result of the algorithmapproximates the optimal solution,which can effectively reduce the
task’s completion time.

The remainder of the paper is organized as follows. In Sect. 2, we describe the
Edge-computation architecture and we propose our approach for deploying compute
application tasks on the Edge-computation in efficient manner. In Sect. 3 we evaluate
the effectiveness of our HQPSO algorithm by some simulation. Section 4 concludes the
paper.

2 System Model

2.1 Systems Background

As shown in the Fig. 1, the IoT devices connect to the MEC server through a wireless
network access node(AN). The AN is responsible for scheduling the time-frequency
resourcewhen the device communicateswith theANand is responsible for forwarding the
data and related information of the device’s calculation task to the Edge-Computation
server. And the Edge-Computation server is responsible for scheduling the corresponding
computing resources and storage resources for the device tasks to be evaluated. And it
helps the devices to completes the calculation task and returns the calculated result to the
AN. The AN then returns the result to the device via the wireless access network.

Based on the above scenario, wemodel the radio access network as anOFDMsystem.
And theminimum scheduling unit is a subcarrier (each subcarrier width is 15 kHz).When
the device has a calculating task to upload, theANschedules some subcarrier resources for
the device. Edge-computation server, the cloud computing virtualization management
server, managesmany computing resources and storage resources. And in our simulation,

Fig. 1. The architecture of mobile edge computation offloading
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We simplify the Edge-computation server. At a random point, multiple device’s calcu-
lation task requests are uploaded to the AN. AN and Edge-computation server make joint
decision, which is to assign all or many tasks to some computing resource. The order of
assigning is following the principle named first-come-first-served (FCFS).

In our paper, we propose an algorithm to optimal the time for completing all
calculation task by reasonably assigning computing resource.

2.2 System Parameters and Model

As mentioned in the previous section, we consider that the AN has a total of N
subcarriers scheduled to M devices. The CPU of the computing resource, which is
single-core single-threaded, execute by the principle of the first-come-first-served
(FCFS).

Each device has only one calculation task to perform. They could choose to calculate
locally or offloading to MEC for calculation. Some arguments are introduced in Table 1.

The time of computational tasks performed locally is defined as:

Tm
C ¼ KIm

fm
ð1Þ

Define 9!m : g m; nð Þ ¼ 1; 8m�U; 8n�C; which indicates whether the n-th carrier is
assigned to the m-th device or not. gðm; nÞ¼ 1 indicates that the n-th carrier is assigned
to the m-th device, and vice versa.

Define g m; nð Þ ¼ 0; 1f g; 8m�U; 8n�C; represents the power value on the n-th
carrier of m-th device.

Table 1. The arguments of system

Arguments Significance

f The frequency of the CPU
C ¼ 1; 2; . . .;Nð Þ The set of scheduled carriers
U ¼ 1; 2; . . .;Mf g The device
B The bandwidth of each carrier

taskm ¼ Im; Tm
max

� �
;m�U The m-th device’s calculation task

Im The number of m-th device’s data bits
Tm
max The maximum completion time allowed by the m-th calculation

task
f mL The CPU frequency of each device
Pmax The maximum transmit power
j The number of CPU clock cycles required to process each bit of

data
Rm The m-th device can upload rate
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The total power of the device is limited, so we define:

Pm ¼
XN
n¼1

g m; nð ÞP m; nð Þ�Pmax; 8m�U ð2Þ

which constrains the power of m-th device on all subcarriers. It is meant that the power
of m-th device on all subcarriers shall not exceed the maximum transmit power of the
device.

By the Shannon formula, the m-th device can upload the total rate is as:

Rm ¼ B
PN
n¼1

g m; nð Þ log 1þP m; nð ÞH m; nð Þð Þ;
8m�U

ð3Þ

Where H m; nð Þ represents the channel gain for noise on the n-th carrier of device m.
Offloading calculation time includes the task’s upload time, queuing time, execu-

tion time and download time.
Therefore, the device to calculate the task data upload time is:

Tm
U ¼ Im

Rm
ð4Þ

The calculation execution time in MEC is:

Tm
C ¼ KIm

fm
ð5Þ

Since the schedule for assigning CPU of MEC is FCFS, the queuing time of the
device is determined by its upload time and the execution time of the MEC calculation.
Here, it is assumed that the MEC server provides the sufficient memory to store the
upload data. Since the number of carriers per device is not necessarily same and the
channel quality is different, the time for each device uploading and calculate the task
data is different. According to the upload time is not of uniform size, we could get the
order of the task reaching the MEC. Therefore, the tasks should be executed orderly.

Define A ¼ aijai ¼ 1; 2; . . .;M; i 6¼ j; i; j�Uf g; which represents each tasks’ order
of arrival, and the order of each task executing is a unique value.

The work of the preceding article got the task’s upload time, arrival order and
computing resources for the task calculation time. We can define the task’s queuing
time:

Qai
wait ¼

0; ai ¼ 1
max 0; T j

U þ T j
C þQaj

wait � Ti
U ; aj ¼ ai � 1; ai 6¼ 1

� ��
ð6Þ

If the task is the first one arriving, then his waiting time must be equal to 0. If the
task is not the first to arrive, the second formula is calculated. If the value is equal to 0,
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then the previous task has been completed, before the arrival of this task. Otherwise,
the waiting time should be the above time difference.

After the task is executed by the MEC, the calculation result is returned to the
device. The amount of result’s data is very small, and the time to download it to the
device is considered negligible.

Therefore, the completion time of the task for the device performing the calculation
offloading is:

Tm
MEC ¼ Tm

U þQai
wait þ Tm

C ð7Þ

At this point, the minimum time to complete the task is calculated from follow
equation set:

min
g;P;K1;K2

Xk1�K1

k1¼1

Tk1
L þ

Xk2�K2

k2¼1

Tk2
MEC ð8Þ

subject to

9!m : g m; nð Þ ¼ 1; 8m�U; 8n�C ð9Þ

g m; nð Þ ¼ 0; 1f g; 8m�U; 8n�C ð10Þ

XM
m

XN
n

g m; nð Þ ¼ N; 8m�U; 8n�C ð11Þ

P m; nð Þ� 0; 8m�U; 8n�C ð12Þ

Pm ¼
XN
n¼1

g m; nð ÞP m; nð Þ�Pmax; 8m�U ð13Þ

Rm ¼ B
XN
n¼1

g m; nð Þ log 1þP m; nð ÞH m; nð Þð Þ; 8m�U ð14Þ

K1 [K2 ¼ U;K1 \K2 ¼ £ ð15Þ

Tk2
MEC ¼ Tk2

U þQai
wait þ Tk2

C � Tk2
L ; 8k2�K2 ð16Þ

2.3 Hybrid Quantum-Behaved Particle Swarm Optimization

The model with the smallest completion time established by (7)–(16) is a mixed integer
nonlinear programming. The complexity of the problem is very high because its
constraints contain integer terms and the nonlinearity of the objective function. And it
is difficult to find the optimal solution of the objective function. Therefore, a feasible
method is proposed based on the evolutionary algorithm.
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First, we decompose the optimization problem established by (7)–(16) into
sub-problems 1 and sub-problem 2. The mathematical model of Sub-problem 1 consists
of (16)–(18).

The restriction condition is that the total number of subcarriers is limited and
whether the condition for the device offloading calculation satisfies that the total time of
the MEC calculation is less than the local calculation time or not. The optimization goal
is to maximize the time saved.

max
g;K2

Xk2�K2

k2¼1

Tk2
L � Tk2

MEC ð16Þ

subject to

XM
m

XN
n

g m; nð Þ ¼ N; 8m�U; 8n�C ð17Þ

Tk2
MEC ¼ Tk2

U þQai
wait þ Tk2

C � Tk2
L ; 8k2�K2 ð18Þ

The mathematical model of sub-problem 2 consists of (19)–(24), which mainly
solves the calculation of subcarrier and power allocation and the total uploading rate.

max
g;P2

Rm ð19Þ

subject to

9!m : g m; nð Þ ¼ 1; 8m�U; 8n�C ð20Þ

g m; nð Þ ¼ 0; 1f g; 8m�U; 8n�C ð21Þ

P m; nð Þ� 0; 8m�U; 8n�C ð22Þ

Pm ¼
XN
n¼1

g m; nð ÞP m; nð Þ�Pmax; 8m�U ð23Þ

Rm ¼ B
PN
n¼1

g m; nð Þ log 1þP m; nð ÞH m; nð Þð Þ;
8m�U

ð24Þ

It is not difficult to find that the device waiting time in sub-problem 1 needs to be
solved by the device upload rate obtained from sub-problem 2. Therefore, solving
sub-problem 1 needs to solve sub-problem 2 first, and then solve sub-problem 1 to get
the solution of modeling problem. However, it is necessary to determine the allocation
of the K2 carriers in sub-problem 1 to solve sub-problem 2. For the above analysis, we
propose a quantum behavior particle swarm optimization algorithm that combines the
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water-filling algorithm to solve the sub-problem 1 and the sub-problem 2, so that the
optimization problem established by (7)–(15) is also solved.

First, we apply the quantum-behaved particle swarm algorithm to solve
sub-problem 1 and initialize K particles to represent the initialization of M devices in
sub-problem 1. The k-th particles are initialized as Xk ¼ X1

k ;X
2
k ; . . .;X

m
k ; . . .;X

M
k

� �
.

Unlike the previous section, where Xm
k represents only the subcarrier allocation of the

m-th device, but no more parameters on the allocation of power on the subcarriers are
involved. Thus, the dimensions of the solution are reduced.

Xm
k ¼ g m; 1ð Þ; . . .; g m; nð Þ; . . .; g m;Nð Þð Þ ð25Þ

Similarly, g m; nð Þ is 0 or 1, indicating whether the n-th carrier is allocated to the m-
th device or not.

When the particle swarm is initialized, it means that the initial subcarrier allocation
has been determined. In this case, sub-problem 2 can be simplified as shown in
Eqs. (26)–(28). By solving sub-problem 2, the maximum uplink transmission rate of
the device can be calculated. Where Cm is the set of subcarriers in each column of Xm

k
equal to 1, and J is the total number of elements equal to 1 in row vector Xm

k , which is
the total number of subcarriers allocated to device m.

max
P

Rm ¼ B
PJ
j¼1

log 1þP m; jð ÞH m; jð Þð Þ;
8j�Cm

ð26Þ

subject to

P m; jð Þ� 0; 8j�Cm ð27Þ

XJ
j¼1

P m; jð Þ�Pmax ð28Þ

At this point, solving sub-problem 2 can be understood as the maximum uplink
transmission rate of the device when the total power of the device equipment trans-
mitted is invariable.

To solve sub-problem 2, we establish the Lagrangian equation for (26)–(28)
according to the Karush-Kuhn-Tucker (KKT) condition as (28):

L P; lð Þ ¼ B
PJ
j¼1

log 1 þ P m; jð ÞH m; jð Þð Þ

�l
PJ
j¼1

P m; jð Þ � Pmax

 ! ð29Þ

Where l is the Lagrangian multiplier, which is a constant.
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Next, to solve the optimal transmission power of the device m on each carrier, the
transmission power of the m-th device in the Eq. (29) is subjected to calculate its partial
derivative:

@L P;uð Þ
@P m;1ð Þ ¼ 0
@L P;uð Þ
@P m;2ð Þ ¼ 0

:
:

@L P;uð Þ
@P m;Jð Þ ¼ 0

8>>>>><
>>>>>:

ð30Þ

Solve Eq. (30), and we could get the equation J shown equation.

P m; jð Þ ¼ max 0; B
ln 2�l � H m; jð Þ�1

n o
;

8jεCm

ð31Þ

From the Eq. (31) we can see that if the sub-carrier’s gain-to-noise ratio is bigger,
which means that the better channel quality of the subcarrier, the assigned transmit
power of the subcarrier should be larger. The idea of power allocation above is the
principle of water-filling algorithm.

In the following, we use the water-filling algorithm proposed in [22] to solve the
sub-problem 2 that the subcarrier transmit power is allocated under the condition that
the total transmit power is limited to maximize the total rate of the device. Compared
with the classical binary search water-filling algorithm, the water-level algorithm
reduces the complexity of the algorithm because it does not solve the Lagrangian factor
directly by iterative method, but by using the iterative factors for the inconvenient
adjustment of the iterative adjustment until all the power distribution is completed in
power limited and initial water-filling line assumed conditions.

Then, back to the analysis of sub-problem 1, after get the device’s upload rate, we
can calculate the time of task uploading and calculating. According to the upload time,
we could get the order of the tasks reach the AN for getting the execution order and the
waiting time of tasks.

In Sub-problem 1, the goal of solving the problem is to maximize the difference
between the completion time of the offloading task calculation task and the completion
time of the local task calculation. Previously, by initializing the M particles repre-
senting the subcarrier assignment of K devices in sub-problem 1, there is a certain
degree of randomness. Because the device’s subcarrier allocation determines whether
the device can perform the offloading calculation. And we can get all the possible
distribution and device uninstall calculation.

Due to adopting the method of split solution, we need to modify penalty coefficient
function of the fitness function. In the sub-problem 2, the water-filling algorithm has
been applied to solve the power-related constraints, so the penalty function is the
function (32) term.
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XN
n¼1

XM
m¼1

g m; nð Þ � 1

 !2

ð32Þ

Thus, the final fitness function is shown in (33), where a is the penalty factor.

f Xð Þ ¼
Xk2�K2

k2¼1

ðTk2
L � Tk2

MECÞ � a �
XN
n¼1

XM
m¼1

g m; nð Þ � 1

 !2

ð33Þ

In addition, the device needs the data size of the computing task, the calculation
rate of their own equipment and other information reported to the AN. these all are a
priori information. In the premise of obtaining these information, the AN solve the
decision problem to get the final subcarrier allocation results through the proposed
algorithm, and reply to the device. And the device will decide to choose the offloading
calculation or local calculation according to the results of the answer.

3 Simulation Setting and Result

3.1 Simulation Parameter Setting

Table 1 shows the simulation parameters of the MEC calculation unloading decision
algorithm based on the hybrid quantum-behaved particle swarm optimization algorithm
proposed in the mobile communication macro cellular network.

The simulation scene is a hexagonal area (500 * 500 m), and the user’s cellular
terminal equipment evenly distributed in the network. The simulation scene is shown in
Fig. 2. The small red dots represent devices, and the blue point represents the macro
base station, the devices’ location in the figure is randomly generated. To ensure the

Fig. 2. The paper’s simulation scene
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generalization of the simulated devices’ position, we compare the average of the
solution obtained by solving the algorithm with 100 devices randomly generated and
the average of the 100 optimal solutions Values. The path loss mainly considers
large-scale fading. The channel model refers to the LTE COST231-HaTa propagation
model proposed by 3GPP [23]. And the MEC calculation speed reference to [21]. And
the rest of the simulation parameters are shown in Table 2. Through repeated experi-
ments, the value of the penalty factor a of the penalty function in the fitness function is
set to be 0.05, can get the better simulation result.

3.2 Simulation Result

In the simulation, we compare the performance of the proposed algorithm with the
average calculation completion time of the optimal solution introduced. Figure 3 shows
the average time of completing the calculation and obtaining the optimal solution by
the offloading decision algorithm in different situations with the different number of
subcarriers. As is shown in the figure, with the increasing of the total number of
subcarriers, the average time at which the user completes the computational task is
reduced. In addition, it can be seen from the figure that the performance of proposed
HQPSO algorithm is close to the one of optimal solution. In the hybrid
quantum-behaved particle swarm optimization algorithm, the allocation of subcarriers
is randomly initialized firstly, and the penalty function is introduced to modify the
fitness function to solves the optimization target problem. This not only considers the
sub-carrier resources that may be wasted due to the long offload time, but also the
situation in which the user’s task is queued after offloading. It effectively allocate all
available subcarriers to the devices who uploaded the calculation. It can be seen from
Fig. 3 that the solution result based on the hybrid quantum-behaved particle swarm
optimization algorithm is very small and the difference is less than 5%.

Figure 4 shows the number of different users, by selecting some devices to
offloading the calculation, we can optimize the calculation of the completion of the time
value. It can be seen from the figure that the performance of the random allocation
algorithm is very poor because it does not consider the devices’ situation. However, the

Table 2. Simulation parameters

Parameters Values

Area of simulation Scene Regular hexagon (length of side: 600 m)
Working frequency 2.4 GHz
MEC rate of computing 8� 108 cycle/s
The amount of task data (5–20) KB
Value of j 200
Subcarrier bandwidth 15 kHz
BS coverage 500 m
Maximum transmit power 24 dBm
Thermal noise power density −174 dBm/Hz
Number of iterations 300
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results of the HQPSO algorithm we proposed and the optimal solution increase with the
increase in the number of devices. And the calculation time is also increasing. This is
because that the greater the number of selectable devices, the greater the likelihood of a
better allocation scheme in the case of allocating the same number of subcarriers. It can
be seen from Fig. 3 that the results of the proposed HQPSO algorithm are still close to
those of the optimal solution.

Figure 4 shows the reduction in the completion time of the unloading calculation
with the total transmission power of the different devices. As is seen from the figure,
with the increase of the total transmission power of the device terminal equipment, the
optimization of the equipment offloading computation time is increased, which is meant
that the user can complete the task calculation in a shorter time. This is mainly due to
the increase in allocable power resulting in an increase in user upload rates. So, the
calculation time for each task is decreasing

Fig. 3. The average time for computational task

Fig. 4. The total time saved by each algorithm
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Figure 5 is the calculated time reduction for HQPSO in the case of 6 devices
assigned 30 carriers. The result is averaged by 100 iterations of randomly generated
device simulations. The optimal solution value is the value of the fitness function
obtained when the optimal subcarrier is allocated. The final value of HQPSO is the
global optimal value of the fitness function obtained by iterative convergence. It can be
observed from the figure that the proposed algorithm can quickly reach the conver-
gence of the iteration. In addition, the accuracy of the algorithm is relatively high, it
usually could be achieved with the optimal value of less than 10% within 50 iterations.
This is because we have incorporated the water-filling algorithm into the iterative
solution of the quantum-behaved particle swarm optimization, which reduces the
dimension of the feasible solution, accelerates the speed of the iterative convergence
and improves the accuracy of the solution.

4 Conclusion

This paper first introduces the research progress of Internet of Things (IoT) and mobile
edge computing. And the mathematical modeling is carried out on this basis, and the
corresponding optimization problem model is put forward. Then, to reduce the com-
plexity of iterative computation, this paper proposes a hybrid quantum behavior particle
swarm optimization algorithm to solve the optimization problem. Finally, we verify the
performance of the proposed algorithm, and analyze the performance of the proposed
algorithm. And experimental results prove that this algorithm can accelerate the whole
computing process and lessening the iterations.
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Abstract. In modern life, software plays an increasingly important role and
ensuring the reliability of software is of particular importance. In space, a Single
Event Upset occurs because of the strong radiation effects of cosmic rays, which
can lead to errors in software. In order to guarantee the reliability of software,
many software-based fault tolerance methods have been proposed. The majority
of them are based on data redundancy, which duplicates all data to prevent data
corruption during the software execution. But this fault tolerant approach will
make the data redundant and increase memory overhead and time overhead.
Duplicating critical variables only can significantly reduce the memory and
performance overheads, while still guaranteeing very high reliable results in
terms of fault-tolerance improvement. In this paper, we propose an analysis
model, named CDM (Critical Data Model), which can compute the critical of
variables in the programs and achieve the purpose of reducing redundancy for
the reliable program. According to the experimental results, the model proposed
in this paper can enhance the reliability of the software, reduce the time and
memory cost, and improve the efficiency of the reliable program.

Keywords: Reliability � Redundancy � Critical data � Fault tolerance

1 Introduction

Software errors, also called single-event upsets (SEUs), are transient faults caused by
external radiation or electrical noise, such as high energy neutrons from cosmic rays,
power glitches, electromagnetic interference and etc. [1–3]. In space, SEU errors are
regarded as a major concern for space applications. According to statistics, the router
restarts about 20 times a day. Software errors can flip the bits stored in storage cells,
thus change the value computed by logic elements. The reliability of programs is
essential to space applications.

Various approaches have been proposed to reply the software errors. These tech-
niques can be mainly divided into two types: hardware redundancy and software
redundancy. The methodologies of hardware redundancy are high priced, since it
requires replicating hardware modules or developing custom hardware. Although they
are effective in enhancing the reliability and protecting against transient faults, because
of the huge cost, they are not widely used. The methodologies of software redundancy
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are a more attractive approach, because it does not incur the high costs. Furthermore,
the SHIFT (Software Implemented Hardware Fault Tolerance) techniques are more
universal and easy to implement [4, 5].

Data duplication technique is the most popular way for SHIFT, which exploits the
characteristic that soft errors are a random phenomenon with very low probability, and
the same error does not occur repetitively. The basic concept for data duplication
technique is to duplicate the data and keep two versions of data during a program’s
runtime. A master version is the original data in the source code and a shadow version
is the duplicated data. When a read operation occurs for the master version, a consistent
checking operation has to be made. When a write operation occurs for the master
version, the new value has to be written into the shadow version. Thus data duplication
techniques keep the two versions consistent. These techniques have been used widely
for its advantage on flexible, effective, and general implementation.

However, data duplication will inevitably provoke memory overhead and perfor-
mance degradation because of the duplication. On one hand, the full duplication of data
may result in double memory occupation, on the other hand, the performance declines
significantly when considerable consistency check instructions are introduced. The
overhead will be unacceptable in some situations, especially for real-time systems and
embedded applications. On the other hand, the duplication of a lower percentage of
data may incur worse error coverage. Moreover, in some space conditions,
safety-critical applications have strict constraints in terms of memory occupation and
system performances. The tradeoff between reliability, performance and memory
overhead must be carefully considered. One possible solution is to only duplicate the
most critical variables, which improve the capacity of fault-tolerance significantly,
while keeping an acceptable memory and performance overheads.

This paper proposes CDM (Critical Data Model). The reliable weight for variables
is computed by CDM. The model has been implemented based on RECCO [6], which
can transform any input source code into an output reliable code, properly modified to
increase its dependability characteristics. Using CDM, we are able to access the reliable
weight for every variable. Based on the reliable weight, we can only duplicate critical
data. To illustrate the effectiveness of our method, we perform several fault injection
experiments and performance evaluations on a set of simple benchmark programs
through the Simple Scalar tool set.

The paper is organized as follows: Sect. 2 describes related work in this area while
Sect. 3 introduces the Critical Data Model, including error generation model, error
propagation model and calculating the critical weight. In Sect. 4, the experimental
results are discussed. Conclusions are summarized in Sect. 5.

2 Related Works

Researchers have showed that, in software systems, a lot of software errors cause a Fail
Silent Violation (FSV), which means the system produces incorrect result while the
program seems to terminate correctly [7]. Aiming at achieving high reliable codes,
errors and mistakes should be reduced even eliminated in the program. Also, critical
data of programs should be identified so that they should be protected against software
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errors. Data duplication techniques have been well investigated in the past. There have
been numerous available techniques in this area. In the followings, some of the recent
research studies conducted in this filed are overviewed.

In [8], the researchers have found that for achieving a high level of software
reliability in average computers with error detection mechanisms, a series of effective
software approaches for error detection have been proposed. These methods include
ABFT (algorithm-based fault tolerance), Time redundancy, Expressions, and Control
Flow checking [9–12]. ABFT is a highly effective method but it lacks generality. It is
useful for application programs with regular structures. However, it only can be used
for a limited number of problems [8].

Oh et al. proposed EDDI [10], an instruction-level method. The method duplicates
both data and instruction for achieving a high degree reliability. The proposed approach
boosts the program reliability against soft errors by introducing data duplication and
data redundancy. Before the store instructions and control flow instructions are exe-
cuted, the consistency checking instructions are inserted, thus ensuring the correctness
of values written into memory.

In [13], Xu proposed an analysis model named PRASE. PRASE is able to compute
its reliability under the occurrence of soft error. Based on PRASE, Xu introduced an
ODD (Optimum Data Duplication) approach, which can provide the optimum error
coverage under system performance constraints. However, the paper didn’t explain
how to compute the reliability of variables in detail.

In [14], Saeid proposed a approach, based on class diagram and formula. The
proposed method protects the program data by applying minimum redundancy. The
evaluation of the operation of the propose method on program indicated that it can
improve reliability, reduce efficiency overhead, redundancy and complexity. Though
the formula can detect and mark vulnerable data, it is an empirical analysis. Besides, it
doesn’t take dependence relations into count.

In [6], Benso et al. proposed a source-to-source compiler for enhancing the relia-
bility of application programs, named RECCO, which is able to detect data errors and
improve the reliability through code re-ordering and variable duplication. RECCO
propose the concept of reliability weight to measure the criticality of the variables.
However, the technique is mainly empirical and lack of a more precise analysis. The
augmented work is proposed in [15]. In this model, the authors introduced a formal
model and defined the criticality function of variables with parameters initialized
through fault injection experiment. However, the parameters are determined by the
golden application and lack of conviction. Moreover, the probability of errors occurring
in a variable should not be constant [13].

3 Critical Data Model

FSV could be a big concern for safety critical applications. Both data and code can be
affected by soft errors during a program’s runtime. In this paper, we only consider soft
errors occurring in data segment. The error occurring in code segment is not in the
scope of this article. And human incurred errors are not considered. For space appli-
cations, that means the applications only occur SEU error.
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The concrete Critical Data Model consists of the following three parts: (1) Error
generation model, (2) Error propagation model, (3) Calculate reliable weight

3.1 Error Generation Model

The error generation model is based on the following two reasonable hypothesis:
(1) The radiation on register or memory in space is well-distribute; (2) Only SEU errors
are considered. According to the two hypothesis, we have the following two sequiturs:
(1) The transient state probability of SEU error should be constant because of the
radiation; (2) With the increase of survival time of variables, the probability of SEU
error for storage cell also increases.

Because of the strong radiation in space, program will incur SEU error. For a basic
a single-bit cell b, we define the probability of b incurs a raw soft error during time t as
Pf ðbÞ and the probability of u keeping correct during t as PtðbÞ. Obviously, we can get
this equation: Pf ðbÞþPtðbÞ ¼ 1. It is widely accepted that raw soft errors for the
storage structure follow exponential time-to-failure distribution. We denote the raw
software error rate (SER) as k. Then the probability that a single-bit cell b will incur a
raw soft error during time t, Pf ðbÞ ¼ 1� e�kt. So, the probability of u keeping correct
during t, PtðbÞ ¼ e�kt. For a single-bit cell, it is an independent event whether the
storage bit incurs SEU error or not. Therefore, it is still an independent event whether
multiple-bits incur SEU error or not. Thus, for a storage unit u, u has multiple bits.
Since the errors in every bit of u are independent, so do the events for every bit of u
keeping correct. We have:

PtðuÞ ¼ Ptðb1b2. . .blÞ ¼ e�klt ð1Þ

Pf ðbÞ ¼ 1� e�kt ð2Þ

Among them, u is the storage cell and is the bit-length of u. And t is the survival
time of data. The raw SER, k is determined by the circuit’s characteristic of storage
structure, and environmental parameters, which has been well studied.

Based on the above analysis, we can calculate the critical weight. In actual cal-
culation, the parameter, t, means the number of lines between birth and death. Birth
represents the declaration of the variable in the program while death means the variable
is removed from the memory. For example, if a 32-bit variable named v, the birth-line
is m and the death-line is n, then, the t = n – m, Pf ðvÞ ¼ 1� e�32kðn�mÞ.

3.2 Error Propagation Model

A program is made up of a series of instructions. The output of the previous instruction
may be used as the input of subsequent instructions. This state of output to input means
that Raw Soft Error may be passed to other data. Considering the dependency relation
of variables, the error propagation model is proposed. When programs run, the value of
a variable can pass on to others. Once the value is not correct, it will influence the
others.
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In Fig. 1, viði ¼ 1; 2; 3Þ represents the set of variables and eiði ¼ 1; 2; 3Þ represents
the set of error events. Figure 2 shows how the errors propagate. The error event of v1,
e1 is passed to v3 and the error event of v2, e2 is also passed to v3. Finally, through error
propagation, all events are propagated into the top value. The arrow starts from parent
variable and points to the descendant variables.

When parent node incurs errors, the error probability of descendants will greatly
increase. As we know, the variables with high error probability should be protected.
Because of the error propagation, the error probability of descendants increases greatly.
However, the critical element is parent data which pass the errors to descendants.
Actually, parent node is critical than the descendants. Taking this into account, an
IDFG (Invert of Data Flow Graph) method is proposed.

The IDFG method will invert the direction of the data flow graph. For more critical
than descendants, the weight of descendants will be distributed to parents averagely. In
Fig. 1, the initial critical weight of v will be divided averagely in two parts and the
parents of v, v3 and v4, will get the value passing from v. That means the critical
weight v3 and v4 will add the half of the critical weight of v. Thus, the critical weight
of all parent elements will raise.

3.3 Calculate Reliable Weight

The reliability weight of a data segment is determined by two factors: (1) the survival
time of variable; (2) the dependency relation among variables. Thus, the critical weight
of the variable is first determined by survival time. Based on the error generation
model, initial weights can be calculated. Then the IDFG method take effects. According
to the IDFG method, we can calculate the dependency weight. Finally, by adding the
initial critical weight and the dependency weight, we can calculate the final critical
weight of the variable.

Fig. 1. Error propagation model
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For a variable v, stored in basic cell u, when the cell is exposed to strong radiation,
the variable may incur SEU errors. We define probability of b incurs a raw soft error
during time t as Pf ðuÞ ¼ 1� e�kt.

In [13], k¼5 � 10�14cm2
�
bit. So, k is a very small value. According to the

mathematical knowledge, the following approximate calculation can be obtained:

Pf ðuÞ ¼ 1� e�klt ¼ klt ð3Þ

We define a function WsðuÞ. For a variable v, stored in basic cell u, the initial
critical weight is WsðuÞ. Moreover, we need to know the order of critical weight among
variables in the program. However, we needn’t to compute the precise critical weight
value for the variables in the same program. Considering this, we have:

WsðuÞ ¼ lt ð4Þ

So, we get the initial critical weight for a variable in program. As for dependency
weight, we define a function WdðuÞ. For a parent variable v, stored in basic cell u, the
critical weight passing from the descendants is WdðuÞ.

In Fig. 2, we have:

Wdðv1Þ ¼ Wdðv2Þ ¼ Wsðv3Þ=2 ð5Þ

Thus, we can get the final critical weight for a variable:

WðvÞ ¼ WsðvÞþWdðvÞ ð6Þ

WðvÞ represents the final critical weight for a variable v.

Fig. 2. Invert of data flow graph
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Finally, we can get the function for calculating the weight of critical variables. It is
a reasonable and analytical function. The weight is determined by the time of the data
storing in the register or memory and the dependency relation. When the data increases,
the circular reference can incur easily. Our method for circular reference is to define a
new variable rather than to refer to the original data.

4 Experiments

In order to evaluating the effectiveness of the proposed model in identifying the critical
data and improving the reliability, a series of the fault injection experiments have been
performed the benchmark programs. In reliability experiments, we first demonstrate the
efficiency of the CDM, which is conducted on the SimpleScalar tool set. After that,
another fault injection experiments are performed for the sake of comparing with the
empirical model of RECCO. In our experiments, the concrete version of SimpleScalar
is 3.0, which runs under Ubuntu 10.10.

4.1 Reliability Experiments

Before the first reliability experiments, the benchmarks have been transform to reliable
code through the RECCO. Our critical data model has been implemented on the
RECCO. During the runtime of RECCO, the critical weight of every variable in the
benchmark program will be calculated and sorted according to the value of weight. We
test five versions for each benchmark program, i.e. 0%, 25%, 50%, 75%, and 100%.
Each different version means the different percentage of data duplication rate. Every
time, the input benchmark program chosen the critical data using CDM perform data
duplication.

To evaluate the performances, we perform the first fault injection experiments in
the sim-safe simulator for every program. The simulator emulates the appearance of
data faults corrupting memory locations storing data. The adopted fault model is the
Single Event Upset (SEU), consisting in bit flip in one data memory locations storing
data. SEU errors are transient faults, affecting data without physically damaging the
memory: the fault effect therefore disappears when the fault location is overwritten. The
tool set includes several simulators ranging from a fast functional simulator to a
detailed performance simulator [17]. The fault injection results have been classified in
four categories: Fail Silent (FS), Fail Silent order to Violation (FSV), Error Detected
(ED) and Exception (EX). Besides, each program has been injected 1000 errors.

The fault injection experiments results are showed in Table 1. FS means the pro-
gram terminates without any error. And the FSV means the program outputs the wrong
answer but terminates normally. From Table 1, we can find that the reliability of the
benchmarks increases along with the increasing of the data duplication percentage.
When the rates range from 0% to 25%, the reliability of each program improves a lot.
However, when the rates range from 25% to 100%, the reliability of each program still
increases but a little. This fact shows that we can surely enhancing the software
reliability by using CDM. And it is an effective method for improving the reliability.
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Our model has been embedded into the RECCO program. In order to compare with
the original RECCO, another fault injection experiments were performed. And the
benchmark programs are showed in Table 2 [6].

Table 1. Fault injection experiments on Sim-Safe simulator

Rate State fib bsort mm shuf

0% FS 589 138 273 478
EX 313 246 11 62
FSV 98 616 716 460
ED 0 0 0 0
Realibillity 58.9% 13.8% 27.3% 47.8%

25% FS 147 126 342 198
EX 41 54 7 9
FSV 5 37 4 5
ED 807 783 647 788
Realibillity 95.4% 90.9% 98.9% 98.6%

50% FS 165 143 317 186
EX 18 14 6 2
FSV 4 10 3 5
ED 813 833 674 807
Realibillity 97.8% 97.6% 99.1% 99.3%

75% FS 159 197 327 213
EX 4 11 1 5
FSV 2 7 4 0
ED 835 785 668 782
Realibillity 99.4% 98.2% 99.5% 99.5%

100% FS 142 183 289 194
EX 2 1 1 2
FSV 0 5 3 1
ED 856 811 707 803
Realibillity 99.8% 99.4% 99.6% 99.7%

Table 2. Benchmarks characteristics

Benchmark Code
lines

Number of
variables

Type of
variables

Characteristics

Matrix
product

10 3 int Strong read-write
dependencies

Elliptic
filter

40 45 Long int Medium read-write
dependencies

372 L. Wei and M. Xu



Each of the benchmark programs includes a lot of variables and a large number of
arithmetic operations executed on them. Our experimental cases comprise a matrix
product and an elliptical filter.

RECCO is a reliable code compiler, which provides two ways for duplication: all
duplication and random duplication. Though RECCO can improve the reliability for a
program, it is lack of precise analysis and proper model. In [6], RECCO uses the four
benchmarks to evaluate the performance. Table 2 summarizes the main characteristics
of the four benchmarks in this experiment. For each of them, the table showed the
number of variables and the code length and the type of variables [6]. The four
benchmarks are adopted by RECCO and the result will be compared with RECCO.
Since our approach mainly aims at increasing data reliability, the four benchmarks are
data dominated, which include a large number of variables and a lot of arithmetic
operations. The RECCO proposed code re-ordering method and duplicated variables.
The core of RECCO is to reduce the survival time for variables. Then all variables or
part of the variables randomly are duplicated. Thus, it can increase the reliability.

The fault injection experiment results on all duplication are showed in Table 3. The
results show that our model can reduce FSV and it is clearly that with our new
methodology can reach a higher reliable level by using CDM. However, in this
experiment, RECCO duplicates all the variables. Thus, the reliability of RECCO is
higher than our CDM. The results reflect that our critical data model still needs to
improve.

The fault injection experiment results on the random duplication are showed in
Table 4. The benchmark for this experiment is FFT program. FFT is a golden appli-
cation which is a Fast Fourier Transfer calculation routine. Fault injection experiments
are performed on the FFT for contrast to the random duplication of RECCO. The
results show that our critical data model is more reliable than the random duplication.
In other words, out model is able to reach a higher reliability levels but using a lower
amount of redundancy.

Table 3. Original RECCO duplicates all variables

Original
RECCO
(duplicate
all
varibales)

CDM
RECCO

Benchmark FSV Rate FSV Rate

Matrix product 249 24.9% 323 32.3%
Elliptic filter 41 4.1% 76 7.6%

Enhancing Software Reliability Against Soft Error 373



4.2 Performance Evaluation

We do performance evaluations through the sim-out order simulator, which is the most
complicated and detailed micro-architectural simulator. This tool models in detail and
out-of-order microprocessor with all of the bells and whistles, including branch pre-
diction, caches, and external memory. This simulator is highly parameterized and can
emulate machines of varying numbers of execution units. In this simulator, timing
statistics are generated for a very detailed out-of-order issue superscalar processor core
with a two-level cache memory hierarchy. The simulator also implements the branch
predictor and the pipeline, tracking the latency of all pipeline operation. Therefore, it is
appropriate for our performance evaluations [13].

In Fig. 3, it deeply shows the relations between different duplication rates and the
costs in memory overhead and performance degradation. During the experiments, we
first run the original benchmark program for several times and calculate the average
running time which is regarded as the basic criteria. Then we run the four benchmark
programs in Table 1 for several times and calculate the average time. These results are
presented in Fig. 3.

Table 4. Original RECCO randomly duplicates variables.

0%

20%

40%

60%

80%

100%

25% 50% 75% 100%

RECCO(Random Duplication) RECCO(CDM)

Fig. 3. Performance evaluations
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From the Fig. 3, we can know that because of the data duplication, the program can
inevitably cause the performance degradation. When we duplicate 25% of variables,
the average percentage of performance degradation is 35.5%. Data duplications will
bring the comparison instructions and the store operation for shadow version. Every
time, read operation to original version will incur the compare with shadow version
while write operation to original version will incur the store instruction to the shadow
version. However, the performance degradation is acceptable for only duplicating the
25% of variables.

5 Conclusion

In this paper, we propose the critical data model (CDM), a model able to calculate the
reliability of the variables. Based on the CDM, we can analyze the vulnerable and
critical data. Thus, data duplication can be applied to the critical data or vulnerable
data. The reliability of the variable is determined by the survival time and the
dependency relation. Our critical data model is implemented on the RECCO, which is a
reliable code compiler. The modifications introduced by the tool are completely
transparent to the input source code and it will output the reliable code enhanced by
using CDM. A series of fault injection experiments have been conducted. Experimental
results show that our model can significantly improve the reliability of the program
with performance degradation slightly. Comparing with duplicating all data, the reli-
ability of programs decreases a little by using critical data model. In contrast to the
memory and performance overhead, the slightly diminution on the reliability can be
acceptable.
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Abstract. With the development of sensors on smart devices, many
applications usually learn an accurate model based on the collected sen-
sors’ data to provide new services for users. However, the collection of
data from users presents obvious privacy issues. Once the companies
gather the data, they will keep it forever and the users from whom the
data is collected can neither delete it nor control how it will be used.

In this paper, we design, implement, and evaluate a practical privacy-
preserving deep learning model that enables multiple participants to
jointly learn an accurate model for a given objective. We introduce a
light-weight data sanitized mechanism based on differential privacy to
perturb participant’s local training data. After that, the service provider
will collect all participants’ sanitized data to learn a global accurate
model. This offers an attractive point: participants preserve the privacy
of their respective data while still benefitting from other participants’
data. Finally, we theoretically prove that our APDL can achieves the
ε-differential privacy and the evaluation results over a real-word dataset
demonstrate that our APDL can perturb participant data effectively.

1 Introduction

Over the past years, by virtue of the rapid advances in the development of sensors
on smart devices, the applications based on sensors have become an essential
and inseparable part of our daily lives. Majority of applications are free, relying
on information collected from user’s device sensors for targeted service. As the
bases, the collected data will be trained to learn an accurate model, which is
usually called deep learning. After that, they will use the trained model as a
foundation of their new services and applications, including accurate image and
speech recognition [1] which surpassing humans [2].

However, the collection of data from users always has a number of privacy
concerns for the data contributors. Nowadays, many companies collect photos,
video, and speech information from individuals with privacy risks. Once the
companies gather the data, they will keep it forever and the users from whom
the data is collected can neither delete it nor control how it will be used [3].
What is worse, the collected voice recordings and images always contain many
c© Springer Nature Singapore Pte Ltd. 2018
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accidentally captured sensitive information, for example, the sound of others
speaking, ambient noises, computer screens, people faces, and other sensitive
items [4]. After processing the above information, the companies can analyze and
obtain users’ live environments and social relationships which are also considered
as privacy information for users.

In many domains, especially those related to medicine, the privacy and con-
fidentiality worries may prevent hospitals and research centers from share their
medical datasets by the law or regulation. As a result, the medical researchers can
only perform the deep learning on the datasets which belong to their own insti-
tutions. However, it is well known that the deep learning model will be trained
more accurately as the training datasets grow bigger and more diverse. Since the
training data is simplex, the researchers may obtain worse models which can not
be used for other datasets. For example, the training dataset which is owned by
a single organization may be homogeneous, the trained model will be overfitted
which produce inaccurate results when used on other inputs. In this case, the
utility of datasets will be reduced significantly resulted by privacy restriction.

The goal of this paper is to design a privacy-preserving collaborative deep
learning model that offers an attractive tradeoff between utility and privacy. To
achieve the goal, we propose a practical privacy-preserving deep learning model
based on differential privacy, named APDL. In APDL, we introduce differential
privacy mechanism to perturb participant local training data and then upload
perturbed data to service provider to train a global deep learning model. The
main contributions of this paper are summarized as follows:

– We propose a novel privacy-preserving collaborative deep learning model
(APDL) which perturb participant data based on differential privacy. The
advantages of APDL are that it not only achieves participant data privacy
preservation but also enables multiply participants to learn deep learning
models on their own inputs collaboratively. As a result, the participant can
benefit from other participants who are concurrently learning similar models.

– To protect participant local training data, we introduce the state-of-the-art
differential privacy notions. We quantify the participant privacy level by opti-
mizing the utility based on the local training model and then develop a light-
weight data sanitized mechanism to preserve the privacy of local training
data. In this manner, using the perturbed training data, the service provider
can efficiently train a global deep learning model to provide service for all
participants without leaking private information of participants.

– We conduct the analysis of APDL in both theory and practice. The results
indicate that our APDL achieves ε-differential privacy and can perturb par-
ticipant data effectively.

The rest of this paper is organized as follows. Section 2 presents some related
works. In this Sect. 3, we present some preliminaries and the system overview,
followed by the details of APDL in Sect. 4. Section 5 presents the theoretical
analysis of privacy. In Sect. 6, we empirically evaluate the performance of our
APDL. Finally, we conclude this paper in Sect. 7.
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2 Related Work

In the past few years, deep learning has been considered to be a significant appli-
cation in big data era. However, most of existing studies has faced an enormous
challenge, that is how to protect user privacy while training a accurate deep
learning model. In this section, we review the current research status of deep
learning and privacy preservation in machine learning.

2.1 Deep Learning

Deep learning is researched to train the nonlinear features and functions from big
data. The authors in [5,6] has given some surveys for deep-learning architectures,
algorithms, and applications. And in some aspects, the deep learning has been
shown to outperform traditional techniques, such as image recognition [7], speech
recognition [1,8], and face detection [9]. In the domain of medical research, deep
learning has been demonstrated its effective for analyzing biomedical data related
to genetics [10] and cancer [11,12].

2.2 Privacy in Machine Learning

Privacy has attracted an increasing concern. A number of approaches have been
proposed to address identity privacy [13–15], location privacy [16–20] and search
privacy [21,22]. Simultaneously, there are many existing works to research the
privacy preservation in machine learning. All of them are try to address the
following three objectives: privacy of data used for learning a model or as input
to an existing model, privacy of the model, and privacy of the model’s output.

Addressing the privacy preservation of training data, the authors in [23–27]
proposed some models based on encryption scheme. They encrypted the train-
ing data with homomorphic encryption and designed some protocols to train the
deep learning model. However, these mechanisms usually had the lower efficiency
and can not be used as a practical solution. In [28], Abadi et al. developed new
algorithmic techniques for deep learning and a refined analysis of privacy costs
within the framework of differential privacy. As a directly related work, Shokri
and Shmatikov [3] presented a system for privacy-preserving deep learning, allow-
ing local datasets of several participants staying home while the learned model
for the neural network over the joint dataset can be obtained by the partici-
pants. Phan et al. [29] also proposed a novel mechanism to preserve differential
privacy in deep neural networks. They intentionally added more noise into fea-
tures which are less relevant to the model output, and vice-versa. Yet, most of
these works still suffer from the low learning accuracy and efficiency. In compar-
ison, out APDL perfectly protects participants’ privacy by utilizing differential
privacy while providing a high-quality learning accuracy.

3 System Overview

As discussed above, massive data collection may invoke unexpected privacy
issues, which is a key bottleneck for the development and widespread of deep
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Fig. 1. Neural network mode

learning. To this end, we design APDL based on differential privacy. In this
section, we first present some preliminaries that serve as the basis of our APDL,
and then present the system model and threat model.

3.1 Preliminaries

Differential Privacy. In our privacy-preserving model, we use the state-of-
the-art privacy notion, Differential Privacy [30], which can not only provides
strong privacy protection but also resist any background knowledge attack from
adversaries. Informally, an algorithm A is differentially private if the output is
indistinguishable to any particular record in the dataset.

Definition 1 (ε-Differential Privacy [30]). Let ε > 0 be the privacy budget.
A randomized algorithm A is ε-differentially private if for all data sets D1 and
D2 differing on at most one element, i.e., d(D1,D2) = 1, and all S ∈ Range(A),

Pr[A(D1) ∈ S] ≤ exp(ε)Pr[A(D2) ∈ S] (1)

Privacy budget ε > 0 is a small constant, which specifies the desired privacy
level. The smaller of ε, the stronger of privacy preservation, leading to more limit
on the influence of items. Typically, ε is small (e.g., ε ≤ 1).

To achieve the differential privacy, there are two well-established techniques:
the Laplace mechanism [31] and the exponential mechanism [32], which are both
based on the concept of global sensitivity [31] to compute over a dataset.

Deep Learning. Deep learning can be seen as a set of techniques applied to
neural networks. Figure 1 is a neural network with 6 inputs, 2 hide layers, and 2
outputs. The neuron nodes are connected via weight variables. In a typical multi-
layer network, each neuron receives the output of the neuron in the previous layer
plus a bias signal from a special neuron, such as b(1), b(2), and b(3). In a deep
learning structure of neural network, there can be multiply layers each with
thousands of neurons.
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Fig. 2. System model of APDL

Each neuron node (except the bias node) is associated with an activation
function f . Examples of f in deep learning are f(x) = max{0, x} (rectified
linear), f(x) = ex−e−x

ex+e−x (hyperbolic tangent), and f(x) = (1 + e−x)−1 (sigmoid).
The output at layer l+1, denoted as a(l+1), is computed as a(l+1) = f(W (l)a(l)+
b(l)), in which (W (l), b(l)) is the weights connecting layers l and l + 1, b(l) is the
bias term at layer l, and a(l) is the output at layer l. In APDL, we assume that
the deep learning model has k layers and the i-th layer owns n(i) nodes.

The learning task is, given a training dataset, to determine these weight
variables to minimise a pre-defined cost function such as the cross-entropy or the
squared-error cost function [33]. In our model, we consider each participant has
trained his own deep learning model using his dataset, expressed as Y = M(X),
in which X is the input dataset, M is the deep learning model, and Y is the
computed output of the network.

3.2 System Model

Our APDL is designed to protect participants’ data privacy without changing
the existed deep learning model. Before describe the details, we derive the basic
components in our APDL in Fig. 2.

– Participants. In APDL, we consider all participants has the same training
objective and each participant has his local training data and local training
model. However, his data maybe very homogeneous and training an overfitted
model which will be inaccurate when used on other inputs. So we design a
service provider (SP) to collect all participants’ local training data and train
a global deep learning model. Before sharing their local data, participants
will sanitize the data using sanitized mechanism (e.g., differential privacy in
APDL) to protect the privacy of data owners.
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– Service Provider (SP). To train the accurate deep learning model, SP
collects the sanitized training data from participants. After that, the global
accurate model is trained based on back propagation (BP) and stochastic
gradient descent (SGD).

3.3 Threat Model

In APDL, malicious attackers may exist around the participants and steal infor-
mation during uploading training data. Then, we consider the SP to be curious-
but-honest. During the training process, SP may be curious about participants’
local data. So SP may be strictly follow the training protocol but also violate
and disclose participants’ privacy information.

3.4 Design Goals

As a privacy-preserving deep learning model, APDL should fulfill the following
requirements.

– Learning accuracy: The proposed mechanism should train an accurate deep
learning model to suit for all participants’ data.

– Security goals: The proposed mechanism should keep the privacy of par-
ticipants’ training data. In more details, no sensitive information about the
data will be leaked to SP and other participants.

4 Design of Sanitized Mechanism

In this section, we design the sanitized mechanism based on the differential
privacy. As described above, one of the most widely used mechanism to achieve
ε-differential privacy is Laplace mechanism [31] (Theorem 1), which adds random
noises to the numeric output of a query, in which the magnitude of noises follows
Laplace distribution with variance Δf

ε where Δf represents the global sensitivity
of function f .

Theorem 1 (Laplace Mechanism [31]). For function f : D → R
n, a random-

ized algorithm Af = f(D) + Lap(Δf
ε ) is ε-differential private, where Lap(Δf

ε )
is generated from the Laplace distribution with parameter Δf

ε . That is:

Pr[Lap(
Δf

ε
) = z] ∝ exp(−z · ε

Δf
) (2)

Given two neighboring datasets D1 and D2, we present the global sensitivity
of function f as follow:

Δf = max
d(D1,D2)=1

‖f(D1) − f(D2)‖1 (3)
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Unfortunately, the naive application of Laplace mechanism results in the
significantly large noise magnitude and uselessness of perturbed data because of
large global sensitivity. So we adopt a practical differentially private method [34]
to sanitize the local training data. In the following, we divide the sanitized
mechanism into two phases: noise calibration, focuses on selecting the magnitude
(denoted as z

(k)
i ) for each output neuron node using local training model; data

sanitization, aims to generate the useful sanitized training data based on the
local training model.

4.1 Noise Calibration for Local Training Model

Based on the pre-defined cost function and local training model, the noise mag-
nitude can be determined by optimizing the cost. In our model, we assume
that each local training model has n(1) input neuron nodes and select the aver-
age sum-of-squares error between computed output Y and true value Y as the
cost function. The sanitized noise injected to input neuron nodes is denoted as
Z = (z(k)1 , z

(k)
2 , . . . , z

(k)

n(k)) in which z
(k)
i is the magnitude of Laplace noise for

output node i in output layer k. For simplicity, we denote the reciprocal of Z as
Zr = (1/z

(k)
1 , 1/z

(k)
2 , . . . , 1/z

(k)

n(k)). After that, we can determine the magnitude
of Laplace noise on each input neuron node via the following programming:

minimize ‖Z‖1
subjective to [M(X) − M(Xp)] · Zr ≤ ε

Z,Zr ≥ 0
d(X,Xp) = 1

(4)

Through the above equations, we can obtain the minimized expected error of
all injected noises onto input neuron nodes since the Laplace noises are indepen-
dent and each of them satisfies E[|Lap(z(k)i )|] = z

(k)
i . Since the first constrain,

we can guarantee the ε-differential privacy for the sanitized local training data.
Then, another purpose of the first constrain is to capture the correlation between
local training model and neighbouring local data. The noise magnitude Z and
Zr also be ensured non-negative by the second constrain.

Since the above formulation (4) is non-convex, it must be transformed into
a convex one to obtain a global optimal solution. For simplicity, we introduce
another two variables Z1 and Z2 and set Z1 = Z,Z2 = Zr. As described above,
we can get z

(k)
i · z

(k)
ri = 1. Thus, another additional constraint can be added to

ensure the reciprocal relationship for each i ∈ [1, n(k)]. Moreover, the constraint
can be relaxed to Z1 · ZT

2 ≥ I. So we can transform the formulation (4) into the
following programming:

minimize ‖Z1‖1
subjective to [M(X) − M(Xp)] · Z2 ≤ ε

Z1, Z2 ≥ 0

Z1 · ZT
2 ≥ I

d(X,Xp) = 1

(5)
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After that, we first solve the convex formulation in programming (5). Then,
we set Zr = Z2 such that our sanitized mechanism also satisfy ε-differential
privacy and set Z by letting each item z

(k)
i be the reciprocal of the i-th item in

Zr. Since the formulation (5) is convex, we can ensure that our noise calibration
algorithm is outperform the traditional Laplace algorithm.

4.2 Adding Noise to Local Training Data

In this section, a noise vector is generated to sanitize the local training data.
We take the above noise magnitude output Z as input and generate the Laplace
noise to form a useful sanitized local training data. The usefulness of sanitized
data is qualified by minimizing the error between local model output based on
the sanitized training data and the noisy local model output. Specifically, two
error vectors {R,L} are also introduced and the utility is qualified by their root
mean square error (RMSE): 1

2‖R + L‖22. Then, the optimization formulation is
given as follows:

minimize
1
2
‖R + L‖22

subjective to Oz − L ≤ M(Xp) ≤ Oz + R

Xp ∈ {0, 1}n(1)

(6)

where Oz is the noise local model output vector and Oz(i) = v
(k)
i +Lap(z(k)i ), i ∈

[1, n(k)], v
(k)
i is the deep learning model output of node i in layer k.

However, we can easily find that solving formulation (6) is NP-hard by
reducing it from Exact Cover problem (The proof is omitted because of the
limited space and it is similar to that in [35]). So we replace the Xp with Xr

p ,
Xr

p ∈ [0, 1]n
(1)

, to solve the relaxed formulation (6) in our data sanitized algo-
rithm. After that, we can obtain Xp by rounding each item xr

pi to 1 with prob-
ability xr

pi.
After the process described above, the participants can generate the sanitized

local training data. Then, the participants will upload the sanitized data to SP
and SP trains the global deep learning model based the uploaded data. The
details of the process are listed in Algorithm1.

5 Theoretical Analysis

In this section, we theoretically analyze the privacy preservation which APDL
satisfies, which is described above that our APDL is ε-differential privacy.

Theorem 2. Based on the local training data perturbation, APDL satisfies ε-
differential privacy.
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Algorithm 1. Process of APDL for Deep Learning Model
Input: Local training data X, local training model M , privacy budget ε.
Output: Sanitized local training data Xp.
1: Solve mathematical formulation (5);
2: Set Zr = Z2;
3: Set Z be the reciprocal of each item in Zr;
4: Generate noise according to Lap(z

(k)
i ) for each output node i, i ∈ [1, n(k)];

5: for each node i in output layer k do
6: Set Oz(i) = v

(k)
i + Lap(z

(k)
i );

7: end for
8: Relax the constrains in formulation (6);

9: Replace Xp with Xr
p ∈ [0, 1]n

(1)
to solve the relaxed (6);

10: for each node i in input layer do
11: Randomly generate a number ρ in [0, 1];
12: if ρ ≤ xr

pi then
13: Set xpi = 1;
14: else
15: Set xpi = 0;
16: end if
17: end for
18: Send perturbed local training data Xp to SP;

Proof. Since the data sanitization in Sect. 4.2 is considered as post-processing
on differentially privacy without the access of local training data, we consider
that there is no privacy loss in this phase. Hay et al. [36] had shown that any
post-processing of the answers cannot diminish the rigorous privacy guarantee,
so we only need to focus on analyzing the privacy guarantee in Sect. 4.1.

Let M(Di) be the output of local training model with input dataset Di, A
be the sanitized mechanism, and D1,D2 be the neighboring datasets. For any
S = (s1, s2, . . . , sn

(k)) ∈ Range(A), the following formulation can be established:

Pr[A(D1)] = S

Pr[A(D2)] = S
=

n(k)∏

i=1

Pr[A(D1)i = ri]
Pr[A(D2)i = ri]

≥ exp(−
n(k)∑

i=1

1

z
(k)
i

|M(D1)i − M(D2)i|)

≥ exp(− max
d(D1,D2)=1

n(k)∑

i=1

1

z
(k)
i

|M(D1)i − M(D2)i|)

≥ exp(−ε)

(7)

The first step is established because of the noises is injected independently
on each model output; the second step is obtained from the introduced Laplace
noises and triangle inequality, and the last step is derived from the first constraint
in formulation (5).

The proof is complete.
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Utility Analysis. The expected Mean Absolute Error (MAE) is used to mea-
sure the deviation between participant’s raw and perturbed training data, which
is formally defined as following [35].

MAE(X,Xp) = E[
1

n(k)

∑n(k)

j=1
|xj − xpj |] (8)

Let z
(k)
j , lj , rj be the jth entry in vector Z,R,L.

MAE =
1

n(k)
E[

n(k)∑

j=1

|xj − xpj |]

≤ 1
n(k)

(E[
n(k)∑

j=1

|Lap(z(k)j )|] + E[
n(k)∑

j=1

|max{lj , rj}|])

≤ 1
n(k)

(
n(k)∑

j=1

E[|Lap(z(k)j )|] + E[
n(k)∑

j=1

|lj + rj |])

=
1

n(k)
(||Z||1 + E[||R + L||1])

(9)

6 Experimental Evaluation

In this section, we present a series of empirical results of APDL conducted over
MINIST dataset [37] which is composed of 60,000 training handwritten digits
and 10,000 test ones. Then, we use Torch7 [38] and Torch7 nn packages to
construct and train the deep learning model. During the training, we use LeNet
neural network as the training model.

While evaluating the local training data perturbation in APDL, we mainly
focus on analyzing the influence of participants for model accuracy and the per-
turbation quality of APDL. We also compare the accuracy of APDL with the
non-privacy-preserving scheme (NPP). We assume that there are three partic-
ipants contributing their local training data and each participant have 20,000
examples. In the evaluation, we use the probabilistic method to measure the
learning accuracy: P = sum{x = xp}/total, where x is the true value, xp is the
output of the learning model, and total is the number of test examples.

First of all, we carry out the analysis on the training model accuracy influ-
enced by the number of participants. As shown in Fig. 3, the model accuracy
increase with the number of epoch. As the increase of epoch, our APDL can
train a more accurate deep learning model. So the process of test will be more
accurate. Additionally, with more participants joining the training process, the
SP has more training data to learn the model. As described above, the deep
learning model will be trained more accurately as the training datasets grow
bigger and more diverse. So the trained model which has 3 participants has a
better model accuracy than that with 1 or 2 participants.
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Fig. 3. Model accuracy influenced by participants

Fig. 4. Model accuracy influenced by privacy budget

Then, we plot the model accuracy by varying the privacy budget ε in dif-
ferential privacy and compare the accuracy of our APDL with NPP in Fig. 4.
As the simulation result shows, the accuracy of our APDL increases with the
privacy budget ε. With the increasing of ε, APDL will generate less noise to
sanitize the local training data to guarantee the utility. So our APDL will train
a more accurate model. However, the accuracy of our APDL has not reached the
NPP resulted by the added noise.

7 Conclusion

The disclosure of training data in a union deep learning system seriously threat-
ens participants privacy, especially when participants send their raw data to SP.
In this paper, we propose a novel solution, called APDL, to address the pri-
vacy issues in deep learning model. In APDL, we introduce differential privacy
as the sanitized mechanism to perturb participant’s local training data. Our
methodology works for any type of neural network. Therefore, it can help bring
the benefits of deep learning to domains where data owners are precluded from
sharing their data by confidentiality concerns.
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Abstract. Maximizing the lifetime of barrier coverage is a critical issue
in randomly deployment sensor networks. In this paper, we study the bar-
rier coverage lifetime maximization problem in a bistatic radar network,
where the radar nodes follow a uniform deployment. We first construct
a coverage graph to describe the relationship among different bistatic
radar pairs. We then propose a solution to maximize the barrier lifetime:
An algorithm is first proposed to find all barriers based on coverage
graph and then determines the operation time for each barrier by using
linear programming method. We also propose two heuristic algorithms
called greedy algorithm and random algorithm for large-scale networks.
Simulation results validate the effectiveness of the proposed algorithms.

1 Introduction

Barrier coverage of wireless sensor network has been widely used as an effective
tool in security applications, such as international boundary surveillance and
critical infrastructure protection [1]. Wireless sensors usually operate in unat-
tended environments with limited power supply by small-sized batteries. How
to ensure network work beyond single sensor lifetime is a critical issue for bar-
rier coverage. Recently, many algorithms that schedule the sensor working states
have been proposed for maximizing the barrier coverage lifetime [2–4], however,
they are based on the disk sensing model or sector sensing model. In the disk
sensing model, the covered area of sensor is a disk centered at its location with
radius as the sensing range. While in the sector sensing model, the covered area
of sensor is a sector region of a disk [5].

For the disk model, Kumar et al. [6] first propose an Randomized Independent
Sleeping (RIS) algorithm, where each sensor independently determines whether
to be activated with a predefined probability. Chen et al. [7] propose a localized
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algorithm called Localized Barrier Coverage Protocol (LBCP) for ensuring local
barrier coverage and show that the LBCP outperforms RIS by up to six times.
Kumar et al. [8] propose an optimal solution to the problem of how to maximize
the total barrier coverage lifetime in homogeneous or heterogeneous networks.
Kim et al. [9] identify a new security problem of the proposed algorithms in
[8] and propose two remedies for the barrier coverage problem. For the sector
sensing model, Zhao et al. [4] propose an efficient algorithm to solve the barrier
coverage lifetime maximization problem based on sector sensing model.

Recently, coverage problem based on radar sensors has become a new research
focus. Radar sensor emits radio and collects echo reflected from target. Radar
determines whether the target exists or not by analyzing the difference between
the original radio and collected echo [10]. There are two types of radar sen-
sors according to the location of the transmitter and receiver. Transmitter and
receiver co-locate in the monostatic radar. Transmitter and receiver are deployed
separatively in the bistatic radar [11]. Much unlike the disk coverage model of
monostatic radar, the coverage area of bistatic radar pair can be characterized
by the Cassini oval with foci at transmitter and receiver location. Previous stud-
ies about coverage problem of bistatic radar focus on the nodes deployment for
constructing target coverage and barrier coverage [12,13].

In this paper, we study the barrier coverage lifetime problem for bistatic radar
sensor networks. We first construct a coverage graph based on the connected
coverage region of bistatic radar pairs. We then propose an algorithm to find
barriers in the network and apply the linear programming method to assign
operation time slots for each barrier such that the total barrier lifetime can be
maximized. We also propose two heuristic algorithms called Greedy Algorithm
and Random Algorithm for large-scale networks. As far as we know, the work
most similar to ours is [14]. Compared to [14], our work in this paper have
several distinct differences: First, the initial energy of radar nodes and the energy
consumption rate of transmitter and receiver are considered as different in our
work; While there are set the same in [14]. Second, the work [14] does not
consider the bistatic radar sensor when their coverage region is disjoint, but
our work have considered this issue. Third, each barrier found in this paper
satisfies the condition that each receiver only couple with one transmitter while
the barrier in [14] does not have such a constraint.

The rest of this paper is organized as follows. We present the network model
and problem description in Sect. 2. Section 4 provides our solutions, and simula-
tion results are given in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Network Model and Problem Description

We consider a bistatic radar sensor network consisting of M transmitters and
N receivers randomly deployed in a W × H rectangle region. For a transmitter-
receiver pair TiRj , the Signal-to-Noise Ratio (SNR) of Rj due to a target located
at z can be computed by [15]:

SNRz(Ti, Rj) =
C

‖Tiz‖2‖Rjz‖2 , (1)
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where C is a constant reflecting the physical characteristics of the bistatic radar
such as the antenna gain of the transmitter and receiver. ‖Tiz‖ denotes the
Euclidean distance between Ti and z. Given the detection requirement SNRth,
a target can be detected by the (Ti, Rj) pair, if SNRz(Ti, Rj) ≥ SNRth.

We assume that transmitters can use orthogonal frequencies to avoid inter-
ference at receivers [16,17]. Thus a receiver can potentially couple with different
transmitters by changing the working frequency at different time slot. However,
a receiver can only couple with one transmitter at a time slot since a receiver
cannot work with two different frequencies at the same time. For ease of presen-
tation, in this paper, we define the vulnerability of the target located at z as:

l(z) .=
√

‖Tiz‖ · ‖Rjz‖ (2)

The vulnerability contour can be characterized by Cassini oval with foci at the
transmitter and receiver location. Given the SNR threshold γ, we define the
maximum vulnerability as:

lmax = 4

√
C

SNRth
. (3)

A target located at z can be detected by the (Ti, Rj) pair, if l(z) ≤ l2max. In this
regard, we also say that the point z can be covered by the (Ti, Rj) pair.

Let two virtual nodes s and t denote the left boundary and right boundary,
respectively. We say that a bistatic radar pair (Ti, Rj) form a sub-barrier with s
and t, if the coverage region of (Ti, Rj) overlaps with the left and right boundary.
A barrier consists of a chain of bistatic radar pairs starting at s and ending at
t, where the coverage regions of adjacent radar pairs overlap with each other.
Since a receiver can only couple with one transmitter at a time, in one barrier
a receiver can only appear at most once. On the other hand, a transmitter can
couple with different receivers, and in one barrier a transmitter may appear in
different bistatic radar pairs.

Let ETi
and ERj

denote the initial energy of the Ti and Rj , respectively. We
assume that both transmitters and receivers consume the energy at a flat rate
in the working state. Let αt and αr denote the energy consumption rate of an
active transmitter and an active receiver, respectively. We assume αt ≥ αr, since
in general signal transmission consumes more energy than signal reception. The
lifetime of Ti and Rj can be computed by ETi

αt
and

ERj

αr
, respectively.

3 Constructing a Barrier Coverage Graph

In this section, we construct a barrier coverage graph (BCG) based on the con-
nected coverage areas of bistatic radars. Without loss of generality, we index the
transmitters and receivers according to their x-coordinate from the left bound-
ary to the right boundary of the network. For each bistatic transmitter-receiver
pair (Ti, Rj), the shape of its coverage region depends on the relation between
lmax and d(Ti, Rj), and can be divided into two types:
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Fig. 1. Coverage region of bistatic radar TiRj

(a1) When d(Ti, Rj) ≤ 2lmax, the coverage region of a (Ti, Rj) pair is a
connected region, as shown in Fig. 1 (a); In this case, we denote the connected
coverage region of (Ti, Rj) as Aij . Note that Aij contains both Ti and Rj .

(a2) When d(Ti, Rj) > 2lmax, the coverage region of a (Ti, Rj) pair contains
two disconnected ellipse regions, as shown in Fig. 1 (b). In this case, we let Ai(j)

and A(i)j to denote the two disconnected coverage regions, respectively. Note
that Ai(j) contains Ti; but does not contain Rj . And A(i)j contains Rj , but
not Ti.

It can be shown that when d(Ti, Rj) increases, both the coverage region of
Ai(j) and A(i)j reduce. When the distance is larger than some threshold, the two
coverage regions do not contribute much in barrier construction. So we do not
consider a (Ti, Rj) pair when d(Ti, Rj) > Dmax.

In this paper, we use the connected coverage regions from all bistatic radar
pairs to search potential barriers. For simplicity, we use the coverage region to
denote the covered area of a pair of transmitter and receiver, which might be
in the form of Aij , or Ai(j) and A(i)j . We construct a barrier coverage graph
G = (V,E) as follows. In the graph, V is the set of all coverage regions plus two
virtual nodes s and t. There are M transmitters and N receivers in the network.
So there are in total MN candidate bistatic transmitter-receiver pairs.

In the first step, we determine the shape of bistatic radar coverage region. If
its coverage region is a connected region Aij , we use only one vertex Aij in the
graph to represent this (Ti, Rj) pair. Otherwise, two vertices Ai(j) and A(i)j are
used to represent this bistatic radar pair. Therefore, the vertex set V consists of
(2 × M × N + 2) elements at most.

The set of edges E is constructed as follows:
(b1) An edge connects the virtual node s and a vertex, if the coverage region

of the vertex overlaps with the left boundary.
(b2) An edge connects the virtual node t and a vertex, if the coverage region

of the vertex overlaps with the right boundary.
(b3) There exists an edge between two vertices, if the coverage regions of the

two vertices who is constructed by different receivers overlap with each other.
Furthermore, an edge does not exist in between two vertices in the following

cases:
(c1) Two vertices represent the same bistatic radar pair, which happens when

the coverage region of bistatic radar contains two disconnected regions. That is,
no edge exists in between the two vertices Ai(j) and A(i)j .
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(c2) Two vertices represent two bistatic radar pairs of using different trans-
mitters but the same receiver. That is, no edge exists in between Aij and
Ai′j(A(i′)j , Ai′(j)). This due to the constraint that one receiver can only cou-
ple with one transmitter at a time.

In the edge construction process, we need to determine whether or not two
coverage regions overlap with each other. There are two cases when two coverage
regions overlap:

(d1) One of the coverage regions is not totally contained in another coverage
region, as illustrated in Fig. 2 (a)−(d) and Fig. 3 (a)−(d). In this case, the two
coverage regions can expand the barrier coverage region, and an edge should be
added to connect the two respective vertices. Furthermore, the perimeter of two
coverage regions have at least one intersection point.

(d2) One of the coverage regions is totally contained in another coverage
region, as illustrated in Fig. 2 (e) and Fig. 3 (e) and (f). In this case, the contained
coverage region cannot help to expand the barrier coverage. We do not add an
edge in between the two respective vertices. Therefore, we can compute the
intersection point between the perimeter of two coverage regions to determine
whether the coverage regions of two vertices overlap with each other or not.

We next use an example to show how to determine whether two coverage
regions overlap with each other. We first consider the case of two bistatic radar
pairs consist of different transmitters and receivers, e.g., (T1, R1) and (T2, R2).
All possible relations of their coverage regions are shown in Fig. 2 (a)−(e).
Assume there is a point P (x, y) on the perimeter of the coverage region of
(T1, R1), and P is also covered by the (T2, R2) pair. Then its location (x, y)
can be computed by:

{
[(x − xT1)

2 + (y − yT1)
2] · [(x − xR1)

2 + (y − yR1)
2] = l4max

((x − xT2)
2 + (y − yT2)

2) · [(x − xR2)
2 + (y − yR2)

2] = l4max
(4)

If Eq. (4) exists at least one real root, we say that their coverage regions overlap
with each other. Otherwise, their coverage regions are not overlapped.

Fig. 2. Illustration of coverage regions by (T1, R1) and (T2, R2).



396 J. Chen et al.

Fig. 3. Illustration of coverage regions by (T1, R1) and (T1, R2).

For the case that a radar pair (T2, R2) contains two disconnected coverage
regions, as shown in Fig. 2 (b) and (c), we first use the above method to determine
whether there exists an intersection point between the coverage region of (T1, R1)
and the coverage regions of (T2, R2). If at least one intersection point exist and
let IP denote the intersection points set. We further determine which coverage
region A2(2) or A(2)2 of the pair (T2, R2) intersects with A11 or both two regions
intersect with A11.

We solve this problem by using following method. Compute the midpoint C of
the line T2R2 connecting T2 and R2. Denote its coordinate as (xR2+xT2

2 ,
yT2+yR2

2 ).
We compare the horizontal ordinate of each intersection point in IP with xR+xT

2 .
An edge exists between the vertex A11 and A2(2) in the coverage graph, if all
the horizontal ordinate of intersection points are smaller than xR2+xT2

2 . And an
edge exists between A11 and A(2)2, if all the horizontal ordinate of intersection
points are larger than xR2+xT2

2 . Otherwise, there are two edges connect A11 with
A2(2) and A(2)2, respectively.

We next consider the case that two bistatic radar pairs consist of a same
transmitter, e.g., (T1, R1) and (T1, R2). All possible relations of their coverage
regions are shown in Fig. 3. According to the above analysis, we know that there
exists an edge between the vertices A11 and A12 in Fig. 3 (a) and (b). For the
cases in Fig. 3 (c) and (d), there exist an edge between the vertices between A11

and A(1)2, A(1)1 and A(1)2, respectively. There is no edge between the vertices
in Fig. 3 (e) and (f).

4 Solution to the Barrier Coverage Lifetime Maximization
Problem

4.1 Finding Barriers Algorithm

Based on the constructed coverage graph G, we propose an algorithm to find bar-
riers in the network. First, we label the vertices in the coverage graph G. Recall
that we index the transmitters and receivers according to their x-coordinate from
the left boundary to the right boundary, thus:



Barrier Coverage Lifetime Maximization 397

xT1 ≤ xT2 ≤ ... ≤ xTM

xR1 ≤ xR2 ≤ ... ≤ xRN

The vertices V in the coverage graph G represent the connected coverage area of
each bistatic radar pair. For ease of description, we index the vertices according
to the x-coordinate of the transmitter and receiver constructing such vertex. The
indexing way is as follows. Assume there are totally U1 vertices constructed by
node T1, we index those U1 vertices from v1 to vU1 according to the receiver’s
x-coordinate constructing such vertex. If two vertices (such as A1(j) and A(1)j)
corresponding to the same bistatic radar, we use two successive number to rep-
resent those two vertices. We then index the vertices constructed by T2 from
vU1+1 by using the same way until all vertices are indexed.

For two vertices in the graph, we say their are neighbour if there exist an
edge between them. An algorithm is proposed to find barriers in the network.
The main idea of algorithm is that call function findpath to iterate through the
neighbours of vertex. The input parameters for the function findpath include:
(e1): coverage graph G; (e2): P is the found path in the previous iteration and
its structure is like P = {s, v1, v3, ..., vl}. (e3) the set Q whose elements are the
receiver number already used by vertices in found path P ; (e4) the elements in
the set U are the vertices that may be the vertex that can’t reach the destination
or is constructed by the same receiver as that vertices in found path P ; (e5) we
will explain function of set C in the following paragraph.

In each iteration, we first find the final vertex in the found path P and denote
it as L, and then find all neighbour vertices set Next of L. Before go to the next
step, we filter the vertices in set Next, three types vertices are excluded from
the set Next: the vertices whose corresponding bistatic radar pair is constructed
by the receivers in the set Q, the reason is that one receiver can’t couple with
different transmitters in one barrier; The vertices belong to the set U and the set
C. After the filter process, if the set Next is not empty, we first check whether
the virtual node t is in the set Next, if it does, one barrier found. The algorithm
records the barrier and returns back to the previous (last) iteration to find
another path. Otherwise, the algorithm calls the function findpath to lengthen
the found path P by visiting each element in the set Next.

The vertex set V consists of (2 × M × N + 2) elements at most and the total
number of all possible paths from s to t is in the order of O((2 × M × N)!).

The structure of found path of Algorithm 1 is Bk = (s, TiRj , ..., TmRn, t).
Assume there are K paths in the network, the lifetime of each barrier is deter-
mined by the residual energy of radar sensors constructing such barrier. Thus:

L(Bk) = min
1≤i≤m
1≤j≤n

{eTi

αT
,
eRj

αR
}, {T1, ..., Tm, R1, ..., Rn} ∈ Bk (5)

4.2 Linear Programming Method

Recall that a same bistatic radar node can appear in more than one barrier. If a
barrier is scheduled to work till one of node dies, some other barriers containing
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Algorithm 1. function [b,DC] = findpath(P,Q,U,C)
1: b = false;
2: DC = C;
3: Find the last node L in P ;
4: Next = findNeighbour(G,L);
5: Next = Next \ U ; Next = Next \ C
6: Exclude the elements whose corresponding bistatic radar

pairs are constructed by the receiver in Q from Next
7: if t is in the set Next; then
8: Put the barrier into set BN ; Set b = true
9: else
10: TU = ∅
11: for each ni ∈ Next
12: Ri = findR(ni)
13: TP = [P, ni];TQ = [Q,Ri]
14: [bfind, TC] = findpath(TP,Q, TU,DC)
15: if bfind then DC = [DC,ni]
16: else TU = [TU, ni] end if
17: end for
18: end if

this dead node also cannot work any more. On the other hand, we can sched-
ule the working interval for each of these barriers, such that the total working
intervals can be maximized. Suppose there are K barriers in BN , each working
for tk, k = 1, ...,K time slots. The problem of maximizing network lifetime for
BN can be formulated as the following optimization problem.

maximize L(BN) = t1 + t2 + ... + tK

s.t.

⎧
⎪⎪⎨
⎪⎪⎩

K∑
k=1

αttk ≤ ETi
; for all 1 ≤ i ≤ M,

K∑
k=1

αrtk ≤ ERj
; for all 1 ≤ j ≤ N,

(6)

where the constraints indicate that the consumed energy of each node in all
barriers should not exceed its initial energy. We apply the linear programming
method solve the Eq. (6).

4.3 Greedy Algorithm and Random Algorithm

The main idea of these two algorithms are summarized as follows: Firstly, based
on the coverage graph G, starting from the virtual s, we choose a neighbour
as a sub-node to construct one barrier: In the Greedy algorithm, we choose
the neighbour with maximal residual lifetime; While in the random algorithm,
we choose a neighbour randomly. Secondly, based on the constructed barrier
Bs, we activate the barrier tg unit time (tg = ε if L(Bs) ≥ ε; tg = L(Bs)
if L(Bs) < ε, where ε is called activation granularity). Thirdly, after tg time,
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update the residual energy of the bistatic radar nodes. If the energy of a node
is exhausted, this node will not be selected in the next iteration. The barrier
finding process continues, until not barriers can be found.

5 Simulation Results

We consider a network with M transmitters and N receivers randomly deployed
in a rectangle region with size of 40×10. In all simulations. We set the maximum
vulnerability of network as lmax = 5, and the detection energy consumption rate
of transmitter and receiver are αt = 1.5 and αr = 1, respectively. We also set the
maximum distance threshold between transmitter and receivers as Dmax = 20.
The initial energies are uniformly distributed in [1, 10]. We use the optimization
toolbox in Matlab to solve the linear programming. All results are the average
of 100 different deployments.

Figure 4 compares the barrier coverage lifetime achieved by our proposed
algorithms (Linear Programming, Greedy Algorithm and Random Algorithm)
and the lifetime achieved by activating all bistatic radar nodes until there is
no barrier in the network. We can observe that the proposed algorithms can
prolong the barrier coverage lifetime and the lifetime increases with the increase
of deployed transmitters. It can also be seen that the lifetime by the Greedy
Algorithm is close to that by linear programming method. However, we note
that the linear programming method cannot be applied to large-scale networks
due to its high computation complexity.
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Figure 5 compares the lifetime for the Greedy Algorithm and Random Algo-
rithm when the transmitters are more than eleven. Note that the linear pro-
gramming solution could take days for computation, so we do not include them
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into comparison. The results indicate that the next nodes selection strategy in
the barrier finding step has great impact on the total barrier coverage lifetime:
The Greedy Algorithm can achieve better results compared to the Random Algo-
rithm, since it achieves local optima by choosing the next node with the maximal
residual lifetime.

6 Conclusion

We have studied the barrier coverage lifetime maximization problem in a ran-
domly deployed bistatic radar network. We first constructed a coverage graph
based on the connected coverage region of bistatic radar pairs. We have also
proposed an algorithm to find all barriers based on the coverage graph. The
linear programming method as well as two heuristic algorithms have been used
to determine the operation time for each barrier whiling maximizing the barrier
coverage lifetime.
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Abstract. Satellite communication system is expected to play an
important role in wireless networks because of its appealing contribu-
tions to ubiquitous coverage, content multicast and caching, reducing
user expenditure, and so on. However, due to the inherent broadcasting
nature and serious channel conditions, satellite communication system
is highly vulnerable to eavesdropping attacks. As an initial step towards
this end, this paper focuses on the physical layer security technique and
explores the secrecy performance of a multibeam satellite system, where
multiple legitimate users are served and each user is exposed to an eaves-
dropper located in the same beam. With perfect channel state informa-
tion at the satellite and adopting the complete zero-forcing approach
for signal processing, we first derive the optimal beamforming vectors to
maximize the achievable secrecy rate. Based on this, we further calculate
the secrecy outage probabilities of an individual user and the whole sys-
tem, respectively. Finally, simulation and numerical results are provided
to show the secrecy performance of the multibeam satellite system.

Keywords: Multibeam satellite system · Physical layer security
Beamforming · Secrecy outage probability

1 Introduction

Due to the advantages of ubiquitous coverage, no limitation on user geographic
position and low user expenditure, satellite communication (SATCOM) system is
expected to play a significant role in facilitating the application and commercial-
ization of wireless networks. However, compared with terrestrial communication
systems, SATCOM system is much more vulnerable to eavesdropping and jam-
ming attacks, caused by its inherent openness and bad communication conditions
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(i.e., precipitation attenuation, sky noise, gaseous absorption) [1]. As a result,
improving the secrecy performance for SATCOM system is of great importance.

In the past, security in space missions mainly depends on upper layers by
cryptographic encryption and decryption mechanisms [2]. However, the features
of SATCOM networks, such as the high mobility and limited resources carried
by satellites, lead to great difficulties in secret key distribution and management
[3,4]. Hence, cryptographic methods cannot completely meet the security
demands of satellite communication systems.

Conversely, physical layer (PHY) security based on information-theoretic
security [5] has been commonly recognized as the strictest form of security by
exploiting the inherent randomness of wireless channels. A basic framework of
PHY security, the wiretap channel, was pioneered by Wyner [6] and extended to
broadcast channels by Csiszár and Körner [7]. Later, there has been an increas-
ing attraction on physical layer security to guarantee secure terrestrial wireless
communication. The concept of secrecy rate is referred to as a rate at which
the message can be reliably transmitted but eavesdroppers get no information
about the message [3]. To guarantee positive secrecy rate, the legitimate users
should have better signal-to-noise ratios (SNRs) than the unintended users. The
techniques of multiple-input multiple-output (MIMO) antennas are helpful to
improve the security of communication even when legitimate receivers have bad
SNRs [3,8,9]. Different secrecy metrics are proposed to evaluate system security
under various terrestrial communication scenarios, such as secrecy capacity and
secrecy outage probability (SOP) [10–13].

However, there are few works focusing on the PHY security for satellite
communication systems with multiple legitimate users. Some of the existed
researches are interested in land mobile satellite communication systems or
hybrid satellite-terrestrial networks based on Shadowed-Rician model [14–17],
while others mainly pay attention to the secrecy transmission of multibeam
SATCOM systems [2,18,19]. Multibeam satellite can enhance the channel qual-
ities of intended receivers by generating beams through multiple antenna feeds.
In this paper, for the first time, we explore the security performance for a multi-
beam satellite system with multiple receivers subjected to co-channel inference.
A method originating from null-steering beamforming technique [20] is adopted
to improve the secrecy rate of each intended user and then we also give out
the corresponding derivation of beamforming vector. Finally, simulation and
numerical results are carried out to show the secrecy performance of multiform
SATCOM systems.

The remainder of this paper is structured as follows. The multibeam satellite
system model and problem formulation are introduced in Sect. 2. The beam-
forming scheme as well as secrecy outage analysis is shown in Sect. 3. Section 4
presents the numerical results, and we conclude the paper in Sect. 5.

Throughout this paper, a number of notations will be adopted. Bold upper-
case letters and bold lowercase letters denote matrices and vectors, respectively.
| · | represents the modulus of a scalar. || · || is the Euclidean norm for a vector.
The mean of a random variable is represented by E[·]. Hermitian transpose and
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inverse are represented by (·)† and (·)−1, respectively. A�B denotes Hadamard
product of two matrices. IN is an N×N identity matrix. N (μ, σ2) denotes the
Gaussian distribution with mean μ and variance σ2. Jk represents the first kind
Bessel function of order k.

2 System Model

We consider the downlink of a multibeam satellite communication system with a
geostationary satellite, which generates N co-channel beams on the ground via
N corresponding antenna feeds (single-feed per beam) leading to a frequency
reuse of one, as shown in Fig. 1. There are M (M < N) active fixed legiti-
mate users receiving independent data streams from the satellite. The transmit
power allocated to each beam is no more than P0 and it is assumed that at any
given time, each beam only serves one legitimate receiver at most. Moreover, we
consider that there is a single eavesdropper located in the beam of each legit-
imate receiver. The overall channels of legitimate users and eavesdroppers can
be expressed as

H = [h1,h2, . . . ,hM ] (1)

and
G = [g1,g2, . . . ,gM ] , (2)

where hk is an N ×1 vector and presents the channel of legitimate user k, and gk

is an N × 1 vector and presents the channel of the corresponding eavesdropper
in the same beam k.

Fig. 1. Multibeam satellite communication scenario.
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2.1 Channel Model

Unlike terrestrial communication systems, the satellite systems applying Ka
band are subjected to various atmospheric fading mechanisms originating in
the troposphere, which heavily affects system performance and availability [1].
Hence, it is essential to take the impact of the troposphere, especially, rain atten-
uation into consideration. Since rain attenuation is a long term effect, we assume
that receivers will suffer from the same fading if located within the same beam
but independent fading among different beams.

Rain Attenuation. To predict the rain attenuation effect, this paper employs
the empirical model proposed in ITU-R Recommendation P.618-12 [21]. The
final power gain in dB (ξdB = 20 log10 (ξ)) is modeled as a lognormal random
ln (ξdB) ∼ N (μ, σ), where μ and σ rely on the location of the receiver and the
state of the satellite. The corresponding N×1 rain fading vector from all antenna
feeds towards a single terminal antenna is given by [2,22]

a = ξ− 1
2 e−jΦ, (3)

where Φ denotes an N×1 phase vector following uniform distribution over [0, 2π).

Beam Gain. The beam gain matrix describes the average signal to interference-
plus-noise ratios (SINR) at each user. It mainly relies on the satellite antenna
beam pattern and the receiver position. We consider a radiation pattern given
by [23]:

bk (u) = Bmax
k ·

(
J1 (u)

2u
+ 36

J3(u)
u3

)2

, (4)

where u = 2.07123 sin θk/ sin (θ3dB)k, θk represents the angle between the
receiver location and the k -th beam center as seen from the satellite and the
coefficient, Bmax

k is the maximum beam gain, J1 and J3 denote, respectively,
the first kind Bessel functions of order 1 and 3.

Consequently, the overall channel for a certain user can be expressed as

h̃ = a � b, (5)

where b is an N × 1 vector and represents the beam gain of the user collected
from all transmit antennas.

2.2 Signal Model

Let sk be the data for user k with unit average power E
[
s2k

]
= 1,∀k. Before

transmission, the satellite employs transmit beamforming to communicate with
legitimate receivers, and the corresponding beamforming vector is denoted by
wk ∈ C

N×1. Hence, the on board transmitted signal can be expressed as

x =
M∑

k=1

wksk. (6)
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The received signal at the m-th legitimate receiver is given by

ym = h†
mwmsm + h†

m

M∑
k=1,k �=m

wksk + nm, (7)

and the signal received by its corresponding eavesdropper is determined as

ye
m = g†

mwmsm + g†
m

M∑
k=1,k �=m

wksk + ne, (8)

where nk and ne are the additive Gaussian noises at the m-th legitimate user and
the eavesdropper surrounding it, which respectively satisfy nm ∼ N (0, σ2

D) and
ne ∼ N (0, σ2

E). The term h†
mwmsm is the desired signal at the m-th legitimate

user, while h†
m

∑M
k=1,k �=m wksk is the co-channel interference.

Hence, the achievable secrecy rate [24] of the legitimate receiver m can be
calculated as

Cs
m = log2

⎛
⎜⎝1 +

∣∣h†
mwm

∣∣2
∑M

k=1,k �=m

∣∣∣h†
kwk

∣∣∣2 + σ2
D

⎞
⎟⎠

− log2

⎛
⎜⎝1 +

∣∣g†
mwm

∣∣2
∑M

k=1,k �=m

∣∣∣g†
kwk

∣∣∣2 + σ2
D

⎞
⎟⎠ . (9)

2.3 Problem Formulation

In this paper, we are interested in maximizing the achievable secrecy rate for
each intended user, while subjecting to the transmit power constraint P0 for each
individual transmit signal, which can be formally formulated as the following
optimization problem:

arg max
w

Cs
m

s.t. ‖wm‖ < P0. (10)

3 Beamforming Vectors and Secrecy Outage Analysis

3.1 Complete Zero-Forcing

In this section, we consider a beamforming design in [18], named complete zero-
forcing, to maximize the achievable secrecy rate Cs

m. By use of complete ZF,
not only signals at all eavesdroppers are nulled out, but co-channel interference
among all users is also completely eliminated. Then we have

w†
mhk = 0,∀k �= m and w†

mgm = 0,∀m, (11)
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which makes the achievable secrecy rate of the legitimate receiver m simplified to

Cs
m = log2

(
1 +

∣∣h†
mwm

∣∣2
σ2

D

)
. (12)

3.2 Problem Solution

The optimization problem in (10) can be reformulated as

arg max
w

Cs
m

s.t. w†
mhk = 0, ∀k �= m

w†
mgm = 0

w†
mwm = P0 (13)

and further formulated as

arg max
w

Cs
m

s.t. Δ†wm = 01×M

w†
mwm = P0

, (14)

where

[Δ]ij =

{
[H]ij j �= m

[G]ij j = m
. (15)

Here, H and G describes the overall channel of all legitimate users and all
eavesdroppers mentioned in Sect. 2, respectively.

The problem in (14) could be obtained by the knowledge of null-steering
beamformer and its optimal solution is given by as [25]

wm =
√

P0

‖(IN − F)hm‖ (IN − F)hm, (16)

where F = Δ
(
Δ†Δ

)−1
Δ† and IN is an N×N identity matrix.

3.3 Secrecy Outage Analysis

In order to evaluate the secrecy performance of the satellite system in this paper,
secrecy outage probability is introduced. It expresses the probability that secrecy
outage event occurs. Secrecy outage event of an intended user m will occur in
the case that its achievable secrecy rate falls below a predefined confidential
information rate εm. The secrecy outage probability is expressed as

P out
m = Pr (Cs

m < εm) . (17)
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Substituting achievable secrecy rate Cs
m from (12) into (17), the secrecy outage

probability (SOP) of the legitimate user m can be rewritten as

P out
m = Pr

(∣∣h†
mwm

∣∣2 < σ2
D (2εm − 1)

)
. (18)

For the whole multibeam satellite system, we introduce two secrecy perfor-
mance metric measurements in this paper. The first one is a statistic value based
on the average SOP of all legitimate receivers

P out
average =

1
M

M∑
k=1

P out
m , (19)

and the second one describes the probability that the system will be secrecy out-
aged once an intended user cannot keep secure communication with the satellite,

P out
strict = 1 −

M∏
k=1

(1 − P out
m ), (20)

which is a much strict standard.

4 Simulation Results Analysis

In this section, we investigate the secrecy outage probability (SOP) of the multi-
beam satellite communication (SATCOM) system with complete zero-forcing
technique. For simplicity, we consider a system with M = 3 active beams and
assume that all receivers set the same secrecy rate constraint εm = ε0,∀m. Each
legitimate user is supposed to be located in the beam center while the distance
between an unintended receiver and the corresponding legitimate receiver is ran-
domly ranging from [0.15R, R), where R is the beam radius, as shown in Fig. 2.
Some significant parameters of the multibeam SATCOM system in this paper are
given in Table 1. We will present the secrecy performance of all legitimate users
and the whole system, respectively and explore the factors that affect the secrecy
performance. Note that aiming at evaluating the secrecy outage probability, this
paper performs Monte Carlo experiments consisting of 10000 independent trials
to obtain the average results.

Figure 3 depicts the results for the SOP of each user and the whole system
against the secrecy rate constraint in the case that satellite only generates 4
beams. In Figs. 3 and 4, SOP a and SOP s correspond to P out

average and P out
strict

mentioned in Sect. 3. It is observed that user 2 (the legitimate receiver in the
2nd beam) would be less likely secrecy outaged compared with others. Taking
note that the distance between the legitimate receiver in the 2nd beam and
the 4th beam center is larger, communication of user 2 suffers less co-channel
interference from the 4th beam. Otherwise, we illustrate that in the view of
P out

strict, the performance of system secrecy is mainly affected by those users with
the worst performance.
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Table 1. Main parameters of the multibeam satellite system.

Parameter Value

Satellite orbit Geostationary

Number of active beams M = 3

Beam radius R = 250 km

3 dB angle θ3dB = 0.4◦

Rain fading statistics {μ;σ} = {−3.125; 1.591}
Transmit power constraint P0 = 1dB

Fig. 2. A specific multibeam SATCOM scenario.
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Fig. 3. Secrecy outage probability vs. secrecy rate constraint.
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Fig. 4. Secrecy outage probability vs. number of beams.

Figure 4 shows the secrecy outage probability of the system according to the
number of beams generated by the satellite. The secrecy rate constraints are
randomly selected as [0.10 0.34 0.39]T . We can notice that two kinds of system
SOP both decrease as the number of beams increases. And P out

strict of the system
is mainly dependent upon the user performing badly.

5 Conclusion

In this paper, we investigated the secrecy performance of a multibeam satellite
communication system subject to transmit power constraint. Complete zero-
forming technique, a kind of null-steering beamforming method, was adopted to
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eliminate co-channel interference. By analyzing the secrecy outage performance
of both individual user and the whole system, we found that the secrecy outage
probability will decrease as the active beam number increases but the secrecy
rate constraint decreases. Simulation results have also shown the fact that the
strict standard of system SOP is mainly affected by users with low channel
quality.
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Abstract. Gestures recognition as the main technology of human-
computer interaction draws a great amount attention of researchers.
Comparing to existing methods, the RFID-based passive gesture recog-
nition requires no specialized equipment which makes it much easier to
be used. To achieve the goal, we build a priori gesture database accord-
ing to signal features caused by perturbation of different gestures. Then,
the modified dynamic time warping (DTW) algorithm has been used to
match with the priori fingerprint database. Besides, we propose a wire-
less phase calibration algorithm by utilizing the theory that the noise
subspace and the signal subspace is orthogonal in multiple signal clas-
sification (MUSIC) algorithm to estimate and remove phase errors that
may caused by equipment differences so that we can ensure the accuracy
of angle of arrival (AoA) estimation. To evaluate the effectiveness of our
gesture recognition system, the experiments in a real scene were carried
out. And the experimental results show that we can achieve about 92%
accuracy.

Keywords: Gesture recognition · Feature extraction
Phase calibration · AoA estimation · DTW

1 Introduction

In the 21st century, smart devices are gathered and the way of interaction is
getting richer and more humane. Therefore, as an important part of human-
computer interaction, gesture recognition has drawn extensive attention and
become a hotspot of research [1–5]. Gesture recognition makes many operations
that used to be hard to achieve become reality. For instance, users can write,
pay, and even control the electrical appliances in smart home by gesture with our
smart phones, tablets, laptops etc. Moreover, literatures [3,6] can even realize
writing in the air by interacting with the smart devices. Obviously, our life
become much more convenient if we can control the volume or answer the phone
in a second.
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Nowadays, the RF signals that have been mentioned by many papers as
they can pass through the walls and won’t be affected by smoke, fog and light
[7]. So device-free gesture recognition based on RF signals has become a hotspot
[3,8–10]. The common device-free wireless gesture recognition technology mostly
by using the CSI [11] or RSS [12] to estimate the angle that the signal arrives
at the receiver, which always require dedicated equipment [12]. Moreover, RSS
value and CSI amplitude of the RF signal are severely affected by the multipath
when deployed in real environment, which will decrease the accuracy and the
robustness of the gesture recognition technologies severely.

To reduce the impact of multipath on the RF signal, the previous method is to
minimize the impact of multipath. But if we can implement gesture recognition
by combining the fine-grained phase information of RF signals with the signal
strength information and use the gesture influence on the multipath signal to
increase the difficulty in the matching part of the recognition, the accuracy of
the gesture recognition can be improved.

In the main while, the RFID can not only obtain the characteristic informa-
tion of the signal easily, but have a broad industrial prospect as well because it
can be easily popularized and deployed. As RFID positioning technology [13–15]
becoming more and more mature, many researchers began to study how to use
RFID technology for gesture recognition. Moreover, RFID-based gesture recog-
nition is cheaper than the Wi-Fi-based gesture recognition methods [3,16,17].
RFID tags are passive nodes, which generate signals by the energy carried by the
radio waves. The internal structure of the RFID tags is simple. Its data storage
capacity is large and the volume is small. What’s more, the price of it is about
0.5 yuan for each, while each Wi-Fi device is mostly at 100 yuan of the above.

Therefore, this paper proposes a device-free gesture recognition system based
on RFID, which utilizes impact of gesture on multipath to improve the resolution
of gesture recognition with minimal deployment cost. The main idea is utilizing
the fact that each moment of the gesture will interfere with the signal differently,
so that we can use the feature information of the signal perturbed by the ges-
ture as the fingerprint to recognize gestures. To achieve the RFID-based gesture
recognition system well, we have to handle the following key challenges:

– In actual wireless positioning, there are phase errors caused by hardware
differences. The introduction of unknown phase offset to the received signal
may cause array uncertainty and low accuracy of MUSIC direction finding
technology so that estimate an incorrect AoA value. For this reason, this paper
introduces a wireless phase calibration algorithm that does not require special
equipment. In this algorithm, we will firstly construct an objective function by
utilizing the orthogonal theory of signal subspace and noise subspace. After
that, we can solve the phase error estimation value by Genetic algorithm.

– Since there are differences of starting time and speed among different users,
the length of those two time-series which need to be matching in similarity
may not be aligned on the time axis. Therefore, this paper utilizes the mod-
ified DTW algorithm which was used for speech recognition to compare and
regulate two time-series and then judge the similarity between them.
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To verify the performance of the proposed method, this paper carried out the
corresponding experiment. We set up the experimental platform in a 7m × 10m
classroom. The main devices are a 8-antenna linear array, a reader with a fre-
quency of 920.875 MHz and 6 RFID tags. We first make 10 gestures as priori
fingerprint database. After that do gesture to identify freely. The experimental
results show that this method can achieve a correct recognition probability of
about 92%, which shows that the proposed method is highly feasible.

2 Related Work

The existing gesture recognition methods are mainly divided into three cate-
gories, which are method based on the sensor technology, the image recognition
technology and method based on the RF signal.

Gesture recognition based on sensor mainly relies on MEMS (micro-electrom-
echanical systems) sensors (accelerometers, gyroscopes, magnetometers, etc.) to
extract the acceleration and angular velocity signal characteristics of the ges-
ture, which requires users to wear sensors and other equipment. This method is
inconvenient for users and has a limited application.

Gesture recognition based on image technology [18] mainly relies on the cam-
era to capture real-time images of users with high precision, but the algorithm is
computationally intensive and requires high light intensity and shooting angle.

Gesture recognition based on the RF signal mainly use the ubiquitous WiFi
to recognize gesture. For example, WiSee [8] performs gesture recognition based
on the Doppler shift caused by human motion measured by a WiFi signal. Since
the RF signal can penetrate the wall, WiSee can break out the restriction on
line-of-sight. However, this method requires the special equipment USRP, which
has good effect but costs a lot and is not suitable for wide applications.

Gesture recognition based on RFID depends on the RFID tags mainly carried
by targets to work. Receivers recognize the gesture by analyzing the change
of amplitude or phase of the RFID tags. D.Katabi’s RF-IDraw virtual writing
[6], the recognition rate of which achieves 96.8%, is the most representative
achievement of RFID gesture recognition. This achievement need users to wear
RFID tags, and write English words or letters, then the receivers can analyze
the tracks of spatial location and reconstruct the words.

In order to let users get rid of sensors and special equipment and obtain
better experience, in this paper, we use machine learning method to recognize
gestures. We obtain feature vector corresponding to every gesture by utilizing the
gestures interference on signal obtained by reader. Then we match the database
and utilize influence of the multi-path signal to increase the difficulty of matching
to improve the identification accuracy.

Unlike Grfid [19], which is also a device-free gesture recognition system based
on RFID phase information, we calibrate the phase error caused by hardware
difference before feature extraction to improve the identification accuracy. Specif-
ically, we firstly construct an objective function by using the orthogonal theory of
signal subspace and noise subspace, estimating and removing phase error caused
by equipment differences to ensure the accuracy of AoA estimation.
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3 System Design

The critical techniques of our gesture recognition system are shown in Fig. 1.
Establishing priori fingerprint database contains data preprocessing module and
feature information extraction module. The data preprocessing module calibrates
the obtained phases and then processes the collected data into frames, that is
processing one gesture at multiple sampling points. Extracting feature informa-
tion module is to estimate AoA (angle of arrival) utilizing MUSIC algorithm,
and a feature matrix is obtained for gesture recognition. The feature information
matching module uses the improved DTW algorithm in this paper to compare
and sort two time series to optimal the sum of costs to match gestures. Diffi-
culty of matching is increased by the influence of the multi-path so that we can
improve the recognition accuracy.
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Fig. 1. Overview of the system.

3.1 Get RFID Signal Characteristics

RFID working under UHF has the farthest communication distance, so it is used
for our gesture recognition. RFID uses 920 MHz electromagnetic carrier to com-
municate, and its communication signal as the ordinary wireless communication
signal, which has three basic properties, namely, phase (φ), amplitude(A), fre-
quency (f). The frequency is known, so the characteristics of the entire carrier
signal can be known as long as the phase(φ) and the amplitude(A) of the signal
are known.
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The data obtained by the RFID reader are: phase (φ), amplitude(A), tag
number (ID), time (T ), then the obtained information can be expressed as:

antennai = (φr, Ar, IDr, Tr)

Here r = 1, 2, . . . , N. j = 1, 2, . . . ,M. r is the packet number and j is the
antenna number.

3.2 Extract Gesture Fingerprints

Create a priori fingerprint database and match the being recognized gestures
with it. First, divide the phase and amplitude for gestures according to distur-
bance of RFID signal caused by gestures. Then split data into frames and calcu-
late the eigenvectors corresponding to each frame to form the feature matrix of
the gesture. Similarly, the feature matrices of other gestures can also be obtained,
and then the feature matrixex of all the gestures constitutes a priori fingerprint
databases.

Data Division. Because RFID communication is discrete in the time domain,
there is no guarantee that there is a continuous signal for each gesture. If the
matching is performed directly, errors may occasionally occur, so traditional
identification methods based on continuously varying signal characteristics can-
not be used. Inspired by the concept of frames in image recognition methods,
this paper divide the data into frames in chronological order when analyzing
the data. The number of frames depends on the number of sampling points of a
gesture. This process is equivalent to dividing one gesture into several discrete
moments that describes the gesture.

The data are collected in Antennaj is chronologically ordered. Divide it into
equal parts of n copies, then the amount of data for each copy is k = N

n , so
divide the data into n frames:

Frameq = (Antenna1q, Antenna2q, . . . , Antennajq)

Here, q = 1, 2, . . . , n.
In this method, multiple tags be used as the signal. That is to separate and

classify each Antenna data in Frameq according to the TagID to obtain the
data corresponding to each tag:

Tagd = (Antenna1d, Antenna2d, Antennajd)

d is TagID number, so Frameq is changed to :

Frameq = (Tag1q , Tag2q , . . . , Tagdq
)

Tagdq
represents the data corresponding to the tag with the data number d

in the q frame.
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Calculate the Feature Matrix Corresponding to the Gesture. After
dividing the data obtained by each antenna into frames, we need to separate
the corresponding data information for each tag. It is necessary to analyze the
corresponding signal characteristics of each tag data of Frameq. In this paper,
the signal characteristics are obtained by using the method of AoA estimation.
The method steps are as follows:

(i) Calculate the phase that arrives on each antenna.
The data processed in this step is a frame of data for each tag. The first col-
umn of data in Antennaj is the phase. Due to the environmental noise, the
data may fluctuate. In order to make the data statistically representative,
The highest frequency data is considered as real data, that is:

φantennaj
= φ | max(frequenceφr

) (1)

(ii) Calculate the signal expression received for each antenna.
We have obtained the phase information of each antenna received data,
according to the characteristics of the sine wave, the signal at time t can be
expressed as:

SAntennaj
= AAntennaj

· exp(i · (2πft + φAntennaj
)) (2)

Calculate the signal received by each antenna to form the signal S.
(iii) AoA estimation.

Using the MUSIC algorithm to compute the matrix S, we can get AoA.
The parameters are: antenna spacing Xd and step of angle value Δλ (in
degrees). The output data is

B = (Pm), m = Δλ, 2Δλ, . . . ,
180
Δλ

P is the AoA estimation.

3.3 Establish a Priori Fingerprint Database

Each gesture has data of l tags, so each gesture corresponds to 1 vector B, which
forms a group, that is, the feature matrix corresponding to one gesture in the
qth frame is formed:

Action = (B1, B2, . . . , Bl)

Doing the above operations on the n frames of data respectively, we can
obtain the feature matrix of a certain gesture:

W = (Action1, Action2, . . . , Actionn)

Enter the data corresponding to all the gestures to build the feature matrix
of collected gestures, then the feature matrices of all gestures constitute a knowl-
edge database DB for gesture matching.
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3.4 Use RFID Feature Comparison for Gesture Recognition

When recognizing the gesture x, the data of M antennas are acquired and pro-
cessed according to the method of Sect. 3.2 to obtain the feature matrix Wx
corresponding to Bx, Actionx.

Recognizing gestures, that is, to find out a feature matrix W which has
the best matching rate with Wx in the DB. In the practical application of hand
gesture recognition, due to different personal habits, different users have different
gesture duration and starting time when making the same gesture, which has
the same problem with speech recognition. Therefore, DTW is a good solution
to solve this problem. The key idea of DTW algorithm is to compare and regress
the time series of the data to be recognized on the time axis, map the input
time axis of the gesture to be recognized to the time axis of the prior knowledge
base nonlinearly, minimize the alignment cost of all the elements, using which
to judge the similarity between the two series.

Using the DTW algorithm to calculate the matrix of two curves to be
matched, the similarity of the curves can be output. For any element in
the sequence pair, the Euclidean distance between Action(α) and Actionx(β),
α ∈ [1, μ], β ∈ [1, ν], is the alignment cost, that is:

Cα,β =| Action(α) − Actionx(β) | (3)

Matrix with regular sequence and the sum of the cost C is μ × ν. Let Z be
the aligned arrangement of element pairs in matrix C, Z = (z1, . . . , zh, . . . , zH)
where max(μ, ν) ≤ H ≤ μ + ν − 1 and zh = (αh, βh). DTW algorithm is to find
the arrangement of Z which make the cost of C smallest, that is:

min
z

H∑

h=1

Zh =
H∑

h=1

Cαh,βh
(4)

Futher, we take the derivative of each pair of sampling point of the sequence
as the second evaluation criteria. After we obtain the derivative of all pairs of
samples D = {dα

dt }, we need to calculate the cost of them C ′ based on the method
described above. Therefore, matching cost here refer to the C ′ and C.

The sequence Wx of the gesture to be recognized with the characteristic
matrix corresponding to each gesture in the DB. If each column in the charac-
teristic matrix Wx has a smaller matching cost with the corresponding column of
a gesture characteristic matrix Wy in the fingerprint database DB and the sum
of the cost is the smallest, it is considered that the gesture is same as the corre-
sponding gesture in the knowledge base, that is, the recognition is successful.

When the user makes a gesture, the user’s limb may block a portion of the
path from tag to reader or may reflect the signal to create a new multi-path.
Figure 2 shows the AoA estimated characteristic curves generated from five data
frames of the same gesture. The curve of Frame 2 shows that the tag forms a new
signal path under the influence of the user’s body. Therefore, in the matching
process, multi-path will increase the difficulty of matching information, thereby
improving the recognition accuracy.
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Fig. 2. Characteristic curve of AoA estimation.

3.5 Wireless Phase Calibration

Currently, there are multiple signal processing (MUSIC) algorithms [20,21], min-
imum variance non-distortion response (MVDR) adaptive beamforming algo-
rithms [22], and ESPRIT algorithms [23] for array AoA estimation. Among them,
the MUSIC algorithm has the advantage of high accuracy. Therefore, the MUSIC
algorithm is widely used. However, the phase error caused by hardware differ-
ences often occur in actual wireless positioning, and an unknown phase offset is
introduced into the received signal, which may causes array uncertainty. RFID
positioning systems use MUSIC algorithm which assume that the array manifold
matrix consists of all possible directions of the received signal. Due to the actual
phase error caused by the hardware of the RFID system can not be ignored,
such as cables, readers and antennas, signal transmission will have some loss.
Literature [24] introduces a wired calibration method, and the traditional cali-
bration method is through manual means, using special equipment, such as the
Universal Software Radio Peripheral (USRP), a continuous wave is generated
and input to the device to be calibrated as a reference source, and a group of
devices including all the cables are measured at a time. The signal of the USRP
passes through the device and the connection Line to reach the array. The hard-
ware phase error can be directly estimated by observing the phase difference
between the antennas, and then subtracting the phase error from the received
signal, the influence of unknown hardware differences on AoA estimation can be
eliminated.

However, this conventional method requires the use of a dedicated device,
with the disadvantage of high hardware costs, and requiring an additional mea-
surement of a set of data before the experiment to estimate the hardware error
and then switch to the general-purpose device, which causes the operability poor.

So in this section we propose a wireless phase calibration method. As shown
in Fig. 3, we assume the first antenna as a reference, in addition to the internal
error, the i th antenna phase difference should also include the phase error
caused by external hardware. Assuming that the phase error introduced by the
first antenna is 0, the i th antenna phase error caused by the hardware difference
relative to the first antenna is βi−1, the antenna array is composed of the phase
error vectors β =

[
1, e−iβ1 , e−iβ2 , · · · , e−iβM−1

]T .
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Fig. 3. Array signal model.

Let B = diag{β}, the real measured signal should be Rs = ABx(n) + e(n),
Un is the noise subspace of Rs, Us is the signal subspace of Rs, According
to the above MUSIC algorithm, we know that the Us and Un of the actual
measured signal are orthogonal, and Un is the same as the subspace formed by
the direction matrix B, it can be seen that (AB)H is orthogonal to Un, that is

J =
∥∥∥(A � B)H Un

∥∥∥
2

.
The optimization process has two main points: first, using the information of

one of the tags, to obtain the hardware error value that minimizes the objective
function J; second, using the MUSIC algorithm to estimate the AoA values of
other tags. Calibration algorithm specific process described as follows:

Step 1: Take the first tag for optimization, the parameter information is
known (real AoA, phase, RSSI value), and then the signal s received by each
antenna can be obtained. Find the autocorrelation matrix of S, R = S ∗ S′.
According to the above method, decomposing the eigenvalue of R can obtain
the noise eigenvector Ûnand the direction vector â;

Step 2: Constructed the objective function for the phase error β as Objβ =(
â � e−iβ

)H × Ûn × ÛH
n × (

â � e−iβ
)
.

Through the genetic algorithm to obtain the initial value of β, the one-
dimensional search is used to obtain the optimal solution βopt of β which mini-
mizes the objective function;

Step 3: According to βopt, the signal that the other tags arrive at the array
after removing the hardware phase error can be obtained as Rs = e+iβopt × S;

Step 4: The MUSIC algorithm is used to obtain the spatial spectrum.
According to the value of the x-axis corresponding to the peak of the curve,
the angle-of-arrival AoA can be obtained. Finally, the error can be obtained
compared with the real measured AoA.

Step 5: By repeating the above operation, the error between the estimated
AoA value and the true measured value can be obtained when each tag is used
as a calibration source.

4 Experiment and Analyses of Result

4.1 The Construction of Experimental Scene

We deploy the experimental setting in a 7m × 10m classroom. To obtain data,
we use the ImpinJ RFID reader with the with the frequency of 920.875 MHz. The
actual transmission distance is about 5m. In the experiment, we choose these



422 X. Wang et al.

parameters: the amount of antenna m = 8, the amount of tag l = 6, the amount
of data frame n = 5. A linear array, which is made up of 8 antennas, connects
with the reader, the two with a distance of 4 cm. We choose 6 tags in front of
the array, and make the tags face the array straightly to the greatest extent, and
put them in the range of reader’s readable area dispersedly as signal sources.
The experimental equipment was shown in the Fig. 4, and the deployment was
shown in the Fig. 5.

4.2 The Establishment of Fingerprint Database

We do each gesture circularly, and then we choose the data group which has
highest similarity with other groups as the fingerprint for one gesture. In our
experiment, we totally display 10 gestures which have been set in advance, as
shown in the Fig. 6. So that we can obtain the priori fingerprint base.

Antenna

Reader
Hub

Tag

Fig. 4. Experiment equipment.

Fig. 5. Experiment deployment.

4.3 The Recognition of Gestures

User make gestures randomly. We use the algorithm introduced in the Sect. 3.2
to get each eigenvector of the tags corresponding to the gesture.
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Fig. 6. Priori database of gestures set.
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Fig. 7. Accuracy of our gesture recognition system.

In order to quantify similarity and diversity further, we input the data into
our modified DTW algorithm to calculate regularly, the output data can quantify
distance of each pair of corresponding points. From its output image we can
explicitly see the matching rate.

4.4 The Analyses of Performance

In order to evaluate the system proposed in this paper, we repeat our each
gesture 10 times. In this way we can get corresponding data. According to the
aforementioned method, we obtain the gesture recognition results. Figure 7 shows
that the correct recognition probability of our system can reach about 92%, it
proves that this method has a quite high feasibility.

5 Conclusion

Gesture recognition is an important part of human-computer interaction. It has
great application prospects in the fields of smart home and somatosensory games,
which brings convenience to our life. The proposed gesture recognition technol-
ogy is based on RFID, which is low cost, and easy to be deployed. This method
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preprocess the data by dividing data into fragment, and calibrates the phase
to eliminate the phase difference caused by the hardware difference to improve
precision. Then the MUSIC algorithm is used to obtain the eigenvector of each
gesture. Finally, modified DTW algorithm is used to recognize the high resolu-
tion gesture. The experiment shows that the method proposed in this paper can
realize gesture recognition well.
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Abstract. Integrating GPU with CPU on the same chip is increasingly common
in current processor architectures for high performance. CPU and GPU share
on-chip network, last level cache, memory. Do not need to copy data back and
forth that a discrete GPU requires. Shared virtual memory, memory coherence,
and system-wide atomics are introduced to heterogeneous architectures and
programming models to enable fine-grained CPU and GPU collaboration.
Programming model such as OpenCL 2.0, CUDA 8.0, and C++ AMP support
these heterogeneous architecture features. Data partition is one of the collabo-
ration patterns. It is essential for improving performance and energy-efficiency
to balance the data processed between CPU and GPU. In this paper, we first
demonstrate that the optimal allocation of data to the CPU and GPU can provide
20% higher performance than fixed ratio of 20% for one application. Second, we
evaluate another 5 heterogeneous applications covering the latest architecture
features, found the relation of the data partitioning with performance.

Keywords: Data partition � GPU � Heterogeneous architectures

1 Introduction

In many modern processors such as Intel’s Kaby Lake, and AMD’s Bristol Ridge, the
GPU is resident on the same die as the CPU. CPU and GPU share the same physical
memory, which can significantly reduce the cost of host-device data copying. Hetero-
geneous system architectures and programming models are moving to tighter integration
[1, 2] by introducing features such as shared virtual memory (SVM), memory coher-
ence, and system-wide atomics to enable fine-grained CPU and GPU collaboration.
Some programming models have introduced support for the heterogeneous architecture
features described above, including OpenCL 2.0 and CUDA 8.0 and C++ AMP.

Many works have been done to effectively leverage the power of the both CPU and
GPU before the programming models mentioned above emerge. Many of them are
focus on task allocation between CPU and GPU. Vilches et al. [3] dynamically adjust
the size of the workload assigned to the GPU and CPU to maximize the GPU and CPU
utilization while balancing the workload. Grewe et al. [4] propose a machine
learning-based approach to determine the partition of OpenCL kernels while taking
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GPU contention into account. Lang et al. [5] propose a method for dynamically bal-
ancing the workload of a parallel conjugate gradient method between CPU and GPU.
Pérez et al. [6] design a library for OpenCL enabling a single data-parallel kernel to
take full use of all the available computing devices on a heterogeneous system.
However, they do not take advantage of features of modern architecture and pro-
gramming models.

Applications on heterogeneous architectures have different collaboration patterns.
Several general collaboration patterns have been investigated in [7]. Data partition is one
of the main collaboration patterns between different processors performing the same
operation concurrently on different data elements. Input and output data can be stored in
SVM which helps avoid explicit copying of data between devices and merging of final
result. Besides, system-wide atomics can be used in applications that requires atomic
updates to an output value or synchronization flag. Recent studies demonstrate that data
partition between the CPU and the GPU can improve the overall performance of a
heterogeneous computing system. The main challenge with this pattern is find the
optimal partition strategy to allocate data between CPU and GPU. Zhang et al. [8]
rewrite programs from three GPU-only or CPU-only benchmark suites with the OpenCL
framework. Eight of forty-two co-run programs can achieve higher performance over
running on GPU or CPU alone. The programs do not have the-state-of-art features of
heterogeneous architecture, which is essential to the implementation and performance.

Chai [7] is used in this work, a benchmark suite covers different computation
behaviors to exercise different features of the architecture. We evaluate 6 data parti-
tioning programs with various partitioning granularity from Chai. This paper tries to
explore the new findings about data partitioning application with modern programming
model executed on integrated architecture.

The remainder of this paper is organized as follows: Sect. 2 gives a brief intro-
duction to the background and motivation. We describe the experimental settings and
workflow in Sect. 3. In Sect. 4, analysis on the result is presented. In the end, Sect. 5
conclude this paper.

2 Background and Motivation

2.1 Data Partition

In data partition, different devices perform the same task on different parts of the input
or output concurrently. Figure 1 shows an example application that consists of two
coarse-grain sub-tasks. The second sub-task’s execution depends on the first sub-task’s
result. Generally, a synchronization will follow a coarse-grain sub-task to ensure col-
laboration between different devices [9], memory consistency for SVM. The size of a
collection can be changed in the next coarse-grain sub-task. As a result, the size of data
processed on a device in this coarse-grain sub-task will be different from that in
another. Each sub-task is divided into two data-parallel fine-grain task collections. The
execution of each collection is on a single device such as CPU, GPU.
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Fig. 1. Data partition application execution
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2.2 Heterogeneous Architecture Features

Heterogeneous architecture features described in this section are based on not only
hardware architecture but programming models. Figure 2 shows an integrated archi-
tecture in which CPU and GPU share off-chip memory. In some modern processors,
CPU and GPU share last level cache. Each CPU core has own L1 or L2 cache.
Each GPU core has own L1 cache, and two or more SMs share a L2 cache. SVM allows
CPU and GPU to share the same virtual address range. It is an OpenCL 2.0 terminology.
Giving such sharing, the explicit data copy between CPU memory and GPU memory is
not necessary anymore. Communication through the network-on-chip is more efficient
than a dedicated high bandwidth interconnect, such as PCIe. CPU and GPU also can use
the same pointer to access data structures. Furthermore, Fine-grain SVM and
coarse-grain SVM help efficient data share and synchronization in different grain.

The Heterogeneous System Architecture (HSA) [9] is a programming model that is
designed to easily and efficiently develop a wide assortment of data-parallel and
task-parallel applications. An HSA-compliant system will require architecture features
such as SVM, cache coherence, flat addressing of memory, atomic memory operations.
OpenCL 2.0 also benefit the features that HSA requires.

2.3 Impact of Partition

Figure 3 plots the execution time of bézier tensor-product surface (BS) with different
ratios of data processed on CPU. The implementation of BS from CHAI perform data
partition on the output surface, dividing it into square tiles and assigning them to
different CPU threads or GPU workgroups. The GPU workgroup size is chosen to be
the same as the tile size. The input matrix of control points and the output surface
points are stored in SVM. As we can see, the finish time grows as the data size of CPU
increases. It is clear that the finish time is constant when the percent between 0% and
6%, while the CPU time significantly increased. The CPU execution time rises steadily

Fig. 2. Simulated heterogeneous architecture
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as the percent is greater than 6%, while the GPU time varies slightly even no changes.
A reasonable explanation as cited in many research is that the total execution time of a
heterogeneous application on a heterogeneous system is the maximum of the CPU and
GPU execution times. Although this assumption is simplistic, it can enable us to gain
some insights into an optimal partition point.

3 Methodology

3.1 Simulation Settings

We use gem5-gpu [10] to simulate an integrated heterogeneous CPU-GPU system.
Gem5-gpu is a cycle-level simulator that integrate gem5 [11] and GPGPU-Sim [12].
Gem5’s full-system mode running the Linux operating system is used in our simulation.

The simulated system is depicted in Fig. 1 as described in Sect. 2. Gem5-gpu
supports a shared virtual address space between the CPU and GPU. GPU accesses
CPU’s page table for virtual to physical translation. Ruby cache hierarchy with
VI_hammer [10] coherence protocol is used in the configuration. All GPU cores and
their L1caches are connected to one crossbar, which is also connected to the GPU
L2cache. All CPU cores and their private L1caches, L2caches ate connected to another
crossbar. These two crossbars are connected to another crossbar, which is also con-
nected to the directory and memory. Table 1 lists the configurations of the system. We
simulate a heterogeneous system composed of an 8 core CPU and an integrated GPU
equipped with 8 Maxwell-like stream multiprocessors.

Fig. 3. BS execution time with different partition
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3.2 Benchmarks

Table 2 lists the applications that we use for evaluation. The applications are come
from Chai benchmarks suites. Chai provide 8 data partitioning applications cover
different computation behaviors to exercise different features of the architecture. Chai
encompasses a well-rounded combination of aspects such as partitioning granularity,
use of system-wide atomics, inter-worker synchronization, and load balance. We select
6 data partitioning applications as our benchmarks. The parameters in last column
specify the GPU configurations for each application including GPU threads per block
(work item) and the number of blocks (workgroup). We do not adjust the configuration
for each benchmark to exploit available resource in the simulated system. We assign 6
threads to each benchmark to complete the task, assign 1 thread to the benchmark when
the GPU acquires all the data. The datasets for each application is default.

3.3 Workflow

We run the programmers 1 time. We only take GPU kernel time, CPU kernel time,
finish time into statistics. The kernel time is the average of 10 runs after 5 warmup runs.
We dump the statistics at the end of the CPU kernel and the GPU kernel, do not reset
the statistics. So, the finish time is approximately the total simulation time divided by
times of run.

Table 1. Key configuration parameters

CPU # of CPU cores 8
CPU frequency 2 GHz
L1D cache L1I cache 64 KB 32 KB
L2 cache 512 KB

GPU # of GPU cores 8
L1 cache 64 KB
L2 cache 1 MB

DRAM DRAM size 3 GB

Table 2. Benchmarks, GPU configurations

Abbrev. Benchmark Configuration (#wi, #wg)

BS Bézier surface 16, 32
HSTI Image histogram (input partitioning) 256, 16
HSTO Image histogram (output partitioning) 256, 16
PAD Padding 256, 8
RSCD Random sample consensus 256, 8
SC Stream compaction 256, 8
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4 Result Analysis

Figure 4 shows the results of execution time with variable ratios for each benchmark.
For HSTI, HSTO, SC, PAD, the finish time is indifferent to the data partitioning. The
execution time on CPU and GPU is not sensitive to data partitioning as well. Load
balancing is not so important to improve the performance. We checked the imple-
mentation of HSTO, found that both CPU and GPU must go through the entire input.
So the execution time on CPU and GPU are similar. It is clear that partitioning ratio has
effect on only two applications. For RSCD, the GPU time do not change while the
finish time rises as the CPU time grows as expected. The total execution time is
determined by the last processor to complete the task.

(a) HSTI Execution Time with Different Partitioning 

Fig. 4. Execution time of benchmarks with different partition
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(d) SC Execution Time with Different Partitioning 

(c) RSCD Execution Time with Different Partitioning

(e) PAD Execution Time with Different Partitioning

Fig. 4. (continued)

Understanding Data Partition for Applications 433



5 Conclusion

In this paper, we run the heterogeneous programs written in new programming model
taking advantage of integrated architecture on integrated system. Some applications are
sensitive to data partitioning, while others not. We still need load balancing on the
architectures with such latest features. Elaborative distribution of workload should be
taken to get best performance according to system’s configuration. Data partitioning
has little effect on the platform whose one of the processors is very powerful if the
dataset is small.
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Abstract. Energy Internet is considered as a promising approach to solve the
problems of energy crisis and carbon emission. It needs to collect user’s
real-time data for optimizing the energy utilization. Edge nodes like GWs
(gateway) are used for data aggregation to improve the efficiency of the system.
Due to a large number of GWs are widely distributed and difficult to be man-
aged, which brings potential security threats for the Energy Internet. Existing
data aggregation schemes fails in preventing the adversary from controlling or
destroying GWs. In this paper, we propose an IBE-based Device Traceable
Privacy-Preserving Aggregation Scheme, named IBE-DTPPA. Increasing the
RA (Residential Area) users’ data aggregation integrity verification by BGN
Cryptosystem; using IBE Cryptosystem to encrypt aggregation data, calculating
ciphertext based on GW’s dynamic ID, realizing the target GW traceability;
choosing CC (Control Center) dynamic identity information as public key to
realize CC authentication, preventing adversary from using CC’s identity
fraudulently. Through extensive analysis, we demonstrate that IBE-DTPPA
resists various security threats, and can trace target GW efficiently.

Keywords: Device tracking � Authentication � Data aggregation
Energy Internet

1 Introduction

Energy Internet as a pluralistic energy network [1], as the issues of environmental
pollution and energy crisis are becoming increasingly serious, Energy Internet supports
the large-scale use of renewable energy sources, which has been given broad intensive
attention. Energy Internet can be divided into energy network and information network.
Energy generated from various users turns into electricity and interacts with the power
plant through the energy transfer network and information network, as shown in Fig. 1.
Compared with smart grid, the Energy Internet can make full use of the various types of
distributed energy [2], so the energy management and real-time data analysis are
important in Energy Internet [3, 4]. In the Energy Internet, the scope of system data
collection will be expanded greatly, SMs and a variety of smart appliances will be used
as collection devices to upload nearly real-time periodically, however, frequently
electricity usage data collection may bring user sensitive information leakage and other
issues, which threaten user privacy [5], and calculation cost and communication
overhead bring much pressure to the system. Using data aggregation [6, 7] not only
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reduces communication overhead but also protects individual data privacy. Most of the
existing aggregation schemes use homomorphic encryption to encrypt users’ data,
device like SM (smart meter) encrypts data and aggregates in edge nodes in commu-
nication network without decryption, which can reduce the communication overhead
and calculation cost for other entities, improving system efficiency, as show in Fig. 1.

Due to a large number of GWs are widely distributed in the RA, it is difficult to
manage, vulnerable to be destroyed or controlled by the adversary, resulting in the error
aggregation data will be transmitted to CC, improper power generation plan or dynamic
price will reduce system reliability, as shown in Fig. 2, then how to trace the target
gateway in time to ensure Energy Internet reliability, which is still a problem. In addition,
CC’s identity is vulnerable to be used fraudulently by the adversary, which may cause
user privacy disclosure. To solve above problems, in this paper, we propose IBE-based
Device Traceable Privacy-Preserving Aggregation Scheme based on IBE (IBE-DTPPA).

Fig. 1. Energy Internet system architecture
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A security-efficient, supporting target GW traceability. The main contributions of this
paper are divided into three parts as follows:

(1) We add a random number in aggregation in BGN Cryptosystem to realize veri-
fication of aggregation data integrity. Choose CC’s dynamic ID as public key IBE
encryption, ID updates aperiodically in short period of time, ensuring the
authenticity of CC’s identity.

(2) We encrypt the RA aggregation data by IBE Cryptosystem, calculating ciphertext
based on GW’s dynamic ID, realizing the target GW traceability.

(3) We prove the security of our scheme, analyze the relevant parameters through
detailed analysis, proving our scheme is secure against different attacks and can
realize device traceability efficiently.

The rest of this paper is organized as follows. Section 2 introduces the related work.
In Sect. 3, some preliminaries are given. In Sect. 4, showing the system model and
design goals. In Sect. 5, our scheme is stated. In Sect. 6, security analysis is given. In
Sect. 7, the paper is concluded.

2 Related Work

Existing data aggregation schemes have a common concern, individual user’s
privacy-sensitive data should not be exposed. The common solutions to realize data
aggregation contain homomorphic encryption [8] and data obfuscation [9]. However, the
selection of parameters in data obfuscation is a difficult task. Therefore, homomorphic
encryption has been widely used. Existing schemes use a homomorphic encryption to
encrypt user’s privacy-sensitive data and the edge nodes like gateway in the Energy
Internet can aggregate all user’s data without decryption, Przydatek et al. propose a
specific framework for secure data aggregation in distributed energy environment,
although Przydatek et al.’s framework could provide efficient data aggregation, the data
privacy still needs to be improved. To address the individual user privacy issue in data

Edge Nodes

Control
Center

Devices

Data

Adversary

Error data

System 
Decisions

Improper
Decisions

Target
GW

Fig. 2. Energy Internet edge equipment threat
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aggregation, Shi et al. [10] propose a scheme to aggregate time-series data, which allows a
group of collection devices upload the encrypted user’s data to the aggregator periodi-
cally, and aggregate the data without disclosing any information. Homomorphic hash
function [11] has been used to authenticate SM and CC. In [12], Lu et al. proposes an
efficient and privacy-preserving aggregation scheme by homomorphic multidimensional
data encryption schemes (EPPA), which can realize the multidimensional data aggrega-
tion. On this basis Chen et al. [13] try to use third parties to achieve fault tolerance of data
aggregation, but the obvious disadvantages is that third party security is difficult to
guarantee. Shi et al. [14] proposes theDG-APED scheme,which can resolve the problems
caused bymalfunctioning SMs. it will aggregate the data by grouping, and drop the group
which contains the damaged SM. However, because of error rate is not ideal and extra
computational cost in searching the damagedmember also needs to spend.Works [15] are
committed to achieve the efficient data aggregation, but the cost of realizing fault tolerance
is still too high, and there is still room for improvement.Works [16] are proposed to realize
the differential privacy in aggregation schemes. Wang et al. [17] proposes an electric
vehicle in the smart grid traceability of privacy protection and precision incentive scheme,
using a restrictive partially blind signature technique and pseudonym in V2G
(vehicle-to-grid) networks to achieve traceability of malicious users. Several other papers
(e.g., [18–24]) have studied related security and network issues.

3 Preliminaries

3.1 Bilinear Maps

Let G0 and G1 be two multiplicative cyclic groups of prime order p and g be the
generator of G0. The bilinear map e is, e : G0�G0 ! G1, for all a; b 2 Zp:

Bilinearity: 8u; v 2 G1; eðua; vbÞ ¼ eðu; vÞab
Non-degeneracy: eðg; gÞ 6¼ 1
Symmetric: eðga; gbÞ ¼ eðg; gÞab ¼ eðgb; gaÞ

3.2 Elliptic Curve Cryptography (ECC)

Elliptic curve encryption (ECC) algorithm [25, 26], proposed by Koblitz and Miller in
1985, Define an elliptic curve E and a field GFðqÞ.Consider x; y Abel with a form of
rational number EðqÞ, Elliptic curve equation E defined as

y2 þ a1xyþ a2y ¼ x3 þ a3x
2 þ a4xþ a6

The point E(K) on the elliptic curve that satisfies the equation plus the set of infinity
points is expressed:

EðKÞ ¼ fðx; yÞ 2 k2jy2 þ a1xyþ a2y ¼ x3 þ a3x
2 þ a4xþ a6g[ f0g
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3.3 Complexity Assumptions

Definition 1. ECC is based on the problem of finding elliptic curve discrete pairs
(ECDLP) is difficult.

That is, for a base point on the elliptic curve, it is easy to give an integer test, but it is
very difficult to derive the integer from the point and point, that is, there is no algorithm
to solve the polynomial time, which is elliptic curve discrete Logarithmic problem, to
provide security for ECC-based encryption algorithms.

Definition 2 Bilinear Diffie-Hellman (BDH) Problem. The Bilinear Diffie-Hellman
(BDH) problem in G is as follows: Given ðP; aP; bP; cPÞða; b; c 2 Z�

q Þ, calculate,

x ¼ eðP;PÞabc 2 G2, e is a bilinear mapping, P is the generator of G1, G1, G2 is the
order of prime numbers q of the two groups, Set the algorithm A to solve the BDH
problem, The advantage of an adversary s is defined as Pr jAðP; aP; bP; cPÞ ¼
eðP;PÞabcj � s.

There is no valid algorithm to solve the BDH problem, so it can be assumed that the
BDH problem is a difficult problem.

3.4 Based on BDH IBE (Identity-Based Cryptosystem)

IBE [25] algorithm consists of four steps:

Step 1 System initialization:

Let k 2 Z þ be a safety parameter, run the BDH parameter generation algorithm g,
Output prime number q, group orders of q, G1, G2, a bilinear mapping
e : G1 �G1 ! G2. Select a random generator P 2 G1, random selection s 2 Z�

q , cal-
culating Ppub ¼ sP. Select a hash function H1 : f0; 1g� ! G�

1, for n, Select another
hash function H2 : G2 ! f0; 1gn, the message space is M ¼ f0; 1gn ciphertext space is
C ¼ G�

1 � f0; 1gn, System parameters are public: params ¼ \q;G1;G2; e; n;P;Ppub;

H1;H2 [ ; s is the master key, is confidential.

Step 2 Encryption:

The identity ID of the recipient is encrypted as a public key, M 2 M, calculate
QID ¼ H1ðIDÞ 2 G�

1, choosing random number r 2 Z�
q , generating ciphertext:

C ¼ \rP;M � H2ðgrIDÞ[ ; gID ¼ eðQID;PpubÞ 2 G�
2 ð1Þ

Step 3 Key generation:

For a given bit string ID ¼ f0; 1g�, calculate QID ¼ H1ðIDÞ 2 G�
1, then calculate

secret key dID ¼ sQID, master key is s.
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Step 4 Decryption:

Set ciphertext is C ¼ \U;V[ 2 C, then use dID calculate

V � H2ðeðdID;UÞÞ ¼ M; Get the plaintext M ð2Þ

3.5 BGN (Boneh-Goh-Nissim) Cryptosystem

Given the security parameter g, composite bilinear parameters ðp; q;G;G1; eÞ are
generated by 1ðjÞ, where n ¼ pq and p, q are two k-bit prime numbers g 2 G is a
generator of order n. Set h ¼ gq, then h is a random generator of the subgroup of G
order p. The public key is PK ¼ ðN;G;G1; e; g; hÞ, and the corresponding private key
is SK ¼ p.

Step 2 Encryption:

We assume the message space consists of integers in the set m ¼ f0; 1; . . .. . .Wg
with W � q. To encrypt a message m, we choose a random number r 2 ZN and
compute the ciphertext:

c ¼ Eðm; rÞ ¼ gm � hr 2 G ð3Þ

Step 3 Decryption:

Given the ciphertext c ¼ Eðm; rÞ ¼ gmhr 2 G, the corresponding message can be
recovered by the private key SK ¼ p,

cp ¼ ðgm � hrÞp ¼ ðgpÞm: ð4Þ

Let g� ¼ gp, To recover m, it suffices to compute the discrete log of cp base g�.
Since 0�m� T , the expected time is around Oð ffiffiffiffi

T
p Þ when using the Pollard’s lambda

method [26].

4 Models and Goals

4.1 System Model

In this section, we propose an IBE-based Device Traceable Privacy-Preserving Aggre-
gation Scheme in the Energy Internet. The system model as Fig. 3 shows, mainly com-
posed of CC, TCA (Trusted Third Party), edge nodes like GWs, and a varied of Users in
the RA.

User: We divide all the users into distributed energy providers, energy consumers
and electric vehicle users. They all need to upload their real-time data to the control
center for the energy optimization through SMs. As the real-time data is related to
user privacy, the data must be encrypted by the SM before sending to the CC.
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GW (gateway): is responsible for collecting the encrypted data sent by SMs in RA,
calculating the aggregation of real-time data by running the homomorphic algorithm
and uploading the sum to the control center. Responsible for data aggregation
integrity verification and encryption of aggregated data by IBE. In order to improve
the efficiency of the system, the user selects the nearest available GW in RA.
TCA (Trusted Third Party): responsible for the SM, GW and CC initialization to
generate keys and system parameters, generating dynamic IDs for the GW in RA
and CC, and CC authentication.
CC (Control Center): Can acquire the summary of real–time data from GW with
these data, CC can get the trend of power consumption and create the power
generation plan or dynamic price immediately. In order to improve efficiency of the
Energy Internet, different regions set up different CCs.

4.2 IBE-DTPPA Scheme Procedure

The procedure of IBE-DTPPA Scheme has the following four steps:

Step 1 User data request and encryption:

(1) When the CC Sends a data request in RA, or Users’ data is collected period-
ically (15 min), the TCA is initialized to generate the encryption parameters for SM
and GW. (2) SM encrypts current data by BGN, and transfers to the nearest available
GW in RA.

Step 2 Data aggregation and aggregation integrity verification:

(1) When GW receives encrypted data from users in RA, then GW aggregates data
and user random numbers. (2) The aggregation integrity of the user data in RA is
verified by the random number aggregation.

CC

GW GW

TCA

User User 

Edge Nodes

Devices RARA

Secure Information Flow
Control Command Information 
Authentication and Keys Flow

Fig. 3. System model
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Step 3 Secondary Encryption:

If the data is successfully aggregated, the aggregation is re-encrypted by IBE
encryption based on the dynamic ID of CC in GW, choosing CC’s ID as public key,
calculating ciphertext based on GW’s ID. To realize the CC real-time authentication
and traceability of malicious GW. The ciphertext is forwarded to CC.

Step 4 Decryption and GW traceability:

If the authentication of CC is successful, CC gets decrypt permission, getting the
aggregation data in RA, if CC doubts the authenticity of the aggregation data, and
wants to trace the source, then the GW which responsible for the data aggregation will
be traced. If find the GW is destroyed or controlled by the adversary, the malicious GW
will be isolated and replaced by other available GWs in RA in time.

4.3 Adversary Model

We assume that SM installed on the user side is a trusted device. The communication
channel is not secure and adversary may eavesdrop on the channel. The GW is vulnerable
to be controlled or destroyed by the adversary. CC is not fully credible, will not take the
initiative to disclose user information, but the adversary will use CC’s identity fraudu-
lently to steal user’s data, which will bring the privacy and security threats to users.

4.4 Design Goals

Considering the above mentioned, our design goals can be divided into three aspects.

(1) Privacy-preserving: users’ data in RA is inaccessible to any other users. The
outside adversary, GW or CC should not acquire the real-time data of users even if
they try to conspire with each other.

(2) Target GW traceable: The aggregation data encrypted by IBE Cryptosystem,
calculating the ciphertext by GW’s dynamic ID. When CC wants to trace the
source of the aggregation data, tracing the target GW efficiently.

(3) CC authentication and aggregation integrity verification: preventing the adversary
from fraudulently using CC’s identity, using CC’s dynamic ID as IBE public key
to realize real-time authentication of CC. In order to ensure the accuracy of data
collection of RA, random number aggregation is used to verify the integrity of
user data aggregation in RA by BGN Cryptosystem.

5 IBE-DTPPA Scheme

5.1 System Initialization

(1) Device dynamic identity generation

In order to achieve CC real-time authentication, preventing the adversary tracing the
data owner based on the fixed ID of GW, in our scheme, updating the dynamic ID of
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GW and CC IDGi IDCi in a short period, updated IDGi , IDCi by TCA. The update period
is bounded by the times of calculations of RA data collection. For example, the number
of GW calculations TimesGWðTimesGW � 50Þ and CC TimesCCðTimesCC � 100Þ, and
the TCA updates the ID for the device when the threshold is reached.

(2) System parameter generation

Step 1. TCA runs Gen1ðkÞ, generating the parameters used for DBH-based IBE Cryp-
tosystem: Given the security parameter k 2 Z þ , calculating a prime number
qIBE, groups G1, G2, G1�G1 ! G2 of order qIBE. Select the random generate
P 2 G1, selecting random number s 2 Z�

q, calculating PKIBE ¼ sP, selecting
Hash Function H1 : f0; 1g� ! G�

1 H2 : G2 ! f0; 1gn. Public parameter is
parIBE ¼ \qIBE;G1;G2; e; n;P;Ppub; H1;H2 [ .

Step 2. Run Gen2ðkÞ, generating the required parameters for BGN Cryptosystem,
ðp; q;GÞ, p; q are two prime numbers, selecting random numbers g 2 G,
x 2 G, calculating h ¼ xq, PKBGN ¼ ðN;G; g; hÞ, SKBGN ¼ p.

Step 3. In order to achieve aggregation integrity verification, when RA users U ¼
fU1;U2; . . .;Ung data encrypted by BGN (assigned to the same GW), TCA
will generates a system random number rs for the RA users, calculating the
random number of each user based on the system random number:

ðr1 þ r2 þ . . .þ rnÞ ¼ rs mod p ð5Þ

Send the different random number ri for each user to the user in RA for encryption.
Parameter generation process as Fig. 4 shows.

5.2 User Data Encryption

(1) SM (Smart Meter)

User Ui in RAj collects user’s data di periodically (15 min) by SM, encrypting di by
BGN Cryptosystem, and based on the user’s random number ri, according to the
formula (3), calculating CBGNi ¼ gdihri .

Fig. 4. System initialization
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After the encryption process, in order to prevent the attacker from listening at the
target GW, and increase the efficiency of the system. TCA choose the nearest available
GW in RAj for the users to aggregate data randomly. And then SM forwards CBGNi to
the chosen GW.

(2) GW (Gateway)

Upon receiving all the encrypted data from SMs, GWa aggregates all the data by:

CUaj¼
Yn

i¼1
CBGNi

¼ gd1hr1 � gd2hr2 � � � gdnhrn

¼ g
Pn

i¼1
dih

Pn

i¼1
ri

� �

¼ g

Pn

i¼1
di

hrs
0

ð6Þ

After aggregating data in GWa, and then aggregates user random number ri,

compared with system random number rs,
Pn

i¼1 r
i ¼? rs if it does hold, proved aggre-

gation is successful, otherwise, directly abandon the data, sending a data request to CC
again, which will increase system strategy reliability and reduce overhead of error
aggregation data for the system.

5.3 Secondary Encryption

In order to achieve the traceability of the GW device and increase the security of the
CC, we encrypts aggregation data by IBE Cryptosystem in IBE-DTPPA scheme. We
use CC’s dynamic ID as the public key, calculating ciphertext based on GW’s dynamic
ID as random number. Secondary aggregation data encryption, increasing the data
security, CC real-time identity authentication to ensure that CC is not be used fraud-
ulently and trace target GW efficiently. The process as:

When the GW requests the secondary encryption of the aggregated data, TCA
generates the public parameters parIBE for the IBE encryption, sending the GW dynamic
ID, IDga CC dynamic ID, IDCi and the public parameters parIBE to the target GW. TCA
calculates the public key based on IDCi , calculating ciphertext C0 by IBE Encryption.
The current time stamp. TSt is set, in order to prevent replay attack. And in order to
ensure the integrity of the message, we select the hash function H2 : G2 ! f0; 1gn,
generating a message digest d, and GW sends it with TSt, C0 to the CC.

Step 1. Calculate QIDCi
¼ H1ðIDCiÞ 2 G�

1;
Step 2. The GW dynamic identity information IDgi 2 Z�

q is taken as a random number.
Step 3. According to the formula (1), calculating the ciphertext:
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C0 ¼ \IDgaP; g

Pn

i¼1
di

hr
0 � H2ðgIDga

IDga
Þ[ ð7Þ

Step 4. Calculate d ¼ H2ðC0Þ, sending fd ¼ H2ðC0Þ;C0; TStg to the target CC.

5.4 Data Decryption and Devices Traceability

(1) CC Authentication

After receiving fd ¼ H2ðC0Þ;C0; TStg, and CC verifies whether H2ðC0Þ ¼? d, If it
does hold, the message has not been tampered, otherwise the data request is sent again
to the user in RAj. Then verifies whether the aggregated data is available by checking
TSt then CC sends a decrypted data request to the TCA, following as:

Step 1 TCA authenticates the CC’s current identity and generates the key:
QIDCi

¼ H1ðIDCiÞ 2 G�
1, SKIBE ¼ dIDCi

¼ sQIDCi
, when the verification is

successful, sending sQIDCi
to CC.

Step 2 Decrypt C0 ¼ \IDgiP; g

Pn

i¼1
di
hr

0 � H2ðgIDgi
IDgi

Þ[ by IBE Cryptosystem.

According to the formula (2), as:

CUaj ¼ g

Pn

i¼1
di

hr
0 � H2 g

IDgi
IDgi

� �

� H2ðeðsQID; IDgiPÞÞ

¼ g

Pn

i¼1
di

hr
0

ð8Þ

Generate IDGiP and CUaj by IBE Cryptosystem encryption.
Step 3 Decrypt CUaj according to secret key SKBGN ¼ p by BGN Cryptosystem, as:

CSKBGN ¼ g

Pn

i¼1
di

hr
0

� �p

¼ g

Pn

i¼1
di p

xnr
0

¼ g
Pn

i¼1
diper

0

¼ ðgpÞ
Pn

i¼1
di

ð9Þ

To recover
Pn

i¼1 di, which suffices to compute the discrete log of cp base g�. Since
0� d� T , CC can get the sum of users’ data

Pn
i¼1 di in expected time Oð ffiffiffiffiffiffi

nT
p Þ using

the Pollard’s lambda method [26].
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(2) Target GW Device Traceability

If CC doubts the authenticity of the aggregation data, and wants to trace the source,
then the GW which responsible for the data aggregation will be traced, sending IDGiP
in the ciphertext C0 by IBE Cryptosystem to TCA, CC send IDGiP to TCA, calculating
the target GW’s dynamic ID, IDGi based on public parameter P, TCA trace the target
GW by IDGi . If TCA finds the GW is destroyed or controlled by the adversary, the
malicious GW will be isolated and replaced by other available GWs in RA in time.

6 Security Analysis

In this section, we analyze the security properties of the proposed IBE-DTPPA scheme.
In particular, following the security requirements discussed earlier, our analysis will
focus on how IBE-DTPPA scheme can achieve the privacy of individual user data in
RA, the authentication of CC and the verification of data aggregation, and the suspi-
cious GW traced efficiently.

(1) The individual user’s data is privacy-preserving in the proposed IBE-DTPPA
scheme

In the propose IBE-DTPPA scheme, user Ui’s data in RA, ðd1; d2; . . .; diÞ sensed by
SMs are encrypted as CBGNi ¼ gdihri by BGN cryptosystem. Since BGN cryptosystem
is provably secure against chosen plaintext attack based on the subgroup decision
assumption, the data ðd1; d2; . . .; diÞ in CBGNi is also semantic secure and
privacy-preserving. Therefore, even though the adversary A eavesdrops CBGNi, he still
cannot identify the corresponding contents. After collecting all reports
ðCBGN1;CBGN2; . . .;CBGNiÞ from the RA, the GW will not recover each user’s data,
instead, it just computes CUaj¼

Qn
i¼1 CBGNi to perform report aggregation. Therefore,

even if the adversary A intrudes in the GW’s database, he cannot get the individual
report ðd1; d2; . . .; diÞ either. Finally, after receiving CUaj¼

Qn
i¼1 CBGNi from GW, the

CC recovers CUaj as Dj ¼
Pn

i¼1 di. However, since Dj is an aggregated result, even if
the adversary A steals the data, he still cannot get the individual user Ui’s data
ðd1; d2; . . .; diÞ Therefore, from the above three aspects, the individual user’s report is
privacy-preserving in the proposed IBE-DTPPA scheme.

(2) The authentication of CC and the security of aggregation data can be
guaranteed in IBE-DTPPA scheme

(1) In the propose IBE-DTPPA scheme, each individual user’s data is encrypted by
BGN cryptosystem and the aggregated report are encrypted by IBE Cryptosystem,
choosing CC’s dynamic ID, IDCi as public key and encrypt the aggregation data
generate C0

Uaj by IBE Cryptosystem, the CC’s identity authentication can be realized.
Since IDCi updates aperiodically by TCA, the adversary A cannot get CC’s current ID,
preventing the adversary A from using CC identity fraudulently.

(2) GW sends message M ¼ fd;C0; TStg, d ¼ H2ðC0Þ to the CC, d is the digest of
hash function H2 : G2 ! f0; 1gn in random oracle model, C0 and is a valid ciphertext
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of IBE Cryptosystem. Since in IBE-DTPPA scheme, IBE Cryptosystem is based ECC
(Elliptic curve cryptography) algorithm, which is under the assumption that ECDLP
problem is hard, IBE is semantic secure against the chosen plaintext attack under the
assumption that BDH problem is hard. Therefore, M¼fd;C0; TStg is semantic secure
against chosen-plaintext attack based on IBE Cryptosystem and random oracle model.
As a result, the authentication of CC’s identity can be realized, adversary A in the
Energy Internet cannot fraudulently use CC identity to steal the user’s data, the security
of ciphertext encrypted by IBE Cryptosystem can be guaranteed in IBE-DTPPA
scheme.

(3) Target GW in the Energy Internet can be traced efficiently in IBE-DTPPA
scheme

After the CC’s authentication is successful, CC recovers the aggregated data Dj in
RAi from C0

Uaj . If CC doubts the authenticity of the aggregation data, and wants to trace

the source, CC will send IDGiP in C0
Uaj to TCA, to trace the target GW which

responsible for the data aggregation, TCA calculates GW’s dynamic ID, IDGi based on
public parameter P, GW will be traced efficiently. If find the GW is destroyed or
controlled by the adversary, the malicious GW will be isolated and replaced by other
available GWs in RA in time. As a result, the adversary A in the Energy Internet cannot
control any GW to transmit error aggregated data, thus improving the CA’s system
strategic-making reliability.

7 Conclusion

This paper, we proposed IBE-DTPPA scheme, IBE-based Device Traceable
Privacy-Preserving Aggregation Scheme. It can realize: (1) the traceability of target
GW device; (2) CC real-time authentication to preventing the adversary from using CC
identity fraudulently; (3) increase data aggregation integrity verification, to ensure the
accuracy of system decision-making while creating the power generation plan or
dynamic price immediately. We also provide security analysis to demonstrate its
security.. For future work, we will work on resolving the fault-tolerant in GW, deepen
the IBE-DTPPA scheme.
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Abstract. Cloud computing is an Information Technology (IT) model that
provides convenient, on-demand network access to a shared pool of config-
urable computing resources (e.g., networks, servers, storage, applications, and
services), which can be rapidly provisioned and released with minimal man-
agement effort and service provider interaction. Infrastructure as a Service (IaaS)
is a new trend setter in the field of cloud computing which recently emerged as a
new architype for hosting and delivering services on the internet. This study will
discuss the characteristics and benefits of operating Virtual Web-Hosting
together with Infrastructure as a Service (IaaS) model of cloud computing.
Moreover, this study will also highlight the architectural principles, main con-
cepts, and state of the art implementation and challenges of virtual web-hosting
on Infrastructure as a service (IaaS).

Keywords: Component � Cloud computing � Web hosting � Virtualization
IaaS

1 Introduction

Cloud computing emerged as engine of enterprise technology innovation for delivering
and hosting services on the internet. The end users of a cloud computing network
usually have no idea where the servers are physically located, they just spin up their
application and start working. One of the main advantage of cloud computing is that it
allows anyone to deploy their services within few minutes and provides a service
worldwide [1]. Cloud computing is considered as global network metaphor, previously
telephone networks were considered as cloud but now cloud used in reference to
represent the internet as a whole [2]. In short cloud computing is known as delivery
model for often virtualized computing resources of various servers, applications, data
and other resources that are integrated with each other and provided as a service on the
Internet.
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Major Uses of Cloud Computing: Cloud computing has reshaped business models to
gain benefit from this new IT paradigm. Indeed, cloud computing provides several
compelling features that make it attractive to businesses. Probably everyone using
cloud computing right now, even if they don’t realize that. Using an online facility to
send or receive emails, editing of online documents, watching television or movies
online, listening online music, playing games on internet or storing pictures and other
files on online drives, is likely made possible by cloud computing behind the scenes.
The first ever cloud computing facilities are barely more than a decade old [3]. Cloud
computing may be attributed being a recent research topic. Research on cloud struc-
tures, processes and qualification of businesses employees to govern cloud services is
at infancy [4]. But already a variety of firms from tiny start-ups to global corporate,
government organizations to non-profits are implementing the technology for all sorts
of reasons. Here are a few of the uses of cloud computing (Fig. 1):

• Hosting websites and blogs
• Creation of new apps and services
• Streaming audio and video content
• Storing, backing up and recovering data
• Delivering software on demand services
• Analyses of data patterns to make predictions

Fig. 1. Logical explanation of cloud computing
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Web-hosting is the process of acquiring remote servers that allows to post a website
or web page on the Internet. A web host is a business responsible to provide the
technologies and services required for the website to be viewed onto Internet. Tradi-
tional web-hosting provides cost efficient solution to host the website low-cost main-
tenance. But, along with these advantages, it also has downsides of performance
degradation and single point of failure etc. Currently, cloud based web hosting is the
most innovative hosting technology available to businesses that allows the website to
be hosted on multiple virtual machines that act as one system [5].

2 Services Architecture

Cloud Computing services are generally divided into three broader categories which is
also known as cloud computing stack, because these services are built on top of one
another: (1) infrastructure as a service (IaaS), (2) platform as a service (PaaS) and
(3) software as a service (SaaS). With the advantage of these three types of services, a
cloud platform can provide highly scalable services for end-users.

Infrastructure-as-a-service (IaaS): IaaS is known as most basic building block of
cloud computing services stack. Infrastructure-as-a-service is a form of hosting which
includes routing services, network access, and storage. With IaaS, user rent IT
infrastructure servers and virtual machines (VMs), storage, networks, operating sys-
tems from a cloud provider on a pay-as-you-go basis [6] Examples: Microsoft Azure,
GoGrid.

Platform-as-a-service (PaaS): PaaS provide cloud computing services in an
on-demand environment for developing, testing, delivering and managing software
applications and for that it is also known as cloud-ware. Platform-as-a-Service is
designed for developers to quickly and easily create web or mobile applications,
without worrying about tedious process of installing or managing the software needed
for development application. Normally developers select PaaS platforms to host their
applications for administration and management tasks [7] Examples: Google App
Engine, ForceCom.

Software-as-a-service (SaaS): SaaS is a method which referred to deliver software
applications on demand and typically on a subscription basis over the Internet. With
SaaS, cloud providers host and manage the software application and underlying
infrastructure and handle any maintenance, like software upgrades and security
patching. Users connect to the application over the Internet, usually with a web browser
on their smartphone, tablet or PC [8] Examples: SalesForce, RackSpace (Fig. 2).

In this paper we will discuss about IaaS platform and the transformation of tradi-
tional web hosting solution to IaaS based hosting solution.

In a traditional web hosting environment host have to manage and take care of
on-premise software and hardware services like Networking, Storage, Servers, Virtu-
alization, Operating system, Middleware, Data and Application. The creation of
hosting services on a virtual rather a physical version of a computing resources which
include server hardware, operating system(OS), storage devices and so forth is known
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as Virtual Web-Hosting. While using Infrastructure as a service(IaaS) model of cloud
computing host can get rid of hardware infrastructure requirement and have to only
mange soft services like Operating System, Middleware, Data and Application etc. See
Table 1.

Fig. 2. Cloud services stack layers

Table 1. Traditional Vs hosting on IaaS
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3 Characteristics and Benefits

Microsoft Azure, Amazon S3 and Google Cloud are leading Cloud Service Providers
(CSP) which offers different types of services for storage (For Example: blob, block,
file, etc.) with different prices for at least two classes of storage services: Standard
Storage (SS) and Reduced Redundancy Storage (RSS) [9]. Web-hosting on IaaS model
of Cloud Computing have several salient feature and essential characteristics which are
different from traditional hosting environments [10]: (1) on-demand self-service,
(2) broad network access, (3) shared resource pooling, (4) rapid elasticity, and
(5) measured service (Table 2).

Benefits of Hosting on IaaS:

• IaaS circumvents up-front investment of setting and maintaining an on-site
datacenter.

• Hosting on IaaS provides much more flexibility than traditional web-hosting.
• Services hosted on IaaS are generally web-based. Therefore, they can be easily

accessible through any smart device with Internet connection.
• With IaaS there is no need to worry about hardware failure, troubleshooting

hardware problems or any system updates.
• IaaS allows to decoupling and separation of the business service from the IT

infrastructure.
• IaaS normally use Geo-distribution and ubiquitous network access which eliminates

single point of failure.
• Resources can be allocated or de-allocate easily so service providers can acquire

resources only as per current demand.
• IaaS hosting operationally efficient, and allow more rapid deployment of new

services which eventually reduce cost.

Table 2. CSP pricing in US $

Cloud pricing charged by CSP
CSP Amazon Google cloud Azure

SS (GB/Month)
RRS (GB/Month)

0.0330
0.0264

0.026
0.020

0.030
0.024

Out-network
Reduce out-network

0.08
0.02

0.12
0.12

0.087
0.087

Get (Per 100 K request)
Put (Per 1000 request)

4.4
5.5

10
10

3.6
0.036
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4 State of the Art Implementation and Challenges

In this section we will discuss dominant commercial competitors and state of the art
implementation of virtual web hosting on infrastructure as a service (IaaS) with
research challenges:

4.1 Commercial Competitors

Currently there are three major competitors in the cloud computing market such as
Windows Azure, App Engine and Amazon.

A. Windows Azure Cloud Platform by Microsoft:

Microsoft Windows Azure is a comprehensive set of cloud computing services that
IT professionals and developers use to build, deploy and manage applications through
Microsoft network of global datacenters [11]. Microsoft Windows Azure have inte-
grated tools, DevOps and an Azure marketplace which support IT professionals and
developers in efficiently building web-scale solutions. Microsoft window azure pro-
vides a consistent and unique platform across clouds which can be further divided into
four layers in terms of End-user experience, Unified Application Model, Services and
Cloud Infrastructure [12].

Microsoft’s Window Azure platform comprises of three major components and
each component is responsible to provides a specific set of cloud services to users.
Microsoft Azure offers a Windows based environment for running cloud based
applications and storing application data on servers in global datacenters; Azure SQL
offers cloud based data services on SQL Server. Distributed infrastructure services to
cloud-based and local applications provided by .Net.

Azure cloud platform can be used by both applications on the cloud and applica-
tions on local systems. Fabric Controller Software is used to monitored all of the
physical resources, Virtual Machines and applications in the datacenter. The users
upload a configuration file with each of its application that provides an XML-based
description of what the application needs. Fabric controller decides where new appli-
cations should run, choosing physical servers to optimize hardware utilization based on
that XML configuration file [13].

B. App Engine Cloud Platform by Google:

Google App Engine is a fully managed cloud platform that completely abstracts
away infrastructure requirement and usually used for traditional web based applications
in google managed data centers. Google App-engine allows developers to build modern
mobile and web applications on an open cloud platform managed by google, it allows
users to bring their own language runtimes, third-party libraries and frameworks.
Google App Engine goes out of the box to supports multiple languages including
Node.js, Java, C#, Ruby, Go, Python, and PHP. Programmers from these languages can
be immediately productive in a familiar environment [14].

Google App-Engine provide automatic scaling for web applications as the number of
requests increases for an application, App-Engine automatically assigns more resources
for that application to knob the additional demand [15].Google app engine provide state of
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the art advantages like Automatic Scaling, Quickly Start and build faster, Automatic
Security Scanning for applications hosted on Google Cloud datacenters.

C. AWS Cloud Platform by Amazon:

AWS (Amazon Web Services) is a platform which provides on-demand cloud
computing services to end-users i.e. individuals and organizations. Amazon Web
Services also own its own marketplace which offer free and paid software products that
run on AWS tier [16]. Amazon Web Services (AWS) Cloud provides broad range of
infrastructure services, such as compute power, storage services, networking and
databases which are delivered as a utility: on-demand, available in seconds, with
pay-as-you-go pricing model. From Directories to content delivery, data warehousing
to deployment tools, around ninety AWS services are available to end-users.

AWS services can be provisioned quickly, without upfront expense. This allows
enterprises, start-ups, businesses, and public sector customers to access the building
blocks they need to meet business requirements [17]. Amazon Elastic Compute Cloud
(aka: Amazon EC2) is a web based cloud service designed for developers to make
web-scale computing easier. EC2 provides secure and resizable compute capacity in the
cloud. AWS (Amazon Web Services) batch job dynamically provision optimal quantity
and type of compute resources (e.g., CPU or memory-optimized instances) based on
volume and specific resource requirements (Table 3).

4.2 Implementation

In this section we will discuss state of the art implementation of Virtual Web-Hosting
on Infrastructure as a Service model of Microsoft Windows Azure Cloud.

Infrastructure:
For running virtual web-hosting over Infrastructure as a Service(IaaS) model of
Microsoft Windows Azure Cloud we need create a virtual machine on Azure Portal [18].

Table 3. Representative commercial products comparison

CSPs Microsoft Google Amazon

Target General purpose Windows
apps

Traditional web
applications

General purpose apps

Compute Microsoft CLR VM
Predefined roles of app

Predefined web
apps framework

OS Level on a Xen VM

Scaling Automatic scaling based on
configuration file specified
by users

Automatic
scaling
transparent to
users

Automatically scaling based
on users specified
parameters

Storage Microsoft Azure storage
service and SQL Data
Services

Google Big
Table and Mega
Store

Amazon Simple DB Elastic
Block Store; Amazon
Simple (S3);
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Microsoft offers wide range of Virtual Machine sizes with variety of feature. The virtual
machine we use for this paper have the specifications mentioned in below table
(Table 4):

After successful creation of virtual machine with above parameters we install
Ubuntu [19] 14.04 LTS Operating System(OS) on our virtual machine. For running
successful web hosting on VM we need to install different software such as HTTP
server and Web-Hosting control panel. Details of software installed with their version
is given below (Fig. 3 and Table 5):

Table 4. Virtual machine configurations with parameters

Configuration: Parameters

Package name D3_V2 promo
Number of CPU cores 4 Cores
CPU core size 2.40 GHz � 4
RAM 14 GB
Data disks 8 Data disks
Max IOPS 12000 IOPS
SSD storage 200 GB SSD
Other features Load balancing
Cost per/month 150 US$/Month

Fig. 3. Virtual web-hosting business model
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Tools:
For installation of above mentioned software’s to successfully implement virtual web
hosting business model with respect to a Computer System(PC) [25] following tools
are used.

• Putty SSH [26]
• WinSCP [27]
• FileZilla [28]
• Adobe Photoshop CS6 [29]
• NetBeans [30]

Challenges:
IaaS is widely adopted in IT industry. But still there are some key challenges need to be
addressed for Virtual web hosting on IaaS. Data security on IaaS is an important
research topic along with novel architecture, Automated Provision of Services,
Migration of Virtual Machine, Server Consolidation, Traffic analysis and management.

5 Conclusion

As per comparative analysis between traditional web hosting systems and IaaS based
virtual web hosting systems we found that IaaS based virtual web hosting systems are
more effective than traditional web hosting systems as for starting web- hosting
business there is no up-front investment required. Virtual web hosting on IaaS is highly
scalable as compared to traditional web hosting systems. The Operating cost of IaaS
based virtual web hosting systems are around 30% less comparing to traditional web
hosting systems as IaaS allows resources to be allocated and deallocated as per
requirement and there is no need to spend extra money on training staff to manage
traditional on premises hosting systems and also there is huge saving on electricity bills
and network charges as well. However, despite the fact virtual web hosting offered
significant benefits, the current technologies are not matured enough to realize its full
potential. Key challenges like Data Security and resource provisioning got high
attentions from research community and a lot of research work is going on in these
domains.

Table 5. Software description

Name Description Version

Ubuntu Operating system 14.04
Apache [20] HTTP server 2.4.7
PHP [21] Server scripting 5.5.9
MySQL [22] Database 5.5.58
phpMyAdmin [23] Database administration 4.0.10
Sentora [24] Web hosting control panel 1.0.3
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Abstract. “E-photo” is to solve the inconvenient problem when users want some
photos. It is a self-service model with the help of internet crowdsourcing. Users
download “E-photo” and register as “E-photo” members, then they can get the
task and earn the corresponding reward as incentives. The pricing task is the core
problem in “E-photo”. If the pricing is not reasonable, some tasks will not be
cared, thus involving the failure of commodity inspection. In this paper, we fuse
the logistic regression model and cohesive hierarchical model, and propose a
better pricing method for “E-photo”.

1 Introduction

Nowadays, with the popularization of mobile devices and the optimization of the
network environment, everything becomes easier and more convenient in the daily life.
For example, if users want to take photos or need photos but unfortunately can not do
it by themselves, then they have to ask others for help, thus becoming a social issue as
crowdsourcing.

“E-photo” is a self-service model for internet crowdsourcing applications. Users
download “E-photo” and register as “E-photo” members, then they can get the task
and earn the reward as incentives. “E-photo” provides enterprises with a variety of
commercial inspections and information collections. Compared with traditional
market research methods, it can significantly save the investigation cost and effec‐
tively ensure the authenticity of the survey data and shortening the survey cycle. As
a result, “E-photo” software becomes a crucial the application platform, and its task
pricing is the key module. If the pricing is not reasonable, some tasks will be cared
by no one, causing the failure of commodity inspections. Thus, pricing scheme has
become the biggest challenge.

The existing methods are the non-linear function fitting of BP neural network based
on three factors related to geographic location, such as “task density of task” and
“membership density of task”. This method regards unknown system as a black box.
Firstly, the BP neural network is trained by system’s inputs and outputs to enable the
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network expressing some unknown functions and then uses the trained network to
predict future outputs, e.g., the price of the unfinished mission, and get the new pricing
for the unfinished missions. In the establishment of this model, the influencing factors
of the pricing scheme are mainly divided into two aspects, the influencing factors of
geographical location and the influencing factors of non-geographical location. In the
absence of data, the latitude and longitude of the task is taken as the location information
and use the K-mean Clustering, so that the task price in each category is less relevant to
the geographic location and more influenced by the non-geographic location factors,
and then quantify the impact of non-geographic location on the basis of the pricing of
each task in the same category. However, in the quantification of non-geographic loca‐
tion factors, there is a subjective scoring, prone to errors, then the evaluation could be
unreasonable.

This paper argues that the completion of the task, the logarithm of the density of the
ability to complete the task and the task of pricing logistic regression model can be
established to improve the task completion rate. After modeling and data analysis, we
found that raising the task pricing can improve the task completion rate, but we should
also consider the issue of company cost and the gain and the loss, so we can not exces‐
sively increase it. Therefore, we choose to use a dichotomy of growth factors Price 67.5
yuan task, we will not raise prices. Considering that we need to distinguish the intensity
of the tasks and package the tasks, we decided to set up a cohesive hierarchical clustering
model using the position of the task (latitude and longitude) and the distance between
two tasks as variables. We take samples to test the theoretical and practical values of
the model to enhance the credibility of the results. Taking into account the combination
of more models, we ensure the operability of the model and increase the accuracy. In
data processing, multiple variables are merged to avoid the influence of multiple vari‐
ables on event repetition, and we increase the feasibility of the model and the credibility
of the correlation coefficient. We also leverage the clustering analysis to improve the
fitting degree of the model.

The combination of clustering models and logistic models allows users to find their
favorite tasks and pricing, and to make unpopular tasks packaged. In future, we will
consider the benefits of the behavior, and the rewards should not be limited to money.
For the use of this model, we will greatly improve the degree of task completion, reduce
abnormal task retention time, and avoid abnormal pricing which caused by the abnormal
location, thus reducing the company unplanned and unnecessary financial losses.

2 Related Work

2.1 PSM and VBSE

This study presents an application of the price-sensitivity measurement(PSM) method
to the Value-Based Software Engineering(VBSE) process. The software development
team needed customer-based pricing input to decide which of two software modules to
develop first. The PSM method was used to provide an estimate of the prices potential
buyers would be willing to pay for each module. [1]
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2.2 Custom Software Price

Price of custom software is very essential for a user. However, there is little information
to help users judge the effectiveness of custom software price. Therefore, one of our
research goals is building price estimation model and showing its accuracy for the user’s
judgment to the validity of the custom software price. The other goal is how to get value
for money custom software. First, the researchers analyzed relationships of unit price
of effort, unit price of function point, and productivity. The analysis result showed
productivity is more important variable than unit price of effort for the custom software
price estimation. Next, relationships of other variables were analyzed to identify impor‐
tant variables for the price estimation. The result suggested some variables such as
system architecture are essential. [2]

2.3 Value-Based Pricing Model [3]

This analysis helps to develop the software service-specific pricing models to incorpo‐
rate variables capturing customer value. There are two typical models: SaaS pricing
model and Sibson’s Scheme of value pricing [4]. The key to develop the model is to
understand the price that the client is able and willing to pay for the service [5]. So, the
IT service provider needs a strategy that integrates the value driving parameters into a
single model and narrows the gap between the service offerings and customer expecta‐
tion. The solution is designing a service model that is in line with maintaining a ‘client
first culture’. Depending on the respective service’s measures, variables can be attached
with weights to derive a value based price. The description of the two selected software
service pricing models can explain the existing technique and contribute to the construc‐
tion of the new model.

2.4 The Current Situation

The existing methods are the non-linear function fitting of BP neural network based on
three factors related to geographic location, such as “task density of task” and “member‐
ship density of task”. This method regards unknown system as a black box. Firstly, BP
neural network is trained by system input and output data to enable the network to
express the unknown function and then use the trained network to predict the output of
the system.

BP neural network without prior determination of the mathematical relationship
between the input and output mapping, only through its own training to learn some rules,
given the input value is closest to the desired output value of the results. As an intelligent
information processing system, the core of artificial neural network to realize its function
is the algorithm. BP neural network is a multi-layer feed-forward network trained by
error back propagation (referred to as error back propagation). Its algorithm is called
BP algorithm. Its basic idea is gradient descent method, using gradient search tech‐
nology, in order to make network’s mean square error of the actual output value and the
expected output value is the minimum.
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Based on the above analysis, the actual establishment and training of pricing model
based on BP neural network is completed by Matlab programming. Predicting the price
of the unfinished mission, and get the new pricing for the unfinished mission. Using BP
neural network to fit the new pricing of the unfinished task with the pricing of the orig‐
inally completed task, to form a new pricing scheme.

In the establishment of this model, the influencing factors of the pricing scheme are
mainly divided into two aspects, the influencing factors of geographical location and the
influencing factors of non-geographical location. In the absence of data, the latitude and
longitude of the task is taken as the location information and use the K-mean Clustering,
so that the task price in each category is less relevant to the geographic location and
more influenced by the non-geographic location factors, and then quantify the impact
of non-geographic location on the basis of the pricing of each task in the same category.
However, in the quantification of non-geographic location factors, there is a subjective
scoring, prone to errors, then the evaluation could be unreasonable.

3 Methods

3.1 Pricing Rules

In order to find out the pricing rule, we need to analyze the data. According to the data,
the precision and latitude of the task are imported into the API of the map. At the same
time, the task completion conditions are respectively analyzed, and the task is completed
as black dots on the map when uncompleted task expressed as green dots. The resulting
figure below:
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In the Fig. 1 we can not intuitively find out the relationship of the pricing rules,
because we think the intensity of the task is related to the location of the city. Therefore,
we decided to process the membership data. We found that the member’s density is
positively correlated with the task density, taking into account the capacity of members
to take over the task and not only reflected in the location of the members of the concen‐
tration, we take the latitude and longitude of members, the distribution of task limits and
honor value combination of methods to define the ability of members to complete the
task (Abi) concept.

We multiply each member’s honor percentage (Wi) with each member’s job limit
(NPi) to compute the ability to accomplish each member’s task:

Abi = wi × NPi (4)

So we combine two groups of data, then get the following figure:
According to the observation and analysis of the Fig. 2, we think the pricing and

completion of the task can be done by comparing the blue-red points (the pricing and
completion at a certain location, the uncompleted is the blue point and the completed is
the red dots) and the ability of members to complete their tasks, thus we think there is
a certain linear relationship between mission capabilities.

Fig. 1. The black pots mean that the task is completed while the green ones means uncompleted.
(Color figure online)
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Fig. 2. The z-axis represents the price, the two horizontal axes represent the latitude and
longitude, the price = 0 where the plane is the member’s information, the specific coordinate of
the point represents the position of the member. (Color figure online)

Here, we consider that all members are normal human beings in modern society.
Therefore, we regard the living area of mankind in modern society as the unit area (AH),
about 23 square kilometers. Therefore, we introduce the density of members’ ability to
accomplish their tasks (AbDi):

AbDi =
Abi

AH

(5)

Then we use the density of completing the task (AbDi) and pricing (P) data, then we
get the following Fig. 3 for analysis:

Through analysis of the ability to complete the task (AbDi), we found that after taking
a logarithm (log (AbDi)). We can find out the linear correlation and get the following
Fig. 4:
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Fig. 4. log (AbDi)’s linear correlation

Fig. 3. The x-axis represents workforce per unit area, and the y-axis represents price.
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By analyzing the graph, we find that a linear regression model can be established
between the pricing (P) and the logarithm of the density of tasks (log (AbDi)) to find the
correlation. With the MATLAB tool, we set the price (Pi) fitting the ability to complete
the task (log (AbDi)), then we get:

Pi = −2.53493 ∗ log(AbDi) + 65.98933 (6)

3.2 Logistic Regression Model

In order to improve the task completion rate, we consider a logistic regression model
among task completion (Cdi), logarithm of the density of completed tasks (log (AbDi))
and task pricing (P).

The basic form of Logistic model is:

Cdi(Y = 1|pi, log(AbDi)) =
e(𝛽0+𝛽1 log(AbDi)+𝛽2pi)

1 + e(𝛽0+𝛽1 log(AbDi)+𝛽2pi)
(7)

Considering that Cd𝑖 can only take the value of 0 or 1, we assume:

π = Cdi(Y = 1|pi log(AbDi)), 0 < π< 1 (8)

Then the model is transformed into:

ln 𝜋

1 − 𝜋
= 𝛽0 + 𝛽1 log(AbDi) + 𝛽2pi (9)

Using the MATLAB tool, the regression coefficients and the data in the table (X1,
X2) are processed into the glmval function to verify. We found that the matching prob‐
ability of the model to the data reaches 72.8%, which is in our expectation. We think
this model is effective pricing Model, the end result is:

Cdi(y = 1|Pi log(AbDi))

=
e(−4.873−0.143∗X1+0.071∗X2)

1 + e(−4.873−0.143∗X1+0.071∗X2)

(10)

After analyzing the model data in 4.2, we found that a logistic regression model can
be established among the task completion (Cd), pricing (P), and the density of tasks to
complete the task (log (AbDi)). If you want to improve the task completion Rate, then
according to the formula (7), then we get (Fig. 5):
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Fig. 5. The log (AbDi) which is after data processing.

For the analysis of this function, we find that after the second derivative, the point
at which the independent variable is zero is a turning point in the growth rate of the
function. By evaluating, we find that: When log(AbDi) = 67.34842934, the probability
of mission completion begins to slow down.

After a large amount of the data analysis and attempts, we achieve the new pricing
rules.

When pricing is less than 67.5:

PNewi = −2.3650 ∗ log(AbDi) + 67.0367 (11)

When pricing is more than 67.5:

PNewi = −2.5350 ∗ log(AbDi) + 65.9893 (12)

3.3 Cohesive Hierarchical Clustering Model

Considering that we need to differentiate the tasks and package the tasks, we decided to
set up a cohesive hierarchical cluster model based on the task position (latitude and
longitude) and the distance between two tasks. We assume that the task length (Lo),
latitude (La).

1. We assume that there are i tasks to be clustered, we first classify them into I. Each
task is a class, and each class represents its position in longitude (Loi) and latitude
(Lai).

2. Then we find the two classes with the smallest distance among the m classes. For
the “minimum distance” we use the following method (Ward’s Linkage and Cent‐
roid Linkage method to calculate the weighted average) (Fig. 6):
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Fig. 6. The log (AbDi) which is after data processing. Select all sets from two classes, then
calculate the middle point in (Si, Sj).The distance between each point in the two classes and the
center is summed to obtain the distance value between the two classes in this method.

(1) Ward’s Linkage:

The formula is:

WDc1∪c2
=

∑
x∈C1C2

D(x,𝜇C1C2
)2

(13)

(2) Centroid Linkage (Fig. 7):

Fig. 7. Select all sets from two classes, the center points of the two classes are calculated respec‐
tively on the average of longitude and latitude, and the distance between the two classes’ center
points is taken as the distance value between the two classes.
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The formula is:

CDC1∪C2
= D(

1||C1
||
∑
x∈C1

⇀

x, 1||C2
||
∑
x∈C2

⇀

x) (14)

3. After finding the two classes which have the smallest distance, we put two classes
in one class, then we finish the clustering process once.

4. Repeat steps 2 and 3 until all the tasks are in one class.
5. At this point, we need to find a suitable class size. In the step 1, we artificially defined

the number of classes is 31, but the analysis found that some classes contain up to a
dozen of the tasks, not easy to package release. So we analyzed that each class
contains the task number of 6 is the most appropriate.

We packaged the completion of the task to complete the density of capacity
(Package𝑖) into the pricing rules in 3.2., then we get a new pricing rules.

When pricing is less than 67.5:

PAi = −2.3650 ∗ Packagei + 67.0367 (15)

When pricing is more than 67.5:

PAi = −2.5350 ∗ Packagei + 65.9893 (16)

4 Discussion

This paper extracts samples to test the model theoretical results and the actual value,
which enhances the credibility of the results. We take into account the combination of
more models to ensure the operability of the model and increase the accuracy. In data
processing, the combination of multiple variables to avoid the impact of multiple vari‐
ables on an event repeat, increasing the feasibility of the model and increasing the cred‐
ibility of the correlation coefficient. The use of cluster analysis improves the degree of
fit to the model. Our approach provides a proper incentive scheme for crowdsourcing
applications, e.g., indoor tracking and map construction [9–15].

The disadvantage is short of considering more model combinations, which has a
certain impact on the accuracy of the model. And we don’t consider the scheduled task
start time’s impact on the overall. Also lack of data noise reduction, and data mapping
is not smooth. We have no accurate sieve to abnormal data points.

5 Conclusion

In this paper we introduce “E-photo”, a self-service model for internet crowdsoucing
applications. Task pricing in “E-photo” is the core problem. If the pricing is not reason‐
able, some tasks will be cared by no one, which causes the failure of commodity inspec‐
tion. We introduce the way others used towards the pricing in current situation. We also
use the logistic regression model and cohesive hierarchical cluster mode to discuss the
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pricing rules of the task in “E-photo”. At last, we evaluate the results and discuss the
limitations of our model.
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Abstract. Indoor planting can purify the air, beautify the environment, satisfy
people by closing to the nature and farming. However, the plants are easy to stop
growing or even to die due to the lack of proper environment situations, such as
lack of water or sunlight. This paper leverages the Internet of Things (IoT) and
cloud computing technology to monitor the light intensity, air temperature and
soil humidity of indoor plants. The plant growth condition and environment
situation are also reflected to the user’s smartphone and stored in the cloud.
Outdoor users can also control the water pump to irrigate the plants and LED to
add light supply via their smartphones. With our prototype, our system accurately
monitors the environment and intelligently controls the plant growth.

Keywords: Plant growth · Environmental conditions · Internet of Things
Cloud computing · Intelligent monitoring system

1 Introduction

With the rapid development of social economy and human life quality, the distance
between people and natural environment are getting further and further. People’s desire
for green vegetation impel the tendency to indoor planting. Indoor plants not only relieve
the visual fatigue caused by the computer, but also improve the air quality. Thus, indoor
plant cultivation has become an indispensable element in our home and office environ‐
ment. Nowadays, modern families can no longer be satisfied with simple flower planting,
thus they start to plant a variety of plants and vegetables. However, due to the busy
office work and long-time business travel, users are always absent from home and
leaving the plants with water shortages. Additionally, due to inadequate indoor sun
exposure, plant growth is also obstructed. Water, temperature and light are the major
environment factors which have the most impacts on plant growth.

“Intelligent plant monitoring” refers to the application via IoT technology to monitor
plant growth environment parameters (including light, temperature and soil moisture), and
through the cloud computing technology, the growth situation is quickly reflected in users’
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smartphones and stored in the cloud. In addition, it should timely take corresponding
measures and controls to ensure the normal growth of plants. In this paper, we develop a
plant growth environment monitoring system, which consists of a low-power microcon‐
troller as the main control system module, a LCD screen, and humidity, temperature, light
sensors to simulate the natural environment of soil humidity. Those data are packaged to
the smartphone via Bluetooth communication, and then transferred to the cloud.

The plant growth environment monitoring system is small and inexpensive to user,
which is suitable for home and office area applications. Through a simple human-computer
interface on smartphone, users set a variety of environmental parameters for each selected
plants, e.g., the required light, temperature, and soil humility. When the measured values
exceed or under the thresholds, our system will automatically upload the reminder message
to the user’s smartphone. As the whole process is intelligent and eco-friendly, users can
easily plant as well as enjoy a “natural oxygen bar” at the same time.

2 Background on Environmental Conditions for Plants Growth

Environment refers to the space in which plants live and the various natural factors that
directly or indirectly affect the plant life and development [1]. Plant growth and devel‐
opment are directly affected by some natural factors, such as temperature, light, soil
humidity [2] and so on.

2.1 Light

Light is an important ecological factor that affects the survival, growth and distribution
of plants and it is also the energy source for photosynthesis of plants [3].

The plant can be divided into 3 types, including light-demanding plant, shade-
demanding plant and mid-demanding plant according to different requirements for the
light. Light-demanding plants are those plants that grow better in a strong light condi‐
tions and grow poorly in a shaded and weak light conditions, such as Rosa chinensis
Jacq., etc.; Shade-demanding plants are those plants prefer to live in the weaker light
conditions compare with light-demanding plant, such as Phalaenopsis aphrodite Rchb.
F. and Monstera deliciosa, etc.; Mid-demanding plants are those plants live in light
condition between the two types of plants. These plants grow best under the full sunlight,
and also can tolerate the shade condition, such as Hemerocallis fulva (L.) L., Mirabilis
jalapa L. and so on.

According to the influence of the light time on the growth and development, the
plants are divided into three types, including long-day plants, short-day plants and mid-
day plants [4]. A long-day plants are those plants which length of sunlight exceeds its
critical day length required for flowering, such as Brassica chinensis L., Raphanus
sativus L. and so on. Short-day plants are those plants which length of sunlight is shorter
than the critical day length required for flowering, such as Viola philippica and so on.
The mid-day plants are those plants which their flowering is less affected by the length
of the light. They can bloom under any sunshine lengths, as long as other conditions are
suitable, such as Taraxacum mongolicum Hand.-Mazz.
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Figure 1 shows Brassica chinensis L., an example of long-day plants, with suitable
environment by 25–30° C temperature and 75% Relative Humidity [5].

Fig. 1. Brassica chinensis L.

2.2 Water

Water is an important factor for plant survival. The physiological activity of plants can
be carried out normally only with the proper water. Most plants absorb moisture from
the soil rely on their roots [6]. Therefore, this paper measure the soil humidity as a key
parameter to determine whether the plants are dehydrated.

According to the water requirement, the plants can be divided into xerophytes,
aquatic plants, wet plants and mesophytes. The xerophytes grow in arid environment.
They can maintain the balance of water themselves and keep growing under drought
condition for a long time, such as Opuntia stricta and so on. Wet plants grow in humid
environments. They cannot survive under water shortage condition for a long time. They
are the least drought-tolerant terrestrial plantsa, such as Begonia grandis Dry and so on.
Mesophytes are land plants that grow in moderation humidity conditions. Most plants
fall into this category. Aquatic plants are plants that live in the water, such as Nelumbo
nucifera and so on.

2.3 Temperature

Similar with the light, temperature is also a key factor that it influences the various
physiological and biochemical activities of plant. Only if the plant lives in a certain
temperature conditions can they grow. It is harmful for plant survival if the temperature
is too high or too low.
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3 Measurement Principle on Soil Humidity

The soil resistance value is related to humidity. For example, the resistance is small in
humidity soil and the resistance is large in dry soil, thus the humidity size can be meas‐
ured based on the soil resistance value. However, if we use the normal measurement
method as-is, we cannot obtain the stable resistance measurement values. The reason is
that the moisture in soil can be regarded as electrolyte, it will be polarized under the
action of DC voltage, resulting in the separation and accumulation of anions and cations,
so that the soil resistance cannot reflect the soil moisture.

This paper adopts a new measurement method. As shown in Fig. 2, the soil resistance
constructs an electronic circle with two capacitances, and constructs an oscillating circuit
with NE555. At the meantime, the output of NE555 is digital signals, thus can be
connected with the digital control system to measure the circuit oscillation frequency.
At last, we transform the circuit oscillation frequency into soil humility via numerical
fitting of Eq. 1.

f = 1
0.00003 + 8.109E − 9R

(1)

NE555

4

2

3

C2C1

R

R0
Frequency 

output

1

Fig. 2. Electric schematic diagram.

In order to evaluate the accuracy of our novel soil humility measurement method,
we use the readings from a professional hygrometer as the ground truth, and Fig. 3 shows
the CDF of our measurement errors. We measure the humility of a sample soil every

Fig. 3. CDF of soil humility measurement errors.
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hour in a day. We observe that the 90-percentile measurement errors are around 3%,
which shows the effectiveness of our method.

4 System Architecture

Based on the above soil humidity method, we propose an intelligent plant monitoring
system, as Fig. 4 shows. It is comprised of the frontend, home smartphone, and the cloud.
We also develop the Bluetooth communication for sensory data transmission between
the frontend and the smartphone, and the WAN transmission between the smartphone
in home and the cloud. In our system, the smartphone serves as the home control center,
which transfers original data, and provide kind user interface for monitoring and control.

Below we introduce our plant monitoring system in details.

Fig. 4. The architecture of plant monitoring system

4.1 Frontend Sensery System

In the frontend sensory system, we aim to measure the soil humility, the air temperature
and the illumination period. As Fig. 4 shows, we build the humility sensor based on our
own observations, and these three sensors are all attached to the MCU. We also attach
a LCD for display, a LED for light supply, and a battery for energy supply.

In order to irrigate the plants when users are absent, our MCU also controls a motor
as a water pump. Thus users can send the irrigation order with their smartphone even
when they are out, and our system irrigate the amount of water just as the plant needs.

Finally, the MCU packages the data every second, and sends the data to the control
center in home via Bluetooth communication, which is an energy efficient data trans‐
mission protocol and widely equipped on smartphones.

4.2 Home Control Center: Smartphone

The home control center receives the sensory data from frontend sensors, and store the
data in local database. It also keeps a database for the environment requirements on the
selected plants, thus can determine whether the environment is satisfied. In case the plant
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lacks of water, the control center will send an alert to the user via WAN, and send the
irrigation request back to the frontend system when necessary.

4.3 Cloud Server and Database

We build the cloud on a tomcat server with fixed IP address, and use the JDBC to store
the data in a MySQL database. In future we will transplant the server to a cloud server,
e.g., on the Aliyun platform, thus providing the service to the public.

5 Frontend Sensery System

The working principle of our frontend sensory system is as follows: we combine the
humidity, temperature and light intensity sensors to collect the humidity, temperature
and light intensity information of the environment, and perform the A/D conversion to
collect such signals via a single chip microcomputer for data processing. The system
does not irrigate when the humility value is larger than the bound; it automatically turns
on the watering pump when the humidity value is lower than the bound and the temper‐
ature value is lower than the set value. In case the humidity value is lower than the bound
but the temperature value is higher than its set value, then only when the light intensity
is lower than the set value, our system will automatically start the irrigation facilities.
Users can also set different conditions to stop watering conditions in the above methods:
e.g., humidity is higher than the set value, or watering time exceeds the set period. We
employ a LCD screen to help users set the system in a menu way. We also leverage a
solar powered battery for sustainable operation without additional power supply (Fig. 5).

MCU 
Initialization

LCD 
Initialization

Corresponding 
menu

Environment 
situation

Button 
detection

Control line

Humility control

Time control

Sleep

Idle time

Humility upper 
bound

no

Press
no

Light control

Light period
bound

no

Fig. 5. Software work flow.
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Our system waters the plants only at night during the summer, which prevents plants
from being sunburn wounds while minimizing water loss due to evaporation. Watering
the plants in the daytime in winter reduces the risk of frost damage.

Our frontend sensory system uses a MEGA8 high-end microcontroller as the
processing unit for the frontend system. It has an 8 K flash program memory, 1 K RAM,
512 Bit EEPROM, four 10-bit AD conversion circuits with two 8-bit AD conversion
circuits. It also has an independent built-in watchdog circuit, which is extremely simple
and reliable. We also use a 48 × 84 pixel PCD 8544 LCD screen, which is of low price
and easy to buy. The LCD display is connected to the microcontroller via the SPI
synchronous serial interface.

Humidity detection. The soil resistance value is related to its humidity. When the
humidity is low, the resistance value is small, and the resistance value is high when
drying. Therefore, the soil resistance can be used to measure the soil humidity. However,
direct measurement method by the conventional DC method cannot measure a stable
resistance value. The reason is that: since the water in the soil can be regarded as the
electrolyte, it will polarize under the action of the DC voltage, resulting in the separation
and aggregation of the anions and cations, thus the soil resistance cannot reflect the soil
moisture. Our system develops the original R-F conversion detection circuit to measure
the soil humility: the NE555 oscillator circuit adds the AC to the two electrodes, trans‐
forms the soil resistance into a pulse signal to facilitate single-chip processing. The
actual use of our method is reliable and practical.

We use an 8-bit A/D converter built-in microcontroller to sample and transform the
temperature and light intensity information. Temperature probe is an ordinary ther‐
mistor, and the microcontroller only conducts a simple conversion for the results instead
of using a look-up table. Although the accuracy is not very high, it works well and meets
the system requirements. Light intensity are measured using a small photoelectric
sensor, and the A/D built in the microcontroller directly samples and transforms the
results of the sensor output voltages.

When the watering conditions are met, our system outputs a 12 V voltage at the
output port, driving the water pump to start watering. In order to control the amount of
water poured, we connect the pump outlet with the water control valve, thus control the
amount of water well. In cloudy days, our system controls the LED to make up the light
supply, thus keep the suitable environment for any plant.

The system uses the solar-powered battery, without additional power supplies.
Although solar cells can also be used directly to power the system, such designs require
larger and expensive solar cells. Regarding that our system requires high-current work
for only a few minutes in one day, the average power consumption is relatively small,
thus our system uses a small solar battery to charge the lithium battery pack, and pack
the lithium battery for high-current work at night. The system uses lithium battery pack
for its smart charge and discharge protection circuit, and convenient and reliable usage.
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6 Control Interface on Smartphone

Humidity settings. Users can set the soil humidity according to the plant species and soil
types, with the upper and lower bound. When the soil humidity value is larger than the
humidity upper bound, regardless of temperature, light intensity, the system stops
watering (at this time the soil humidity has been saturated). When the soil moisture value
is smaller than the humidity lower bound (when the soil is dry, water the plant), the
system then set the temperature and light intensity to decide whether to irrigate (Fig. 6).

Start menu

Humility settings Temperature settings Illumination settings Time settings Control settings

Fig. 6. Initialization process.

Temperature and illumination settings. When the soil humidity is smaller than the
humidity lower bound (humidity meets the water conditions), if the soil temperature is
lower than the temperature lower bound, the system starts watering the plant. For
example, in summer, the soil temperature is too high (temperature is larger than the
temperature upper bound), we implement the irrigation equipment with a water pump
which is easy to burn plants, thus the system set the light intensity according to the
decision whether to irrigate, when the light intensity is larger than the light intensity
lower limit (such as during the day), the system does not water the plant. When the light

Fig. 7. Smartphone control interface.
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intensity is smaller than the light intensity lower bound (such as night), our system starts
the pump to water the plant (Fig. 7).

Time and control settings. In order to allow the soil to have a gradual process for
absorbing water, users can set the watering time period. In this case, users set the
watering mode to stop the system from watering based on the upper humidity bound or
set to stop watering based on the length of time.

7 Conclusion

In this paper, we use the method of resistance-frequency (RF) conversion circuit to
measure the soil humility, and develop an intelligent environment monitoring system
for plant grows. In addition, the system can control the water pump to irrigate home
plants when necessary, report the environment situation to users via smartphones, and
store the sensory data in the cloud. From evaluation and our prototype, the method
proposed in this paper costs low and is worth to be popularized. Our system can be
connected with other indoor localization techniques [7–14] to help improve our daily
life.
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Abstract. Amplification attack, as a new kind of DDoS attack, is more
destructive than traditional DDoS attack. Under the existing Internet
architecture, it is difficult to find effective measures to deal with amplifi-
cation attack. In this paper, we propose a two-phase reference detecting
scheme by utilizing Software Defined Infrastructure capabilities: switch
side is volume-based and controller side is feature-based. The proposed
scheme is protocol-independent and lightweight, unlike most of the exist-
ing strategies. It can also detect amplification attack in the request phase
for a small price, before these attacks cause actual harm. Upon the
architecture, we design detection algorithms and a prototype system.
Experimental results with both online and offline data sets show that
the detection scheme is effective and efficient.

Keywords: Amplification DDoS attack · Software defined network
Two-phase detecting · Entropy

1 Introduction

Distributed Denial-of-Service (DDoS) attack is still a threat to the Internet secu-
rity, though a lot of efforts have been put to deal with the attack. The headache
gets worse when a new kind of DDoS attack, the amplification DDoS attack
appears [1–3]. Amplification DDoS attack takes advantage of IP address spoof-
ing and traffic amplification through reflectors to cause even more damage at a
lower price than the traditional DDoS attack. Since the source IP addresses in
the queries are forged into the target victim’s, the amplified associated responses
in much larger size from the resolvers are sent to the victim.

Many schemes [4–6] have been proposed to mitigate the harm from amplifi-
cation DDoS attack, but the effect is not ideal enough. On one hand, they are
proposed aiming at some certain protocol. This kind of defensive measures can
be called protocol patched-up measures. As mentioned above, there are many
protocols can be utilized in amplification DDoS attack [1] and many other pro-
tocols may be utilized in the future potentially. In the face of this fact, these
protocol patched-up measures play limited roles. On the other hand, many other
c© Springer Nature Singapore Pte Ltd. 2018
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measures are proposed to cope with amplification DDoS attack fundamentally,
namely to stop address spoofing. For example, References BCP38 [7] and BCP84
[8] are designed to wipe out address spoofing. These measures are also not effec-
tive enough, since ISP providers do not have enough incentive to deploy them.
Software Defined Networks (SDN) can conduct flow scheduling flexibly, and it
can be utilized to resolve the DDoS attack problem [9–11].

What are the challenges to design a scheme that can detect and mitigate the
amplification DDoS attack successfully? First, the scheme must come into effect
as soon as possible. It makes no sense if the detecting system works after the
attack has caused widespread damage; Second, the scheme should not cope with
only one kind of amplification DDoS attack that utilizing a specific protocol.
There are too many protocols can be utilized in amplification DDoS attack,
which puts forward high requirements to scalability of the detecting scheme;
Third, the scheme should be so lightweight that can be deployed to monitor
traffic online. How to increase the efficiency of the system and reduce its cost
simultaneously is a concern.

In this paper, the authors propose a Two-phase detecting Scheme against
Amplification DDoS attack (TSA) in software-defined networking (SDN). The
first phase detection is volume-based realized on the data plane, and the sec-
ond phase detection is feature-based realized on the control plane. Combining
these two kinds of detection mechanisms contributes to considering efficiency
and effectivity at the same time. With the help of SDN architecture, the detect-
ing scheme can be strong in scalability and configure the network flexibly. The
detecting scheme monitors all the traffic flows through switches and picks out the
suspect flows in the first detecting phase, then report these suspect flows to the
controller to judge further in the second detecting phase. The proposed detecting
scheme conducts the detection on request traffic, so as to make effective defense
before the attack causes large-scale damage. It is also protocol-independent and
lightweight, which makes it can be deployed online to execute detection.

The main Contributions as follows:

– A detecting scheme against amplification DDoS attack in SDN is proposed.
The proposed scheme has three bright spots: detecting in the request phase,
protocol-independent and lightweight.

– Upon the proposed scheme, a two-phase detecting algorithm is designed based
on both volume and feature.

– According to the algorithm, a prototype system is implemented. Abundant
experiments are conducted based on it with both online and offline traffic.

The rest of paper is organized as follows. Section 2 introduces the background
and motivation of this study. In Sect. 3, the framework of the detecting scheme
is stated. According to the framework, the two-phase detecting algorithm is
described in Sect. 4. After that, the authors implement a prototype system and
evaluate the scheme with both online and offline traffic in Sect. 5. Finally, we
conclude in Sect. 6.
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2 Background and Motivation

The section will first provide an introduction into the characteristics of ampli-
fication and DDoS Attack. We can see the reason why such an attack is so
destructive. We end the section by analyzing the challenges of the attack defense.

2.1 Amplification and DDoS Attack

Generally speaking, the research on conventional DDoS attack is close to sat-
uration, and attackers have been devoting themselves into exploiting new vari-
ants of DDoS attack [12,13]. Amplification DDoS attack, a kind of DDoS attack,
becomes more and more influential in recent years. In amplification DDoS attack,
taking NTP amplification attack as an example, the attacker controls the botnet
to repeatedly send the “Get Monlist” requests to NTP servers, meanwhile using
the victim’s IP address as source address of requests. NTP servers respond by
sending the list to the victim. The bandwidth amplification factor can reach
556.9. Since UDP offers non-guaranteed datagram delivery, IP address spoofing
can be realized more easily than TCP. Amplification DDoS attack refers to the
attack launched with UDP-based protocols within the scope of this article.

Till now, the largest known DDoS attack ever on the Internet is amplification
DDoS attack. In February 2014, hackers succeeded in targeting content-delivery
and anti-DDoS protection firm “CloudFlare” with NTP amplification attack,
making the attack volume size reach 400Gbps at its peak. In the attack, 4529
NTP servers were abused, run on 1298 different networks. In summary, two
key characters of amplification DDoS attack should be pay attention to: First,
attackers send requests to reflectors using spoofed IP address which is the address
of victim as their source address; Second, the size of the responses returned from
reflectors to the victim are much larger than that of the requests sent from botnet
to reflectors.

2.2 Challenges of Attack Defense

From above, we can conclude that amplification DDoS attack is more destruc-
tive than conventional DDoS attack. What’s worse is that it is quite difficult
to defend against this kind of attack under the current Internet architecture.
On one hand, there are three convenient conditions for attackers to make an
amplification DDoS attack with small cost: (1). IP address spoofing still exists
in plenty of networks. As much as 24.6% of networks allow IP address spoofing,
which is obtained in “Spoofer Project” [14]; (2). There are abundant of servers
can be utilized as reflectors in amplification DDoS attack to amplify the attack
traffic to the victim. From the “Open Resolver Project” [15], 28 million DNS
open resolvers pose significant threat; (3). It was discovered in [1], More than ten
kinds of network protocols can be used in amplification DDoS attack. Even worse,
many other network protocols may be added into the set of “troubled” protocols
potentially. On the other hand, it is quite hard to detect malicious traffic
and handle the attack timely: (1). The malicious requests sent from botnet to
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reflectors are difficult to distinguish from valid requests. From the perspective of
the victim, responses are from valid servers; (2). Even if the detection is timely,
how to tell relevant network nodes (e.g., routers or servers) to make effective
strategies is another problematic issue under the current Internet architecture.

3 System Framework

As explained in Sect. 2, proposing a scheme to detect and mitigate amplifica-
tion DDoS attack faces many challenges. In this paper, we propose a two-phase
scheme named TSA based on SDN to solve the challenging problem.

3.1 Principles of Attack Detection

Volume-based approaches and feature-based approaches are two different kinds
of mechanisms in the field of anomaly detection. They have their own advantages
and disadvantages. In short, Volume-based approaches are often used for con-
ventional traffic analysis at a relatively low cost. On the contrary, feature-based
approaches provide more fine-grained insights than volume-based approaches at
the cost of performance.

Our detecting system executes two-phase detection by using volume-based
and feature-based methods together. In SDN architecture, data plane is non-
intelligent and needs to forward network traffic immediately. The first-phase
preliminary detection based on traffic volume can be conducted in the data
plane. Control plane is intelligent and can make logical decisions. Then, the
second-phase farther detection based on feature can be conducted in the control
plane. The proposed detecting system has three principles:

3.1.1 Rapidity
It is insignificant that if attacks have caused damage before they are detected
successfully. In order to avoid this, the proposed detecting system concentrates
on attack launching phase. The traffic anomaly detection targeted at request
traffic that sent from botnet to servers.

3.1.2 Protocol Independent
The detecting system is suitable for amplification DDoS attacks launched with
different protocols. By constructing different flow tables, the proposed system
can be applied to different protocols, including the existing and potential ones.

3.1.3 Lightweight
The cost brought by monitoring traffic needs to be controlled at a low level.
Reporting suspect packets to the controller is triggered by attacks instead of
polling by the controller, which protects throughput from sharp decrease.
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Fig. 1. The system framework of TSA

3.2 Framework of TSA

To meet the principles proposed above, the system is designed composed of two
detecting phases. The first phase is executed on the switch side. In order to
detect suspect traffic and to conduct volume-based detection, relevant traffic
flows need to be converged together by constructing a new flow table. The new
flow table is used for monitoring all the traffic through it. When the volume of
some aggregated traffic flows exceeds the threshold that is adjusted dynamically,
the aggregated traffic flow is judged as suspect traffic and sent to the controller to
be judged further. The proposed system monitors the requests sent from botnet
to servers instead of responses sent from servers to the victim. If the attack traffic
can be detected in the request phase, the defense of the system is effective. The
system needs to be applied to different amplification DDoS attacks with all kinds
of protocols, which can be resolved by adjusting the source/destination port
field of flow table. Few changes are made to OpenFlow except some modified
information formats, which makes the system is lightweight.

The second detecting phase is executed on the controller side. After the first
detecting phase, some suspect traffic flows have been sent to the controller. To
guarantee the correctness of detection, feature-based method that can provide
fine-grained insights is adopted on the controller side. Analyzing the distribu-
tion of source IP addresses of all the reported suspect traffic flows can reach
a conclusion whether there is an amplification DDoS attack or not. Entropy-
based method [16–18] is a kind of feature-based methods for traffic analysis and
anomaly detection. Based on the conclusion, the controller makes further step
to deal with these suspect traffic flows and adjust the volume threshold on the
switch side.

The system framework of TSA is described in Fig. 1. A new flow table used
for monitoring is built, ranking at the last of all the existing flow tables (the
first step); All the traffic flow to the monitor flow table that monitored with
the help of meter table (the second step); The suspect flow will be sent to the
controller (the third step); The controller is collecting all the suspect flows until
the total number of reported suspect flows is enough. Then, the controller makes
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the further detection with entropy-based methods (the fourth step); At last, the
controller constitutes new forwarding rules to drop the malicious traffic (the last
step).

3.3 Advantages of TSA

3.3.1 ISP Providers Have Abundant Incentive to Deploy the System
The distribution of network servers has the geographic concentration. The distri-
bution matches the “Pareto principle” approximately. Generally speaking, abun-
dant servers are gathered in a few autonomous domains. The ISP providers of
these domains have incentive and duty to deploy the detecting system.

3.3.2 Two-Phase Detection Can Increase Accuracy
The first phase picks up suspect traffic flows with low possibility of false negative.
Since if the rate of corresponding gathered flow does not reach the monitoring
threshold, it can not cause fatal damage. The second phase feature-based detec-
tion act on suspect traffic can reduce the possibility of false positive.

3.3.3 Monitoring All the Flows Instead of Sampling
Monitoring all the flows and making preliminary decision, which obtains suspect
traffic flows. What are sent to the controller are only the suspect flows. The
influence on performances is evaluated in Sect. 5 and is acceptable.

4 Detection Procedure and Algorithm

4.1 First-Phase Based on Traffic Volume

The attack requests are sent from thousands of hosts in botnet, so that each
attack flow may not present differences from normal flows. The key to this prob-
lem is to construct specific flow table. With the help of the specific flow table,
attack flow can be gathered together as much as possible and present abnormal.

4.1.1 Flow Table Construction
To monitor all the flows pass through the switch, a new flow entry is created to
each existing flow entry. All these new created flow entries compose a new flow
table used for monitoring. The new flow table is put at last of all the flow tables
to make all the flows pass through it. The 5-tuple of a flow including IP source
and destination address, source and destination port, and protocol are chosen to
make correlative flows get together for simplification. All the other fields of the
new flow entry are filled with wildcards. In amplification DDoS attack, all the
attack requests’ source addresses are forged into the address of the victim. In
consideration of further detection on the controller side focus on the distribution
of source address, the source IP address field in new flow entry does not need to
be chosen. These four chosen fields are designed as follows: destination IP address
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(IP dst) keeps the same with the correlative flow entry’s IP dst. Destination port
(port dst) is set to be the corresponding protocol number. For example, in DNS
amplification attack, the port dst in new flow entry is set to 53. Source port
(port src) keeps the same with the corresponding flow entry’s port src. Protocol
is set to UDP. An extra flow entry with all the wildcards needs to be added into
the new flow table. The extra entry is given the lowest priority to guarantee all
the traffic that do not need to be monitored can be forwarded directly.

4.1.2 Meter Table Construction
Meter table is used to measure the rate of packets assigned to it. The flow entries
of the new flow table direct to meter table entry by fill their instructions with
relevant meter identifier. The monitoring rate can be set through counter field.
We use meter table cooperated with the new flow table to monitor the rate of
all flows and find suspect traffic flows to sent to the controller. The existing type
of meter band does not include reporting to the controller. Some changes are
made to add this reporting function. Except the adding function, the message
format remains unchanged. The extension to meter table does not influence the
performance of switches’ throughput, and can be realized in hardware easily.

4.2 Second-Phase Based on Flow Feature Distribution

On the controller side, feature-based detection provides fine-grained insights.
Based on the suspect traffic flows, the controller analyzes the distribution of
source address of all suspect flows. Entropy is adopted as the metric to conduct
the detection.

4.2.1 Entropy
All the amplification-attack traffic packets are filled with victims’ address as the
source address. Based on the fact that the majority of reported suspect traffic
flows are indeed attack traffic, the distribution of source addresses of suspect
traffic flows presents concentration. The entropy metric is used for measuring
unpredictability, and utilized in the field of anomaly detection. The entropy in
the amplification DDoS attack is quite low. The calculation formula of entropy
is defined as:

HM =
M∑

i=1

−pilog2pi (1)

where M is the number of different IP address kinds, pi represents the ratio of
ith of address from all kinds of address.

pi =
Ni

N
(2)

where Ni is the number of packets with ith kind of address, N represents the
number of all the packets. In order to compare the entropy values under different
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conditions, the entropy value need to be standardized as follows:

H =
HM

log2M
(3)

where the logM
2 is upper bound of the entropy value.

4.2.2 The Feature-Based Detection Algorithm
The algorithm procedure is presented in Algorithm1. The controller is collecting
suspect traffic flows until the quantity is sufficient. Then the controller launches
the calculation of entropy value and compares the result with the threshold pre-
set to judge whether there is an attack or not. If the entropy value is lower than
the threshold, the controller makes the conclusion that there is an attack in
progress. The controller considers the flow with highest ratio of source address
as attack flow since there is only one or a few victims in amplification DDoS
attack. After that, the controller creates new rules to discard the attack flow
and calculates the new volume threshold on the switch side with a heuristic
algorithm. Then, the controller sends the commands to switches to update the
flow table and meter table.

Algorithm 1. Feature-based Detection
Input: The pre-set number of suspect packets Nt and the pre-set entropy

threshold Et

Output: Void
1 n ← the number of collected suspect packets;
2 if n ≥ Nt then
3 Compute the entropy value e;

4 if e ≤ Et then
5 Decide it is an attack and update flow table;

6 else
7 Decide it is not an attack;

8 return 0;

4.2.3 Calculation of Monitoring Threshold Value of Switch
The threshold value on the switch side is used to judge whether the monitored
flow is malicious or not. We propose a heuristic algorithm to update the thresh-
old. The heuristic algorithm is executed when the controller verifies that there is
an attack in progress. Then the controller judges the ratio of attack volume of all
the suspect traffic volume. If the traffic volume of the attack flow exceeds 80%
(according to the Pareto’s Law) of all the suspect traffic volume, the threshold
should be lower to decrease false negative. Else if the traffic volume of the attack
flow less than 80% of all the suspect traffic volume, the threshold should be
higher to decrease false positive.
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5 Evaluation

5.1 Prototype System Implementation

The prototype system is implemented with Mininet plantform and RYU con-
troller system. The Mininet environment is built in a server with the CPU type
“Intel Xeon E5504” and 8 Gb memory to simulate large-scale network topology.
The controller with RYU system is built in a PC with the CPU type “Intel
Pentium Dual-core E5500” and 2 Gb memory.

5.1.1 Modification to OpenFlow Switch
The OpenFlow open vSwitches are realized with the software “Ofsoftswitch 13”.
This software is compatible with OpenFlow v1.3 protocol, and support Flow
table structure and meter table structure. “Ofsoftswitch 13” is based on Linux
user mode, realized with C language. To realize the automatically reporting func-
tion, the authors analyze and modify the source code of “Ofsoftswitch 13”, and
recompile the source code in the Linux system. The authors expand and mod-
ify reserve type “OFPMBT-EXPERIMENTER” that supported by OpenFlow
protocol, to construct a new meter type and a new information type.

5.1.2 Application Developed on Controller
The authors develop an application on the controller with RYU system. To real-
ize the defense function, the reported information “OFP-EXPERIMENTER-
DETECT” is analyzed by the application. Based on the cookie of relevant flow
entry, the application modifies the actions of that entry and adds a new action
“output, controller”, which makes each flow is copied and sent to the controller.
When the received flows are enough, the application begins to launch the detect-
ing algorithm based on entropy to conduct the defense function. If there is an
attack, the application modifies the action set of relevant flow entries to drop
attack traffic. Meanwhile, the meter table keeps monitoring all the flows. When
the meter table does not report suspect flows, the application change actions to
old situation to forward these flows normally.

5.2 Dataset

5.2.1 Topology
The adopted topology is the backbone network topology of Standford. We build
the topology in Mininet environment by “python” scripts. For simplicity and
without loss of generality, the number of hosts is set to 48 and the number of
switches is set to 26. All the attackers forge their address as the victim’s address
and send requests to DNS servers. Other legal hosts send requests to DNS servers
randomly.
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5.2.2 Online Traffic
The online traffic includes background traffic and attack traffic. The background
traffic are simulated by “poisson process” that is defined as pk (t) = (λt)k

k! e−λt.
The authors program with python to send packets based on the definition “pois-
son process”. These packets act as background traffic. The authors program
with “Scapy” to generate attack traffic. Meanwhile, to realize the amplification
of request traffic, the authors program to simulate the DNS servers.

5.2.3 Offline Traffic
The authors adopt the “DoS-DNS-amplification-20130617” dataset as offline
traffic. The dataset contains one DNS amplification attack, phased by researchers
between two sites in US. The attack lasted for 10 min. In the attack scenario,
there are 6 DNS servers, 1 attacker and 1 victim. The size of all the compressed
traffic files is about 5.43 GB.

5.3 Experimental Method

Upon the proposed detecting architecture and two-phase detecting algorithms,
a prototype system is implemented. To prove the proposed detecting scheme is
effective and efficient in the face of amplification DDoS attack, several experi-
ments are conducted in the prototype system with both online and offline traffic.

5.3.1 Validation of Entropy
It needs to be validated whether choosing entropy value as evaluation index in
feature-based detection is effective. The validation is conducted with both the
online and offline traffic. For online traffic part, experiments are executed with
the prototype system. We can observe and compare the different entropy values
in and not in attacks. Further, the authors change the rate of attack traffic to
evaluate the entropy value in different situations. For offline traffic part, the
traffic in the dataset “DoS DNS amplification-20130617” are almost response
traffic, while the proposed detecting scheme concentrates on request traffic. The
authors calculate the entropy of destination IP address to simulate the entropy
of source address.

5.3.2 Influence on Performance
Throughput, CPU utilization and delay are chosen to evaluate the performance
cost. (a). Some new information are exchanged between switches and the con-
troller. The influence on the switch throughput should be evaluated; (b). On
the controller side, how much overhead is introduced when the feature-based
detection works should be evaluated with the help of CPU utilization; (c). For
the whole system, the cost brought on performance can be evaluated with the
change of transmission delay.
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5.4 The Experiment Results

5.4.1 Validation of Entropy
Online measurement: With the prototype system, the entropy value of all
the suspect traffic source address is calculated. The result is shown in Fig. 2(a).
The average rate of normal DNS requests is 5pps, and the rate of attack DNS
requests of each attacker is 20pps. The attack starts at 15 s and ends at 30s.
We can state that the entropy value is lower obviously when there is an attack.
The authors change the rate of attack request of each attacker and calculate the
corresponding entropy value. The result is shown in Fig. 2(b). We can conclude
that the entropy reduces when the rate of attack traffic rises. The detecting
system will behave well with an appropriate entropy threshold.
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Fig. 2. The validation of entropy with online measurement

Offline Measurement: Since the traffic in the offline dataset is almost response
traffic, the entropy value of destination IP address is regarded as evaluation index
and the entropy value of source IP address is regarded as reference index. From
Fig. 3 we can conclude that the entropy value is quite low when there is an
attack. The entropy metric works well in the feature-based detection.

5.4.2 Influence on Performance
Throughput: Some new information need to be sent to the controller for mea-
surement. It can not be avoid that some cost is brought to switches. The authors
evaluate the performance influence on the switch side with the throughput of
switches. From Fig. 4, We can see that the difference throughput between using
and not using the system is acceptable.

CPU utilization: The controller needs to collect the reported packets from
switches and conduct the feature-based detecting algorithm. The authors eval-
uate the performance influence on the controller side with the cpu utilization
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Fig. 4. The evaluation of performance influenced by switches’ throughput

in Fig. 5. The CPU utilization is high in the initial phase, since the controller
needs to make decisions for all the switches to route. After configuring all the
switches, the controller’s CPU utilization reduces and keeps at a low level when
the detecting system does not work. Nevertheless, there is a peak value when
the detecting system works. The high CPU utilization does not keeps for a long
interval, and the difference can be accepted.

Delay: The authors adopt transmission delay as the evaluation index. The RTT
values between two hosts are measured with “ping” command for hundreds of
times and are recorded in Fig. 6. The RTT differences between using and not
using the system are insignificant. It can be declared that the prototype system
is lightweight in many aspects.
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6 Conclusion

This work presents a two-phase detecting scheme for amplification DDoS attack
detection. One phase is volume-based and the other is feature-based. We show
that the proposed scheme can deploy defense in attack initial phase with
protocol-independent and lightweight characters. According to the scheme, a
prototype system is designed and implemented. The experimental results with
both online and offline traffic state that our detecting scheme is effective and
efficient.
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Abstract. The amount of research done in the field of mobile ad hoc
networks is extraordinarily large. Evaluation of protocols designed for
ad hoc networks is challenging as the cost of node deployment in terms
of resources required is high, hence, most of the researchers use simula-
tions for performance evaluation. In this paper we address the pitfalls
of simulation studies in ad hoc routing protocols published in recent
years. We have conducted a survey to evaluate the current state of sim-
ulation studies published in top conference/journals of the communi-
cation domain. In majority of the published papers (the way simulation
results are reported) we have found design flaws, unrealistic assumptions,
are non-reproducible, and statistically invalid results. We also propose a
standardizing architecture for automating the reporting and replication
process for network simulators. This platform independent architecture
alleviates the challenge of simulation parameter reporting and facilitates
in designing better network simulation experiments.

1 Introduction

Research papers are being published in every domain of studies whether its
science or arts, and the credibility of a research is a major concern among
researchers. To ensure the effectiveness of work done, the content of the publica-
tion should reflect all the factors which other researcher may need to reproduce
or improve upon the idea. Since research is a chain of innovation in which one
work leads to another, a research study published which damages the accuracy in
anyway, is a serious threat to all the work that may follow. The issue of validity

The work of F. Li was supported by the National Natural Science Foundation of
China (NSFC) under Grant 61772077, Grant 61370192, and Grant 61432015.

c© Springer Nature Singapore Pte Ltd. 2018
L. Zhu and S. Zhong (Eds.): MSN 2017, CCIS 747, pp. 497–508, 2018.
https://doi.org/10.1007/978-981-10-8890-2_38

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8890-2_38&domain=pdf
http://orcid.org/0000-0001-7214-6568


498 Z. Latif et al.

and credibility has been repeatedly addressed by many studies in different fields
of sciences [1–4]. It is important to note that previous studies have found little
or no significant improvement in this problem.

Simulation being a powerful testing tool is very popular among the
researchers worldwide. Its usage increases when it comes to computer and
telecommunication research as it provides flexible model construction, cost effec-
tive, and simple verification mechanism(s). The actual purpose of simulation is
to validate the methodology, so it is important that it produces accurate and
credible results. The domain of computer networks (in general) has relied heav-
ily on simulation based experimentation. To facilitate this, dozens of simulation
software have been created (commercial and open source). However, most of
the published research fails to report and document the simulation experiments,
which in turn makes it (almost) impossible to replicate, compare to, and improve
upon the proposed solution.

This paper presents the current state of simulation studies particularly for
routing protocols in Mobile Ad hoc Networks (MANETs). We have used three
factors in the evaluation criteria i.e. realistic simulation scenarios, statistical
validity of results, and repeatability of experiment. The realistic scenario verifies
whether the simulation is modeling real world situations, or just a collection
of random nodes. The statistical validity verifies whether the methods opted
to perform the analysis are rigorous enough. Repeatability verifies whether the
researcher has provided enough information to public to reproduce or improve
upon the same work. This study included published papers from 2010 to 2017
in the top tier conferences and journals sponsored by IEEE and ACM.

The second contribution of this paper is introduction of standardization
mechanism of reporting methods for simulators. We have developed a tool as
proof of concept, for NS2, which simplifies reporting of research work for easy
repeatability.

2 Related Work

Studies done in this domain in the past are summarized in this section along
with their recommendations. The main focus of these studies was credibility.

Kurkowski [5] reviewed 114 papers published in MobiHoc between 2000 and
2005 in terms of credibility and found less than 15% of the papers to be com-
pletely repeatable. Only 56 papers mentioned the simulation tool used to simu-
late. Out of those 56 papers, 87.9% did not state the version of simulation tool
which is necessary to get the exact same results as reported in paper. Only 12%
of the papers appeared to be statistically sound. Kurkowski did not consider the
realistic-ness of simulation scenarios, rather considered reporting of Tx range
and mobility of nodes only, which is not enough to define a real scenario [6].

In [7] authors question the validity of simulation studies, the working of
simulation tools, and how they are producing misleading results. The research
highlights that different packages available for simulation are prone to impreci-
sion. It also addresses the repeatability issue due to lack of documentation of
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research work, simulation tool name, tool version and variable settings for sim-
ulation. Results should be accurate and statistically sound, which is possible by
using pseudo random number generator (PRNG), optimal number of simulation
runs and confidence interval. These studies have put emphasis on repeatability
and statistical validity for a reliable simulation study, which is not sufficient for
credible results. In [6] authors presents realistic scenarios as another aspect of
valid simulation results. This study claims that the most important parameters
for a realistic environment are mobility model and propagation model. It also
conducted a survey on MobiHoc conference publications for realistic scenarios.
Their results were quite distressing as only 2 out of 52 papers gave information
about the mobility and the radio model used.

The number of papers which are reported in these studies were published
in 2010 or earlier conferences and journals. Since then, no re-evaluation has
been done on credibility of published work. The effort of this paper is not to
undermine the credibility or authenticity of research work, but rather to highlight
and focus the attention of researchers to follow some standard mechanism (or
best practices) while evaluating their protocols and algorithms. Although some
conferences/journals require availability of source code for evaluation by peer
reviewers, but after publication the need of availability of such resources is almost
negligible.

In this paper we have merged the methodology of three big contributions to
do the analysis [5–7]. We took the recommendations from [5,7] for repeatability
and statistical validity, and added realistic scenario as third criteria. We did the
analysis on recent proceeding (2010 2017) of top tier conferences and journal
for MANET studies. Moreover, we have developed a standardization architec-
ture which will make the reporting easy in a way to ensure the credibility and
repeatability of MANET studies.

3 Methodology

The three fundamental questions addresses in this paper are:

– How is the reported research tested against real world situation?
– Is the research done via simulation repeatable/reproducible by other

researchers?
– Is the published work statistically valid?

3.1 Realistic Scenario

A method tested in unrealistic environment does not represent the solution
required for the intended situation. Adhoc networks are highly dynamic, thus
the movement of the nodes and the radio propagation patterns greatly vary.
Using Random Way Point (RWP) as mobility pattern does not reflect the true
nature of humans or vehicles. Moreover, effects of terrain and environmental
obstacles on the radio propagation have to be as close to real world as possible.
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Using unrealistic environmental variables or leaving them to default values of
simulators do not give results that can be used in reality [8]. Due to the unpre-
dictable patterns of mobility in ad-hoc networks, appropriate mobility model
should never be omitted [9,10] from simulation studies. Mobile wireless nodes
have a certain transmission range, coupled with obstacles, signal reflection, and
other interferences; the radio propagation is never smooth [11]. In our survey we
evaluate whether mobility and radio model are mentioned in the paper, even if
they have used the default models provided by the simulator(s).

3.2 Repeatability

Repeatability is a major concern and a moral responsibility of a researcher. To
make an effort available to other for testing and improvement, one must report
their work properly to make it reproducible. It is important to mention the
tool name because each simulation tool has its own working environment and
produces different results for same method tested [7]. Each version may have a
different process to evaluate the method it is important to state version of the
tool. Also, if any of the parameter is missing or not addressed, it is almost impos-
sible to repeat the work in exact same way [12]. Due to different constraints, it
may not be possible to report all parameters, but the basic parameters or the
ones which have been modified from their default values, should be reported.

3.3 Statistical Validity

The processes of data collection and data analysis are two of the most crucial
steps of any simulation study. Modern discrete event network simulators have
made the data collection easy. The challenge of data analysis still needs to be
addressed. Statistical validity of any simulation is measured by the following
parameters [5,7]:

– Number of Simulation Runs/Confidence Interval (CI): Once simulation is
never enough. It has to be repeated enough number of times.

– Seed Value: Directly affects the Pseudo random Number Generation, which
in turn determines the mobility, propagation, and overall simulation. Usually
seed value is based on time by the simulator.

– Statistical Value (p-value): After analysis, statistical significance of the
research should always be calculated.

This study included published papers from IEEE and ACM sponsored top con-
ferences/journals (between 2010 and 2017) which included (but not limited to)
INFOCOM, MobiHoc, MobiCom, SIGComm, SECON, ICNP, LCN, ICCCN,
WCNC, Trans. on Mobile Computing, Trans. on Networking, Trans. on Com-
munications. We have considered papers that addressed routing protocols in
MANETs, and used simulators are a method of evaluation. It is important to
note that there are other publications in these venues which use simulators, but
we have restricted the scope to network layer protocols only and evaluated for
the three criteria discussed in this section.
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4 Results and Analysis

The results discussed in this section are solely based on the information reported
in papers. The aim is to highlight the challenges of reporting simulation studies,
and not to undermine the work/novelty/credibility of any researcher. The eval-
uation is of 38 research papers on MANET routing. We explain the finding in
form of percentages, and their possible impact.

4.1 Realistic Scenario

All selected papers were analyzed to see, if mobility model and radio propa-
gation model were discussed/described. The objective is not to evaluate the
correctness of mobility or propagation model, but rather to see if any of these
were used/reported in the simulation as shown in Table 1. We found that 47%
of the papers did not mention any mobility model. 26% used Random Waypoint
(RWP) model, which is an unrealistic and rudimentary mobility model [13]. 10%
reported only node speed which is not enough to define the actual mobility pat-
tern. Remaining 14% papers referred to other mobility models (some of which
may be considered realistic e.g. RPGM, Gipps, etc.).

Table 1. Realistic scenario

Criteria Value

Mobility model Not reported 47%

RWP 26%

Incomplete information 10%

Static 3%

Other models 14%

Radio prop. model Not reported 69%

Incomplete information 13%

Reported 18%

Overall Complete information 5%

Partial information 50%

No information 45%

For the radio propagation model, 69% papers did not mention any informa-
tion. It is unclear if Free Space Path Loss model was used or path loss. 13%
studies gave incomplete information by only mentioning the transmission range
of the signal. Only 18% studies mentioned the use of propagation models (two-
ray ground, etc.). To summarize the outcomes, only 5% papers clearly mentioned
both, mobility and propagation model. 45% of the research papers did not men-
tion any of these parameters. 50% gave incomplete information. The results are
surprising, as past studies have laid storing importance on both the parameters.
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More over the nature of MANETs demands that mobility and propagation be
considered while developing new protocols and algorithms. If these protocols are
implemented in real world, the results will be drastically different than reported
in the research paper.

4.2 Statistical Validity

For evaluation the statistical validity of the reported simulations, we have col-
lected the following parameters: seed value, confidence interval, number of simu-
lation iterations, and p-value significance (Table 2). Out of 38 papers 16% stated
about the use of different seeds for testing the simulations. Rest may have left
the value to the default simulator algorithm (usually based on system clock).
Although it is safe to say that modern systems are intelligent enough to pick
random seeds, but many times the researchers write their own simulators and
overlook the importance of seed values.

Table 2. Statistical validity

Criteria Value

Seed value Reported 16%

Not reported 84%

CI Not reported 66%

0.9 8%

0.95 26%

No. of runs Reported 39%

Not reported 61%

Overall Complete information 3%

Partial information 37%

No information 60%

66% did not report confidence interval used in their experiments. 61% of
the research publish did not give any information about the number of runs of
simulations. Surprisingly, none of the papers reported any p-value test for signif-
icant change in improvement. Although improvement is claimed, but whether it
is significant enough is not clear from the papers. Following the criteria of these
3 parameters (excluding p-value), only 3% of the papers are statistically valid
as they have reported all the three factors. 37% of the research papers reported
partial parameters, while remaining 60% did not report any parameter in this
category. The lack of statistical information puts the validity of paper in doubt.

4.3 Repeatability

Repeatability has been evaluated based on the following: (a) Simulation Tool
(b) Simulation Tool version (c) Basic Simulation Parameters. 16% studies did
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not report the simulation tool name; although they do mention that they have
obtained the result through simulation (Table 3). One can only assume if they
have written their own simulators or not. Out of those 84% studies which
reported the simulation tool, 45% mentioned the version of tool.

Table 3. Repeatability

Criteria Value

Sim. tool Reported (NS-2: 37%, NS-3,
Matlab, SWAN, etc.)

84%

Not reported 16%

Sim. tool version (of 84% above) Reported 45%

Not Reported 55%

Sim. basic param. Reported 58%

Partial information 32%

Not reported 10%

Overall Repeatable 26%

Partial information
(repeatable with
assumptions)

53%

Not repeatable 21%

The basic parameters considered for simulation repeatability are: No. of
nodes, Network area, Tx range, Data rate, Packet size, MAC layer protocol,
Bandwidth, Application, and Simulation time. 58% papers reported all the basic
parameters, 10% did not mention any parameters, and remaining gave partial
information. Taking three parameters for repeatability and their state in papers,
21% of the papers were not repeatable for not mentioning the tool name, ver-
sion, and simulation parameters. 53% were not completely repeatable for skip-
ping tool version, or giving incomplete simulation parameters. Remaining 26%
are completely repeatable as they stated enough information to reproduce the
experiment.

4.4 Conclusion: State of Adhoc Simulation Studies

Our findings about the current state of ad-hoc simulation studies are discon-
certing. The survey by Kurkowski et al. claimed less than 15% of the research
papers completely repeatable. After ten years of continuous emphasis on the
importance of repeatability very little improvement has been observed by our
survey, only 26% papers were found repeatable. Beside repeatability, the statis-
tical validity and realistic scenarios state is more unpleasant. Since this situation
is jeopardizing the integrity of research by publishing unrepeatable work, there
is a necessity to improve upon the credibility of research. The challenge can have
two dimensions:
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– Problems in reporting of simulation studies: It can be assumed that the prob-
lems identified in the previous results are just due to exclusion of details from
the papers in order to comply with the page limitations. Among a number
of ways, best is to include a web link to the details of simulation scripts and
the source code. This link should remain available to the research community
for a sufficient period of time. Many online code sharing websites offer free
services in this regard.

– Problems in design of simulation studies: This is a graver problem that can
stem from either lack of knowledge about plethora of variable available in
simulators for configuration, or just poor experimental design. In either case,
it puts the whole research in doubt. This too can be remedied if a practice of
simulator parameter sharing becomes more common in the research commu-
nity. Even if most of the parameters are left to default values, knowledge of
their existence will help researchers design better experiments.

In the next section we discuss the design and implementation of an architecture
for standardization of reports in simulation based studies. Both of the problems
highlighted above can benefit, if there is a standard, easy to use, and sharable
format available for configuration files of simulators.

Table 4. Description of common simulators

Simulator Description

NS2 C/C++ as core and Otcl for experiment setup

NS3 C++ as core and experimental setup. Python also used for scripting

OMNet++ C++ is class libraries, whereas eclipse and NED is used for designing
and evaluation

OPNet Uses C/C++ and provides GUI

5 Cross-Platform Architecture for Network Simulators

A number of discrete event network simulators are openly available (Table 4),
and are commonly used by research community. They are designed in a way
that decouples the core protocol implementation from the user interface. The
user interface can be graphical or textual script file.

Most of the configuration is done via the interface or scripts. Modification
in the core is done to change the behavior of the protocol. Both problems of
simulation design and reporting can be addressed at the interface/script part,
if the generation of input parameters to the core is done using a standardized
interface. The output of such an interface will contain detailed parameters and
can be shared easily with other researchers.
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5.1 System Architecture

The system architecture (Fig. 1) is designed to be independent of simulation
software, with modular components in order to facilitate the generation of
script/configuration files for running simulations. Different modules of system
architecture are;

– GUI (with XML Input & Script Importer): This module interacts with the
user and provides options to import a preexisting XML file (generated by
this software), scripts/programs written for tools mentioned in Table 4, or
to input new parameters. Once the imported file is loaded, the parameters
become configurable, and the user can change them to desired values. For a
new experiment, the GUI is powered by the Experiment Designer module,
which aids in converging different parts of simulation setup.

– Experiment Designer: This module is the main engine for the system having
a default parameter database. It queries the user for required parameters,
and invokes other modules in the system. It also verifies that the input given

Fig. 1. System architecture.
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by the user is within acceptable ranges (e.g. non-negative values, minimum
connection pairs, etc.). Traffic pattern generation is also part of this engine.
User can select from drop-down menu the type of traffic they wish to gen-
erate, and system provides them with set of input parameters required for
that specify traffic type. The system facilitates by randomizing the connec-
tions, and allowing the user to alter based on their choice. Some of the basic
parameters include, network area, node density, seed values for random num-
ber, simulation time, MAC layer details, protocol types, traffic types, node
connections, etc.

– Mobility Generator: Unlike the traffic generation, the mobility generator is a
separate module, which capitalizes on the availability of 3rd party mobility
generation scripts. Once the mobility of simulation is generated it is converted
into script for the target simulator.

– Script Writer (with XML Converter): This module generates the final exe-
cutable script for different simulation tools, along with an XML version of it.
The generated output in not just a collection of parameters provided by the
user, but a complete list of variables required in the simulation. For example
(Fig. 2), ns-default.tcl contains all possible configurable parameters and their
default values. Information is borrowed from this file, and made part of the
resulting script and XML file. XML file can be used to import same simulation
again by the system for replication. It can also be used by other researchers
to parse and extract desired configuration for their experimentation.

Fig. 2. Sample XML and TCL output files for NS-2.
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5.2 Standardization

Our system is a basic tool for standardizing the way simulation studies are
reported. With the availability of the detailed XML file for research commu-
nity, the process to replicate the experiment will be seamless using this system.
Moreover, with the added capability to interact with realistic mobility genera-
tion tools and real world traces, our system enables the users to create more
realistic scenarios.

6 Conclusion

Scientific experiment is conducted to validate, accept or refute the hypothesis.
If the experiment is flawed or not documented properly, it misinforms others
who might make advancement in work by building upon unreliable foundations.
This paper presents a survey to know the state of ad hoc simulation networks
in terms of credibility and repeatability. The three aspects which were focused
for credibility were how much of research published is repeatable, statistically
valid and tested in a realistic scenario. We observed that only 26% papers were
completely repeatable, only 3% of the papers mentioned the complete informa-
tion required for the study to be statistically valid and only 5% of the papers
have given complete details about mobility and radio propagation model, which
directly affects the results reflecting the performance of solution. To address
the challenge of reporting standardization and better design network simulation
experiment, we have purposed a software system that enables the users to create
simulation scripts, and publish them in globally acceptable formats. The loop
back system can take the XML format reports and recreate the input script.
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Abstract. Mobile cloud computing (MCC) can significantly enhance
computation capability and save energy of smart mobile devices (SMDs)
by offloading remoteable tasks from resources-constrained SMDs onto the
resource-rich cloud. However, it remains a challenge issue how to appro-
priately partition applications and select the suitable cloud to offload
the task under the constraints of execution cost including completion
time of the application and energy consumption of SMDs. To address
such a challenge, in this paper, we first formulate the partitioning and
cloud selection problem into execution cost minimization problem. To
solve the optimization problem, we then propose a system framework
for adaptive partitioning and dynamic selective offloading. Based on the
framework, we design an optimal cloud selection algorithm with execu-
tion cost minimization which consists of offloading judgement and cloud
selection. Finally, our experimental results in a real testbed demonstrate
that our framework can effectively reduce the execution cost compared
with other frameworks.

Keywords: Mobile cloud computing · Application partition
Task offloading · Cloud selection · Execution cost minimization

1 Introduction

In recent years, smart mobile devices (SMDs) such as smartphones have become
an indispensable part of modern life. The SMDs have been the preferred comput-
ing device to accommodate most up-to-date mobile applications, like interactive
games, image/video applications and etc [16]. However, due to the physical size
constraint, SMDs are in general resource-constrained [7], with limited energy
supply and computation capacity. In particular, it is still a challenge how to run
computing-intensive applications on resource constrained SMDs.

With the development of communication technology, cloud computing
applied in the mobile industry has formed an emerging and promising method
c© Springer Nature Singapore Pte Ltd. 2018
L. Zhu and S. Zhong (Eds.): MSN 2017, CCIS 747, pp. 509–522, 2018.
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to solve this challenge [7], which is mobile cloud computing (MCC). MCC allows
mobile devices to take advantage of rich resources provided by the clouds. Thus,
MCC not only extends battery lifetime but also utilizes the computation resource
of cloud system. In recent years, a computation offloading [7,14] which migrates
resource-intensive computations from SMDs to the cloud via wireless access, has
been proposed as a way of implementing mobile cloud computing. Moreover, the
suitable computation partition is precondition of computation offloading, which
also is the hot research topic of MCC. The objective of computation partition
and offloading is solving the problem which minimizes the execution cost of
applications including completion time and energy consumption of SMDs.

Previous research works have proposed solutions to address the problem
[5,6,8,12,14–16]. Chun et al. in [14] proposed a CloneCloud that automatically
offloads an application from the mobile device to the smartphone clone in the
cloud at a fine-granularity level while optimizing the execution time for a target
computation. Based on CloneCloud, Yang et al. in [16] optimized the overall
execution time by dynamically offloading a part of Android codes running on
smart mobile device to the cloud. In practice, according to computing resources,
the clouds can be divided into many categories. For different categories of clouds,
the offloading cost of the same application is different. However, how to select an
appropriate category of clouds to minimize the execution cost is not considered
in the previous works.

This paper mainly focuses on how to appropriately partition application and
dynamically select the best cloud to offload. First, we formulate the cloud selec-
tion problem into an optimization problem of minimizing execution cost, which
includes the completion time of application and energy consumption of SMDs.
In order to solve this problem, we then design a novel system framework which
performs the method-level offloading with least transfer package size. This frame-
work provides runtime support for the application partitioning and offloading,
and consists of profiler, solver and communication module. According to the
amount of local computation resource, the SMDs divide each thread of the appli-
cation into some small tasks, named offloading tasks, and migrates the tasks to
the best cloud to execute so as to achieve the minimum execution cost. Based
on the framework, we propose a best cloud selection algorithm assigned into the
solver of framework.

Compared with previous works, the contributions of this paper can be sum-
marized as follows:

– We present an integrated and novel framework of code partitioning and
offloading. The comments of our framework are highly modularized and easily
extended.

– We propose an optimization model for the local execution time and energy
consumption of SMDs by taking into account the execution time of the cloud.

– Based on the proposed optimization model, we provide a cloud selection algo-
rithm to achieve the minimum execution cost.

The rest of this paper is organized as follows. In Sect. 2, we introduce the
related work. In Sect. 3, we present the MCC system and optimization model.
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Section 4 outlines the proposed framework and Sect. 5 presents the algorithms for
optimal cloud selection. In Sect. 6, we evaluate the performance of the proposed
algorithm. Section 7 concludes the paper.

2 Related Work

MCC focuses on solving the problems of what to offload and how to offload
[10,11]. The primary objective of offloading and partitioning policies is to
enhance the performance of mobile device in terms of execution/completion time
and throughput by utilizing cloud resource [4,7,13–16]. Guo et al. in [7] proposed
an energy-efficient dynamic offloading strategy that optimizes the performance
of mobile devices through the dynamic voltage and frequency scaling (DVFS)
in local computing. Yang et al. in [15] studied the computation partitioning in
order to optimize the partition between the mobile devices and cloud such that
the application has maximum throughput.

In addition, in [14], the Multi-User Computation Partitioning Problem
(MCPP) was designed to achieve minimum average completion time for all
the users. Compared with these works, we not only consider the cost of thread
offloading, but also take into account the price of thread partition. On the basis
of the partition technique in [16], we study how to judge whether an application
thread is necessary to offloading. After that, we develop heterogeneous selection
scheme for diverse remote cloud resources with the optimal size of the transmis-
sion packet.

There are a few works on the design of application frameworks in cloud com-
puting [5,6,8,12,13,15]. The most popular one is MAUI [6], which describes
a system which offloads fine-grained code to the cloud, while maximizing the
potential of energy saving. However, it can’t guarantee to satisfy the requirement
of completion time. Actually, either completion time or energy consumption was
only considered in previous works. Our work aims to develop systematic method
to improve the time and energy efficiency of task offloading. Thus we utilize an
online profiler to monitor the completion time of the application, and dynami-
cally decide whether and where to offload tasks based on user requirements.

3 Network Architecture and Problem Formulation

3.1 Network Architecture

Our cloud system consists of a specific SMD and multiple types of mobile cloud
systems that can provide different services, as shown in Fig. 1. The SMD accesses
the Internet via base station or wireless access point, and then visits the cloud
resources over the network.

In this paper, two kinds of cloud system would be considered, i.e., central cloud
c1 and cloudlets c2. Furthermore, ck = {c1k, c2k, · · ·, cm

k }, k = 1, 2 denotes the cloud
ck has m cloud severs. However, the CPU frequencies of different servers in a cloud
system are different. Thus, the CPU frequency of each sever in cloud ck is f j

ck
,
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Fig. 1. Overview of mobile cloud computing system

where j ∈ {1, 2, · · ·,m} represents the sever j of cloud ck. Note that f0 denotes
the local CPU frequency of SMDs. In addition, we denote when the SMD accesses
to cloud ck via network access, the corresponding channel data transmission rate
is Rck , k = 1, 2.

3.2 Problem Formulation

MCC aims to solve the problem of energy consumption and execution time of
SMDs, which is the main research content of this paper.

In our system, a process is an Android application running on the Dalvik vir-
tual machine (VM). An application process may comprise multiple threads, part
of which are called as remoteable threads, which may contain multiple remotely
executable methods (REMs) while others will be called as un-remoteable threads,
which do not have REMs. MCC mainly focuses on the remoteable threads. Thus
unless otherwise specified, the thread in this paper is considered as the migrat-
able thread.

Next, we consider the execution cost of an application under the diversity
condition. When the SMD runs an application, the solver in our framework
will partition the application as primary heap objects (PHOs), which will be
described in Sect. 4.2.1 in detail. We define the set of PHOs as N = {i|i =
1, 2, ..., n}. Moreover we leverage an indicator xi,ck , k = 1, 2,∀i ∈ N , to represent
the task allocation, i.e.,

xi,ck =

{
1, if task i is assigned to cloud ck,

0, otherwise.

where xi,ck is either 0 or 1, thus we can take X = {(xi,ck)|i ∈ N, k = 1, 2} as
task allocation matrix.

We use a tuple {αi, ωi} to denote task i, for i ∈ N , in which αi is the
input data size (in bits) from SMDs to cloud, and ωi is the number of CPU
cycles that is required by task processing, respectively. For a task i, we consider
whether offloading it or not from the aspect of completion time and energy
consumption. Similar to the existing work [4], we ignore the download time and
downlink energy consumption of the task. Therefore, the completion time of task
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Ti includes the computing time T comp
i and transmission time T trans

i , formulated
as (1).

Ti = T comp
i + T trans

i =
ωi

f j
ck

+
αi

Rck
(1)

where k = 1, 2, and T loc
i = ωi

f0
denotes the local execution time of task i.

The energy consumption of task i, denoted as Ei, consists of two parts,
which are the energy consumption of waiting for remote execution Ewait

i , and
the energy consumption of transferring task to clouds Etrans

i , described as

Ei = Ewait
i + Etrans

i = Pidle × ωi

f j
ck

+ Ps
αi

Rck
(2)

where k = 1, 2, and Pidle indicates the waiting power of SMDs when task i is
migrated to clouds. Ps denotes transfer power of SMDs. We let Eloc

i = Pc × ωi

f0
denote the local computing energy consumption when task i is executed locally,
where Pc represents computation power of SMDs.

Furthermore, the execution time T (X) of an application can be expressed as
Eq. (3).

T (X) =
∑
i∈N

xi,ck × Ti

=
∑
i∈N

xi,ck ×
(

ωi

f j
ck

+
αi

Rck

)
=

∑
i∈N

xi,ckΘi,ck

(3)

where k = 1, 2. The energy consumption (E(X)) can be given by Eq. (4)

E(X) =
∑
i∈N

xi,ck × Ei =
∑
i∈N

xi,ck ×
(

Pidle
ωi

f j
ck

+ Ps
αi

Rck

)

=
∑
i∈N

xi,ckΦi,ck

(4)

In particular, the local execution time and energy consumption of application
are given by respectively

T loc(X, f0) =
∑
i∈N

xi,0
ωi

f0
(5)

Eloc(X, f0) =
∑
i∈N

xi,0Pc × ωi

f0
(6)

We use the execution cost as the metric to measure whether to migrate to
the cloud. Hence, execution cost Cost(X) can be defined by the summation
of makespan T (X) and the energy consumption E(X) of the application, for
k = 1, 2, i.e.,

Cost(X) = λtT (X) + λeE(X)

= λt

∑
i∈N

xi,ckΘi,ck + λe

∑
i∈N

xi,ckΦi,ck
(7)
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where λt, λe ∈ [0, 1] are scalar weights, and λt + λe = 1. These weights can be
adjusted by the preference related with energy and delay deadline of users.

Overall, the optimization problem formulated is how to select the cloud to
offload for minimizing the execution cost of the task. The optimization frame-
work can be formulated as follows:

min
X,C,S

Cost(X) (8)

s.t

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑
i∈N

T (X) ≤ tdelay (9a)

∑
i∈N

E(X) ≤ ethreshold (9b)

∑
k=1,2

xi,ck = 1, ∀i ∈ N (9c)

X = {(xi,ck)|i ∈ N, k = 1, 2} (9d)

The constraint (9a) denotes the completion time constraint which ensures
that the total completion time of all the tasks in an application executed on
SMDs is bounded by the required maximum finish time (i.e., delay deadline),
tdelay. Similarly, (9b) specifies that the total energy consumption is less than or
equal to the maximum energy consumption ethreshold. Constraint (9c) demon-
strates that a task can only be assigned to one device. (9d) represents the task
allocation.

4 System Framework Design

To address the optimization problem (8), a system framework is proposed,
which consists of three components: Profiler, Solver and Communication Mod-
ule, shown in Fig. 2. First, the profiler is mainly responsible for analyzing and

Fig. 2. The overview of system framework
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detecting the network conditions, cloud conditions and mobile device perfor-
mance, as well as transmitting correlative data to the solver. Then, based on
the data provided by the profiler, the solver makes decision on partitioning and
offloading. Finally, the communication module sends the task packages to the
cloud, and receives the results returned from the cloud. In the following, we
introduce the three components in details.

4.1 Profiler

The profiler is mainly deployed on the mobile device to detect and collect the
parameters and configure resources of SMDs and clouds.

When SMD starts to execute an application, the system would create a tem-
porary buffer (TF ) in SMD’s memory to store the information consisting of the
device performance, such as Pidle, Ps, and Pc of SMDs, the network access, i.e.,
the channel data transmission rate Rck , and the cloud resource, that is, the types
of clouds ck, as well as the CPU frequency f j

ck
. Moreover, this temporary buffer

will be immediately released once the application is completed.
The solver can directly get data from cache TF, when it makes decision.

What’s more, the profiler is detecting the information in real-time, updating the
data of TF at any time to ensure that the values obtained by solver are not
expired.

Furthermore, the profiler also measures and analyzes whether the thread
of the mobile application is remoteable. Here, we define three types of un-
remoteable codes: (1) the codes that implement the application’s user interface;
(2) the codes that interact with I/O devices where such interaction only makes
sense on the mobile device; (3) the codes that interact with any external com-
ponent that would be affected by re-execution [6]. If the thread is remoteable,
which indicates that the thread doesn’t include above three types of codes, the
profiler will mark this thread as attribute [Remoteable], and transfer it to the
solver.

4.2 Solver

The solver is mainly used to solve the problem of minimizing the execution cost
Cost(X) of an application, which consists of two modules in our system: the
partition module and the migration module.

4.2.1 Partition Module
Partition module is used for code partition of application. When the profiler
detects a remoteable thread, the partition module catches this thread. The state
being transferred of remoteable thread includes stack, register and reachable
heap object. Therefore, by using the partitioning technique in [16], the partition
module determines the accessible heap objects (AHOs) by recursively chasing
the reference links. Then the partition module deletes the super classes to make
AHOs become the primary heap objects (PHOs), which is fewer than AOHs.
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Fig. 3. A example of Java code.

After that, we use the notion of dirty to further partition the PHOs. An
example of code is shown in Fig. 3. Figure 3(a) defines the class TestMethod,
and Fig. 3(b) declares the method foo() and goo() when these methods call
the class TestMethod. The method foo() calls method goo() twice in Fig. 3(b),
where we consider that two call points of the method goo() are migration point
A and migration point B, respectively. When there is the migration point A,
class objects V 0, V 1, V 2 are not invoked. While there is migration point B, class
objects V 0, V 1 have been called, thus we label the objects, V 0, V 1, as dirty that
have been invoked before call points. Other objects like V 2 are un-dirty.

The dirty objects are identified by a famous compiler analysis technique,
called side-effect [16]. For the un-dirty object, we do not migrate it rather than
create a stub, and only migrate the stub. The stub consists of class name, object
ID, and the address of an object which is necessary for the solver on the cloud
to create new instance of un-dirty PHOs. After migrating stub to the cloud, we
would use on-the-fly technique [3] to online instantiate un-dirty PHOs, named
on-cloud-copy. Finally, we migrate the dirty objects and the stubs of un-dirty
objects of PHOs, which is called offloading task.

4.2.2 Migration Module
The migration module mainly performs offloading decision for the task. In this
module, we propose a best cloud selection algorithm (introducing in Sect. 5).
According to transmission delay and energy saving required by the mobile user’s
preference for application execution, the module makes optimal offloading deci-
sion, i.e. selecting a best cloud to execute the migrated tasks, to minimize the
cost Cost(X).

We adopt tdelay to denote the tolerance of execution delay and ethreshold to
represent the tolerance of energy consumption. Different offloading strategies can
be made by users based on their requirements for energy and delay as follows:

– When a mobile device is at low battery energy state, it can choose λt < λe,
where λt, λe ∈ [0, 1]. Meanwhile

∑
i∈N E(X) is bounded by ethreshold, i.e.,∑

i∈N E(X) ≤ ethreshold.
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– When a mobile device is running delay-sensitive applications (e.g., video
streaming) that require to reduce as much as delay, it can set λt > λe, where
λt, λe ∈ [0, 1]. Simultaneously,

∑
i∈N T (X) ≤ tdelay.

– When a mobile device has low battery energy and runs the delay-sensitive
applications, it can set λt = λe, where λt, λe ∈ [0, 1], so as to jointly optimize
the energy consumption of mobile devices and the application completion
time. Similarly,

∑
i∈N E(X) ≤ ethreshold,

∑
i∈N T (X) ≤ tdelay.

4.3 Communication Module

Communication module is responsible for the communication between local
mobile device and clouds. When the solver has partitioned the thread and
made offloading decision, the communication module serializes and packages
the offloaded states and sent to cloud. When the cloud finishes the execution of
a task, the communication module at cloud serializes the execution result, and
sends it to mobile device. The local communication module receives the results
from the cloud, and then compares it with source codes. The results from the
cloud are merged with the local source codes and the SMD run the merged
program again.

In general, our system framework analyzes an application via profiler to deter-
mine whether each thread of the application can be offloaded. Furthermore, using
the partition module of solver of the framework, these threads that need to be
uploaded are partitioned as a smaller size of tasks, while the migration module
calculates the execution time Ti, the energy consumption Ei, and the execution
cost of each task Costi, according to the user’s different preferences for time and
energy consumption. We propose a best cloud selection algorithm on the migra-
tion module of solver based on the computation result of the partition module
and obtain the cloud category with least cost, which will be given in Sect. 5.
Finally, we offload the task to the selected cloud.

5 Best Cloud Selection Algorithm Design

In this section, we design a best cloud selection algorithm shown in Algorithm
1, which selects a cloud to transfer the task for achieving the minimum exe-
cution cost Cost(X). The algorithm is applied to the migration module of our
framework and consists of two parts: one is to decide whether the task can be
offloaded, and the other is to migrate the remoteable task to which clouds.

In the following, we describe the first part of our algorithm. When the solver
captures a task execution thread, we need to determine whether the thread needs
to be uploaded to the cloud. Except for the previous judgement of profiler, we
also need to decide whether the partitioned task is offloaded or not according to
Ti and Ei. The judgement condition is given as Eq. (10).{

task i is executed remotely, if
T loc
i

Ti
> 1, and

Eloc
i

Ei
> 1

task i is executed locally, otherwise.
(10)
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For a given task i, if its local computation time T loc
i is greater than the

remote execution time Ti, and the local energy consumption Eloc
i is also larger

than the offloading energy consumption Ei, then the task will be offloaded to the
cloud; otherwise, the task will be executed on local device. If task i is considered
to be migrated, then the algorithm labels the attribute [Remoteable] to the task,
as described in line 2–10 of Algorithm 1.

Besides, we will describe the second part of our algorithm. As described in
line 14–15, the task i is determined to be uploaded to the cloud, and the cost
Costi of the task i for cloud c1 and c2 is calculated, as shown in line 14. Next, we
compare all Costi of task i by line 15, and obtain the minimum cost Costmin

i .
After that, we assign the cloud ck with minimum cost Costi of task i to the best
cloud K. Finally, we select the cloud K as the best offloading cloud, and migrate
the partitioned task to the cloud, as shown in line 16–18.

In addition, we analyze the time complexity of the algorithm. We consider
n tasks and m clouds in the algorithm. For each task, the time complexity of
calculating minimum cost of finding the best cloud among m clouds is O(m),
which is shown in Lines 12–20. Therefore, the time complexity of n tasks to
calculate the minimum cost is denoted as O(n × m), from Lines 2 to 21.

Algorithm 1. Best Cloud Selection Algorithm.
Input: : λt, λe: user’s preference;

i ∈ N : execution tasks that had partitioned;
j = 1, 2, · · ·, m: the number of severs of ck;

Output: : best cloud selection K;
1: set parameters: f j

ck , Rck , Pidle, Ps, Pc

and Ti, T
loc
i , Ei, E

loc
i , Costi, Costmin

i ;
2: for i = 1 to n do
3: compute Ti, T loc

i and Ei, Eloc
i by (1), (2), (5) and (6) respectively;

4: /* offloading judging */

5: if
T loc
i
Ti

> 1 and
Eloc

i
Ei

> 1 then
6: task i will be migrated to clouds;
7: label i as [Remoteable];
8: else
9: execute task i locally;

10: end if
11: /* cloud selection */;
12: if task i is remoteable then
13: for j = 1 to m do
14: Costi = λtTi + λeEi; //Costi is the execution cost of a task i on cloud ck

15: Costmin
i = minck∈C{Costi}

16: if K = ck then
17: migrate task i to cloud ck;
18: end if
19: end for
20: end if
21: end for
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6 Performance Evaluation

We implement our system module on the Android 4.1.2. The smart mobile device
is a SAMSUNG Galaxy Nexus with dual-core 1.2 Ghz CPU and 1 GB of RAM.
As for the cloud sever, we consider two categories of clouds, i.e., the central cloud
and cloudlets. The central cloud consists of 3 IBM X3850X6 severs, each of which
has 4 quad-core 3.4 Ghz Xeon CPUs and 128 GB of RAM running Ubuntu 14.0.
Then we use 30 Android 4.1.2 SAMSUNG Nexus S5 smartphones with quad-core
2.5 GHz CPU and 2 GB RAM, as cloudlets. The experimental parameters are
listed in Table 1.

Table 1. Default parameter setup

Parameter Value

ωi 330αi

f j
ck [10, 54.4] GHz

f0 2.4 GHz

RUL
sv,ck [10, 25] Mbps

RDL
sv,ck RUL

sv,ck

Ps 1.5 W

Pc 2.4 W

Pidle 50 mW

Fig. 4. Impact of wireless channel data transmission rate.

Figure 4 shows the effect of data transmission rate on task execution cost
as well as the practicality of our framework. We use the Face Detection [1] as
experimental application, which needs to identify 99 images and access the cloud
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via 4G. According to the Shanon theorem, we know that the data transmission
rate is limited by channel bandwidth and Signal-Noise Ratio(SNR). Therefore,
for the wireless access, we set the channel bandwidth B = 5 MHz. Theoretically,
when the bandwidth B is fixed, the larger the SNR is, the greater the channel
data transmission rate is. With the increasing of SNR, the execution cost of
the application is decreasing. Compared with other three methods, i.e., all tasks
are executed locally, on the central cloud and on the cloudlets, our proposed
framework of application partition and optimal cloud selection is much shorter
than other methods in term of execution cost. Furthermore, we find that our
framework reduces about 80% compared with local execution, and is less about
60% and 65% than the execution in central cloud and cloudlets.

Figure 5 illustrates that the impact of user’s preferences, λt and λe on the
completion time and energy consumption of application with different number
of tasks. Here, we implement the examination by solving the N-Queens prob-
lem [8], and give the comparison of execution time and energy consumption for
different ratios of λt

λe
. It can be observed from Fig. 5(a) that for a given task, the

completion time decreases as λt increases, however, the changes of the energy
consumption are opposite in Fig. 5(b). This is reasonable since a large λt will lead
to the little tolerance for completion time for the user. Therefore, the proposed
system framework will automatically set the weight value of λt to be larger than
λe, which means that it mainly optimizes the completion time of the application
to meet the needs of the user.

Figure 6 demonstrates the comparison of execution cost of our framework
with the least context migration system in [9] called framework 1, and the mul-
tisite offloading framework using Markov decision process in [13] named frame-
work 2 by the applications of Face Detection [1], N-Queens [8], and Sudoku [2].
We can observe from Fig. 6 that the average overhead in our framework is about
35% less than framework 1, and 30% less than framework 2 in application com-
pletion. The reason is that our framework transfers much less data and selects
adaptively the optimal cloud.

(a) Completion time. (b) Energy consumption.

Fig. 5. The impact of user’s preference λt
λe
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Fig. 6. Comparison of overhead of three framework for different applications.

7 Conclusion

In this paper, we study the execution cost minimization problem in mobile cloud
computing. We design an application framework including profiler, solver, and
communication module. This framework provides runtime support for adaptive
partitioning and dynamic offloading selection in application execution. Under
this framework, we propose a novel cloud selection algorithm which is composed
of offloading judgement and cloud selection. We implement the framework in a
real testbed and experimental results demonstrate that compared to the existing
frameworks, our framework can effectively reduce the execution time and energy
consumption.

Based on these, the future work will consider the task offloading allocation
problem in the multiple network connection ways and variety mobile cloud sys-
tem scenarios.
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