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Preface

The 6th International Conference on Cognitive Neurodynamics (ICCN2017) was
held in Carmona (Seville), Spain, from August 1–5, 2017. It is one of the series
conferences held biennially since 2007, with support from the international journal
“Cognitive Neurodynamics” (Springer). The research field of cognitive neurody-
namics is the frontier of union where experimental and mathematical/computational
neuroscience converge with cognitive neuroscience. Experiments generate a huge
amount of neural data that must be treated correctly to obtain the best outcomes
and the most accurate interpretation of them. At the same time, mathemati-
cal/computational methods and modeling are applied to understand and reveal
dynamic principles on brain structure and functions concerning some cognitive
processes such as brain oscillations, learning and memory, and neural plasticity
among other higher-order brain functions or dysfunctions. Undoubtedly, cognitive
neurodynamics is highly interdisciplinary, where researchers from biomedical
sciences, neuroscience, cognitive neuroscience, mathematics, physics, computer
science, technological science, and engineering contribute together to the advance
in this field. The series conferences of ICCN provide very good opportunities for
scientists from various fields to review their achievements, to share their ideas, and
to promote the development of this field.

ICCN2017 attracted more than 100 participants from 17 countries (Australia,
Belgium, China, France, Germany, Italy, Japan, New Zealand, Portugal, Russia,
Spain, South Korea, Sweden, Switzerland, The Netherlands, United Kingdom,
and United States of America), who made this conference a successful and
memorable scientific event. There were 6 plenary lectures by leading scientists
in the field of cognitive neurodynamics, 12 symposia (with 60 oral presentations)
also by prominent researchers, and 1 poster session (a total of 38 posters) by
both researchers and PhD students. Posters were permanently displayed along
the whole meeting, allowing a long time for questions and discussions. The
plenary speakers were Profs. Drs. Pierre-Paul Vidal (France), Salvador Martínez
(Spain), Chris De Zeeuw (The Netherlands), Yoshikazu Isomura (Japan), Guo-
Qiang Bi (China), and Wu Li (China). The organizers of the symposia were Drs.
Alberto Ferrus (Symposium 1); Jan Lauwereyns (Symposium 2); Laura M. Roa
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vi Preface

(Symposium 3); Agnès Gruart (Symposium 4); José L. Cantero (Symposium 5);
Yutaka Yamaguti, Akihiro Yamaguchi, and Ichiro Tsuda (Symposium 6); Juan
de los Reyes Aguilar (Symposium 7); Yoshikazu Isomura (Symposium 8); Hans
Liljeström (Symposium 9); Toshishisa Tanaka and Jianting Cao (Symposium 10);
Raudel Sánchez-Campusano and Steven L. Bressler (Symposium 11); and Xu Lei
(Symposium 12). In several symposia, a tribute was paid to Walter J. Freeman
(January 30, 1927–April 24, 2016) for his groundbreaking contributions to cognitive
neurodynamics.

The topics of the conference covered almost all the branches of cognitive
neurodynamics, from micro-, meso-, to macro-level dynamics, their applications,
and some related topics, especially including neural coding, neural population
dynamics, sensory and motor dynamics, EEG, fMRI and brain imaging, global cog-
nitive functions, realistic neural networks, oscillation and synchronization, neural
computing, brain computer interface, cognition disorder, multiscale neurodynamics,
and also the coordination dynamics from neural-to-mental-to-social systems.

This volume fairly well reflects the large span of research presented at ICCN2017
conference. The papers in this volume (51 chapters by a total of 147 authors)
were organized in the following five parts: (I) Neural Dynamics in Motor and
Sensory Systems and in Cognitive Functions (10 chapters); (II) Cognitive Network
and Multi-Scale Neural Network Dynamics (10 chapters); (III) Neuroengineering,
Neuroinformation, and Brain Computer Interaction (10 chapters); (IV) Modelling
Higher-Order Functions and Dysfunctions (10 chapters); and (V) Oscillation, Syn-
chronization, Neural Plasticity, and Coordination Dynamics from Neural to Social
Systems (11 chapters). All submitted papers were peer-reviewed by experts in the
field based on originality, significance, quality, and clarity, under the coordination
of the contact volume editor Dr. Raudel Sánchez-Campusano (Pablo de Olavide
University). From the organizing committee, we thank all the authors for the
outstanding quality of the contributions to ICCN2017 conference proceedings.

Finally, we wish to express our gratitude to all those who made ICCN2017
conference and this proceedings volume possible. In addition to all the contributing
authors, we especially thank the plenary speakers, the symposium organizers, and
the helpful students who assisted during the conference. We gratefully acknowledge
sponsorship from CeslatiC Foundation, Carmona City Hall, Cibertec S.A., Uni-
verlab S.L., BioAvan I+D+I, Olavide en Carmona Center, and Pablo de Olavide
University, for the ICCN2017 conference. Also we thank the journal “Cognitive
Neurodynamics” by Springer for the publication of this book series.

The 7th conference in the series – ICCN2019 – will be held in Alghero, Sardinia
(Italy), September 29–October 2, 2019; organized by Prof. Alessandro E.P. Villa
and colleagues (NeuroHeuristic Research Group and LABEX – HEC Lausanne,
University of Lausanne, Switzerland). We have no doubt that ICCN2019 will be as
successful as the previous ones.

Seville, Spain José M. Delgado-García
Raudel Sánchez-Campusano
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Chapter 1
Decomposition of Superimposed Chaotic
Spike Sequences by Using the Bifurcating
Neuron

Akihiro Yamaguchi, Yutaka Yamaguti, and Masao Kubo

Abstract In this study, decomposition of superimposed chaotic spike sequence
was investigated from the view point of neural information coding. We con-
struct simple network of bifurcating neuron and introduce the coupling model to
decompose superimposed chaotic spike sequences. The decomposing performance
was demonstrated by the numerical simulation and evaluated by the ratio of
synchronized spikes. As a result, for the superimposed two chaotic spike sequences,
approximately 90% of spikes were correctly decomposed.

Keywords Chaotic synchronization · Bifurcating neuron · Neural coding

1.1 Introduction

The temporal structure of spike firing timing is considered to play an important
role in information processing in the brain. In our previous studies, we have shown
segmentation and feature linking of input images by using the chaotic cellular neural
network to achieve chaotic synchronization of evoked spike sequences [1, 2]. The
neuron model used to generate spike sequences with chaotic inter-spike intervals
was based on the bifurcating neuron [3] and described by the spike response model
[4]. The bifurcating neuron is a chaotic integrate-and-fire neuron that was introduced
by Lee and Farhat [3].

Advantages of a chaotic spike sequence include its diversity and exponential
decay of correlation function. By using these properties, we were able to distinguish
different chaotic spike sequences and link identical chaotic spike sequences. In

A. Yamaguchi (�) · Y. Yamaguti
Faculty of Information Engineering, Fukuoka Institute of Technology, Fukuoka, Japan
e-mail: aki@fit.ac.jp

M. Kubo
Department of Computer Science, National Defense Academy of Japan, Yokosuka, Kanagawa,
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this study, decomposition of superimposed chaotic spike sequences was investi-
gated from the viewpoint of neural information coding by employing a simple
network model that we constructed using the bifurcating neuron. In the following
sections, we describe our network model to decompose superimposed chaotic spike
sequences and present the results of the numerical simulations.

1.2 Simple Network Model to Decompose Superimposed
Chaotic Spike Sequences

In our model, the bifurcating neuron [3] is employed to generate and to decompose
a chaotic spike sequence which inter-spike interval dynamics is chaotic. In this
section, we explain the dynamics of the bifurcating neuron and our simple coupling
model of bifurcating neuros to decompose superimposed chaotic spike sequences.

1.2.1 Bifurcating Neuron

In this study, we describe the bifurcating neuron as a form of spike response model
(SRM) [4] to clarify the coupling term. Here, we denote the i-th neuron as n(i). Let
u(i)(t) be an internal potential of n(i) at time t and its dynamics is defined as:

u(i)(t) = urest + η(i)(t) + ν(i), (1.1)

where urest is the resting potential, ν(i) ∈ [−v0, +v1] is the uniform noise, and η(i)(t)
is a kernel function of internal state dynamics. In the case of the bifurcating neuron,
η(i)(t) is defined as:

η(i)(t) = η0

(
t
(i)
last , φ

(i)
)

+ α
(
t − t

(i)
last

)
; (1.2)

η0 (t, φ) = Aη sin (2πω t + φ) , (1.3)

where t
(i)
last is the last firing time of n(i) and the constant α is the linearly increasing

ratio of η(i)(t). The internal potential u(i)(t) is linearly increasing by the η kernel.
When u(i)(t) exceeds the threshold value θ , n(i) is fired and u(i)(t) is reset to the
initial potential given by the background oscillation η0(t, φ). The constants Aη, ω,
and φ are the amplitude, the frequency, and the phase of the background oscillation,
respectively. The dynamics of the bifurcating neuron is shown in Fig. 1.1a.
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Fig. 1.1 The dynamics of the single bifurcating neuron. (a) Example of the time evolution where
α = 100, θ = − 30, urest = − 70, Aη = 21.5, ω = 1, and φ = 0. The threshold value θ , the
internal potential u(t), and the background oscillation are represented by the green line, the red
line, and the blue line, respectively. (b) The return map of the phase Tk of the firing time. (c)
The bifurcation diagram of the single bifurcating neuron where the abscissa is the amplitude of
background oscillation Aη and the ordinate is the phase Tk of the firing time

In the case without the noise term ν(i), the k + 1-th firing time t
(i)
k+1 of n(i) is

simply determined by the map f and the previous firing time t
(i)
k such as:

t
(i)
k+1 = f

(
t
(i)
k ;φ(i)

)
= t

(i)
k +

θ − urest − η0

(
t
(i)
k , φ(i)

)

α
(1.4)

Furthermore, the phase T
(i)
k = t

(i)
k mod 1 in the background oscillation is also

determined by the one dimensional map:

T
(i)
k+1 = F

(
T

(i)
k ;φ(i)

)
= f

(
T

(i)
k ;φ(i)

)
mod 1. (1.5)
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An example of map F is shown in Fig. 1.1b. As increasing Aη, dynamics of the

phase T
(i)
k shows various behavior including bifurcating one and chaotic one as

shown in Fig. 1.1c.

1.2.2 Simple Network Model with Phase Response Coupling

Our network model consists of two types of neurons: a transmitter neuron and
a receiver neuron. The transmitter neurons generate spike sequences with chaotic
inter-spike intervals. The generated spike sequences are superimposed and inputted
to the receiver neuron. The receiver neuron also generates spike sequences via its
own dynamics and inputted sequences. These transmitter neurons with different
inter-spike-interval dynamics are implemented by the bifurcating neuron (see Eq.
(1.1)). In order to construct the network model, we introduce the coupling term to
the bifurcating neuron. Let the set 	(i) be a set of firing time of super imposed spike
sequences inputted to the receiver neuron n(i) from transmitter neurons such that:

	(i) =
{
s
(i)
0 , s

(i)
1 , s

(i)
2 , · · ·

}
, (1.6)

where s
(i)
j (j = 0, 1, · · · ) is the firing time of the neurons coupled to n(i). The

dynamics of the bifurcating neuron with phase response coupling is defined as:

u(i)(t) = urest + η(i)(t) + ξ
(i)
− (t) + ξ

(i)
+ (t) + ν(i), (1.7)

where ξ
(i)
− (t) and ξ

(i)
+ (t) are the negative coupling term and the positive one,

respectively.
These coupling terms are designed to synchronize to the input spikes if its own

dynamics is the same with the dynamics of input spike sequences. The definition of
the negative and positive coupling terms are as follows:

ξ
(i)
− (t) =

∑

s∈	(i), t
(i)
last≤s<t

ε−
(
s, t

(i)
last

)
; (1.8)

ε
(i)
−
(
s, t

(i)
last

)
=

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

0 s ≤ t
(i)
last

− β−
s−t

(i)
last

ε
t
(i)
last < s ≤ t

(i)
last + ε

0 t
(i)
last + ε < s

, (1.9)
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and

ξ
(i)
+ (t) =

∑

s∈	(i), t
(i)
last≤s<t

ε+
(
s, t̂

(i)
next

)
; (1.10)

ε
(i)
+
(
s, t̂

(i)
next

)
=

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

0 s < t̂
(i)

next − ε

+β+ t̂
(i)

next − ε ≤ s < t̂
(i)

next

0 t̂
(i)

next ≤ s

, (1.11)

where β− and β+ are nonnegative coupling constant, ε is coupling time range
where input spike is affective, ε

(i)
− and ε

(i)
+ are phase response curves, and t̂

(i)
next is a

predicted next firing time such that:

t̂
(i)

next = t + θ − u(t)

α
. (1.12)

If the time s of the arrived spike is within the range ε from the last spike
firing time t

(i)
last , then the phase response is negative to delay the next firing time.

Otherwise, if the time s is within the range ε from the predicted next firing time
t̂

(i)
next , then the phase response is positive to hasten the next firing time.

1.3 Numerical Experiments

In order to examine the decomposing performance of the proposed network, we
numerically simulate the four neurons network where n(0) and n(1) are transmitter
neurons Eq. (1.1) and n(2) and n(3) are receiver neurons (see Eq. (1.7)).

The generated spike sequences of n(0) and n(1) are superimposed and input to
the receiver n(2) and n(3). The parameter values of these four neurons are identical
without the phase shift value φ(i). For the decomposition, the phase shift values are
chosen as φ(0) = φ(2) and φ(1) = φ(3). Since the phase shift value characterizes the
shape of the return map of firing phase (Fig. 1.1b), the internal dynamics of n(2) and
n(3) are the same with n(0) and n(1), respectively.

Numerical simulations were performed for three cases such as (1) β− > 0 and
β+ = 0, (2) β− = 0 and β+ > 0, and (3) β− > β+ > 0. Results of the numerical
simulation for the case (3) are shown in Fig. 1.2. As shown in Fig. 1.2d–e, the
receiver n(2) and n(3) synchronizes to the transmitter n(0) and n(1), respectively. The
degree of synchronization is evaluated by the ratio of synchronized spikes between
two neurons (Table 1.1). Here, the ratio of synchronized spikes is estimated by 10
trials of simulation and approximately 10,000 spikes are generated for each trial.
For the case (3), approximately 90% of spikes are correctly decomposed by the
synchronized response of receiver neurons.
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Fig. 1.2 Example of the numerical simulation of the proposed network model to decompose
superimposed spike sequences, where β− = β+ = 2.1, ε = 0.05, φ(0) = φ(2) = 0, φ(1) = φ(3) = π ,
and other parameters are same with Fig. 1.1a. (a) The spike sequence of the transmitter n(0). (b)
The spike sequence of the transmitter n(1). (c) The superimposed spike sequence of n(0) and n(1).
(d) The spike sequence of the receiver n(2). (e) The spike sequence of the receiver n(3)

Table 1.1 Ratio of
synchronized spikes between
two neurons

Ratio of synchronized spikes
β− = 2.1 β− = 0 β− = 2.1

Target neurons β+ = 0 β+ = 2.1 β+ = 2.1

n(0) and n(2) 50.2 ± 1.4% 62.3 ± 2.2% 88.9 ± 1.3%
n(0) and n(3) 19.8 ± 0.7% 20.9 ± 0.5% 20.1 ± 0.6%
n(1) and n(2) 19.4 ± 0.9% 21.0 ± 0.7% 20.0 ± 0.5%
n(1) and n(3) 49.2 ± 1.6% 63.6 ± 2.1% 89.4 ± 2.1%
n(0) and n(1) 19.9 ± 0.7% 19.9 ± 0.6% 19.9 ± 0.4%
n(2) and n(3) 19.3 ± 0.5% 23.5 ± 0.5% 22.5 ± 0.6%

1.4 Summary and Discussion

In this study, we proposed the coupling model to decompose superimposed chaotic
spike sequences generated by the bifurcating neuron. As a result, we demonstrated
that two chaotic spike sequences with the different phase shift values are able to
decompose by the proposed coupling model of the bifurcating neuron.

This result indicates two possibilities. One is that multiple information are
simultaneously representable by the superimposed chaotic spike sequences. The
other is that neural activity of different neurons is linkable by their selective
synchronization if they obey the same chaotic dynamics. Although the proposed
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coupling model might be too artificial in order to apply the neural information
coding in the real brain, we could demonstrate the possibility of chaotic spike
sequence as a carrier of information. Further analyses of decomposing mechanism
and performance are our future work.
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Chapter 2
Neural Energy Properties and Mental
Exploration Based on Neural Energy
Field Gradient

Yihong Wang, Xuying Xu, and Rubin Wang

Abstract Neural coding problem is one of the most important basic problems
of cognitive neuroscience. The classic coding theories based on firing rate now
encounter their own bottlenecks. Energy coding method studies the coding problem
by the energy characteristics of neural systems which possesses the advantages
of globality and economy. This research analyzed the energy coding theory in
computational level and applied it to mental exploration and path optimization.
First, we defined and calculated the neural energy supply and consumption based
on the Hodgkin-Huxley model during two activity states using ion-counting and
power integral method. Then the energy properties of each ion channel are analyzed.
The energy efficiency of a neuron is 76% and above 100% under these two
circumstances. Finally, we study the mental exploration by energy method and
constructed an effective model to find and optimize the path to the target.

Keywords Energy coding · Mental exploration · Neural energy field · Place
cells

2.1 Introduction

It is one of the most important questions in cognitive neural science that how the
neural systems code and decode neural information [1]. Scientists have established
phase coding, frequency coding, and group coding to encounter this problem.
Unfortunately, the scope of these techniques is limited, and the definitions are
vague [2]. Currently, no complete theory for neural coding and decoding has been
accomplished to direct the research of global brain activities. One reason is that
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these coding theories are focusing on local neural activities and do not include the
cross influence of large-scale neural activities. Furthermore, due to the nonlinear
property of the neurodynamics, it is very hard to perfectly analyze the neural coding
and decoding problem by classical coding methods. Neural activities and neural
information processes should follow the principles of energy minimization and
information transmission efficiency maximization [3], and neural system should
be restricted by energy minimization regardless of suprathreshold or subthreshold
activity. This is the economical essence of neural system because of evolution.
Information transmission efficiency must maximize the energy utilization in a neural
system; this property reflects the high efficiency of neural system for information
processing. However, it is difficult to define and describe neural metabolic energy,
neural electric energy, and the relationship between them. Some researches helped
to understand the neural energy consumption and transformation [4], but they are
not related to information coding by neuron group activity.

Some researchers have proposed a new method to study neural coding by energy
[3]. In order to describe the relationship between bioenergy of the brain and the
neural information processes of the prefrontal cortex, a biophysical model con-
cerning neural circuit has been constructed. Furthermore, quantitative relationship
between firing patterns and neural energy evolutionary process has been discovered.
Based on these unique relationship, researchers developed the concept of energy
coding and further calculated the energy of a single neuron [3]. Some interesting
findings have been discovered during the study of the energy distribution properties
of structural neural networks. These ideas have laid the foundation for energy coding
research of the functional neural network.

Although many scientists achieved remarkable works studying neural energy,
a basic question has been ignored, which is how to define and distinguish neural
energy supply and consumption. The neural energy concept is quite vague in many
research; as a result, we need to clarify the different type of neural energy. In this
research, we will analyze this problem by energy coding method.

Energy coding method can be used to study variety of cognitive activity, such
as spatial representation and learning. The concept of the cognitive map can be
used to solve the navigation problems in environment such as self-locating, target-
searching, and pathfinding. Place cells in hippocampus are the biological foundation
of cognitive map, which are firstly found by the Nobel Prize winner O’Keefe in the
hippocampus with an electrophysiological method [5]. Redish and Touretzky found
that the hippocampus possesses ability of spatial memory and spatial navigation
in rodent animal [6]. However, the deficiency of cognitive map model is that it
took tremendous of physical explorations to form path vector. The agent needs to
explore the actual spatial environment continually through the physical movements,
which waste much time and energy. Our study can make up the defects, and physical
exploration can be improved to mental exploration. Mental exploration was firstly
introduced by Hopfield [7]. He adapted plane attractor and substituted the mental
exploration in the virtual space for the heavy process of physical exploration. Mental
exploration has some obvious advantages compared to physical exploration [7].
However, it was first based on the artificial neural network, without direct physiolog-
ical significance. Furthermore, during the process of pathfinding, there is no demand
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for learning speed and path efficiency. In our work, based on Hopfield’s theory,
neural energy coding method with clearer biological meanings is adopted, and the
firing power of place cell is the key to guide mental exploration. An efficient mental
exploration path can be achieved by this method, which also possesses the function
of path optimization. It is an effective application of neural energy coding method.

2.2 Neural Energy Properties

In order to study the neural energy and its reflection of neural information, we first
should solve basic question that has been ignored for a long time, which is how
to define and distinguish neural energy supply and consumption. Let us consider
the energy transformation in the neuron. First, ATP hydrolyzes to provide chemical
energy to ion pump, especially the Na+/K+ pump. Then the ion pump works to
transport ions against the concentration gradient to preserve electrical potential. It
ejects Na+ and injects K+ across the cell membrane. This process is equivalent to
charging a battery, during which chemical energy is transformed to electric potential
energy. When the stimulus occurs, ions flow through ion channels pushed by the
electric field force, the potential energy preserved in the membrane capacitor is
released and turned into joule heat due to the resistance effect of ion channels.
During this process, an action potential fired or subthreshold activity occurs. Finally,
ion pump must transport the ions again to recover the membrane potential, and the
chemical energy of the ATP will be consumed again. This is an energy cycle of
a neuron. To conclude, the chemical energy of ATP is the energy supply for the
neuron, and the electric energy carried by ion currents to transmit neural signal
is the energy consumption by the neuron. Apparently, energy should be conserved
during lager scale of time, but in small time interval energy supply and consumption
are not really matched in every moment. This property makes it possible to study
brain activity status based on energy supply and consumption properties.

From the former discussion, it can be deducted that energy supplied to a neuron is
the energy released by ATP which consumed by the ion pump. The energy consumed
by a neuron is the joule heat transformed from electric potential energy. It is also
known that every 3 Na+ ions pumped out of a cell membrane, one ATP molecule
is consumed [8]; each mole of ATP molecules can release between 46 and 62 kJ
free energy. After Na+ flow into neuron during neural activity, the Na+/K+ pump
will expel the same amount of Na+ to reset the resting membrane potential. Thus,
if the amount of Na+ flow into neuron can be counted, the ATP consumption could
be calculated [9]. And based on a proper neuron ion channel model, joule heat can
be obtained [4]. Fortunately, all these characters can be deduced by the classical
Hodgkin-Huxley model (H-H model) as shown below (Fig. 2.1).

The differential equation is

Cm

dVm

dt
= gl (El − Vm) + gNam

3h (ENa − Vm) + gKn4 (EK − Vm) + I (2.1)
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Fig. 2.1 Circuit of Hodgkin-Huxley model (H-H model)

where Cm is membrane capacitance of a neuron, Vm is membrane potential, ENa
and EK are Nernst potentials of Na+ and K+, and El is the potential, while leakage
current is zero. gl, gNa, and gK are, respectively, leakage conductance, Na+ channel
conductance, and K+ channel conductance.

Energy supplied by ATP can be calculated based on the H-H model:

Es = λ

3 eNA

∫

t

gNam
3h (ENa − Vm) dt (2.2)

where λ is amount of energy released by one mole ATP; e is the elementary charge,
which is 1.6 × 10–19 coulomb; and NA is Avogadro constant, and the integrand is
the current of the Na + channel [4]. By integrating the H-H equation at a particular
time interval, we are able to calculate the energy consumed by a neuron during this
time period [4]:

Ec =
∫

t

[VmI + iNa (ENa − Vm) + iK (EK − Vm) + il (El − Vm)] dt (2.3)

As soon as energy supply and consumption are calculated, energy efficiency can
be defined by percentage of energy consumption over supply:
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η = Ec

Es

× 100% (2.4)

We can also calculate the synchronicity of energy consumption and currents of
different ion channels. As shown in Fig. 2.2, Na+ (red) and K+ channels consumed
most of the total electrical power (green), and the energy consumption of leakage
(yellow) and stimulus currents (fuchsia) are relatively small. Figure 2.2a is the
energy during action potential, and Fig. 2.2b is subthreshold activity.

Integrating the power shown in Fig. 2.2, we can get the energy consumed by a
neuron during these periods. Meanwhile, energy supplied to a neuron can also be
calculated by integrating Na+ current and counting the ions. Results are shown in
Table 2.1.

In conclusion, the energy properties of a neuron are significant under two states;
these differences may provide an insight to further understanding neural information
coding and processing problem.

Fig. 2.2 Energy consumption of ion currents [10]

Table 2.1 Energy properties of a neuron [10]

Super-threshold activity Subthreshold activity

Energy supplied 2.468 × 10−7 J/cm2 8.75 × 10−9 J/cm2

Energy consumed 1.879 × 10−7 J/cm2 8.31 × 10−9 J/cm2

Synchronicity 0.782 0.96
Phase difference 38.5◦ 16.26◦
Energy efficiency 76% 105.3%
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2.3 Mental Exploration Based on Neural Energy Field

Since neural energy can express the neural information, we further apply the energy
method to study mental exploration and solve the pathfinding problem. Place cells
represent space, and every place cell has a unique firing power at a certain moment.
As a result, we can construct a mapping from a subset of space to the firing
power of place cell. This mapping associate with the space is called a neural
energy field. After normalized with the maximum power, the field has the following
form (Eq. 2.5):

Pk (x, y) = Pk0 (x, y) + Pkt (x, y) ;

Pk0 (x, y) =
(

1 +
n∑

j �=i

ωji

)
1

2πσ 1σ2
exp

{
− 1

2

[
(x−xp)

2

σ1
2 + (y−yp)

2

σ2
2

]}
;

Pkt (x, y) = 1
2πσ 1σ2

exp
{
− 1

2

[
(x−xt )

2

σ1
2 + (y−yt )

2

σ2
2

]}

(k = 1, 2, 3 . . . )

(2.5)

While applying the gradient vector to direct the mental exploration, the system
can find the target by random search and optimize the path through change of
synapsis. The results are shown in Fig. 2.3.

After ten times exploration, the system obtains an optimal path to the target (Fig.
2.3a), and the gradient vector serves as a navigation vector (Fig. 2.3b). This result
implies that this model is effective and neural energy is a promising method to study
neural system.

Our study suggests that the energy properties of a neuron vary greatly between
different neural activity states, and it can serve as an effective tool to study the
coding and information processing of the neural systems. Based on these results,

Fig. 2.3 Mental exploration process and neural energy field [11]
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we further construct a mental exploration model to study spatial environment so as
to solve pathfinding problems; energy field and its gradient are calculated which can
be used to optimize the path to the target in the virtual plane. The study shows that
the neural energy method is a possible solution to the obstacle in front of coding
theory, and it will give us a new comprehensive insight to the brain.
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Chapter 3
Information Coded in the Striatum
During Decision-Making

Makoto Ito and Kenji Doya

Abstract The basal ganglia are known to play an essential role in decision-
making. The striatum, the major input site of the basal ganglia, has a dorsal-ventral
gradient in the input modality: the more dorsolateral part receives sensorimotor-
related information and the more ventral part receives associative and motivational
information. Previous lesion studies have suggested that subareas of the striatum
have distinct roles: the dorsolateral striatum (DLS) functions in habitual action,
the dorsomedial striatum (DMS) in goal-directed actions, and the ventral striatum
(VS) in motivation. However, it has not been investigated what kind of roles are
taken by these subareas concurrently during the same process of decision-making.
In this study, we systematically investigated information represented by phasically
active neurons in DLS, DMS, and VS during two types of choice tasks: fixed-
and free-choice tasks. In both tasks, rats were required to perform nose poking to
either the left or right hole after cue-tone presentation. A food pellet was delivered
probabilistically depending on the presented cue and the selected action. The reward
probability was fixed in fixed-choice task and varied in a block-wise manner in free-
choice task. We found the following: (1) before rats started a trial, a majority of VS
neurons increased their firing rates and information regarding task type and state
value was most strongly represented in VS; (2) during action selection, information
of action and action values was most strongly represented in DMS; and (3) activity
peaks of DLS neurons were sharper and more uniformly distributed than those of
DMS and VS. To explain our results, we proposed a hierarchical reinforcement
learning hypothesis that VS, DMS, and DLS are hierarchical learning modules in
charge of actions at different physical and temporal scales. VS is the coarsest module
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governing objects of actions, such as aiming for a goal, avoiding a danger, or just
taking a rest. DMS is the middle module in charge of abstract actions, such as turn
left, turn right, or go straight, by taking into account contextual information. DLS is
the module in charge of the finest control of physical actions, such as the control of
each limb.

Keywords Reinforcement learning · Decision-making · Basal ganglia ·
Striatum · Action value · State value · Q-learning model

3.1 Introduction

The basal ganglia are known to play an essential role in decision-making. The
striatum, the major input site of the basal ganglia, has a dorsal-ventral gradient in
the input modality: the more dorsolateral part receives sensorimotor-related infor-
mation and the more ventral part receives associative and motivational information.
Previous lesion studies have suggested that the dorsomedial striatum (DMS) and the
dorsolateral striatum (DLS) contribute differently to goal-directed actions (DMS)
and habitual actions (DLS), respectively. Lesion and recording studies of the ventral
striatum (VS) suggested its role in motivation in response to reward-predicting cues.
However, it was still unclear what kind of roles were assigned to these subareas in
the same process of decision-making. So far, we have systematically investigated
information represented by phasically active neurons in DLS, DMS, and VS of rats
during choice tasks. In this paper, we summarize some of our previous findings
[1, 2] and introduced our hypothesis that we previously proposed to explain our
result [3].

3.2 Activity Patterns of Striatal Neurons During Choice
Tasks

3.2.1 Fixed-Choice Task and Free-Choice Task

We recorded the neuronal activity in the striatum when rats were performing fixed-
choice and free-choice tasks (Figs. 3.1 and 3.2). In fixed-choice task, left tone
(900 Hz) or right tone (6500 Hz) was presented, and the rats were required to
perform a nose poke in the left hole or the right hole, respectively. In free-choice
task, after choice tone (white noise), rats were required to select left or the right
nose poke, and then a reward pellet was delivered stochastically depending on the
selected action.
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Fig. 3.1 Task design. (a) Schematic illustration of the experimental chamber. The chamber was
equipped with three holes for nose poking (L, left hole; C, center hole; R, right hole) and a pellet
dish (D). (b) Time sequence of choice tasks. After a rat poked its nose into the center hole, one
of three cue tones was presented (left tone, right tone, or choice tone). The rat had to maintain the
nose poke in the center hole during presentation of the cue tone. After offset of the cue tone, the
rat was required to perform a nose poke in either the left or right hole, and either a reward tone
or a no-reward tone was presented. The reward tone was followed by delivery of a sucrose pellet
in the food dish. The reward probability was determined by the given cue tone and the chosen
action. For the left tone, the reward probabilities were (left, right) = (50%, 0%). For the right
tone, the probabilities were (left, right) = (0%, 50%). These probabilities were fixed throughout
the experiments. Left tone or right tone were presented in fixed-choice task. For the choice tone,
reward probabilities were varied: one of four pairs of reward probabilities [(left, right) = (90%,
50%), (50%, 90%), (50%, 10%), and (10%, 50%)] was used for each block. Choice tone was
presented in free-choice task [1]
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Fig. 3.2 Representative example of a rat’s performance of fixed-choice task (the first block) and
free-choice task (2nd to 5th blocks). The vertical bars indicate rat’s choices, and the lines represent
the frequencies that the rat selected left for the last 20 trials. Reward probabilities were fixed in
fixed-choice task and varied in free-choice task [1]
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3.2.2 Activity Patterns and State, Action, and Reward Coding

We isolated 190, 105, and 119 neurons from DLS, DMS, and VS, respectively, as
phasically active neurons (PANs, putative medial spiny projection neurons) based
on statistics of interspike intervals and waveforms. These striatal neurons were
activated at different task events and task phases between events, and most neurons
changed their activity patterns depending on upcoming actions, selected actions,
reward outcomes, and types of tasks. For instance, a DLS neuron shown in Fig. 3.3a
had three peaks before a trial (phase 1), during movement to left or right hole (phase
5) and after a trial (phase 7), and the peaks in phase 5 and 7 were changed by action,
reward, and tasks. A DMS neuron shown in Fig. 3.3b increased the activity when
the rat selected right but not left. A VS neuron shown in Fig. 3.3c increased the
activity when the rat started a trial (phase 1) and finished a trial (phase 7). These
both peaks were higher in fixed-choice task than in free-choice task. The second
peak also modulated by action and reward.

First, we investigated the activity patterns of all recorded neurons. We found that
the proportion of neurons that increased their activity as a rat approached the center
hole (phase 1) was more than 60% in VS, significantly larger than in DLS and DMS.

Fig. 3.3 Representative activity patterns of phasic active neurons in the DLS (a), DMS (b), and
VS (c). Event-aligned spike histograms (EASHs) with 10 ms bins were calculated for different
conditions: “all” represents the averages of EASHs for all trials. L and R represent EASHs for
left or right selected trials, respectively. L1, L0, R1, and R0 represent EASHs for four different
action-reward combinations. Fixed and Free represent EASHs for fixed- and free-choice trials.
The numbers from 1 to 7 represent task phases in one trial [1]
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After a rat’s exit from the center hole until its entrance into the L/R hole
(phase 5), more than 60% of DMS neurons were activated, which was significantly
larger than the proportions of DLS and VS. Activity peaks of DLS neurons were not
only sharper than those of DMS and VS, but also uniformly distributed compared
with DMS and VS, without specific preferred task events.

Second, we quantified the proportion of event-coding neurons, namely, how
many neurons changed their firing rates for selected actions, reward outcomes,
and the different choice blocks (states). The proportion of state-coding (fixed- or
free-choice block) neurons during cue presentation (phase 3) was the largest in VS,
and the proportion of action-coding neurons was the largest in DMS during action
execution (phase 5). The proportion of reward-coding neurons was the largest in
VS during the L/R poking. These proportions were similar in fixed-choice and free-
choice blocks.

3.2.3 Action-Value and State-Value Coding

Based on reinforcement learning theory, it has been hypothesized that the patch
compartment in the striatum learns reward prediction for each stimulus (state) in
the form of a “state value”, and the matrix compartment in the striatum learns
expected reward after selecting each action candidate, in the form of an “action
value” [4].

We estimated action values and state values for each trial under the assumption
that all actions were selected by a generalized Q-learning model with a forgetting
effect [2]. We then identified the neurons coding action values and state values, as
well as action and reward, by a liner regression analysis (Fig. 3.4). The proportion
of action-value coding neurons was highest in DMS during action execution (phase
5), while the proportion of state-value coding neurons was the highest in VS in the
most of the all task phases (phase 1–6).

3.3 Hierarchical Reinforcement Learning Hypothesis

To explain our findings, we proposed a working hypothesis that VS, DMS, and
DLS are hierarchical learning modules in charge of actions at different physical
and temporal scales [3]. VS is the coarsest module governing actions of the whole
animal, such as aiming for a goal, avoiding a danger, or just taking a rest. DMS is
the middle module in charge of abstract actions, such as turn left, turn right, or go
straight. DLS is the module in charge of the finest control of physical actions, such
as the control of each limb.
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Fig. 3.4 Proportions of neurons coding action, reward, action value, and state value (p < 0.01, t
test). Dots in the upper area indicate significant differences in the proportions between subareas
(p < 0.05, Mann-Whitney U-test) [1]

Consistent with this hypothesis, the average firing duration (exceeding the half of
the peak firing rate) was longest in VS neurons among three subareas, that of DMS
neurons was the second, and DLS neurons showed the shortest firing duration. A
large majority of VS neurons was activated while rats headed to the center hole
to start a trial. This might be interpreted to mean that VS is involved in higher-
order decisions to initiate a trial. State values coded in VS might be an action
value for higher-ordered action, “do a trial”. In DMS, most neurons were activated
during execution of the action selection, and at that time, action and action-value
information was strongly represented. These findings suggest that DMS is the site
most likely to be involved in decisions regarding abstract actions, such as “select the
left hole” or “select the right hole”. Activity peaks of DLS neurons were not only
sharper than those of DMS and VS but also uniformly distributed over different task
phases. Each activity peak might help to control the body and limbs during a brief
time window (Fig. 3.5).
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Fig. 3.5 A hypothesis that the dorsolateral (DLS), the dorsomedial (DMS), and the ventral
striatum are parallel and hierarchical Q-learning modules that are in charge of actions at different
physical and temporal scales [3]
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Chapter 4
A Comparison of Reward Values
Encoding Function Between
the Prefrontal Cortex and Striatum
in Monkey

Zaizhi Wen, Jianhua Zhang, and Xiaochuan Pan

Abstract Reward prediction is essential for learning behavior and decision-making
process in the brain. It is well known that neurons in both prefrontal cortex (PFC)
and striatum are involved in encoding reward values. The difference in reward
coding function between these two brain regions remains unclear. In this work,
local field potentials (LFPs) were recorded in the lateral PFC and striatum of a
male monkey while performing a reward prediction task. A pattern classification
method was used to characterize the function of PFC and striatum for encoding
reward values. We used two different feature extraction methods to extract input
features to two different classifiers, including random forest (RF) and support vector
machine (SVM). We optimized the SVM using the particle swarm optimization
(PSO) algorithm. The results suggested that even in a model-based process, the
neurons in striatum are capable of encoding more reward information than those
in PFC.

Keywords Prefrontal cortex · Striatum · Reward prediction · Support vector
machine · Random forest · ApEn
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4.1 Introduction

Reward prediction is paramount for learning behavior and decision-making process-
ing in the brain. Many researches have shown that many brain regions are involved
in reward prediction [1]. Several fMRI studies have demonstrated the importance
of both the PFC and the striatum in the basal ganglia for reward prediction and
have compared the functional difference in reward prediction between them [2].
The hypothesis that relates the difference between “model-based vs. model-free”
processes to the difference in functions of the PFC and striatum was supported by
the results of studies on humans and primates [3]. However, several later studies had
shown different results which made the hypothesis above seems dubious [4].

Pan et al. [4, 5] found that even striatal neurons could correctly predict rewards
right from the first sequential paired-association task (SPAT) immediately after
reward instruction trials (RITs), which indicates that striatal neurons also possess
some information about state transition of stimuli in the SPAT task [4]. Therefore, it
is reasonable to suggest that besides PFC neurons, the striatal neurons also have the
ability to perform reward prediction in a model-based manner.

In this study, by analyzing LFPs recorded from PFC and striatal neurons in the
reward prediction task, we found that striatal neurons may encode even more reward
information than PFC neurons. Our results also suggested that besides commonly
used energy-based feature, the ApEn, which is based on complexity, could also
reflect the difference of neurons activity under different reward conditions.

4.2 Materials and Methods

4.2.1 Behavioral Task

One male Japanese monkey served as a subject in this study (Tom, 8.5 kg). A
detailed description of the experimental procedure and behavioral task can be found
in [5]. Briefly, the monkey was first trained to learn two associative sequences
(Fig. 4.1a) in a SPAT (Fig. 4.1b). After that, an asymmetric reward schedule was
introduced using RITs (Fig. 4.1c). RITs and SPATs were arranged in one block, first
reward instruction trials (three trials) then followed by SPATs. In a given block, a
correct choice of A1 → B1 → C1 would get the subject monkey a large reward
while A2 → B2 → C2 would be associated with the small one. The stimulus-
reward contingency was pseudo-randomized between blocks. A trial in which the
subject monkey made correct choice, whether in large or small reward condition,
was considered a correct trial. We recorded the choices of the subject monkey in
each trial using recorded LFPs in the correct trials for further analysis.
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Fig. 4.1 The sequential paired-association task with an asymmetric reward scheme

4.2.2 Data Acquisition

Extracellular recordings were conducted using linear array multi-contact electrodes
(U-probe, Plexon, USA) to obtain LFPs. In our experiment, each electrode contained
eight recording contacts (impedance, 0.3–0.5 M� at 1 kHz) with an inter-contact
spacing of 150 or 300 μm. Neuronal activity was measured against a local
reference that was close to the electrode contacts (a stainless guide tube or the
tube of U-probe). We performed data amplification, filtering, and acquisition with
a Multichannel Acquisition Processor (Plexon, USA). The acquired signal from
each contact (channel) was passed through a head stage and then split to extract
the spike and the LFP components separately. The extracted LFP signals were then
filtered with a passband of 0.7–170 Hz, further amplified, digitized at 1 kHz, and
saved in Plexon files. In each recording session, these two U-probe electrodes were
inserted simultaneously into the PFC and striatum. Once the two electrodes reached
the target positions, we did not move them any more throughout the whole session.
However, for different sessions, the positions of these two electrodes were different.
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4.2.3 Data Analysis Methods

Off-line analysis was performed using custom-made MATLAB programs on a PC.
As described before, we recorded the choices of the monkey in SPATs in large
and small reward trials and used only the LFPs recorded in correct trials for later
analysis. In total, 50 sessions of LFP data were recorded from the monkey. For each
session, the number of correct trials varies between 94 and 119, while large and
small reward trials have roughly equivalent number. For the recorded LFPs of each
session, we adopted the same analysis process described below.

Unlike commonly used statistical method, to analyze the difference between PFC
and striatal neurons in reward prediction process, a pattern classification method was
introduced. Here is the basic idea: given the hypothesis that both PFC and striatal
neurons encode the reward information in the behavioral task, the recorded LFPs
may have some underlying pattern when the monkey predicted it would get big
reward in some trials and some different pattern with small reward trials. If this is
the case, we could design a classifier which uses the recorded LFPs as input and
corresponding reward condition as category label.

Given the LFPs from different trials, the trained classifier should be able to tell
the corresponding reward conditions, and the accuracy rate should remain above
50% (random guess possibility). Based on this idea, we used the LFPs recorded from
PFC and striatal neurons, respectively, to train and test our classifier and compared
the difference of accuracy rates between the PFC and striatum. At first, only the
LFPs of the cue period (400 ms after the first cue onset) were analyzed.

Considering it may take a while before the first visual cue in the behavioral task
trial was transferred and made the PFC and striatal neurons of the monkey truly
respond to it, we applied a time window of 400 ms (the length of cue period), starting
from the first cue onset, then moved it with 100 ms each time until the 1000 ms
period after the first cue onset. The full cue period and partial delay period were
covered, such that for each session, we got seven different data sets and then applied
the same schedule below.

For each data set of every session, we used two different feature extraction
methods to extract input features from raw LFPs and constructed feature vectors
which served as actual input for the two different kinds of classifiers, namely,
Random Forest and SVM. The original data of each session was randomly parti-
tioned into five equal-sized subsamples, and a single subsample was retained as the
validation data for testing the model, and the remaining four subsamples were used
as training data. The above process was then repeated five times, with each of the
five subsamples used exactly once as the validation data. This so-called five-folder
cross-validation method was used to get a valid classification accuracy rate.

We repeated the classification process discussed above with two kinds of feature
extraction methods combined with two classifiers and compared the difference
between them. As discussed earlier, we have seven data sets for each session, and
the one with the highest accuracy was finally selected as the actual data we used for
analysis.



4 A Comparison of Reward Values Encoding Function Between the Prefrontal. . . 31

A. Approximate entropy (ApEn)

Approximate entropy is a measure that quantifies the regularity or complexity
of a time series. It considers the temporal order of points in a time sequence and
is therefore a preferred measure of randomness or regularity [6]. In this work,
the ApEn was calculated through the LFPs recorded from each electrode on each
trial and served as the extracted feature vector. To calculate the ApEn value, the
embedding dimension, vector comparison distance, and time delay were set to 2,
0.2 times the standard deviation of the data and 1, respectively, as suggested by
Pincus [7].

B. Discrete wavelet transform (DWT)

Discrete wavelet transforms are widely applied in many engineering fields for
solving various real-life problems. DWT provides a more flexible way of time-
frequency representation of a signal by allowing the use of variable-sized windows.
In our work, sixth level wavelet decomposition was applied to LFPs recorded from
each electrode of each trial. Then we got the coefficients of nodes A4, D4, A5, D5,
A6, and D6 and calculated the energy of each node, respectively. After that, we
combined them together and constructed the feature vectors we need.

C. Random Forest (RF)

Random forest is one of the most successful classifiers based on assemble
learning algorithm. RF is very user-friendly in the sense that it has only two
parameters – the number of variables in the random subset at each node (mtry)
and the number of trees in the forest (ntree) – and is usually not very sensitive to
their values [8, 9].

D. Support Vector Machine (SVM)

SVM is a powerful and well-known method for binary classification tasks in
machine learning [10]. In our work, we adopted the Gaussian kernel function, and
the PSO method was used to choose the suitable regularization parameter and kernel
parameter for each session’s data [11].

4.3 LFP Data Analysis Results

We recorded LFPs simultaneously in the PFC and striatum using two U-probe
electrodes while the monkey was performing the sequential paired-association task
with the asymmetric reward schedule. A classification method was used to compare
the difference of reward information encoding ability between the PFC and striatum.
We used two kinds of feature extraction methods combined with two different
classifiers and compared their ability for distinguishing LFPs of PFC and striatum
under different reward conditions. Figs. 4.2 and 4.3 show the classification accuracy
rates for different feature extraction methods of PFC and striatum with RF and
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Fig. 4.2 Comparison of the classification accuracy for striatum and PFC regions with RF classifier

Fig. 4.3 Comparison of the classification accuracy for striatum and PFC regions with SVM
classifier
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SVM classifiers, respectively. The box plots in these figures show the distributions
of classification accuracy in different conditions. As shown in these figures, the
classification accuracy rates calculated from striatum were significantly higher
compared to that calculated from PFC regardless which feature extraction method
or classifier was used. When using RF classifier, as shown in Fig. 4.2, with the ApEn
feature, the average classification accuracy for striatum among 50 sessions is 72.2%
while that for PFC is just 66.8% (ANOVA F-test: F = 19.35.79, p = 2.76 × 10−5);
as for the energy-based feature, that average accuracy rates for striatum and PFC are
74.7% and 67.7%, respectively (ANOVA F-test: F = 35.62, p = 3.83 × 10−8). Fig.
4.3 shows similar results for the SVM classifier. Specially, with the ApEn feature,
the average classification accuracy rates for striatum and PFC are 74.4% and 67.1%
(ANOVA F-test: F = 36.74, p = 2.42 × 10−8); these two figures for the energy-
based feature are 74.1% and 68.7% (ANOVA F-test: F = 16.81, P = 8.52 × 10−5).
As a higher classification accuracy implies more encoded reward information in the
LFPs, these results suggest that striatum may encode more reward information than
PFC. From Figs. 4.2 and 4.3, we can also find that the accuracy rates vary a lot on
different sessions, for both PFC and striatum, which suggests that different areas
of PFC or striatum have varying reward information encoding ability given the fact
that electrodes were not fixed exactly in the same area of PFC or striatum for each
session.

4.4 Conclusion

In this study, we introduced a pattern classification method for the analysis of LFPs
recorded in a reward prediction task and found significant classification accuracy
difference between the PFC and striatal neurons. Recent researches have suggested
that both PFC and striatal neurons perform reward prediction in a model-based
manner and striatum may not simply use model-free learning rule to predict reward
[3]. Supporting this, we found that we can use LFPs recorded from striatal neurons
as well as PFC neurons to distinguish different reward conditions. Furthermore, we
found significant classification accuracy difference between the PFC and striatal
neurons, indicating that striatum neurons may encode more reward information
than PFC neurons, even in a model-based reward prediction process. These results
suggest that striatum may play a more important role for predicting reward than we
thought before. Our results also suggested that, besides commonly used energy-
based feature, the ApEn, which is based on complexity, could also reflect the
difference of neurons activity under different reward conditions.
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Chapter 5
Injection of Muscimol into Prefrontal
Cortex Impairs Monkey’s Reward
Transitive Inference

Xiaochuan Pan, Rubin Wang, and Masamichi Sakagami

Abstract It is known that both the prefrontal cortex and striatum are involved
in reward processing, but neurons in the two areas may utilize distinct strategies
to predict reward. It was reported in a reward inference task that neurons in the
lateral prefrontal cortex (LPFC) predict reward value for a stimulus using transitive
inference. Striatal neurons predict reward on the basis of directly experienced
stimulus-reward associations. We hypothesized that inactivation of the LPFC could
impair reward predictive ability based on transitive inference but did not based on
associations. To test this hypothesis, muscimol was injected in LPFCs bilaterally
while a monkey was performing the reward inference task. The reward prediction
behavior based on stimulus-reward associations was not affected by muscimol, but
the behavior based on inference to predict reward was altered. The behavioral results
with muscimol indicated that local inactivation in the LPFC impaired only the
reward predictive ability that requires transitive inference, suggesting that the LPFC
is an important region to make inference.

Keywords Prefrontal cortex · Muscimol · Reward · Model-based · Model-free

5.1 Introduction

The prefrontal cortex (PFC) and the striatum have mutual connections. PFC neurons
directly project to the striatum [1], as the input of basal ganglia. The output of
the striatum finally reaches the thalamus through direct and indirect pathways
and is feedback to the LPFC, forming a closed loop [2]. Their tightly anatomical
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connections imply that the two areas have close relation in cognitive functions [3],
involving learning, reward processing, behavior control, and so no. A computational
model suggested that the PFC used model-based learning rule to control goal-
directed behavior, while the striatum applied model-free rule to guide habitual
behavior [4]. Several lines of evidences in neurophysiological and fMRI studies
support this hypothesis, finding model-free signals in the striatum and model-based
signals in the PFC [5, 6]. But some fMRI experiments reported both model-free and
model-based signals in the striatum [7]. Due to anatomical connections between the
PFC and striatum, it is not clear the source of model-based signals found in the
striatum. Is the signal transferred from the PFC or generated in striatal circuits?

It is known that the PFC and the striatum are involved in reward prediction
processes [3]. In a reward inference task [8], it was found that PFC neurons
could utilize transitive inference to predict reward value of a stimulus without
the requirement to experience the stimulus-reward association directly. While
striatal neurons didn’t have such ability, instead, they used exclusive inference
or directly experienced stimulus-reward associations to predict reward. On the
basis of these results, we hypothesized that inactivation of the LPFC could impair
reward predictive ability based on transitive inference but did not impair the ability
based on exclusive inference or associations. To test this hypothesis, muscimol was
injected in LPFCs bilaterally while a monkey was performing the reward inference
task. Muscimol acts as a potent, selective agonist for the GABAA receptors and
alters neuronal activity in its injected location. The behavior results confirmed the
hypothesis, suggesting that the LPFC and striatum predict reward based on distinct
mechanisms.

5.2 Materials and Methods

One male Japanese monkey (Macaca fuscata) served as a subject in this study (Tap,
6.5 kg). A head-holder and two recording chambers were implanted under aseptic
techniques with ketamine (4.6–6.0 mg kg−1 i.m.) and sodium pentobarbital (Nem-
butal, 4.5–6.0 mg kg−1 i.v.) anesthesia. All surgical and experimental protocols were
approved by the Animal Care and Use Committees in Tamagawa University and
conducted in accordance with the National Institutes of Health’s Guide for Care
and Use of Laboratory Animals.

During experimental sessions, the monkey was seated in a primate chair with its
head fixed inside a completely enclosed sound-attenuated and electrically shielded
room. All visual stimuli were presented on a 21-inch CRT display (FE220, NEC,
Japan) with 60 Hz refresh rate, at a distance of 60.0 cm in front of the monkey.
Eye movements were monitored by the Eyelink2 system (SR Research Ltd.,
Mississauga, Canada) with 500 Hz sample rate.
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5.2.1 Behavioral Task

The detail description of the task can be found in Pan et al. [8]. Briefly, the monkey
was trained to learn two stimulus-stimulus associative sequences (Fig. 5.1a) in a
sequential paired-association task (SPAT, Fig. 5.1b). The two correct sequential
associations were A1➔B1➔C1 and A2➔B2➔C2. After completing the stimulus-
stimulus associations, the monkey performed the task with an asymmetric reward
schedule in a blocked paradigm (Fig. 5.1c). In a given block, the monkey first
learned one stimulus (e.g., C1) was paired with a large amount of water (0.4 ml) and
the other stimulus with a small amount of water (0.2 ml) in reward instruction trials.
The SPAT trials followed reward instruction trials. The stimulus-reward contingency
was the same between SPAT trials and reward instruction trials.

One sequence (e.g., A1➔B1➔C1) is associated with the large reward and the
other sequence (A2➔B2➔C2) with the small reward. In another block, the stimulus-
reward contingency might be reversed. The stimulus-reward contingency between
blocks was pseudo-randomized.

The stimuli A1, A2, B1, B2, C1, and C2 were well experienced in the asymmetric
reward task by the monkey. These stimuli were referred to as “old stimuli.” We

Two associative chains Asymmetric reward schedule in one block
Reward instruction trialA
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(A2)

Sequential Paired-association task

Sequential Paired-association trial

New paired association

Delayed matching to sample task with symmetric reward
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(B2)
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Fig. 5.1 The reward prediction task. (a) Two associative stimulus-stimulus sequences
(A1➔B1➔C1 and A2➔B2➔C2) learned by the monkey. (b) Schematic illustration of time events
in the sequential paired-association trial (SPAT). The monkey made a choice by a saccadic eye
movement, as indicated by small yellow arrows. (c) An asymmetric reward schedule with the old
stimuli used in one block. (d) A pair of new stimuli learned in the delay matching-to-sample task
with symmetric reward
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downloaded 200 icons from the Internet and classified them into 100 pairs of stimuli.
Each pair of stimuli was associated with the two color patches, B1 and B2, in a
delayed matching-to-sample task with a symmetric reward schedule (Fig. 5.1d).
These newly learned stimuli will hereafter be referred to as “new stimuli.” There
is no any asymmetric reward information associated with the new stimuli till now.

After having fully acquired the new associations, the monkey performed the
reward-instructed sequential paired-association task with new stimuli. This was
identical to the reward-instructed SPATs with old stimuli (Fig. 5.1c) except that,
in these SPATs, a newly learned stimulus was presented as the first cue instead of
the old stimulus (A1 or A2).

5.2.2 Injection and Task Procedures

We made muscimol solution of 5 μg/μl. Two syringes with needles were attached
to the recording chambers on the left and right hemispheres for bilateral injection.
In each session, 4 μl muscimol (or saline) was injected into each hemisphere. In
order to put the needle into the neural layer correctly, we first used two FHC single
electrodes to identify positions of neural layer (first neuron) at each penetration and
then set the needle; its tip was 2 mm under the first neuron. After the needle reached
the target position, the syringe was pushed slowly by hand to inject the liquid into
the LPFCs. The procedure cost about 10 min.

The task procedure in one session was shown as the following. Before each
task session, we assigned a daily session to train the monkey to learn five pairs
of associations between the new stimuli and B1 and B2 with symmetric reward
(Fig. 5.1d). So at the beginning of each task session, the monkey rehearsed five
pairs of new associations and then performed four blocks of the asymmetric reward
SPAT with old stimuli. After that, muscimol (or saline) was injected into each LPFC.
After waiting for 40 min, the monkey started performing the asymmetric reward
SPAT, four blocks of old stimuli and four blocks of new stimuli (pair 1) and then
four blocks of old stimuli and new stimuli (pair 2), till the completion of five pairs
of new stimuli. The new stimuli were used only one time in a task session. Before
the next task session, the monkey had to learn another five pairs of new stimuli
associated with B1 and B2.

5.3 Results

The monkey performed the asymmetric reward SPAT in eight saline and seven
muscimol sessions. The injection map was presented in Fig. 5.2.

We first examined the correct choice rate (the choice of B1 and B2 based on the
first stimulus) in response to the initial presentation of the new stimuli in SPAT trials
after reward instruction of C1 and C2 (Fig. 5.3a).

In these specific trials, the new stimuli were presented for the first time, so the
monkeys had therefore had no previous opportunity to pair the new stimuli directly
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Fig. 5.2 Injection locations of saline (blue diamond) and muscimol (purple squire) in the two
hemispheres

with a particular (large or small) amount of reward. In saline sessions, the correct
rate in large reward trials was significantly higher than that in small reward trials
(Fisher exact test, p < 0.001), consistent with the behavior results reported in Pan
et al. [8], suggesting the monkey could infer reward values for the new stimuli at
their first presentation in the SPAT.

In muscimol sessions, the correct rate for the new stimuli did not significantly
differ between the two reward conditions (Fisher exact test, p = 0.711), indicating
local inactivation in the LPFCs impaired reward prediction ability for the new
stimuli. We examined response times in reward instruction trials. In both saline
and muscimol sessions, the response times of last reward instruction trial in each
block were significantly smaller in large reward trails than in small reward trials
(Mann-Whitney U-test, p < 0.01), indicating the monkey correctly learned the
stimulus-reward contingency in both saline and muscimol session.

The overall performances of old and new stimuli (including all trials) in saline
and muscimol sessions were presented in Fig. 5.3b, c. A two-way ANOVA (two
factors: session (saline vs. muscimol) and reward (large vs. small)) revealed that the
correct rates of old stimuli had a main effect of session (p = 0.014) and the correct
rate in saline was higher. There was a main effect of reward (p < 0.001). The correct
rates in large reward trials were higher in both saline and muscimol sessions. There
was no significant interaction between the two factors.

The correct rate of new stimuli had no main effect of session, significant main
effect of reward, and no significant interaction. In saline and muscimol sessions, the
correct rates of new stimuli were higher in large than in small reward trials. Local
inactivation in the LPFCs did not impair the overall reward prediction performance
for new stimuli.
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Fig. 5.3 The correct rates in saline and muscimol sessions. (a) The correct rates of the new stimuli
presented at the first time in SPATs. Each line indicates the performance in each session. Statistical
significance was tested by Fisher exact test. (b) The correct rates of the old stimuli in all trials. (c)
The correct rates of the new stimuli in all trials. Statistical significance was examined by Mann-
Whitney U-test. Brown bars indicate large reward trials and blue bars indicate small reward trials
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5.4 Discussion

Muscimol that inactivated the LPFC locally could impair reward predictive ability
for the new stimuli at their first presentation but did not alter the monkey’s ability
to learn stimulus-reward associations, the overall performances for old and new
stimuli. The behavioral results are consistent with the prediction from the model
that the PFC and striatum represent different aspects of the task structure. The PFC
forms categorical representation for the stimuli that are associated in a sequence.
The striatum stores each stimulus-stimulus and stimulus-reward associations to form
a look-up table.

The PFC predicts reward values for old and new stimuli based on category
inference (a model-based method), while the striatum looks for stimulus-reward
associations in the look-up table to predict reward (a model-free method). Inacti-
vation in the LPFC impairs the inference ability to infer reward values of the new
stimuli at their first presentation and at the same time the striatum could not find
the new stimulus-reward associations in the look-up table, which may cause the
behavior impairment of the new stimuli in muscimol sessions.

After the monkey experiences the stimulus-reward association in the first trials,
the striatum stores this information and uses it to predict reward for the new stimuli
in next trials. The intact striatum might compensate impaired functions in the
LPFC to recover the overall performance for old and new stimuli. The muscimol
behavioral results together with single-unit results in Pan et al. [8] suggest that the
LPFC and striatum predict reward independently with distinct mechanisms.

It has been suggested that cooperation and competition between the model-based
system in the PFC and the model-free system in the striatum are important to
maintain normal cognitive functions [9]. The imbalance between the two systems
was associated with mental disorders. Our results indicate that the striatum might
not directly receive model-based signals from the PFC. “Model-based signals”
found in the striatum are likely generated in local striatal circuits after the subject
experiences and learns the task. The information sent from the PFC to the
striatum might be used for controlling the balance of model-based and model-free
systems [10].
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Chapter 6
Behavioral and Cognitive Impairments
Induced by Low Doses of MK-801
and Ketamine

Marta Lovera-Ulecía, Lucía Moreno-Lama, María Ángeles Gómez-Climent,
José M. Delgado-García, and Agnès Gruart

Abstract N-methyl-D-aspartate receptors (NMDARs) are ionotropic glutamate
receptors with a key role in behavioral and cognitive processes. Disruption of
NMDARs has traditionally been linked to several neurological disorders, includ-
ing schizophrenia. NMDAR antagonists can be used as experimental models of
symptoms associated with the neural disorders caused by NMDAR dysfunctions, as
well as in preclinical studies, to evaluate the effectiveness of potential antipsychotic
drugs or cognitive enhancers. The effects of low doses (0.05, 0.1, and 0.2 mg/kg) of
MK-801 (a noncompetitive NMDAR antagonist) on motor and cognitive functions
were assessed in adult mice. The three doses increased motor activities and evoked
inverted-U prepulse inhibition changes, but only the two higher doses impaired
associative learning, therefore allowing its application in preclinical studies of
cognitive-related deficits. In addition, this study was aimed at determining the
motor and behavioral effects produced by subanesthetic doses of ketamine (a
non-specific NMDA antagonist) in adult mice and the possibility of generating
a mild cognitive impairment model for pharmacological purposes. We evaluated
how low doses (10, 15, and 20 mg/kg) of ketamine affected the acquisition of
an instrumental conditioning task, as well as their effects on motor and prepulse
inhibition capabilities. Results of ketamine administration indicate a clear dose-
dependent decrease of learning abilities and motor and prepulse inhibitory effects at
the highest dose. Thus, ketamine administration at these three doses can be used as
a model of cognitive impairment and for the induction of schizophrenic symptoms.
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The use of these two drugs at low doses in experimental models of selected cognitive
disorders is discussed.

Keywords Cognitive functions · Ketamine · MK-801 · Motor activities ·
NMDA receptors · Operant conditioning · Prepulse inhibition · Schizophrenia

6.1 I ntroduction

NMDARs are a specific type of ionotropic glutamate receptor with key roles in
the development of the central nervous system as well as in many different higher
functions such as locomotion, learning, and memory [1]. Disruptions in the level
or function of NMDARs have traditionally been linked to several neurological
and cognitive-related disorders, including schizophrenia and other psychoses [2].
Research on drugs that specifically act on these receptors has grown considerably
over the last few decades, mostly aimed at putative treatments of related disorders.

In contrast, the attractiveness of NMDAR antagonists is based firstly on their
application as models of symptoms more or less related to neurological disorders
caused by NMDAR dysfunctions. Indeed, there is a possibility of using them in
preclinical studies, thus allowing the evaluation of the effectiveness of potential
antipsychotics and/or cognitive enhancers which would reverse the transient effects
induced by the antagonist.

MK-801 is a noncompetitive antagonist of NMDARs with a high affinity and
selectivity for a site located in the NMDA channel [3]. Our aim was using this
drug at doses lower than those evoking ataxic disorders, noticeable derangements
of learning and memory capabilities, and even neural lesions [4]. Because of
its interactions with NMDA and dopamine receptor functions at prefrontal and
striatal levels, MK-801 could represent an interesting experimental model for the
study of higher cognitive functions [5]. It has already been reported that MK-801
administered at doses >0.05 mg/kg in mice evokes overt behavioral and cognitive
deficits [6]. In this regard, we have checked here the effects of very low doses
of MK-801 (<0.2 mg/kg) on selective motor (open-field), behavioral (prepulse
inhibition), and cognitive (operant conditioning) functions.

Ketamine is a hypnotic, analgesic, and amnesic substance usually considered as a
dissociative anesthetic [7]. Used at anesthetic doses, ketamine induces a dissociative
or cataleptic state characterized by analgesia, amnesia, and changes in the atten-
tional state, but not necessarily loss of consciousness [8]. Ketamine is an antagonist
of NMDA receptors but also of non-glutamatergic (muscarinic, opioid) receptors
[7]. Administered at subanesthetic doses, ketamine can evoke psycho-dyslectic and
psychotic symptoms. We consider that it would be interesting to study in detail
the motor, behavioral, and cognitive effects of the administration of subanesthetic
doses (≤20 mg/kg) of ketamine to determine whether this procedure can be used
as an experimental model of cognitive disorders, including schizophrenia and other
related psychiatric disorders.
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6.2 Methods

6.2.1 Experimental Animals

Experiments were carried out in a total of 80 C57Bl/6 male adult mice (3–5 months
old; 25–30 g) obtained from an official supplier (University of Granada Animal
House, Granada, Spain). Upon arrival, animals were housed in separate cages
(n = 5 per cage), but they were switched to individual cages 1 week before the
beginning of the experimental study. Mice were kept on a 12-h light/dark cycle with
constant ambient temperature (21.5 ± 1 ◦C) and humidity (55 ± 8%). Food and
water were available ad libitum, except for the operant conditioning procedures.
Experiments were carried out in accordance with the guidelines of the European
Union (2010/63/EU) and Spanish regulations (BOE 34/11370-421, 2013) for the
use of laboratory animals in chronic studies. All experimental protocols were also
approved by the local Ethics Committee.

Animals were divided in eight experimental groups (n = 10 animals/group). In
the case of MK-801, we prepared a control (saline) group and three experimental
groups with increasing (0.05, 0.1, and 0.2 mg/kg) doses of the drug dissolved in
saline. For ketamine, we prepared a control (saline) group and three experimental
groups with increasing (10, 15, and 20 mg/kg) doses of the drug.

6.2.2 Open-Field Test

As illustrated in Fig. 6.1a, mice were placed in the center of the open-field apparatus
(a box of 28 × 28 × 21 cm from Cibertec S.A., Madrid, Spain) and observed for
15 min. The apparatus was provided with infrared lights, located every 2 cm, in
the three (X, Y, Z) spatial axes. Animals’ displacements in the open field were
quantified automatically with the help of a computer program (MUX_XYZ16L),
also from Cibertec S.A. The apparatus was located in a soundproof room, and the
experimental area was dimly and homogeneously illuminated. In order to avoid
any interference with the following experimental animal, the whole apparatus was
cleaned with alcohol (70◦ proof) after each use.

6.2.3 Prepulse Inhibition Task

Animals were placed individually inside a startle chamber (Cibertec S.A.;
Fig. 6.2a–c). The startle response was measured using a piezoelectric accelerometer
controlled by a computer, using the protocol described elsewhere [9, 10]. The
digitized signal was averaged from 25 to 30 recordings. For training, the mouse was
placed in the startle chamber for an acclimation period of 3 min.
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Fig. 6.1 Effects of MK-801 and ketamine administration on motor activities performed by adult
mice in an open field. (a) A diagram of the open field. The recording area was provided by infrared
lights (2 cm apart) in the three axes (X, Y, and Z). (b) Results collected from the four groups of
MK-801 animals for the three spatial axes. Note the significant increase in motor activity induced
by the three selected doses of MK-801. (c) The same for the four groups of ketamine mice. Values
are Mean ± SEM of the collected data. *p < 0.05; ***p < 0.001

Baseline responses were averaged after the presentation of 20 sounds (125 dB,
100 ms long). During prepulse inhibition trials, the same 125-dB 100-ms burst
was preceded (250 ms) by a prepulse stimulus of 85 dB, lasting for 50 ms. Trials
including prepulse stimuli were randomly presented with normal startle stimuli, the
final total being 25 of each. The ambient background noise was 70 dB. The total
startle response area (mV × ms) was recorded and quantified. Following [11], data
were computed in accordance with the Eq. (6.1):

[
(startle/prepulse ratio) × 100

]
/baseline value. (6.1)

6.2.4 Operant Conditioning Procedures

Following previous descriptions by [12, 13], operant conditioning took place in
five Skinner box modules measuring 12.5 × 13.5 × 18.5 cm (MED Associates,
St. Albans, VT, USA; Fig. 6.3a). Each Skinner box was housed within a sound-
attenuating chamber (90 × 55 × 60 cm), which was constantly illuminated (19 W
lamp) and exposed to a 45 dB white noise (Cibertec S.A.). Each Skinner box was
equipped with a food dispenser from which pellets (MLabRodent Tablet, 20 mg;
Test Diet, Richmond, IN, USA) could be delivered by pressing a lever. Before
training, mice were handled daily for 7 days and food-deprived to 85–90% of their
free-feeding weight.

For operant conditioning, animals were trained to press the lever to receive
pellets from the feeder using a fixed-ratio (1:1) schedule (Fig. 6.3b). Sessions
lasted for 20 min. Animals were maintained on this 1:1 schedule until they reached
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Fig. 6.2 Effects of MK-801 and ketamine administration on the execution of the acoustic startle
response and prepulse inhibition test by adult mice. (a) The three types of tone used in this study.
(b) Experimental design of the startle response and prepulse inhibition test. (c) Startle chamber.
(d) Graphical representation of the prepulse inhibition (% of the startle response) obtained from
the four MK-801 and ketamine groups. Values are Mean ± SEM of the collected data. **p < 0.01

the selected criterion—namely, until they were able to obtain ≥20 pellets/session
for two successive sessions. With these experimental procedures, wild-type mice
reached criterion after 4–7 days of training [14].

Once criterion was reached, animals were further conditioned using a light/dark
protocol for 10 additional days (Fig. 6.3c). In this protocol, only lever presses during
the light period (20 s) were reinforced with a pellet. Lever presses performed during
the dark period (20 ± 10 s) were not reinforced but restarted the dark protocol for
an additional random (1–10 s) time.

The number of lever presses during light and dark periods was quantified
for each training session. Conditioning programs, lever presses, and delivered
reinforcements were monitored and recorded by a computer, using a MED-PC
program (MED Associates, St. Albans, VT, USA).
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Fig. 6.3 Effects of MK-801 and ketamine administration on the execution of an operant condi-
tioning task using a fixed-ratio (1:1) schedule. (a–c) Mice were trained in a Skinner box to press
a lever to obtain a food pellet (a). For operant conditioning, we used two paradigms of increasing
difficulty. In the first paradigm (a fixed-ratio of 1:1), the selected criterion was that the mouse had
to press the lever 20 times per 20 min session for 2 successive sessions to successfully complete the
task (b). In the second paradigm (a fixed-ratio of 1:1 during light/dark periods), lever presses were
rewarded only when a light bulb was switched on. In this case, lever presses while the bulb was off
were punished with a time penalty of up to 10 s during which the bulb would not turn on (c). (d
and e) Performance of mice during the first 5 days of training with the fixed-ratio (1:1) schedule
and following the administration of the three selected doses of MK-801. Significant differences
between groups are indicated (d). Days to reach the selected criterion by each experimental group
are illustrated in (e). (f and g) Same as in (d and e) but for data collected from mice injected with
the three selected doses of ketamine. The code for the four experimental groups in (g) is also for
(d–f). *p < 0.05; **p < 0.01; ***p < 0.001

6.2.5 Drug Administration

(+)-MK-801 (Dizocilpine, Sigma-Aldrich, Steinheim, Germany) was dissolved in
a 0.9% NaCl solution and administered i.p. in a total volume of 0.3 mL/mouse. The
selected doses were 0.05 mg/kg, 0.1 mg/kg, and 0.2 mg/kg [6]. Ketamine [(2R)-2-
(2-chlorophenyl)-2-(methylamino)cyclohexanone; Sigma-Aldrich, Steinheim, Ger-
many] was dissolved in a 0.9% NaCl solution and administered i.p. in a total volume
of 0.3 mL/mouse. The respective control groups were injected with the saline
solution at the indicated volume. The selected doses were 10 mg/kg, 15 mg/kg, and
20 mg/kg. Drugs were administered 30 min before the performance of the selected
test.
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6.2.6 Data Analysis

Collected data were translated into Excel spreadsheets for further analysis and
representation. Unless otherwise indicated, data are represented as mean ± SEM.
Statistical analyses were carried out with the help of the SigmaPlot 11.0 program
(Systat Software Inc., San Jose, CA, USA). Acquired data from the open field
and the startle chamber were analyzed using one-way repeated measures ANOVA
with all pairwise multiple comparison procedures (Holm-Sidak method) when
statistical differences were found. Kruskal-Wallis one-way ANOVA on ranks was
used when the normality test or the equal variance test failed. Data from the operant
conditioning test were analyzed using two-way repeated measures ANOVA, with the
Kruskal-Wallis-Tukey test and the Holm-Sidak method as needed. Data collected
from the light/dark test were analyzed with linear regression lines. The linear equa-
tion and coefficient of correlation corresponding to each set of data were calculated.

6.3 Results

6.3.1 Performance of the Open-Field Test by Mice Treated
with MK-801 and Ketamine

As described in Methods, animals of each group were placed individually in an
open-field apparatus (Fig. 6.1a) to determine their motor activities for a single 15-
min period. The number of light-beam crossings in the three spatial axes (X, Y,
Z) was quantified and totalized for each experimental group. The administration of
increasing doses of MK-801 significantly increased the spontaneous motor activities
of the experimental animals in the three axes (X, F[3, 36] = 25.55, p < 0.001; Y,
F[3, 36] = 23.44, p < 0.001; and Z, H = 16.48 with three degrees of freedom,
p < 0.05). In contrast, the administration of the selected doses of ketamine evoked
no significantly different motor activities in the open field, apart from the highest
dose (20 mg/kg) and only for the X-axis (F[3, 36] = 3.33, p < 0.05).

On the whole, the selected doses of MK-801, but not those of ketamine, produced
an evident increase in the motor activity of the animals in the open field, suggesting
an increase in their exploratory behaviors.

6.3.2 Prepulse Inhibition of the Startle Response by Mice
Treated with MK-801 and Ketamine

In Fig. 6.2a–c is illustrated the apparatus used to evoke a startle response in
individual mice and the protocol followed to evoke its inhibition. The startle
response was evoked by the presentation of a 125-dB 100-ms tone, while its
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inhibition was achieved by the presentation of an 85-dB 50-ms tone 250 ms in
advance of the stronger tone. The administration of increasing doses of MK-
801 evoked an inverted-U modification of the prepulse inhibition obtained in the
control group (Fig. 6.2d). However, the collected results did not reach significant
differences. In contrast, the highest (20 mg/kg) dose of ketamine used in these
experiments produced a significant decrease in the evoked prepulse inhibition. In
conclusion, only the highest dose of ketamine evoked a significant decrease in
the amount of prepulse inhibition of the startle response reached by the control
groups.

6.3.3 Operant Conditioning of Animals Treated with MK-801
and Ketamine

Mice were trained in Skinner boxes to obtain a food pellet every time they pressed
a lever in daily sessions of 20 min, using a fixed-ratio (1:1) schedule (Fig. 6.3a,
b). Mice were considered to complete the task when pressing the lever ≥20 times
in 2 successive sessions (i.e., the criterion; Fig. 6.3d–g). As shown in Fig. 6.3d,
the administration of increasing doses of MK-801 significantly (F[12,144] = 6.06,
p < 0.001) affected the animals’ proper performance of the operant conditioning
task, particularly for mice administered with the highest dose (0.2 mg/kg).

In addition, control MK-801 mice and those receiving the two lower doses (0.05
and 0.1 mg/kg) reached the selected criterion in ≈4 days, but those injected with the
highest dose (0.2 mg/kg) reached criterion significantly later (p < 0.001; H = 21.39
with three degrees of freedom; Fig. 6.3e). The administration of increasing doses of
ketamine also significantly (F[15,180] = 5.08, p < 0.001) decreased performance of
the mice in the Skinner box during the first six training sessions (Fig. 6.3f).

Although the administration of increasing doses of ketamine increased the num-
ber of sessions necessary to reach the selected criterion, no significant differences
between groups were observed (p = 0.9092; H = 6.45 with three degrees of
freedom; Fig. 6.3g).

Mice that successfully reached the above criterion were subjected to a more
complex operant conditioning task. In this case, pressing the lever was rewarded
with a food pellet only during periods of 20 s in which a light bulb above the lever
was switched on (light/dark, Fig. 6.3c). As illustrated in Fig. 6.4a, control MK-
801 decreased the number of lever presses during the dark periods across the ten
training sessions. In contrast, the administration of increasing doses of MK-801
prevented the proper acquisition of this operant conditioning task (Fig. 6.4b, c) and
even reversed it (Fig. 6.4d). In the same way, the administration of the highest dose
of ketamine disturbed the proper acquisition of the light/dark task (Fig. 6.4e–h).

In summary, the administration of low doses of MK-801 and ketamine affected
the proper acquisition of an operant conditioning task, mainly for the MK-801
and ketamine groups administered the highest doses (0.2 mg/kg and 20 mg/kg,
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Fig. 6.4 Effects of MK-801 and ketamine administration on the execution of an operant condi-
tioning task using a fixed-ratio (1:1) schedule in a go/non-go situation. In this situation, only lever
presses carried out during the light period were rewarded. Lever presses carried out while the bulb
was off were punished with up to 10 additional seconds during which the bulb would not turn on
(light/dark paradigm; see Fig. 6.3c). (a–d) Lever presses performed by mice of the four (control
and three doses) MK-801 groups across ten successive sessions using the light/dark paradigm. (e–
h) Same for experiments carried out with the four ketamine groups. As indicated in (h): white
circles, lever presses when the light bulb was on (light); black circles, lever presses when the bulb
was off (dark). Regression lines and their coefficient of correlation (r) are indicated above each
representation

respectively). The three groups administered with MK-801 and the ketamine group
administered with the highest dose were unable to acquire an operant light/dark task
entailing the specific inhibition of natural appetitive behaviors.

6.4 Discussion

We have studied here the effects of low doses of MK-801 and of ketamine on the
spontaneous motor activities, prepulse inhibition of a tone-evoked startle response,
and associative learning capabilities of young adult mice. The aim was to determine
whether those drugs, administered at low doses, could evoke symptoms related with
cognition-related disorders such as schizophrenia and related psychoses.

The three doses of MK-801 used here evoked significant increases in the motor
activities of the experimental animals in the open-field apparatus. It can be proposed
that this increase in exploratory activities also disturbed the proper acquisition of the
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light/dark operant conditioning task presented by the three groups of mice injected
with MK-801, particularly those administered with the highest dose.

As already described [15], mice injected with the highest dose used here
(0.2 mg/kg) presented evident motor deficits (such as ataxic movements, vestibular
misbalances, etc.); these motor effects could rule out using this dose for operant
conditioning tasks. Finally, we have been unable to reproduce here the effects of
MK-801 on prepulse inhibition described elsewhere [16].

According to the present results, ketamine administration at subanesthetic doses
did not evoke the noticeable hyperactive motor responses described in mice
following the acute administration of a much higher dose (100 mg/kg, i.p.) [17].
However, the highest dose of ketamine used here (20 mg/kg) significantly increased
motor activities in the open field and decreased the inhibitory effects of a prepulse
on the tone-evoked startle response but did not prevent the proper acquisition of
an operant conditioning task. In this sense, this low dose of ketamine can be
used to evoke mild cognitive impairments potentially related to some psychotic
states. For example, it is well known that the absence of a proper prepulse
inhibition mechanism is considered a symptom related to a schizophrenic condition
[9, 18, 19].

The administration of low doses (≤12 mg/kg) of ketamine also disturbed the
acquisition of an instrumental conditioning in rats, using fixed-interval (1:50 s and
1:200 s) schedules [20]. In this regard, it is possible that a fixed interval could
represent a task more difficult to acquire than the fixed-ratio (1:1) schedule used
here.

In conclusion, the highest dose of MK-801 used here could be a useful
experimental tool for evoking cognitive-related impairments involving operant
conditioning tasks, probably related to the increase in interspecific exploratory
activities. Similarly, the highest dose of ketamine used here could be useful for
creating deficits in the prepulse inhibition test.
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Chapter 7
Changes in Brain Activity During
Instrumental Behavior After Additional
Learning in Rats

Vladimir Gavrilov

Abstract To study how additional learning may change the brain activity during
realization of initially learnt behavior, we compared EEG potentials in rats per-
forming an instrumental lever-pressing task before and after additional training
in a slightly different environment. EEG was recorded over motor, retrosplenial
posterior, and visual areas of the cortex. A similar configuration of behavior-related
EEG potentials was observed during performing the instrumental task before and
after additional learning, which suggests that, in general, common brain processes
underlie the behavior in the compared conditions. However, differences in the
amplitudes and latencies of components of behavior-related potentials shown in
this work support the hypothesis that the composition of the elements of individual
experience underlying this behavior changes after additional learning.

Keywords EEG · Instrumental behavior · Learning · Individual experience

7.1 Introduction

Single-unit recording studies in behaving animals revealed a stable relation of
impulse activityof neurons in different brain areas with acts of behavior, i.e.,
behavioral specialization of neurons [1–4] (Fig. 7.1). It has been shown that the
behavioral specialization is permanent and does not change after additional learning
[3, 5]. Types of neuronal specializations depend on the history of formation of
behavior [3]. Molecular bases of neuronal specialization have also been established
[6]. These previous findings suggest that any behavior is based on cooperative
activity of neurons in different brain areas which form functional systems of
behavioral acts. The formation of these systems – systemogenesis – occurs during
learning in problem situations when previous experience does not provide a way
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Fig. 7.1 The same behavioral specialization of neurons in different brain areas. Examples of single
units from motor cortex (a) and retrosplenial cortex (b) increasing their firing rates when a rat
moved from a lever to a feeder on one side of the experimental cage but not on the other. The
rasters are plotted against the end of lever pressing (dashed lines). Averaged actograms of behavior
are shown under the rasters. On the basis of sets of behaviorally specialized neurons, the following
behavioral acts were defined: (1) approaching the lever, (2) lever pressing, (3) approaching the
feeder, and (4) lowering the head into the feeder to capture a portion of food
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of achieving successful outcomes of behavior. Activity of a system of neurons
underlies implementation of the corresponding behavioral act which is followed by
the next behavioral act supported by activity of another system of neurons [1, 3, 4]
(Fig. 7.2). Thus, any complex behavior can be viewed as a continuum of behavioral
acts subserved by systems of neurons distributed across the brain and specialized in
relation to the results of these behavioral acts.

To study the system organization of behavior, we use a model of instrumental
behavior where an animal is trained to press a lever which activates a feeder
delivering a portion of food into the experimental cage. Using this model, we
showed that EEG potentials averaged from behavioral events (lever pressings and
moments of lowering the head into the feeder) had a similar configuration over
different areas of the brain [9]. This configuration reflected the system organization
of brain processes: negative and positive EEG waves corresponded to realization and
changes of behavioral acts. Similar results were shown in other studies in animals
and human [7, 8].

Our previous work has demonstrated that additional training to perform already
learned instrumental lever-pressing behavior in a slightly different environment
(another compartment of an experimental cage with different placement of a lever)
leads to specialization of additional neurons and their embedding into the existing
system structure of experience [1–4]. In this work, we aimed to study changes in
the organization of brain activity during instrumental lever-pressing behavior after
additional training to perform this behavior in another similar environment.

7.2 Methods

Long Evans adult male rats (n = 8) were trained in an experimental cage supplied
with two levers and two feeders in the corners. The experimental cage was divided
into two equal compartments with a transparent plastic partition. First, animals
were trained in one compartment and then additionally trained in the other EEG,
which was recorded during instrumental lever-pressing behavior before and after
the additional training. Rats were initially trained in four stages: (1) capturing food
in the feeder, (2) turning head and walking away from the feeder, (3) approaching
to the lever, and (4) pressing the lever. After this initial training, EEG was
recorded during performing the instrumental behavior in the first compartment of
the experimental cage. Then rats were placed into the other compartment where
they learned to perform the same task without the help of the experimenter. After
such additional learning, rats were retested in the first compartment, and their
EEG was recorded. We analyzed components of event-related potentials before and
after additional learning. EEG was recorded during three 30-min sessions before
and after additional learning, to evaluate variability of slow brain potentials in
these conditions. Monopolar EEG was recorded with silver electrodes implanted
epidurally over motor (a. 3.0, l. 3.0), retrosplenial posterior (p. 4.5, l. 1.0), and visual
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Fig. 7.2 An example of three
motor cortex neurons (a–c)
increasing their firing rates in
consecutive behavioral acts:
during lever pressing (a) (26
trials), approaching the feeder
(b) (35 trials), and capturing
food in the feeder (c) (29
trials). The rasters are plotted
against lever pressings (in a
and b) and against the
moments of lowering the
head into the feeder (c)
(dashed lines)
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(p. 7.0, l. 4.5) areas of the cerebral cortex. Brain potentials were averaged from the
moments of lever pressings and lowering the head into the feeder.

7.3 Results

A similar configuration of behavior-related potentials was observed in all stud-
ied cortical areas: negative and positive EEG waves corresponded to realization
and changes of behavioral acts, respectively (Fig. 7.3). Taken together with the
previously shown results [7–9], our data suggest that behavior-related EEG poten-

Fig. 7.3 An example of behavior-related potentials during the same instrumental lever-pressing
behavior in experimental sessions before (black) (n = 251 trials) and after (gray) (n = 171 trials)
additional learning in another compartment of the experimental cage. Behavior-related potentials
were averaged from lever pressing (1), lowering head into the feeder (2), and taking the head out
of the feeder (3). R (right) and L (left) indicate the position of the electrodes over the right or left
hemispheres. Visible differences are statistically significant (t-test, p < 0.05)
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tials reflect the systemic brain organization of behavior. Similar configuration
of behavior-related potentials was also shown during performing the initially
learned behavior in the first compartment of the experimental cage before and
after additional learning. These results indicate that the organization of the brain
processes in the compared conditions was generally analogous (Fig. 7.3). At the
same time, we found differences in amplitudes and latencies of components of
behavior-related potentials. This is in line with the hypothesis about the changes
in the composition of the elements of experience after additional learning (Fig. 7.3).
Variability of slow brain potentials in test sessions before additional learning and
re-test sessions after was not significant (t-test, p < 0.05).

7.4 Conclusions

Additional learning changes the brain activity during realization of initially learnt
behavior. Although the general brain processes reflected in a similar configuration
of behavior-related EEG potentials underlie the realization of the instrumental task
before and after additional learning, the observed differences in the amplitudes and
latencies of their components support the hypothesis that the composition of the
elements of individual experience underlying this behavior changes after additional
learning.
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Chapter 8
Coincidence Detection and Absolute
Threshold in the Auditory Brainstem

Ray Meddis

Abstract In psychophysics, absolute threshold is explained using the concept of
a “leaky integrator.” However, this is difficult to reconcile with our knowledge of
the physiology of the auditory periphery. A computer model is used to explore the
potential of coincidence detection neurons to emulate absolute threshold phenomena
when two layers of coincidence detection neurons are used. This arrangement is able
to distinguish acoustically driven auditory nerve action potentials from spontaneous
activity and identify absolute threshold with a dependence of threshold on signal
duration as found in psychophysics.

Keywords Absolute threshold · Coincidence detection · Auditory brainstem

8.1 Introduction

“Absolute auditory threshold” is one of the simplest concepts in the psychophysics
of hearing, i.e., the quietest sound that can be heard. It is also the most common
measurement in auditory science and audiological practice. In principle, it should
be easy to relate this to the occurrence of action potentials in the auditory nerve
(AN), but this is not the case because most AN fibers are spontaneously active and
there is no simple way of knowing whether a spike indicates an acoustic event or
whether it merely occurred spontaneously.

Of course, some fibers, such as the so-called low spontaneous rate (LSR) auditory
nerve fibers, are less spontaneously active than others. In this case, a spike in a LSR
fiber is more likely to indicate a real sound. However, the rate thresholds of these
fibers (defined as the level of the least intense pure tone capable of eliciting a firing
rate greater than the spontaneous rate) are higher than the rate thresholds of high
spontaneous rate (HSR) fibers. For this reason LSR fibers are unlikely to form the
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basis of an explanation of absolute threshold. In any case they are less common than
HSR fibers, and they rarely have firing rates low enough to allow an unambiguous
detection of an acoustic event based purely on a single spike. Even if we did have
zero spontaneous rate fibers with thresholds as low as HSR fibers, we would still be
left with the need to explain how the brainstem “knows” which fibers can be trusted
to deliver information about near-threshold acoustic events.

From a physiological point of view, there is no difficulty in defining the auditory
nerve rate threshold. Below rate threshold, the rate of firing is completely unrelated
to signal level and that is why it is called “spontaneous.” However, the transition
from spontaneous rate to a driven rate is sudden, and, as a result, the rate/level
function appears to indicate a real “threshold,” a clear discontinuity. We might
therefore feel that “detection” is based on some method for monitoring the rate of
firing. However, a detailed examination of the timing of spikes in a HSR fiber shows
that spikes below the rate threshold can be in phase with the acoustic stimulation
for low-frequency tones. If this is the case, the spikes must be responding to
the presence of the physical stimulus even below the rate threshold. This means
that we have at least two possible explanations of the detection of near-threshold
stimulation, firing rate increases or increased temporal organization of spiking
activity.

In both cases we are left with the problem of discovering how the nervous system
“knows” that the rate of firing or the timing of action potentials has changed.
Among psychophysicists, it is generally believed that thresholds involve a “leaky
integrator.” This works by integrating some quantity over time until the integrand
exceeds some criterion before announcing that an acoustic event has occurred. In
psychophysics the quantity being accumulated is normally signal energy, but in a
neuronal context, we might be tempted to substitute AN action potentials. What
could be simpler?

In its simplest form, a spike integrator will not be a satisfactory detector because,
even in silence, spontaneous spiking activity will quickly fill the integrator and give
rise to a false detection. For this reason, the integrator must be “leaky” and leak
at exactly the same rate as the spontaneous spiking activity so that detection is not
triggered during silence. While the scheme works well in psychophysics, it does not
work in physiology because it is not at all obvious where in the nervous system the
integrator might be located because, in psychophysics at least, the time constant of
integration exceeds hundreds of milliseconds. There are no obvious candidates for
this in the auditory brainstem nor is it clear how such a system would know how to
set an appropriate leakage rate in order to make error-free judgments.

The long time constant of integration is necessary to explain the psychophysical
observation that the threshold for a short sound, say 20 ms, is considerably higher
than that for a long sound, say 200 ms. This relationship between threshold and
duration extends asymptotically well beyond 100 ms. The leaky integrator theory
works well in psychophysics where there are no conceptual constraints on the value
of the time constant of the integrator; it is simply chosen to fit the data. However,
it can only work in physiology if we can find a real neuronal integrator somewhere
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in the auditory brainstem capable of integrating over hundreds of milliseconds. No
such integrator exists there, and, consequently, we must find a different principle for
detecting very quiet sounds.

8.1.1 Coincidence Detection

The leaky integrator model is very seductive, and it is difficult to change one’s
focus to look elsewhere for a different kind of detector. Nevertheless, a mechanism
might be possible if we can find a method to distinguish between spontaneous
spiking activity and acoustically driven spikes. In other words, if we could remove
spontaneous spikes from the stream of AN action potentials, the remaining spikes
could be depended on to indicate that some acoustic event has occurred.

“Coincidence detection” is one way of eliminating spontaneous or random
events. A neuronal coincidence detector is a cell that receives inputs from multiple
sources but generates an action potential only when two or more input spikes
arrive almost simultaneously. If we assume that the input action potentials are
statistically independent, then the likelihood of coincidence will depend on their
rate of occurrence. If we assume that the window for detecting coincidence is very
small (of the order of 1 ms, say), then coincidences will be rare for spontaneous
activity but more frequent for higher driven input rates. This makes coincidence
detection a possible candidate for detecting increases in firing rate. This is not a
perfect arrangement because the coincidence detector will still fire occasionally in
silence. However, making the coincidence detection window smaller can reduce the
likelihood of a false positive, and it can be further reduced by defining coincidence
as the simultaneous arrival of inputs from three or more inputs.

If the input consists of a mixture of spontaneous and driven spikes, the cell will
respond preferentially to driven spikes for another reason. Coincidence detection
takes advantage of the randomness of spontaneous activity by ignoring input spikes
that are uncorrelated across time. If the inputs are not random but correlated because
their time of occurrence is determined by a real acoustic event, coincidental firing
will be more likely. This temporal principle will apply even if the input rate is no
higher than the spontaneous rate.

We now have two good reasons for exploring the coincidence principle based on
AN spike activity as an explanation of absolute threshold. The simplest version of
this principle is to propose that a single spike emitted from the coincidence detector
can be taken to mean that an acoustic event has occurred. False positives can occur,
but their rate can be controlled and traded against the overall sensitivity of the
system by changing the criterion for coincidence detection or by adding extra layers
of coincidence detectors. The first layer of coincidence detection can be located in
the cochlear nucleus where there are a number of different types of cell that receive
multiple inputs from the auditory nerve.

The idea of using a single spike in the coincidence detector as the basis of
distinguishing a stimulus-driven spike from spontaneous activity at its input may
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seem unrealistic, but it does allow us to explore the general principle and the other
important aspect of “absolute” threshold, namely, its dependence on duration. If
the rate of occurrence of coincidences is very low because the stimulus has low
intensity, the likelihood of “at least one spike” will depend on the duration of the
stimulus. In this way we can expect a dependence of threshold on duration that does
not depend on a physical integrator.

8.2 Neural Implementation and Computer Model

Fortunately, there are many examples of neuronal circuits in the auditory brainstem
that act as coincidence detectors. However, to act as a detector, it is important that
they feature little spontaneous activity. Candidate cells can already be found in the
cochlear nucleus, the first processing station after the auditory nerve. One example
candidate is the sustained chopper cell in the ventral cochlear nucleus, VCN(chop-
S). It is an excitatory neuron with little spontaneous activity that projects to the
central nucleus of the inferior colliculus (IC) which, in turn, projects to the thalamus
and more locally to cells that control action or send efferent signals back toward the
cochlea.

A computer model of the auditory brainstem was used to simulate this arrange-
ment where AN(HSR) spiking activity feeds multiple models of the VCN(chop-S)
neurons whose output feeds a model of IC units. The VCN units received inputs
from 30 AN(HSR) fibers, and the IC units received inputs from 30 VCN(chop-S)
units.

All units had best frequencies (BF) of 2 kHz and were simulated using
Hodgkin/Huxley equations. A model of the auditory periphery was used by Meddis
and O’Mard (2005) [1] to drive the AN. All brainstem units were configured as type
I cells as described by Manis and Marx (1991) [2].

8.3 Results

Figure 8.1 shows the spiking activity of the three units in conditions of silence and
when a 2-kHz tone was presented just above threshold at 10 dB SPL, respectively.
In silence (Fig. 8.1a), the model AN fiber is spontaneously very active (50 spikes/s),
while the model VCN unit is much less active (5 spikes/s), and the model IC unit
is silent. When the signal is presented at 0 dB SPL (Fig. 8.1b), a level just above
threshold, the AN fiber is more active, the VCN unit is also more active, and the
IC unit shows a single spike. In terms of the simple criterion adopted above, this
constitutes “detection.”

Figure 8.1c shows the rate/level function for each unit measured over 100 trials.
Both VCN(chop-S) and IC units show little or no spontaneous activity at the lowest
tone levels. As a result any activity is an indication that a stimulus has been
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Fig. 8.1 Spiking activity at three stages of a computational model featuring AN(HSR) fibers,
VCN(chop-S) units, and an IC unit. (a) Spontaneous activity (no tone): typical example of the
spiking response of the three unit types in the absence of stimulation. (b) -6 dB-SPL, 2-kHz tone:
spiking response to a 2 kHz, 50 ms/2 kHz tone presented at −6 dB SPL (just above threshold).
Vertical dotted lines indicate tone onset and offset corrected for conduction delays. (c) Rate/level
function: mean spike counts for all three units at a range of signal levels between −10 and 0 dB
SPL, i.e., just below and just above threshold. A horizontal dotted line indicates a mean spike count
of 1 spike and can be used to indicate detection

presented. The CN unit has a small amount of spontaneous activity, and this could
give rise to some false-positive identifications of a sound. However, the IC unit has
virtually no spontaneous activity and is a more reliable guide to the presence or
absence of acoustic stimulation. The second layer of coincidence reduction reduces
the likelihood of a false detection. The IC rate/level function shows no spiking
activity below 4-dB SPL.

Figure 8.2 explores the consequences of increasing the duration of the tone. It
shows the rate/level functions for four different durations (25, 50, 100, and 200 ms)
at a range of signal levels. The mean spike count per fiber rises more quickly for
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Fig. 8.2 Mean spike count across 200 observations at 11 tone levels (x-axis) and four different
tone durations (25, 50, 100 and 200 ms). Note that the spike count is greater for longer durations

the longer-duration stimuli. This is not surprising because longer tones offer more
opportunity for spikes to occur. A horizontal dotted line is used to indicate a mean
spike count of 1 spike during the presentation of the tone.

We can use this as a proxy for psychophysical threshold. It shows clearly that
longer tones will meet the criterion of a single spike at a lower stimulus intensity. In
this respect, the model predictions are similar to the psychophysical results.

8.4 Discussion

The simple model described above shows how the physiology of the auditory
brainstem can be reconciled with the psychophysics of absolute threshold. It does
so using only coincidence detection without the need for a “leaky integrator” with
a long time constant. This provides an important bridge between physiology and
psychophysics that allows for building physiological models of psychophysical
observations. Our own research has modeled hearing impairment by introducing
peripheral dysfunction into the models such as loss of cochlear gain, inner hair
cell loss, and reductions in endocochlear potential [3] to show how impairment is
reflected in psychophysical measurements with patients.

The patient testing procedures were designed so that their yes/no decisions
were always for unmasked tones, i.e., in a background of silence. In each case,
the estimated threshold was based on the single-spike criterion suggested above.
In this way, we could extend the technique to predict tuning curves and residual
compression by employing forward masking methods. Because we used target tones
in a silent background, we avoided the more difficult question of how the nervous
system can detect tones against a simultaneous noisy background. How it does this
remains mysterious and is a question for future research.
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Chapter 9
Simultaneous Observation and Imagery
of Hand Movement Enhance
Event-Related Desynchronization
of Stroke Patients

Atsuhiro Ichidi, Yuka Hanafusa, Tatsunori Itakura, and Toshihisa Tanaka

Abstract During voluntary movement, motor imagery (MI), or action observation
(AO), the short-lasting attenuation or blocking of rhythms within alpha or beta band
of electroencephalogram (EEG) called event-related desynchronization (ERD) is
observed over the central area. Some studies showed that with the increase of the
ERD during MI, impaired motor function after stroke was improved. Recently, it
has been reported that the ERD of healthy subjects during combined AO and MI
(AO+MI) was stronger than that during either MI or AO individually. However, it is
unclear how AO+MI affects stroke patients in terms of the ERD. To investigate this,
in this paper, EEG signals during the three tasks, gazing at a still picture (termed
Gaze), MI, and AO+MI, of stroke patients and healthy subjects were analyzed.
Statistical analyses showed that the ERD of AO+MI was stronger than that of Gaze
or MI. This implies that AO+MI may be more effective approach to recover the
motor function in terms of neurorehabilitation.

Keywords Neurorehabilitation · electroencephalogram · event-related
desynchronization · motor imagery · brain-computer interfacing

9.1 Introduction

Stroke occurs when blood flow to the brain is critically reduced. After the stroke
occurred, patients may suffer from paralysis. The main mechanism underlying
motor recovery involves enhanced activity of the primary motor cortex induced by
motor training [1]. However, the motor training has some limitations for patients
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with severe hemiparesis, for whom executing physical practice with their impaired
limb is very difficult and sometimes impossible [2].

For patients with severe paresis after stroke, motor imagery (MI)-based brain–
computer interface (BCI) technology is a novel and effective method of neu-
rorehabilitation [3]. This type of BCI systems usually estimates the patient’s
motor intention from the variation in brain activity over the primary sensorimotor
cortex and gives the patients the estimated result through feedback [3, 4]. The
variation is typically observed as event-related desynchronization (ERD), which is
the short-lasting attenuation or blocking of rhythms within the alpha (8–12 Hz) and
beta (13–28 Hz) bands of electroencephalogram (EEG) during motor execution or
MI [5]. The study in [4] has investigated the effectiveness of neurorehabilitative
training using the MI-based BCI for hand paralysis following stroke. The study
reported that motor function was improved together with the increase of the ERD
during MI. As another approach of the neurorehabilitation, digital mirror therapy
(DMT), which is similar to action observation (AO), has been proposed [6]. In the
DMT, a monitor is used to form an illusory hand, which is visually superimposed
on the impaired hand. The patients are asked to turn their head to observe the
illusory hand in the monitor and to persuade themselves that the impaired hand
can move. The study reported that the ERD of healthy subjects was stronger when
the DMT was provided compared to when the DMT was not provided. Eaves et al.
investigated an effect of combined AO and MI (AO+MI) on brain activity [7] and
reported that the ERD of healthy subjects during AO+MI was stronger than that
during either of individual MI and AO. However, it is unclear how AO+MI affects
the brain activity of stroke patients.

This paper analyzes EEG signals of stroke patients and healthy subjects during
three tasks based on the DMT concepts. The three tasks include the following: the
subjects were asked to gaze a static picture of an open hand on a monitor (Gaze),
to imagine opening and closing their hands according to speech cues (MI), or to
watch a video clip depicting the dorsal view of a hand opening and closing and
imagine their hands’ movement in synchrony with the video clip displayed on the
monitor and the speech cues (AO+MI). In the analysis, the ERD was compared
between stroke patients and healthy subjects and also compared among the three
tasks. As a result, the ERD of stroke patients was stronger than that of healthy
subjects. Moreover, the ERD of AO+MI was stronger than that of Gaze and MI.
This implies that AO+MI may be more effective approach to improve the motor
function in terms of neurorehabilitation.

9.2 Method

9.2.1 Subjects

In the experiment, eight stroke patients (six males and two females; mean age 66
years, range 48–81 years; four right paralyzed and four left paralyzed) and eight
healthy subjects (eight males; mean age 23 years, range 21–25 years; seven right-
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handed and one both-handed) participated. They all gave their written informed
consent. This study was approved by Okayama East Neurosurgery Hospital and the
Research Ethics Committee of Tokyo University of Agriculture and Technology.

9.2.2 Task

During the experiment, the subjects were seated in a chair, and a 19 inch LCD
monitor with a resolution of 1280 × 1024 was arranged in front of them over
their paralyzed forearm for patients and their right forearm for healthy subjects.
Figure 9.1a, b illustrates the experimental condition.

The subjects took part in three tasks termed Gaze, MI, and AO+MI. In Gaze,
the subjects were asked to gaze a static picture of an open hand displayed on
the monitor. In MI, the subjects were asked to imagine opening and closing
their paralyzed hands (their right hands for healthy subjects) according to cues
in Japanese speech, “pah” (open) and “goo” (close), given every 1 s. In AO+MI,
the subjects were asked to watch a video clip depicting the dorsal view of a hand
opening and closing every 1 s and imagine their paralyzed hands movement in
synchrony with the video clip displayed on the monitor and the speech cues given
every 1 s.

Figure 9.1c illustrates a sequence in the experiment. Each task consisted of
rest, preparation, and task periods, respectively. Immediately after the rest period,
an instruction of task was displayed on the monitor to notify the subjects of the

Task 4 Time [s]Rest 0Preparation-1

Gaze

MI

AO + MI

c

b

a

Fig. 9.1 The experimental condition (left panels; views from the left (a) and the top (b)) and
schematic sequence of the experiment (right panel) (c)
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preparation period (1 s). After that, the subjects were asked to perform the instructed
task during the task period (4 s).

The experiment consisted of four sets for healthy subjects and two or three sets
for patients. Each set included 15 trials (5 trials for each task). The first trial was
always Gaze. After the first trial, the order of tasks was randomly provided over each
set. There were breaks between sets and trials. The subjects were video recorded
during experiment in order to eliminate those who moved their hands during the
rest period.

9.2.3 EEG Recording

During the experiment, EEG signals were recorded using Ag/AgCl passive elec-
trodes embedded in a cap named waveguard (ANT Neuro). For recording, six
electrodes located at Fp1, Fp2, C3, C4, O1, and O2 following the international 10–
20 system were used. To check eye movements, electrooculogram (EOG) signals
were recorded with an Ag/AgCl flat passive electrode (Nihon Kohden) which was
placed at the right side of right eye. To check hand movements, electromyograph
(EMG) signals were recorded with a pair of the passive electrodes over the paralyzed
extensor digitorum communis (EDC) muscle (their right EDC muscle for healthy
subjects). The electrode for GND was located at AFz. The EEG, EOG, and EMG
signals were referred for average signal recorded between the left and right mastoid
leads. The signals were amplified by Polymate V (TEAC) that has a bandpass filter
of 0.3–333 Hz and an A/D converter with a sampling rate of 1,000 Hz. A software
named AP Monitor (TEAC) was used to record the signals.

9.2.4 Data Processing

The recorded EEG signals were bandpass filtered from 5 to 30 Hz using a zero-phase
FIR filter and cut into epochs from −3.5 to 4.5 s with respect to the onset of the
tasks. Each epoch was down sampled to 200 Hz. To remove the EOG artifact from
the EEG, independent component analysis (ICA) was applied to the concatenated
epochs, and independent components related to EOG artifact [8] were removed
based on visual inspection. The epochs were re-referenced to the average signal
across all EEG electrodes. If EEG epochs satisfied any of the following conditions,
they were rejected: (1) by video inspection, any movement of a hand or an arm
was recognized; (2) an amplitude of the EEG exceeded ±50 μV; and (3) by visual
inspection, an EMG artifact was observed.

After the preprocessing, the short-time Fourier transform with Hamming window
of 1 s shifted by a step of 0.125 s was applied to the epochs to obtain the power
spectrogram, which was averaged across the epochs for each task. Further, the power
spectrogram was averaged in the alpha (8–12 Hz) or beta (13–28 Hz) bands and
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averaged in the time windows of the task (from 0 to 4 s) and rest period (from −3
to −1 s), respectively. For each frequency band, the ERD amplitude was defined as
the 10 log10 transform of the ratio of the power during the task period relative to the
power during the rest period.

9.2.5 Statistical Analysis

To investigate the difference of the ERD amplitude between the groups and tasks,
the ERD over the central area (the electrodes C3 and C4) was statistically analyzed
using the three-way analysis of variance (ANOVA) for repeated measures at each of
alpha and beta bands. The between-subject factor was group (healthy and patient),
and the within-subject factors were task (Gaze, MI, and AO+MI) and hemisphere
(contralateral and ipsilateral). Significant interaction effects were followed by tests
of the simple interaction effects and the simple main effects. Post hoc comparisons
were based on the Shaffer’s modified sequentially rejective Bonferroni’s procedure
[9]. The Greenhouse–Geisser correction was used to reduce the degrees of freedom
[10]. The significance level was set at p < 0.1.

9.3 Results

For the alpha band, a main effect of task was significant: F(1.29, 15.48) =
3.996, p = 0.055. However, the post hoc tests showed that there was no significant
difference in the ERD amplitude between Gaze, MI, and AO+MI. No other effects
were significant (all p > 0.1).

For the beta band, two main effects of group and task were significant. First,
the main effect of group was significant: F(1, 12) = 5.354, p = 0.039. This
result suggested that the ERD amplitude of patients was greater than that of healthy
subjects (Fig. 9.2a). Second, the main effect of task was significant: F(2, 24) =
15.697, p = 0.000044. The post hoc tests showed that the ERD of AO+MI
was significantly stronger than that of Gaze (p = 0.0002, Fig. 9.2b) and MI
(p = 0.0091, Fig. 9.2b). Moreover, the ERD of MI was significantly stronger than
that of Gaze (p = 0.023, Fig. 9.2b). No other effects were significant (all p > 0.1).

9.4 Discussion

During the tasks, the ERD of patients was stronger than that of healthy subjects.
A possible factor causing this result may be stroke patients’ motor impairment.
It has been reported that during MI of the affected hand, stroke patients with
higher impairment showed stronger ERD than stroke patients with weaker
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a b

Fig. 9.2 The result of the three-way ANOVA for the beta band. The box plot of ERD, collapsed
across the tasks and hemispheres, in healthy subjects and stroke patients (a). The box plot of ERD,
collapsed across the groups and hemispheres, in Gaze, MI, and AO+MI (b). Statistical significance
is indicated by asterisks (∗ : p < 0.05, ∗∗ : p < 0.01, ∗ ∗ ∗ : p < 0.001)

impairment [11]. Another possible factor causing this result may be aging. Stroke
patients were older than healthy subjects in the experiment. It has been reported that
the ERD of elderly subjects was stronger than that of young subjects [12].

During AO+MI, a significantly stronger ERD was observed compared to the
other tasks. The study in [4] showed that motor function was improved with the
increase of the ERD during MI [4]. This finding together with our results suggest
that AO+MI may be a more effective approach to improve the motor function
than MI.
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Chapter 10
Behavioral and Brain Activity
Modulation Through Neurofeedback
Training Using Electroencephalography

Takuya Kimura and Jiro Okuda

Abstract Recent neurofeedback studies have revealed that mere self-induction of a
specific brain activity state decoded from functional magnetic resonance imaging
(fMRI) data suffices to cause plastic change in perceptual ability or cognitive
state particular to that brain activity state. We tested such an induction effect by
using frequency information of electroencephalography (EEG) data and further
explored how the induction training affected EEG pattern itself in relation to
behavioral changes. We found that repeated self-induction of an EEG power spectral
pattern corresponding to motor preparation for gaining monetary reward caused
shortening of reaction times to the motor task. Decoding of EEG data during the
motor task after the induction training showed higher probability of appearance
of the trained EEG spectral pattern during any task trials. These data reveal
behavioral effectiveness of the EEG self-induction training, in parallel with overall
enhancement effect of the trained brain activity state.

Keywords Decoding · EEG · Monetary reward · Causal relation · Plasticity

10.1 Introduction

A traditional approach in neuroscience studies has been to examine neurophysiolog-
ical responses associated with experimental stimuli, cognitive tasks, and behavioral
observations. Recently, a novel experimental approach using neurofeedback training
has been developed to investigate cognitive and behavioral changes caused by induc-
tion of a specific brain activity pattern, i.e., an opposite cause-and-effect direction
to the conventional approach, from experimental manipulation to brain responses.
In the neurofeedback approach, a specific brain activity pattern corresponding to a
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particular cognitive state of experimental interest was modeled for each individual
subject by machine learning technique, and the subject tried to induce the modeled
brain activity pattern only through a feedback signal indicating how his/her brain
activity pattern was similar to the modeled pattern. Importantly, the subject was
unaware of exactly what the feedback signal means. So far, this approach has
succeeded in improvement of visual discrimination ability [1], association of
specific color to achromatic visual images [2], modulation of facial preferences
[3] as well as a metacognitive state of self-confidence [4], and extinction of fear
conditioning [5]. These studies used information decoded from spatial patterns
of fMRI data as a feedback signal. Although intriguing, the fMRI neurofeedback
technique had a limitation in temporal resolution of the training procedure. Each
trial of the neurofeedback took around 6 s because of hemodynamic delay in
the fMRI signal. Another limitation was that time-relevant information such as
oscillatory neuronal activity changes in time was unavailable for the feedback
signal. Moreover, how the feedback training affected the brain state itself has been
less investigated.

In the present study, we developed a feedback training system that utilized
information decoded from scalp-recorded EEG data. We explored effectiveness of
EEG neurofeedback with better temporal resolution that used frequency information
of the brain electrical activities as a feedback signal. We tried to show a behavioral
effect on improvement of reaction times (RTs) to monetary incentive delay (MID)
task [6] that was designed to induce activation of reward-related brain regions. We
also explored how brain activity patterns in the MID task were modulated through
the neurofeedback training.

10.2 Experimental Procedure

10.2.1 Subjects

Ten healthy male volunteers (21–23 years old, right-handed) participated in the
study after giving written informed consent. The subjects were divided into two
groups of five subjects. We assigned different EEG neurofeedback conditions to
the two groups (see Feedback Training section below). The study was done in
accordance with a protocol approved by our local ethics committee.

10.2.2 Experimental Schedule

The experiment took 5 days with three steps: a pre-training test in the first day,
training sessions from the second to the fifth days, and a post-training test in the
end of the final day. In the pre-training test, the subjects performed the MID task.



10 Behavioral and Brain Activity Modulation Through Neurofeedback. . . 81

EEG data recorded during the task were used to construct a decoder model that
classified across different trial types of the MID task. In the training, they underwent
EEG self-induction training so that their EEG state became similar to one of the
states modeled by the decoder (a target state). Finally, in the post-training test,
the same MID task as in the pre-training was given to the subjects. We compared
performances of the pre- and post-training MID tasks to examine the behavioral
effect of the EEG training.

10.2.3 MID Task

The MID task is a simple RT task in which monetary gain or loss for each trial is
determined according to the subject’s RT [6]. The present MID task consisted of
three task conditions: gain, loss, and neutral. In the gain condition, subjects were
rewarded with 50 yen if their RT was faster than a time constraint that corresponded
to 50% success rate for the subject. In the loss condition, they were able to save
loss of 50 yen if their RT was faster than the constraint. In the neutral condition,
neither monetary reward nor loss was imposed regardless of the RT. We indicated
the task condition by one of the three cue figures of a piggy bank after a fixation
cross (Fig. 10.1). A delay period of random interval between 1000 and 1800 ms was
inserted after the cue, followed by a go stimulus of small square dot for which the
subjects made a button press response as soon as they could. Finally, we displayed a
notification of success (◦) or failure (×) of the trial and a monetary outcome. Each
subject underwent 80 trials for each condition, resulting in a total of 240 trials.

The MID task was known to produce robust effects of RT improvement for the
gain and the loss conditions, with reliable fMRI activations of reward-related regions
during the delay period of the conditions [6]. Therefore, we adopted the MID task
paradigm to induce reward-related brain activity and behavioral effect. We expected

Fig. 10.1 Schematic drawing of a trial of MID task
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that repeated induction of the EEG state corresponding to the delay period of the
MID gain/loss trials might cause further improvement of RTs in the post-training
MID task.

10.2.4 EEG Recording and Decoder Construction

We used an EEG amplifier (BrainAmp MR plus, Brain Products GmbH, Germany)
with 32-channel active electrode system to record EEG signals from subjects’ scalp.
Four electrodes were used to measure vertical and horizontal electrooculogram
(EOG). Sampling rate was 1000 Hz. Recorded EEG data were band-passed by
a digital filter with 0.3 s time constant and 70 Hz high-frequency cutoff. Ocular
artifacts were removed by using the EOG data [7]. We extracted data during initial
1000 ms of the delay period of each trial and calculated spectral power at 69
frequency bins from 3.6 to 70 Hz by a fast Fourier transform (FFT) algorithm.

We applied sparse logistic regression (SLR) algorithm [8] to construct a decoder
model that classified three trial types of the MID task by using an input vector of
1932 spectral power (69 frequencies by 28 electrodes). We used multi-class SLR
function in the SLR toolbox (http://www.cns.atr.jp/~oyamashi/SLR_WEB.html).
For the first group of the subjects, we constructed a decoder that classified trials of
the gain, loss, and neutral conditions irrespective of the subjects’ RT performance.
For the second group, on the other hand, to examine a possible effect according
to subjects’ response performance, we constructed a decoder that classified across
trials with faster RTs in the gain and loss conditions (success trials), trials with
slower RTs in the gain and loss conditions (failure trials), and trials of the neutral
condition.

10.2.5 Feedback Training

In each trial of the EEG neurofeedback training, the subject was first presented with
a fixation cross for 1000 ms, followed by a blank screen of 1500 ms. EEG data
during the blank period was decoded by the SLR model for the subject. After a
processing delay shorter than 500 ms, feedback of similarity of the subject’s EEG
spectral pattern to a target pattern was visually presented as a radius of a circle
(grater for more similar). We told subjects that the radius reflected their EEG state
during the blank period in some way and asked them to try to enlarge it via trial and
error. Each subject underwent 10 sets of 80 trials of the EEG induction training for
each day, resulting in a total of 3200 induction trials during the 4 days of training.

http://www.cns.atr.jp/~oyamashi/SLR_WEB.html
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The target EEG state was different between two groups of the subjects. For the
first group, the target state corresponded to all trials of the gain condition regardless
of the subject’s RT performance. We assumed that any RT improvement after the
EEG training might be observed specifically in the gain condition of the post-
training MID task. For the second group, the target state corresponded to trials with
faster RT in the gain and the loss conditions (success trials). We tested whether
the behavioral improvement would be more related to training of the EEG state
corresponding to subject’s performance state rather than the task condition per se.

10.3 Analyses

10.3.1 Behavioral Effects

We examined behavioral effects of the EEG training by comparing success rate
(numbers of trials with faster RT than the constraint divided by total trial numbers)
for each task condition (gain, loss, neutral) between the pre- and the post-training
MID tasks for each subject.

10.3.2 EEG Induction Performance

We used likelihood value of the target state calculated by the SLR model (equivalent
to the radius of the feedback circle presented to the subject) as an index of how well
the subjects induced the target EEG state during the training. We examined whether
the likelihood increased significantly during the course of the 4 training days.

10.3.3 Modulation of EEG State in MID Task

Finally, we explored possible changes in the EEG spectral pattern in the MID task
as a result of the EEG induction training. We hypothesized that the EEG state
repeatedly induced during the training would be strengthened and stabilized, which
in turn makes the state more likely to occur in the corresponding MID task situations
after the training. To test this, we classified EEG data during the delay period of the
post-training MID task by using the SLR model defined by the data in the pre-
training MID task. We examined if classification accuracy increased specifically for
the trial category corresponding to the target state that was required to be induced
during the training.
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10.4 Results

We first confirmed significant increase in likelihood of induction of the target EEG
state during the training for all subjects. Repeated measures analysis of variance
(ANOVA) on the likelihood value with a factor of the training day (1–4) revealed
significant main effect of the factor (p < 0.05) for all the subjects. Post hoc tests
showed significantly higher likelihood in the third or fourth day as compared with
the first day for all subjects. Six subjects (two in the first group and four in the
second group) showed significantly higher likelihood than a chance level (33%) in
the fourth day (Wilcoxon test, p < 0.05).

Behaviorally, on the other hand, RT improvement in the post-training MID task
was observed only in the subjects in the second group. No subjects in the first group
showed higher success rate of the gain trials in the post-training MID task (even
worse than the pre-training task in three subjects), whereas four out of five subjects
in the second group showed 105–142% increases in the success rate (the success
rate of the post-training task divided by that of the pre-training task) for both the
gain and the loss conditions. It is noteworthy that two subjects in the first group who
showed significantly higher likelihood to the target EEG state than the chance level
in the last training day even failed to perform better in the post-training MID task.

Decoding analyses of EEG data during the post-training MID task revealed
higher probability of appearance of the trained EEG state during any MID trial
types. Confusion matrices of the decoder’s input-output relationship showed the
highest probability of correct output class to each input data (e.g., “gain condition”
output for the EEG input data during trials of the gain condition) for the pre-training
MID task. For the post-training MID data, however, the classifier output of the
trained EEG state was generally higher even for input data that did not belong to
the state (e.g., “gain condition” output for the EEG input data during trials with
the loss and the neutral conditions). This tendency of general enhancement of the
trained EEG state was apparent in seven out of ten subjects (three in the first group
and four in the second group).

10.5 Discussion

The results of the present study clearly indicated behavioral effectiveness of the
neurofeedback training using EEG frequency information. In addition, the results
also revealed relevance of to-be-induced EEG state to the behavioral effect. In the
present results, induction training of the EEG state determined just by the task
condition (gain condition for the first group) did not produce any improvement of the
behavioral RTs, whereas induction of the state relevant to behavioral performance
(success trials for the second group) reliably caused behavioral improvement. The
negative result in the first group is not attributable to mere failure of enough
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induction of the EEG state since the subjects with higher induction likelihood even
failed to show the behavioral effect. Rather, we suggest the possibility that selection
of the to-be-induced target state may not be appropriate in the first group since the
state included both trials of shorter and longer RTs. This must have promoted the
state in which faster and slower behavioral responses were mixed. On the other
hand, the state relevant only to faster RT was trained in the second group, which
should have caused the effect of RT improvement.

Another important finding in the present study was the general trend of increases
in occurrence of the trained EEG state for any conditions of the post-training task.
We expected that probability of correct classification would increase for the category
whose corresponding EEG state was repeatedly induced, under the hypothesis that
repeated induction of a particular brain state would make the state more stable
and likely to occur in that particular task situation. In a sense, the present results
are consistent with this hypothesis but further suggest that the probability increase
of appearance of the trained EEG state could extend to situations that were not
originally associated with the state. Because this might be regarded as an unwanted
side effect of the neurofeedback training in a certain case, we need to further
explore appropriate training procedures that could cause the intended effect in more
selective manner if we apply the neurofeedback method to possible physical and
mental self-training.

In summary, the present study clarified that repeated induction of the brain state
decoded from EEG frequency information could effectively cause a plastic change
in behavior, with the suggestion that selection of to-be-induced EEG state should
be important to cause the relevant behavioral effect. The present results further
disclosed the general reinforcement effect of the induced EEG state. The mechanism
by which the EEG neurofeedback with rich temporal information contributes to the
behavioral change and the enhancement of the brain state should be addressed in
future studies.
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MEXT and 26240037 from JSPS, Japan.
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Chapter 11
Network Model for Dynamics
of Perception with Reservoir Computing
and Predictive Coding

Yuichi Katori

Abstract The sensory information processing in the brain is achieved by mutual
interactions between externally given sensory signals and internally generated
neural dynamics rather than by a one-directional bottom-up processing. However,
the underlying mechanism of the dynamical properties of the sensory processing
largely remains to be explored. Here, we propose a neural network model based on
the predictive coding and reservoir computing as a model of the dynamical process
of perception. The internal network dynamics of the proposed model is trained so
that the network reproduces given multidimensional time courses of sensory signal
and the prediction error is sent to higher-order network and is triggering the internal
network dynamics. The proposed model may contribute to uncover the mechanism
of higher-order cognitive function and can be a basis for the application of the neural
dynamics for artificial intelligence.

Keywords Neural network · Reservoir computing · Predictive coding ·
Perception · Nonlinear dynamics

11.1 Introduction

The sensory information processing or perception is not mere a bottom-up process-
ing of the sensory signal. Internal states of the brain have much influence on the
process of perception with its top-down process. The internal network generates
attentional modulation for the sensory processing and makes a prediction for the
incoming sensory signals. Robust and flexible processing of the perception is
achieved by the concert between the bottom-up and top-down processing. Indeed,
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some disorders of perception, e.g., visual hallucination, can be caused by the
mismatch between the sensory information and the internal representation of the
sensory information [1]. Mismatch negativity observed in human subjects with
electroencephalography is reflecting a deviance of auditory stimuli from a prediction
based on a learned regularity of stimuli [2]. Even without sensory stimuli, the
internal neural network exhibits neural activity: this spontaneous activity is related
to higher-order cognitive functions, e.g., planning of behavior and thought.

The process of the perception can be modeled as a dynamical system. In the
associative memory network, the recurrent neural network rectifies a given sensory
signal with its attractor dynamics [3]. Dynamic synapses improve the performance
of the memory association with its transitive dynamics [4, 5]. In the present paper,
we propose a hierarchical network model of dynamics of perception based on the
concept of the reservoir computing and the predictive coding.

Reservoir computing or echo state network [6, 7] is a framework for training
recurrent neural network with a simple learning strategy. The recurrent and feedback
connections for the neural network can be fixed with sparsely and randomly
generated weight values. The output from the network is trained so that the output
time course matches the given time course.

Predictive coding [8] is a computational model of sensory information with
a hierarchical structure of the network. Each level of the hierarchy employs a
generative model to predict representation on the level below, and the network is
trained so that the prediction error is minimized, and the prediction error sends to
higher level. Several experimental studies justify the framework of the predictive
coding (see a review paper [9]).

11.2 Model

We propose the hierarchical network model with the predictive coding and the
reservoir computing. The module at each hierarchical level is composed of the
dynamical reservoir, the predictive layer, the input layer, and the prediction error
layer (Fig. 11.1a, b). The schematic of the phase space in Fig. 11.1c describes the
dynamics of the module.

The connectivity and strength of the connections on the network are configured
so that the dynamics of the internal network (the dynamical reservoir and the
prediction layer) predicts the given input time course. Equivalently, the orbits of
the input layer in the phase space (subspace of the internal network) match the orbit
of prediction layer. We assume that the sensory information is given as spatially
and temporally correlated multidimensional smooth time course and that a part of
individual units of the input layer is mutually associated and exhibits repetition of
certain spatiotemporal patterns.

If there is no input, the internal network stays in its resting state. When an
input comes, firstly the prediction error (difference between the given time course
and the internally generated time course) becomes larger, and then it triggers the
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Fig. 11.1 Architecture of the network model. (a) The network structure of the module. (b)
Simplified network diagram of (a). (c) Phase space of the dynamical reservoir (top) and that of
the prediction and the input layer. (d) Hierarchical network model

internal network dynamics for a specific direction on the phase space. If the internal
dynamics successfully reproduces the input time course, the prediction error fades
away, and thus, the internal network is driven independently from the input layer.

In the hierarchical network model, the prediction error of each module sends to
the higher-order module as the input time course. The higher-order module makes a
prediction regarding the input (the prediction error in the lower module) and sends
back the prediction to the lower module. The lower module modifies its internal
dynamics according to the prediction.

In the following, we focus on the analysis of the properties of the single module.
The dynamics of the module can be formulated as follows. The state of the Nx

dimensional dynamical reservoir at time n is denoted by x(n). The states of the
predictive layer, the input layer, and the prediction error layer are denoted by y(n),
d(n), and r(n) (Ny dimension), respectively. The state of each layer is updated
according to the following equations:
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x (n + 1) = x(n) + {−α0x (n) + fx (Wrecx (n − k)

+Wback (y (n − k) + r (n − k))
)}

/τ

(11.1)

y(n) = fy
(
Woutx(n)

)
, (11.2)

r(n) = fr (d(n) − y(n)) , (11.3)

In Eqs. (11.1, 11.2, and 11.3), Wrec is Nx × Nx weight matrix of recurrent
connections, and Wback is Nx × Ny weight matrix of feedback connections.
fx(x) = tanh (x), fy(x) = tanh (x), and fr(x) = max (x, 0) are nonlinear response
functions. k is propagation delay between each unit pair.

The configuration of the connectivity and the strength of the connections are
achieved by the following two steps. Firstly, assign randomly and sparsely the
recurrent connections Wrec and the feedback connections Wback (see also [6]).
Then the output connections (the connection from the dynamical reservoir to the
prediction layer) Wout are trained with a given input time course.

To generate Wrec, firstly, generate Nx × Nx matrix W0 by assigning 1 or −1
to randomly selected βrNx × Nx components and 0 to others. Then normalize and
scale W0 with its spectral radius λmax and coefficient αr: W1 = αrW0/ � λmax�,
where λmax is maximum eigenvalue of W0. As to Wback, firstly, assign 1 or −1 to
randomly selected βbNx × Ny components and 0 to others. Then, normalize this
matrix with the sum of columns of this matrix and scale with a coefficient αb.

The output connection Wout is computed by a few iteration steps. As initial values
of the matrix Wout, (0), all the components of Wout, (0) are set to 0. The m-th iteration
step of output connection Wout, (m) is computed with m−1-th iteration step of the
output connection Wout, (m − 1). By computing the state of the network according to
Eqs. (11.1)–(11.3) from n = 0 to n = T1 with Wout, (m − 1) and the given time course
d(n), the time course of dynamical reservoir x(n) is obtained. Then, put the time
course in the range from n = T0 to n = T1 into state collecting matrix M, where M
is (T1 − T0 − 1) × Nx matrix. Similarly, put the sigmoid-inverted input time course
tan−1d(n) into state collective matrix G. Then, the Wout, (m) is calculated using ridge
regression as the following equation:

(
Wout,(m)

)T =
(

MT M + λE
)−1

MT G (11.4)

In Eq. (11.4), λ is a coefficient for adjusting a sparseness, and E is a unit matrix.
After the I iterations of above calculation, we obtain Wout = Wout, (I). After the
iteration, weight values are fixed.
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11.3 Results

As the input time course, we used 20-dimensional time courses, which show some
repetition of specific patterns of time courses. Randomly selected four units in each
pattern exhibit oscillatory waveform with different initiation time, and other units
stay silence (see Fig. 11.2b, thin curve). We train and run the network with the
following parameter values: Nx = 200, Ny = 20, T0 = 400, T1 = 2000, αr = 0.6,
βr = 0.1, αb = 1.0, βb = 0.1, α0 = 0.7, τ = 2.5, k = 5, I = 10, and λ = 0.1.

Figure 11.2 shows the network after the training with two patterns of oscillatory
inputs reproduces the input time courses in the prediction layer. During the onset of
the input patterns (arrows and thin curves in Fig. 11.2b), firstly, the prediction error
increases (Fig. 11.2c), and it triggers the fluctuation on the dynamical reservoir (Fig.
11.2a, d). Then, the dynamical reservoir generates the time course in the prediction
layer (Fig. 11.2b, thick curves). Orbits on the phase space (Fig. 11.2e) indicate that
the difference between the prediction layer and the input layer increased just after
the onset, then the orbit of the prediction layer follows the orbit of the input layer,
and the prediction error is successfully shrunk. The prediction error exhibits larger
response just after the onset of the input pattern composed of the four oscillatory
waveforms. For the after-coming waveform in the pattern, the prediction error
exhibits a relatively small response, because the first larger prediction error triggered
the activities on the dynamical reservoir and generated the prediction, and thus the

Fig. 11.2 Responses on the network after the training. (a) Dynamical reservoir. (b) The prediction
and the input time courses. (c) The prediction error. (d) A trajectory of the dynamical reservoir in
the phase space. Time courses of x1, x2, x3 are shown. (e) Phase space of the prediction layer (thick
curve) and the input layer (thin curve). Each first three components of y(n) and d(n) are shown
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prediction error became small. The larger responses on the prediction error reflect
these unpredictable input time courses. If unlearned patterns are applied to the
network, the network cannot produce appropriate time courses, but its amplitude
of activities is relatively small.

The prediction error depends on the several configurations of the network and
the parameter values (not shown). The prediction error increases as the number
of patterns increases. This indicates the limitation of a capacity of the dynamical
reservoir. The capacity is increased with the size of the dynamical reservoir.

11.4 Discussion

We proposed a network model for dynamics of the perception with the framework
of reservoir computing and the predictive coding. The network is driven by the
prediction error to generate a prediction of the given time courses. We show that
the given high-dimensional time courses can be reproduced by the internal network
dynamics.

The larger peaks on the prediction error reflect on the onset of the input pattern;
these responses trigger activities of the internal network and reproduce the given
input time courses. In other words, this process can be understood as a process
of encoding high-dimensional and complex time courses into the low-dimensional
and sparse time courses. This encoding process might be necessary for the sensory
information processing in the brain that transforms the detailed sensory information
into abstract information.

The mechanism we analyzed here can be extended to the hierarchical network
model. The encoded low-dimensional time course is carried into the higher-order
module as a bottom-up signal. Then, the higher-order module makes a prediction
and further encodes the time course into more abstract information. This predicted
time course is sent back to the lower network for the prediction in the lower module
as a top-down signal. The dynamical process with cycle of the bottom-up and top-
down signaling is crucial for the perception, prediction, and generation of sensory
signals.

Acknowledgment This research was supported by Grant-in-Aid for Scientific Research (C) Grant
Number 16K00246.
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Chapter 12
Analysis of Structure-Function
Relationship Using a Whole-Brain
Dynamic Model Based on MRI Images
of the Common Marmoset

Hiromichi Tsukada, Hiroaki Hamada, Ken Nakae, Shin Ishii, Junichi Hata,
Hideyuki Okano, and Kenji Doya

Abstract How brain functions emerge from anatomical networks of the brain is
still an open fundamental question. One approach for understanding the structure-
function relationship is computational modeling of structural and functional connec-
tivity data from MRI and to explore the behavior of the dynamic model by computer
simulation. Here we constructed a whole-brain model based on the structural
connectivity between 96 anatomical regions of the marmoset brain estimated from
diffusion MRI data. We compared the brain activity simulated by the model and
the brain activity observed by resting state functional MRI. We found that the
correlation between the simulated and empirical functional connectivities increases
within balanced parameter regions of excitatory-inhibitory connections, although
the models with shuffled weights break the correlation. This result suggests that
these parameters are crucial factors for the relationship between anatomical and
functional network in the resting state MRI.

Keywords Marmoset · MRI · Structural connectivity · Functional connectivity ·
Neural network model
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12.1 Introduction

Multiple brain regions with different functions exchange information with each
other. These brain regions are highly organized both anatomically and functionally,
making it possible to respond flexibly to the environment. Each of anatomical and
functional network can be measured by diffusion and functional MRI, respectively.
Therefore, the research to investigate the relationship between the anatomical and
functional networks of the brain using MRI has become an active area of interest.

Functional networks are thought to be driven by an anatomical network. How-
ever, most of the functional networks cannot be explained with an anatomical
network alone. One factor to connect these relations is neuromodulators such as
acetylcholine, dopamine, and serotonin, which tune the connection strength of
functional networks [1–3]. Simulation studies suggest that excitatory-inhibitory
balance impacts the dynamic state of the neuronal population activity [4] and gating
multiple signals [5].

In recent years, methods to investigate the relationship between anatomical
and functional networks using mathematical models incorporating anatomical
connections have been proposed in human studies [6, 7]. These works are very
powerful to understand how the anatomical network structure can shape functional
networks.

In this study, we apply these methods to the common marmoset MRI data in order
to allow investigation of neural dynamics using invasive microscopic approaches
in the future. Furthermore, we extend the Wilson-Cowan model [8] and examine
how the balance of excitatory-inhibitory connections affect the relationship between
anatomical and functional networks.

12.2 Methods

12.2.1 Structural (Anatomical) Connectivity (SC)

Structural connectivity data was obtained using ex vivo high-angular resolution
diffusion imaging (HARDI) data and global tractography [9] from two healthy
marmosets (Fig. 12.1a). Brain regions were subdivided into 452 regions of interest
(ROIs) defined according to the Hashikawa ATLAS [10], which are grouped into 96
areas in total.

The connection of a region to itself was set to 0 in the connectivity matrix for
the simulations. For the HARDI data acquisition, the following parameters were
used: TR = 4000 ms, TE = 21.8 ms, flip angle = 90◦, reconstructed matrix size
of 128 × 128 × 36, voxel size of 0.35 × 0.35 × 0.7 mm with slice thickness of
0.7 mm. Furthermore, the data were collected with 128 optimal nonlinear diffusion
gradient directions at b = 1500 s/mm2.
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Fig. 12.1 Structural and functional connectivity matrices. (a) SC matrix averaged across two
marmosets. (b) FC matrix averaged across three marmosets under resting state awake condition

12.2.2 Functional Connectivity (FC)

The empirical FC was calculated for three healthy awake common marmosets in
rest, and averaged across the three marmosets (Fig. 12.1b). For each scanning run,
initial five volumes were discarded, and the next 555 functional volumes were used
for the analysis. Data was acquired using a 9.4 T small animal MRI scanner (Bruker
Biospin, Ettlingen, Germany) with parameters: TR = 2000 ms, volumes = 560,
TE = 16 ms, and flip angle = 70◦. Each functional volume comprised of 35 slices
with a resolution of 0.5 × 0.5 × 1 mm. T2-weighted scan was also acquired before
the functional scans with parameters: TR = 8000 ms, TE = 36.7 ms, and flip
angle = 180◦.

Each functional volume comprised of 80 slices with a resolution of
0.15 × 0.15 × 0.3 mm. Data preprocessing was performed using the SPM12
software package (Wellcome Department of Cognitive Neurology, London, UK)
running under MATLAB (MathWorks). We subsequently performed denoising steps
with functional connectivity toolbox (CONN). FC was determined using Pearson
correlation between the average time courses of the brain regions.

12.2.3 Whole-Brain Model

We employed Wilson-Cowan model [8] as a base whole-brain model, which consists
of 96 coupled brain regions. To evaluate the influence of excitatory-inhibitory
connection balance, we modified the model as follows:



100 H. Tsukada et al.

τ
dEi

dt
= −Ei(t) + (kE − rEEi(t))

SE

(
L (cEEi(t) − cI Ii(t)) + G

∑
j

CijEj (t) + Pi(t)

)
+ σwi(t)

τ
dIi

dt
= −Ii(t) + (kI − rI Ii(t)) SI (L (cEEi(t) − cI Ii(t))) + σvi(t),

(12.1)

In Eq. (12.1) Ei(t) and Ii(t) stand for the firing rate of the excitatory and inhibitory
population of i-th brain area at time t, respectively, Pi(t) = 1.25 is an external
stimulus parameter, and wi(t) and vi(t) are additive noise with a standard normal
distribution.

Other parameters are set to τ = 8 ms, σ = 0.0001, Ke = 1, ki = 1, re = 1, and
ri = 1. CE and CI stand for excitatory and inhibitory coupling parameters; L and
G represent local and global scaling parameters, respectively. Regions are coupled
through the excitatory population with a connectivity matrix Cij derived from the
average of two marmoset’s tractography data.

The transfer function is given by the sigmoidal function:

SY (x) = 1

1 + e(−aY (x−θY ))
− 1

1 + eaY θY
. (12.2)

Here parameters are aE = 1.3, aI = 2, θE = 4, and θ I = 3.7 (Y = E, I) [8].

12.3 Results

We examined how the balance of excitatory-inhibitory connection affects the
relationship between the anatomical and functional networks. To evaluate the rela-
tionship, we computed the extended Wilson-Cowan model based on the structural
connectivity matrix and compared the brain activity simulated by the model and the
brain activity observed by resting state functional MRI. We generated 5 runs of 10 s
of simulated neural activity for each of coupling parameters, cE, cI , L, and G. The
output data corresponding to the first 1 s of the simulations were discarded from the
analysis to avoid initial transient dynamics, resulting 10s length of simulated neural
activity in total. Simulated FC was calculated by Pearson’s correlation coefficient
between the time series of 96 brain regions. The model was simulated by the Euler-
Maruyama method at a sampling frequency of 20 kHz.

We compared the similarity of simulated and empirical brain activities by
calculating the pairwise Pearson’s correlation coefficient between 96 brain regions.
The correlation between the simulated and empirical FC (rSE) in the space of
coupling parameters cE and cI , where L and G are adjusted so that rSE is maximized,
is shown in Fig. 12.2a.

Notice that rSE increased in the region where cE and cI parameters were balanced
(the highest rSE was 0.33). We investigated the influence of each parameter (cE, cI ,
L, and G) on rSE in Fig. 12.2b. We selected the parameters, cE, cI , L, and G, in
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Fig. 12.2 Correlation between simulated and empirical FC (rSE) with model parameters. (a) rSE
in the parameter space of excitatory and inhibitory coupling strength. (b) Relationship among the
parameters (cE , cI , L, and G) and rSE

order to maximize rSE and changed one of the parameters. Then, a sharp peak was
appeared with all the parameters.

12.4 Conclusions

In this study, we constructed a whole-brain network model based on the structural
connectivity matrix of marmosets and compared the brain activity simulated by the
model and the brain activity observed by resting state functional MRI. We found
that the correlation between simulated FC and empirical FC (rSE) increased within
the balanced region of excitatory-inhibitory connections. This result indicates that
excitatory-inhibitory connections within a brain region are well tuned to fit the
empirical resting state functional network.

We also examined the influence of each parameter (cE, cI , L, and G) on rSE

and found a sharp peak was appeared for all the parameters. This result suggests
that these parameters become one of crucial factors for the relationship between
anatomical and functional networks in the resting state MRI.

As a future study, we consider a role of excitatory and inhibitory balance on
neural dynamics by comparing resting state, attention task, and disease marmoset
fMRI data. We also improve the accuracy of structural connectivity by comparison
with tracer data and functional connectivity by developing fMRI data preprocessing.
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Chapter 13
A Structure and Function
of Hippocampal Memory Networks
in Consolidating Spatiotemporal
Contexts

Hiromichi Tsukada, Minoru Tsukada, and Yoshikazu Isomura

Abstract A feature of information processing in the brain is to have the ability of
integrating novelty information into past experience. In other words, this integration
ability is to manipulate spatiotemporal context information in learning and memory.
In this paper, we propose a neural network model, which accounts for this feature,
and show the possibility to acquire a spatiotemporal context information by the
coding method of spatial clustering and its self-similarity in learning and memory
based on the hippocampal experimental data. We also consider the physiological
validity of this model.

Keywords Spatiotemporal context · Spatiotemporal learning rule (STLR) ·
Learning and memory · Recurrent network · Hippocampus

13.1 Introduction

In research on neural network model for memory, several models have been
proposed so far. Associative memory models are widely known as a neural network
memory model, and these models can produce a stable attractor state in the
memory space [1, 2]. Chaotic itinerancy model has been proposed, and this model
can generate successive retrieval of memory (transition between quasi-attractors),
whose trajectory is chaotic and history-dependent [3, 4]. An appropriate balance of
excitatory-inhibitory (E/I) connection strengths yields the stable attractor in asso-
ciative memory, and imbalance of E/I produces successive retrieval of memory [5].
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These studies contribute to manipulate the state of the memory; however, how to
manipulate this state to acquire spatiotemporal context information in the memory
is still not cleared.

On the other hand, the learning rule also plays an important role to acquire the
spatiotemporal context information. In particular, to identify the difference in con-
textual information and to stabilize the identified context information are essential
process. For storing a spatiotemporal sequence, physiologically, the magnitude of
LTP in hippocampal CA1 depends on spatiotemporal stimuli [6], and based on the
results, Tsukada et al. proposed the spatiotemporal learning rule (STLR) [7]. The
STLR is the synaptic weight change which depends on both spatial coincidence and
its temporal summation of the source neuron activity, unrelated to the destination
neuron activity, which is different from Hebbian learning (HEB) depending on both
the source and destination neuron activity. It was identified by model simulation
that the STLR plays an important role in the pattern separation and Hebb in pattern
completion [8, 9]. Tsukada et al. [10] clarified in neurophysiological experiment
that both rules coexist in the hippocampal CA1 neuron [10].

Theoretically, Tsuda et al. showed the possibility of Cantor coding in hippocam-
pal network [11–14]. Experimentally, Cantor-like coding in membrane potentials of
hippocampal CA1 pyramidal neurons was identified [15].

Based on the studies mentioned above, we propose a neural network model,
which consists of a single-layered neural network with a feed-forward excitatory
connection, two types of feedback connections, and three types of learning rules,
to achieve spatiotemporal context learning. We also consider the structural and
functional mechanisms for spatial clustering and its self-similarity in hippocampal
networks.

13.2 Models

13.2.1 Neuron Model

Any McCulloch-Pitts of artificial neuron is an example of which called a finite
automaton. However, there has been no mention about spatiotemporal pattern
discrimination and attractor in memory neural networks. We adopt integrate-and-
fire neuron model, which have internal state (membrane potential). The model is
defined by the following equation:

sj (t) =
∑

i

xij (t)wij (t) +
∑
m

sj (t − m) e−mλ1 , (13.1)

In Eq. (13.1), xij(t) is an input from neuron i to neuron j at time instant t, wij(t)
is a synaptic weight from neuron i to neuron j at time instant t, and λ1 is the decay
constant of membrane potential. t is a discrete time. Output of neuron j is given by



13 A Structure and Function of Hippocampal Memory Networks. . . 105

Fig. 13.1 A schematic diagram of the network architecture

yj (t) = F
{
sj (t) − T

}
,

F (x) =
{

1 if x ≥ 0
0 if x < 0

,
(13.2)

In Eq. (13.2), T is the threshold.

13.2.2 The Network Architecture

The structure of the network is illustrated in Fig. 13.1. The network is a single-
layered network, which consists of N neurons, with feed-forward excitatory connec-
tion and two types (excitatory and inhibitory) of feedback connections. Each neuron
connects to all source neurons (x1, x2, . . . , xi, . . . , xN) via an excitatory synapse.

An input neuron i (i = 1, 2, . . . , N) connects an output neuron j (j = 1, 2, . . . , N)
through a synaptic weight wij and consists of the spatiotemporal pattern, whose
spatial snap at one moment corresponds to a spatial frame of N-dimensional binary
elements. The weight wij is modified by three types of learning rules as follows:

• wS
ij by spatiotemporal learning rule (STLR) in the feed-forward excitatory

connection
• wR

kj by Hebb learning rule (HEB) in the recurrent connection

• wD
ij by anti-Hebb learning rule (anti-HEB) and the inhibitory effect (LTD)

induced by a coincidence between input and output.
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13.2.3 The Learning Rules

Training the network requires the steps as follows:
First step: wS

ij is modified by STRL depending on input pattern x(t) under the
subthreshold condition of membrane potentials s(t) in each neuron. Second step:
wR

kj is modified by Hebb learning rule (HEB) in the recurrent network depending

on y(t) · y(t − 1). Third step: wD
ij is modified by anti-Hebb learning rule (anti-

HEB). The inhibitory effect (LTD) is induced by a coincidence between input x(t)
and output y(t). After enough repetitions of these three steps, the outputs become
constant (attractor).

13.2.3.1 Spatiotemporal Learning Rule (STLR)

The synaptic weight change depends on both spatial coincidence and its temporal
summation of the source neuron activity, unrelated to the destination neuron activity
[7]. The equation is given by

ws
ij (t) = ηh

{∑
m

Iij (t − m) e−mλ2 − θ

}
, (13.3)

In Eq. (13.3), λ2 is the time constant of NMDA channel, η is the learning rate
coefficient, h(u) is a sigmoid output function of the potentiation force, and θ is the
thresholds. Iij(t) is the coincidence among the source neuron activities at instant t
and given by

Iij (t) = xij (t)sj (t). (13.4)

13.2.3.2 Hebb Learning Rule (HEB) in the Recurrent Connection

The weight modification depends on the coincidence between previous output and
current output and is given by

wR
kj (t) = αyk (t − 1) yj (t), (13.5)

In Eq. (13.5), α is the learning rate coefficient. This modification can exhibit
properties similar to short-term memory in humans.



13 A Structure and Function of Hippocampal Memory Networks. . . 107

13.2.3.3 Anti-HEB in the Recurrent Inhibitory Connection

The weight modification induces the LTD in each recurrent inhibitory connection,
which works as a coincident detector between source and target neuron, and the
equation is given by

wD
ij (t) = −βxi(t)yj (t), (13.6)

In Eq. (13.6), β is the learning rate coefficient. The weight at instant wij(t) is
given by

wij (t) = wij (t − 1) +
{
ws

ij (t) + wD
ij (t)

}
+ wR

kj (t). (13.7)

13.3 Characteristic of the Model

Physiologically, it is believed that contextual information is temporary stored in
the hippocampus in the form of short-term memory. How information is coded and
represented in the hippocampus is an important topic in the investigation of memory
systems. In the CA1 area of the hippocampus, the magnitude of LTP depends not
only on the frequency of the applied stimuli, but also on the time sequence [6, 7].
Fukushima et al. showed that the membrane potentials of CA1 are hierarchically
clustered in a self-similar manner to the input sequences [15].

Based on these physiological results, we propose a neural network consisting of
the three types of synaptic modifications (Fig. 13.1). First is the modification by
STRL, second is that by HEB in recurrent network, and third is that by anti-HEB
based on the input-output coincidence of pyramidal cells.

STLR, depending on spatial coincidence and its time history, has high ability in
clustering spatiotemporal pattern. It plays an important role in pattern separation. On
the other hand, HEB in the recurrent network has feedback paths from their outputs
to their inputs; the response of such networks is dynamic; that is, after applying a
new input, the output is calculated and fed back to modify the input. The successive
iterations of this process produce smaller output changes until the output becomes
constant (attractor).

For the spatial clustering and its self-similarity (Cantor-like coding) in learning
and memory, the outputs are hierarchically clustered in a self-similar manner to the
input sequences. In the process, STLR plays an important role in pattern clustering
in the neural network depending on input pattern, while HEB in recurrent network
forms the dynamics depending on the input pattern and leads to pattern completion.
However, the increased weight by STLR influences the next process, so that the next
pattern clustering is strongly influenced by the previous input pattern; that is, the
hierarchical clustering becomes out of shape. In order to avoid this influence, anti-
HEB based on the input-output coincidence of pyramidal cells adjusts the increased
weights related to output.
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The cascade weight modification described above is an important algorithm for
the spatial clustering and its self-similarity (Cantor-like coding), which could be the
spatiotemporal attractor for memory. Physiologically, parvalbumin (PV) basket cell
and oriens-lacunosum moleculare (O-LM) cell seem to play an important role to
modify wij as an inhibitory effect (wD

ij ) in the hippocampus [16].
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Chapter 14
A Pseudo-neuron Device and Firing
Dynamics of Their Networks Similar
to Neural Synchronizing Phenomena
Between Far Local Fields in the Brain

Tomoyuki Yano, Yoshitomo Goto, Tomoyuki Nagaya, Ichiro Tsuda,
and Shigetoshi Nara

Abstract A pseudo-neuron hardware device called dynamic self-electrooptic effect
device (DSEED) is proposed and considered. First, its neuron-like pulsed oscilla-
tions ((i) fast spiking type, (ii) threshold spiking type) are theoretically predicted,
and their oscillating properties are discussed using computer experiments. Second,
firing (pulsing) pattern dynamics of their diffusion-coupled networks are consid-
ered, and the computer experiments indicate that there are three kinds of firing
dynamics, (a) transient chaotic firing state, (b) entirely synchronized (coherent)
firing state, and (c) partly synchronized firing state, between far local fields in the
network. In particular, the case (c) shows that the firing patterns are quite similar to
neural synchronization phenomena between far local fields as observed in the brain.
So, the present device and their networks are, if successfully realized in hardware,
quite useful to verify and develop theories of neural (coupled oscillator) networks to
consider or to understand the mechanisms of brain functions based on the viewpoint
of nonlinear dynamics.

Keywords Pseudo-neuron device · DSEED · Neural networks ·
Diffusion-coupled networks · Hardware implementation · Chaos · Nonlinear
oscillator · Firing synchronization · Brain functions

T. Yano · S. Nara (�)
Graduate School of Natural Science and Technology, Okayama University, Okayama, Japan
e-mail: nara@ec.okayama-u.ac.jp

Y. Goto
Junior College, Beppu University, Beppu, Japan

T. Nagaya
Division of Natural Sciences, Oita University, Oita, Japan

I. Tsuda
Chubu University Academy of Emerging Sciences, Kasugai, Aichi, Japan

© Springer Nature Singapore Pte Ltd. 2018
J. M. Delgado-García et al. (eds.), Advances in Cognitive Neurodynamics (VI),
Advances in Cognitive Neurodynamics,
https://doi.org/10.1007/978-981-10-8854-4_14

109

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8854-4_14&domain=pdf
mailto:nara@ec.okayama-u.ac.jp
https://doi.org/10.1007/978-981-10-8854-4_14


110 T. Yano et al.

14.1 Introduction

Since these several decades, neuroscience and brain science have been greatly
progressing not only with the background of rapid and big development of computer
science and technologies but also by the development of measurement technologies
to observe their activities. However, we still have no detailed understanding about
mechanisms of advanced brain functions as well as neural information or control
processing, except rather small number of cases in certain restricted contexts. An
approach based on the viewpoint of nonlinear dynamics has been expected to shed
a light to them, but huge complex dynamics observed in systems having very large
but finite degrees of freedom have been preventing us from easy investigation of
them.

Even with the use of a few simplified neuron models, such as binary state neuron
model or oscillator neuron model, certain networks consisting of a large number
of coupled neurons reveal huge complex dynamics and do not easily allow us to
understand them with conventional methodologies. So, in these situations, it would
be useful that we propose a new device indicating neuron-like behaviors utilizing
optoelectronic semiconductor technology and their integrated and monolithically
designed network.

The neuron device and their network could enable us to make easy hardware
experiments and computer analyses as well. Thus, using a pseudo-neuron hardware
device (see Fig. 14.1) called dynamic self-electrooptic effect device (DSEED)
proposed in the previous paper [1], we consider first the two kinds of neuron-like
pulsed oscillations, (i) fast spiking type and (ii) threshold spiking type, that are
theoretically predicted, and their nonlinear oscillation properties are discussed. The
case (i) was partly reported in our previous papers [2], so this paper is the first report
of the case (ii). Next, firing (pulsing) pattern dynamics of their diffusion-coupled
DSEED networks of both spiking types are considered and discussed.

14.2 Dynamic Self-Electrooptic Effect Device (DSEED)
and Pulse Operation (Neural Firing)

In our previous works [1, 2], a pseudo-neuron device called DSEED was proposed
(see Fig. 14.1), where the device consists of series-coupled pin diode (1st layer,
p-type semiconductor; 2nd layer, 10 nm intrinsic semiconductor layer made from
multi-quantum wells, abbreviated as i-MQW; 3rd layer, n-type semiconductor).

As shown in Fig. 14.1, when incident light having appropriately chosen power
(Pin) and wave length (frequency ω), with feedback light from lower device as well,
is given, then pulse oscillation of photocurrent occurs in the circuit, as shown in
Fig. 14.2.
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Fig. 14.1 Schematic
representation of the
proposed pseudo-neuron
device. N means n-type
semiconductor and P, p-type
semiconductor, respectively.
i-MQW is a thin film
consisting of intrinsic
semiconductor
multi-quantum well made
from GaAs and AlGaAs, for
instance

Fig. 14.2 An example of
pulsing oscillation of DSEED

The two rate equations of photo-carriers in the upper circuit and lower circuit are
written in Eq. (14.1), which are coupled with two nonlinear differential equations
written below.
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Fig. 14.3 (a) and (b) are the bifurcation diagrams of n1 and n2, with respect to Pin. (c)
indicates three-dimensional plots of them, simultaneously with showing the limit cycles after Hopf
bifurcation and the existence of crisis (sudden vanish of limit cycles)

dn1

dt
= −n1

τ1
+ α1�01 (Pin + m2n2)

[ω − ω01 + β1 (V01 − η1R1n1)]2 + (�01/2)2

dn2

dt
= −n2

τ2
+ α2�02 (Pin − m1n1 + m2n2)

[ω − ω02 + β2 (V02 − η2R2n2)]2 + (�02/2)2

(14.1)

When we give appropriate parameter values, αl, βl, τl, ηl, �l, ml, and Rl (l = 1
or 2), we can make the bifurcation diagram with respect to the primary parameter,
the power of incident light power, Pin, under the fixed frequency ω.

The result is shown in Fig. 14.3. There are two important bifurcation points. The
first is a saddle node bifurcation on limit cycle. The second is a crisis of limit cycle
after Hopf bifurcation. The former gives continuous pulse train, which is called “fast
spiking (firing).” The latter gives only one pulse (spike) oscillation when an initial
state is set at rather small values of n1 and n2, in just outside of the destabilized limit
cycle, where the limit cycle ceases to exist by touching the basin boundary of stable
fixed point in the state space, n1 vs. n2.
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Fig. 14.4 The null cline of Eq. (14.1) and outlines of orbits. (a) is near “crisis” and (b) is after
crisis. (c) is an example of one spike firing after an excitation bigger than threshold (red line) is
applied

The null cline and outlines of orbits near the crisis are shown in Fig. 14.4 in the
state space of n1 vs. n2, where Fig. 14.4a is just before the crisis and Fig. 14.4b is
just after the crisis. One can easily know that a single pulse is generated by applying
an appropriate external excitation bigger than threshold value to n1 and n2 when
they stay at the stable fixed point, where this single pulse excitation is equivalent to
neural firing having threshold in biological neuron cell.

14.3 Diffusion-Coupled DSEED Network of Both Spike-Type
Elements

As noted in the previous section, we consider dynamic states of pulsing (firing) oper-
ation of diffusion-coupled DSEED network consisting of the two types of elements,
fast spiking type and threshold spiking type, in terminology of neuroscience.

14.3.1 Nearest Neighbor Diffusion-Coupled Network
and Spiking (Firing) Pattern Dynamics

Dα

(
−4nα

(i,j) + nα
(i−1,j) + nα

(i+1,j) + nα
(i,j−1) + nα

(i,j+1)
)

When we employ a square lattice network and introduce diffusion coupling
between four neighboring sites as to be added to the right side of Eq. (14.1)
in the previous section, where D is the diffusion constant (parameter), the suffix
(i,j) denotes the site position in the square lattice, α is the suffix to denote that
carrier density of the upper layer or lower layer shown in Figs. 14.1 and 14.2,
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Fig. 14.5 (a) A snapshot of spiking pattern dynamics of the nα
(i,j) (left, α = 1; right, α = 2) in

fast spiking case. (b) The same with (a) in threshold spiking case

so α = 1 or 2. In continuum limit, this term converges to usual diffusion term:
D(∂2n/∂x2 + ∂2n/∂y2).

Including the diffusion effects, the computer experiments indicate that there are
two kinds of firing dynamics, (a) transient chaotic firing state and (b) entirely syn-
chronized (coherent) firing state. The results with employing the fast spiking case
were partly reported in ICCN2011 briefly with taking rather less neuron number
(400 and 900) for simplicity. The new results in both cases reported in this paper are
the experiments in larger neuron number case (up to 512 × 512 = 262.144) which
results in the more realistic and new phenomena (see Fig. 14.5), where Fig. 14.5a
shows the fast spiking case and Fig. 14.5b, the threshold spiking case, respectively.

In the case of fast spiking (Fig. 14.5a), pairs of spiral waves (white curve arrows)
and topological defects (white straight arrows) emerge in the network. The defects
make pairs and connect the wave arm extending from each defect and survive long
time in spatial-temporal chaotic field. Then the distance between a pair of defect
decreases as neurons firing and the pair of defects annihilate finally. In contrast to
the proceeding argument, there are no topological defects in the threshold spiking
case (Fig. 14.5b), and the wide spread dark area in the figure is stable state that is
depressed under the threshold. In addition the, neurons in the bright area, are not
allowed to settle down to the stable state because of the stimulation by diffusion
coupling four neighboring neurons and firing continuously in spite of global stable
(Fig. 14.4b). In the firing domains, one can find some dark areas that are stable
state under the threshold. Such a stable region nucleates in continuous firing area
and remains while being eroded by the surrounding bright area. In this situation,
the neurons irregularly alternate stable state and chaotic firing state. These various
pattern dynamics and self-organizations show that the DSEED network has ability to
investigate the behavior of threshold-type neurons and their corporative dynamics.

14.3.2 Distant Coupling and Synchronization via Chaos

Now, we extend our consideration in the previous section to more artificially
designed network, where in this paper we employed a randomly connected network
that loses the concept of Euclidean distance in the configuration space. In this
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Fig. 14.6 A randomly
connected network of 400 fast
spiking neuros put on
circumference and neuron
groups, a and b ( 20 neurons),
are far separated in the
measure of “the averaged
shortest path length”

network, when we take the coupling as

Dα

∑
j

(
nα

(j) − nα
(i)
)

(14.2)

That is, the coupling between arbitrary i-th and j-th sites and then chaotic
dynamics continues within enough longtime intervals in comparison with spiking
time, say several 10 microsecond order that is several three or four order of
magnitude longer than typical spiking time in this device, provided we employ
appropriate incident optic power, Pin, that gives fast spiking oscillation.

In this setting, we tried to realize synchronization phenomena via chaos between
certain far distant partial element groups, where the incident power of light to the
two small groups is kept strong so as to result quickly in synchronized state. The
key point is that the two neuron groups are separated each other by chaos caused
by the majority of the other elements, where the measure of “distance” is defined
by the “averaged shortest path length” between the neurons of the two groups in a
given configuration of elements.

As shown in Fig. 14.6, the neurons are put on circumference, and connection
existence is shown by lines, where in this case the total number of neurons is 400
and the number of the neuron groups, a and b, is about 20, respectively.

In this setting of computer experiments, we evaluate the cross correlation
functions between the two neuron groups, a and b, as shown in Fig. 14.7, which
indicates that the firing of both groups is synchronizing each other via chaos
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Fig. 14.7 Normalized cross
correlation function
<na

(i)(t)nb
(j)(t + τ ) > t

between neuron groups, a and
b, as a function of time shift
τ , with and without signal
sending, respectively

mutually sending signals

no signal sending

Time shift τ [μs]

1

0.1

10.1

generated by the other neurons and it is quite similar to neural synchronization
phenomena derived from the other neural systems [3] or actually observed in the
brain [4]. Chaos in the brain has been attracting much interest of many people related
with the question, what is the role of chaos in brain functions [4–6]. Besides them,
on the viewpoint of information dynamics in chaos, there have been many works by
the pioneering people from rather long ago, for instance [7–9], while the detailed
descriptions and discussions are discarded due to the given space restriction.

14.4 Concluding Remarks

1. A pseudo-neuron hardware device called dynamic self-electrooptic effect device
(DSEED) is proposed, and the two kinds of neuron-like pulsed oscillations ((i)
fast spiking type, (ii) threshold spiking type) are theoretically predicted.

2. The firing (spiking) pattern dynamics of their nearest neighbor diffusion-coupled
DSEED networks of both types in a square lattice are considered, and the
computer experiments indicate that, in fast spiking neurons, firing patterns have a
tendency to form circle-like chain or one spiral with phase defects on both edges,
which behave as nonlinear wave propagation of synchronously firing groups in
the network with changing of spatial shapes and extension.

3. In threshold neurons, a certain number of survived firing neurons play a role
of pacemaker of multiconcentric rings of firing pattern, where nearest neighbor
diffusion coupling corresponds to gap junction coupling between GABA (gamma
aminobutyric acid) neurons that has tendency to make inhibitory neuron network
in the brain.

4. In a network with diffusion coupling between arbitrary elements, there are
three kinds of firing dynamics, (a) transient chaotic firing state, (b) entirely
synchronized (coherent) firing state, and (c) partly synchronized firing state
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between far distant fields via chaos, in the network depending on the network
design and setting of the parameters.

5. In particular, the case (c) reveals that the firing patterns are quite similar to neural
synchronization phenomena observed in the brain and in theoretical models as
well.
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JP24120707 and by the Cooperative Research Program of the “Network Joint Research Center for
Materials and Devices.”
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Chapter 15
Neurodynamics on Up and Down
Transitions of Membrane Potential:
From Single Neuron to Network

Xuying Xu, Rubin Wang, and Jianting Cao

Abstract The phenomenon of up and down transition is an important characteristic
of spontaneous brain activity, which happens in various levels of the nervous
system. In level of membrane potentials, it shows spontaneous periodic transitions
between two subthreshold preferred stable states. Here, we have studied the
mechanisms and characteristics of up and down transitions of membrane potentials
from single neuron to network model. Furthermore, we have developed the model
by considering both excitatory and inhibitory neurons and introducing synaptic
dynamics into network model. Based on this model, we studied the influence of
intrinsic characteristics and network parameters on up and down activities. The
main output of this study is that the network parameters have little impact on these
spontaneous periodic up and down transitions. However, the intrinsic currents were
found to play a leading role in the process. In this regard, we expect to explain the
dynamics of up and down transitions and to lay the foundation for future work on
the role of these transitions in cortex activity.

Keywords Up and down transitions · Spontaneous activity · Ionic channel ·
Dynamical characteristics

X. Xu (�) · R. Wang
Institute of Cognitive Neurodynamics, East China University of Science and Technology,
Shanghai, China

J. Cao
Saitama Institute of Technology, Fukaya, Japan

Brain Science Institute, RIKEN, Wako, Japan

© Springer Nature Singapore Pte Ltd. 2018
J. M. Delgado-García et al. (eds.), Advances in Cognitive Neurodynamics (VI),
Advances in Cognitive Neurodynamics,
https://doi.org/10.1007/978-981-10-8854-4_15

119

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8854-4_15&domain=pdf
https://doi.org/10.1007/978-981-10-8854-4_15


120 X. Xu et al.

15.1 Introduction

The phenomenon of up and down transition is an important characteristic of
spontaneous brain activity, which happens in various levels of the nervous system.
Neural electrophysiology experiments show that during slow-wave sleep in the
primary visual cortex of anesthetized animals [1–3] and during quiet wakefulness in
the somatosensory cortex of unanesthetized animals [4], the membrane potentials
make spontaneous transitions between two different levels called up and down
states [5].

Why these transitions occur and whether this spontaneous activity plays a role
in brain functions are still not clear. In fact, we know little about the induction of
neuron membrane potentials and interactions among neural networks, especially the
relationship between neural coding and cognitive behaviors.

So in this paper, we study on the neurodynamics on up and down transitions of
membrane potential from single neuron to network, to figure out the mechanisms
and characteristics of these transitions.

15.2 Up and Down Transitions of Single Neuron

We start our research on up and down transition from one single neuron, which
is undoubtedly an effective method to study neural information processing mech-
anism. On the other hand, resent electrophysiology experiment can only record
neural activities of a single or a few neurons, rather than large neuron clusters.
However, data of one single neuron is easy to measure. So it is obvious to clean
up the dynamics of a single neural up and down transitions before we study the
neurodynamics of the network, which is a basic for us to learn cognitive behavior
and network activity.

15.2.1 Biophysical Model of Single Neuron

The single neural dynamic model based on H-H equations consists of the following
three ionic currents [6]: an instantaneous, inward current (sodium current), a
slow h-like current, and two outward currents (a potassium current and a leak
current). Specific equations are described in our previous work [7]. According to the
numerical simulation of this model, we observe the results that have been observed
in electrophysiology experiments.
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15.2.2 Characteristics of Up and Down Transitions
in Single Neuron

Here, we indicate two characteristics, bistability and spontaneity, of up and down
transitions, using the dynamic model of one single neuron.

The calculation results are shown in Fig. 15.1. The top one shows that membrane
potential presents spontaneous periodic transitions between two preferred stable
states without any external stimulation. And the bottom one is the distribution of
membrane potential, from which we can also find that the membrane potential
almost stays in one of the up state and down state.

This dynamic model can describe the bistability of up and down transitions
of neural membrane potential. The neuron can stay any one of the two without
input. When the neuron is stimulated, it can switch its state from one to another to
adjust itself to a new balance. These two states are called up state and down state,
respectively. That is to say, the up and down transitions can be modulated by external
stimulations.

Fig. 15.1 Membrane potentials show spontaneous periodic transitions between two stable states –
up and down states – and the corresponding distribution
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The three dynamic variable models can also describe periodic spontaneous
transitions between the up and down states in the absence of synaptic input. And
in this case, the neuron’s response to stimulation has a certain relationship with
which state the neuron stays. If a stimulus is applied when the neuron is in a down
state, responses are stronger than if it is applied during an up state.

15.3 Network Dynamics of Up and Down Transitions

In this section, we expand the model by clarifying the mechanism in two types of
neurons, namely, excitatory and inhibitory neurons, and by substituting the constant
connection state with a changing connecting function state involving two types of
neurons so that the model reflects the in vivo mechanism better. Using this model,
we explore the factors that influence spontaneous periodic up and down transitions.

15.3.1 Intrinsic and Synaptic Dynamics

The intrinsic current is adopted as introduced in the above section.
For synaptic dynamics, three types of receptors, namely, AMPA receptors,

NMDA receptors, and GABAA receptors, are significant for the transmission of
information between neurons. The AMPA and NMDA receptors are excitatory
in nature, while the GABAA receptors are inhibitory. Furthermore, the AMPA
receptors mediate the prototypical fast excitatory synaptic currents in the brain,
while the NMDA receptors mediate synaptic currents that are substantially slower
than the AMPA current.

The excitatory neurons excite other connecting neurons, including excitatory
and inhibitory neurons, via AMPA receptors and NMDA receptors. However, the
inhibitory ones only inhibit one type of neuron, the excitatory neurons, through the
GABAA receptors. The three types of currents are represented by equations in our
work [8, 9].

15.3.2 Network Structure

The following pattern is true for all the networks described in this paper, regardless
of size: One excitatory neuron excites other connecting neurons including excitatory
and inhibitory neurons. At the same time, it is also excited by other excitatory
neurons and inhibited by other inhibitory ones. However, an inhibitory neuron only
inhibits one other type of neuron, the excitatory neuron, and is excited by connecting
excitatory neurons. All the excitatory connections are mediated by a fast AMPA
component as well as a slow voltage-dependent NMDA component. The inhibitory
connections are modulated by fast GABAA synaptic receptors.
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15.3.3 Mechanism of Up and Down Transitions

In this section, we try to understand the mechanism underlying the effect of
ionic currents. At the ionic level, the ion channel properties and conditions may
play a role. Therefore, we examine different channels under different conductance
conditions.

The results of the quantitative analysis are illustrated in Fig. 15.2 [9]. Besides the
average up state duration of the membrane potential (top row), we also study the
average cycle of the transitions (middle row) and the average ratio of the up state
in the cycle (bottom row) of the three types of channels – potassium channel (left
column), sodium channel (center column), and h channel (right column).

In most observations, the up state duration increases with decrease in the
potassium channel conductance and increase in sodium channel conductance and
h channel conductance, during appropriate ranges in which the membrane potential
shows up and down transitions. However, the cycle of transitions does not change
much under most conditions, except for cases in which the membrane potential is
close to but does not reach that of a permanent down state. The up state ratio in the
cycle showed a similar tendency to the up state duration.

In view of ionic channel, the mechanism of up and down transitions can be
briefly described as follows. Depolarization activates the sodium channel letting
the sodium ions move into cells, and then the potassium channel was activated
slowly making the potassium ions move out of the cells which leads to the result
of hyperpolarization. And the hyperpolarization then activates the h channel which
allows sodium and potassium ions [10] going through.

Based on this point, the ionic channel interpretation for Fig. 15.2 would be
obvious. The bigger value of potassium conductance makes the faster movement of
potassium ions going out of the cells, leading to shorter up state duration, while the
smaller value of sodium conductance gives rise to much more sodium ions moving
into the cells which results in longer up state duration.

As to the conductance of h channel, the results are similar with the case of sodium
conductance. Therefore, we tend to believe that the sodium ions largely contribute
to the h current.

15.4 Discussion

Here, we have studied the mechanisms and characteristics of up and down tran-
sitions of membrane potentials from single neuron to network model, including
bistability and spontaneity.

Furthermore, we have developed the model by considering both excitatory and
inhibitory neurons and introducing synaptic dynamics into network model. Based
on our model, we studied the influence of intrinsic characteristics and network
parameters on up and down activities. The main output of this study is that the



124 X. Xu et al.

0.
16

0.
18

0.2
0.

22
0.

24
0.

26
0

50
0

10
00

15
00

20
00

25
00

30
00

t/(ms)

U
p 

St
at

e 
D

ur
at

io
n

0

50
00

10
00

0

15
00

0

t/(ms)

C
yc

le
 o

f U
p 

St
at

e 
Tr

an
si

tio
n

02040608010
0

g K

%

U
p 

St
at

e 
R

at
io

 in
 th

e 
C

yc
le

0.
04

20
.0

46
0.

05
5

0.
06

0.
06

4
0

10
00

20
00

30
00

40
00

50
00

t/(ms)

0

20
00

40
00

60
00

80
00

t/(ms)

02040608010
0

%

U
p 

St
at

e 
R

at
io

 in
 th

e 
C

yc
le

0.
12

0.
14

0.
16

0.
2

0.
24

0.
26

0
10

00
20

00
30

00
40

00
50

00

 t/(ms)

0
20

00
40

00
60

00
80

00
10

00
0

12
00

0

t/(ms)

02040608010
0

%

U
p 

St
at

e 
R

at
io

 in
 th

e 
C

yc
le

U
p 

St
at

e 
D

ur
at

io
n

U
p 

St
at

e 
D

ur
at

io
n

C
yc

le
 o

f U
p 

St
at

e 
Tr

an
si

tio
n

C
yc

le
 o

f U
p 

St
at

e 
Tr

an
si

tio
n

g h
g N

a

F
ig

.1
5.

2
A

ve
ra

ge
du

ra
tio

n
of

th
e

up
st

at
e

(t
op

ro
w

),
av

er
ag

e
cy

cl
e

of
th

e
up

an
d

do
w

n
tr

an
si

tio
ns

(m
id

dl
e

ro
w

),
an

d
av

er
ag

e
ra

tio
of

th
e

up
st

at
e

in
on

e
cy

cl
e

(b
ot

to
m

ro
w

)u
nd

er
di

ff
er

en
tp

ot
as

si
um

ch
an

ne
lc

on
du

ct
an

ce
va

lu
es

(l
ef

tc
ol

um
n)

,s
od

iu
m

co
nd

uc
ta

nc
e

(c
en

te
rc

ol
um

n)
,a

nd
co

nd
uc

ta
nc

e
of

th
e

h
cu

rr
en

t(
ri

gh
t

co
lu

m
n)



15 Neurodynamics on Up and Down Transitions of Membrane Potential. . . 125

network parameters have little impact on these spontaneous periodic up and down
transitions. However, the intrinsic currents were found to play a leading role in the
process.

In this regard, we expect to explain the dynamics of up and down transitions
and to lay foundation for future work on the role of these transitions in cortex
activity [11].
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Chapter 16
Effects of Temporal Integration
on Computational Performance
of Spiking Neural Network

Fangzheng Xue, Yang Zhang, Hongjun Zhou, and Xiumin Li

Abstract In spiking neural networks (SNN), information is considered to be
encoded mainly in the temporal patterns of their firing activity. Temporal integration
of information plays a crucial role in a variety of cognitive processes, such as
sensory discrimination, decision-making, or interval timing. However, it is rarely
considered in traditional computational SNN models. In this paper, we investigate
the influence of temporal integration on the computational performance of liquid
state machine (LSM) from two aspects: the synaptic decay constant and time delay
from presynaptic neurons to the output neurons. LSM is a biologically spiking
neural network model for real-time computing on time-varying inputs, where the
high dimensionality of dynamical spikes is transformed into smoothly changing
states through synaptic integration into the readout neuron. Our experimental results
show that increasing the decay constant of synapses from SNN to the output neuron
can remarkably improve the computational performance due to the enhancement
of temporal integration. Moreover, transmission delays have an even larger impact
on the richness of dynamical states, which in turn significantly increase the
computational accuracy of SNN. These results may have important implications for
the modeling of spiking neural networks with excellent computational performance.
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16.1 Introduction

With the rapid development of theories and applications in brain science, spiking
neural network (SNN) has very solid theoretical and experimental basis and
shows more powerful calculation and associative memory ability than traditional
artificial neural network. Liquid state machine (LSM) represents one of the most
efficient computing models of SNNs proposed by Maass et al. [1]. It exploits
the recurrent SNNs without training the entire network online, which remarkably
reduces computational complexities. LSM has been applied to many applications,
including word recognition [2], real-time speech recognition [3], and robotics [4],
and it is shown to have universal computational power for time varying inputs and
is good at dealing with temporal pattern recognition task. The key problem of liquid
computing is the design of spiking neural network.

So far, most optimizations for LSM focus on the structure of SNN in LSM;
very few studies pay attention to the readout component where readout neurons are
trained simply by linear regression for different targets. However, the input stream
to readout is not a vector of discrete spike trains but integrated synaptic signals from
all of the presynaptic neurons in LC. Therefore, how the temporal information of the
firing activity of the liquid network is integrated and transformed into the readout is
indeed quite crucial for the computational performance.

In this paper, we investigate the influence of temporal integration on the computa-
tional performance of LSM from two aspects: the synaptic decay constant and time
delay from recurrent networks to the output neurons. LSM is a biologically spiking
neural network model for real-time computing on time-varying inputs, where the
high dimensionality of dynamical spikes are transformed into smoothly changing
states through synaptic integration into the readout neuron. Our experimental results
show that increasing the decay constant of synapses from SNN to the output neuron
can remarkably improve the computational performance due to the enhancement
of temporal integration. Moreover, transmission delays have an even larger impact
on the richness of dynamical states, which in turn significantly increase the
computational accuracy of SNN. These results may have important implications for
the modeling of spiking neural networks with excellent computational performance.

16.2 Methods

LSM mainly consists of three components: input component (IC), liquid component
(LC), and readout component (RC) (as shown in Fig. 16.1). The liquid component
in LSM uses spiking neurons connected by synapses to project inputs into a high-
dimensional feature space called “liquid state.” For specific tasks, the liquid state
can be mapped onto a target signal through a readout component, which acts as a
memoryless readout function [1]. Instead of updating all of the weights online, like
in the abovementioned recurrent neural networks, synaptic connections in the liquid
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Fig. 16.1 Neural network structure. In this model, 400 neurons in LC are equally connected to
four input streams independently. Neurons applied with different inputs are marked with different
colors. The readout neuron is connected to all of the neurons in the liquid with synaptic weights
gout, which are trained by linear regression for different tasks (three examples are shown in the top
right corner)

network are usually selected randomly and fixed during the training process; only
the readout is trained using a simple classification/regression technique according
to specific tasks. Detailed configurations of LSM in this paper are:

Input component: In this paper, four different inputs are independently added
to four equivalently divided groups in the liquid network, as shown in Fig. 16.1.
Note that inputs in the first layer (IC) are temporal sequences of spikes rather than
firing rate, which are generated randomly by Poisson process. The inputs are four
independent signal streams generated by the Poisson process with randomly varying
rates ri(t), i = 1, . . . 4, where each input stream consists of eight spike trains
(Fig. 16.1). The time-varying firing rates ri(t) of the eight Poisson spike trains were
chosen as follows [1, 5]. The baseline firing rates for streams 1 and 2 are chosen to
be 5 Hz, with randomly distributed bursts of 120 Hz for 50 ms. The rates for Poisson
processes that generated the spike trains for input stream 3 and 4 are periodically
updated, by randomly drawing from the two options 30 and 90 Hz.

Liquid component: In this paper the liquid network consists of 400 neurons
which are all-to-all bidirectionally connected with synaptic weights randomly
distributed in the range of [0, gmax]. The two-variable Izhikevich neuron model [6]
is used in the network. It satisfies the following equations:
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v̇i = 0.04v2
i + 5vi + 140 − ui + I + I

syn
i

u̇i = a(bvi − ui) + Dξi
(16.1)

if vi > 30 mV, then

{
vi ← c

ui ← ui + d
(16.2)

where i = 1, 2, . . . , N , i represents the total number of neurons; vi represents
the number of neurons membrane voltage; ui is the number of neurons to restore
variables; the variable ξi is subject to the mean to 0; the density D represents
Gaussian white noise; I stands for the injection of the synaptic current of neurons;
and I

syn
i is the total synaptic current through neuron i and is governed by the

dynamics of the synaptic variable sj . The synaptic model is:

I
syn
i = −∑N

1(j �=i) gjisj (vi − vsyn)

ṡj = α(vj )(1 − sj ) − sj /τ

α(vj ) = α0/(1 + e−vj /vshp)

(16.3)

Here the excitatory synaptic reversal potential vsyn is set to be 0. Other parameters
used in this paper are α0 = 3, τ = 2, Vshp = 5, and D = 0.1. In particular, the other
parameters are a = 0.02, b = 0.2, c = −65, and d = 6 for regular spiking neuron
and for bursting neuron a = 0.02, b = 0.2, c = −50, and d = 2 [6].

Readout component: To investigate the computational capability of the LSM,
usually learning tasks can be the approximation or functional combination of several
real-time independent inputs. For example, if there are three independent inputs r1,
r2, and r3, the teaching signal could be r1+r2+r3, r1∗r2, or r2

3 as considered in [7].
During the training process, a linear regression is employed to obtain the optimal
readout weights that can generate the least mean squared error (MSE) according
to the teaching signal. The synaptic transformation from LC to RC is achieved
through the application of a filter with an exponentially decaying kernel [7]. The
exponentially decaying kernel is calculated by eδ/τ , where δ is the time lag between
spike time and sample time and τ is the time constant which is set to 30 ms in this
paper.

16.3 Results

In this paper, we investigate the influence of temporal integration on the computa-
tional performance of liquid state machine (LSM) from two aspects: the synaptic
decay constant and time delay from presynaptic neurons of LC to the RC output
neurons.

Firstly, we investigated how the synaptic integration of a single readout neuron
affects the accuracy of network computation. In other words, the decay time constant
of the readout filter in the original LSM model is investigated. The synaptic current
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Fig. 16.2 Effects of the decay time constant of output synapse. (a) Real-time synaptic current
targeting to the readout neuron with different decay time constant. (b) The computational
performance of LSM measured by mean square error (MSE) with the increase of decay time
constant. Here the target signal for the output curve is r1 + r3

from LC to RC with different time constant is shown in Fig. 16.2a. It demonstrates
that individual synaptic signals generated from each presynaptic spiking stimulus
can be much more efficiently integrated into smooth currents with larger decay
time constant, which indicates LSM contains more memory of previous information.
Such enhanced temporal integration is beneficial for improving the computational
performance of LSM as shown in Fig. 16.2b. By increasing the decay constant of
synapses from SNN to the output neuron, the mean square error (MSE) can be
remarkably reduced due to the enhancement of temporal integration.

In the brain cortex, a wide range of axonal transmission delays have been
observed and suggested to be beneficial for computational power [8, 9] and
learnability [10–12]. Therefore, synaptic delays linking the network to the readout
neurons are considered in this paper. Spike trains received from the liquid network
are added delays which are generated from a Gaussian distribution with the average
value of 0 and standard deviation of 0.02 s. From Fig. 16.3 it can be seen that the
complexity of discharge or network activity is greatly increased with the involve-
ment of time delay, which also effectively improve the calculation accuracy of the
network. In Fig. 16.4a, we can see that with the increase of delay the computational
performance is significantly improved when the delay value reaches to about 0.02 s.
The histogram of interspike interval (ISI) of the spike sequence of liquid network
with or without output delay is shown in Fig. 16.4b. Without synaptic delay, the
high-degree global intrinsic synchronization impairs computational performance.
Adding synaptic delay can increase the information entropy, which reduces the
likelihood of pathological synchronization. The enhancement of transmitting time-
varying signals is beneficial for the training of output weight coefficients through
the linear regression and ultimately improves the computational power of neural
network.
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Fig. 16.3 (a, b) Liquid network discharge before and after the application of delay disturbance
in the output synapse. (c, d) Corresponding computational performance of the linear readouts (red
dashed line) which were trained according to the teaching signal r1 + r3 (blue line)

Fig. 16.4 Effects of the delay disturbance of output synapse. (a) The computational performance
of LSM measured by mean square error (MSE) with the increase of delay constant. Here the target
signal for the output curve is r1 + r3. (b) The histogram of interspike interval (ISI) of the spike
sequence of liquid network with or without output delay
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16.4 Conclusion

In this paper, we investigate the influence of temporal integration on the com-
putational performance of liquid state machine from two aspects: the synaptic
decay constant and time delay from liquid network to the output neurons. Our
experimental results show that increasing the decay constant of synapses from
SNN to the output neuron can remarkably improve the computational performance
due to the enhancement of temporal integration. Moreover, transmission delays
have an even larger impact on the richness of dynamical states, which in turn
significantly increase the computational accuracy of SNN. These results may have
important implications for the modeling of spiking neural networks with excellent
computational performance.
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Chapter 17
Anticipatory Top-Down Interactive
Neural Dynamics

Steven L. Bressler

Abstract Engagement in a cognitive task typically involves configuration of the
mental resources needed to perform the task, and switching from one task to another
involves the reconfiguration of those resources. It is believed that this configuration
and reconfiguration require the prefrontal cortex of the brain to facilitate the
activation of distributed brain areas that will be involved in task execution and
defacilitate others. Although facilitation and defacilitation may occur during task
execution, I consider here that they may also be initiated in advance of, and
as preparation for, task execution. This point of view comes from a large-scale,
distributed neurocognitive network understanding of brain function that emphasizes
processes of task preparation and expectation (or task set) in the brain in addition
to processes of perception and action. In short, it requires that a distinction be
made between task configuration processes and task execution processes. This
paper presents and discusses some convergent lines of evidence suggesting that the
prefrontal cortex exerts top-down configuration of sensory and motor brain areas to
construct task set, that this configuration depends on top-down brain processes in
the beta-frequency range, and that resource configuration may occur when the brain
is at rest prior to task execution.
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17.1 Introduction

Cognitive resources are allocated as needed to perform a cognitive task, and each
task that is performed utilizes a unique set of resources [1, 2]. Switching from one
task to another requires the allocation of a different set of resources as appropriate
for the new task. This paper is based on the proposal that the prefrontal cortex (pFC)
is the primary brain region supporting resource allocation [3]. In top-down control
by the pFC, different areas within the pFC, which occupies a vast expanse in the
frontal lobes, have been proposed to be involved in determining which resources are
needed to perform a particular task [4–6] and then orchestrating the participation in
task processing of posterior neocortical regions (in frontal, parietal, temporal, and
occipital lobes) when those areas are needed to perform a task [7, 8].

The topic of top-down control by the pFC fits naturally within the theory of
neural coordination dynamics [9–11], because the pFC is viewed as coordinating
the participation in task processing of posterior neocortical areas [12]. That role has
been proposed to be fundamentally domain-nonspecific: rather than representing a
specific domain of knowledge, pFC activity is thought to coordinate the activities of
other, domain-specific, regions.

A number of experimental and analytic techniques are available in cognitive
neuroscience to assess the influence exerted by the pFC on other areas. One
prominent method is to stimulate the pFC and record the sensory effects, either
by electrophysiological recording in sensory neocortex, by fMRI recording, or
by psychophysics. The pFC stimulus has been delivered by microstimulation in
monkeys [13, 14] and transcranially in humans [15–19]. Another technique is
to apply time series analysis to simultaneously recorded neural processes. Time
series analytic techniques have been developed that can reveal statistical causal
influences [20, 21] between time series. In addition to Wiener-Granger causality,
these techniques include the directed transfer function [22], the partial directed
coherence [23], and the transfer entropy [24]. A spectral Wiener-Granger causality
has also been created [25, 26]. These techniques have been used to measure causal
influences from the pFC to other neocortical areas [12, 27–29], and, although the
problem of determining the pFC’s influence on other brain areas inherently requires
the measurement of top-down interareal interactions, the experimental and analytic
techniques themselves may also be applied within, as well as between, individual
brain areas and to bottom-up and lateral, as well as top-down, interactions.

One cognitive function where the allocation of cognitive resources by the pFC
has been observed is visuospatial attention. When areas of pFC and visual occipital
cortex (VOC) are simultaneously recorded during performance of a visuospatial
attention task, the pFC is seen to interact with the VOC [12, 27, 28, 30]. In this
interaction, top-down directed influences (from pFC to VOC) are stronger than
bottom-up directed influences (in the other direction). Top-down influences not only
are found to affect visuomotor processing following visual target presentation but
also prior to it, following an auditory cue and before visual target presentation, when
visuomotor processing has not yet occurred, but is expected.
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17.2 Methods

This report summarizes a body of work employing the Wiener-Granger causality
time series analysis method. This method follows the approach of Wiener (1956)
[20], in being aimed at statistical time series predictability, and Granger (1969)
[21], in determining this predictability by autoregressive (AR) modeling. When
applied to monkey local field potential (LFP) data, spectral AR methods [25]
were employed, and the model order was high (over 10). The high model order
and spectral analysis allowed Wiener-Granger causality to measure the interactive
dynamics of oscillatory neural processes in monkey LFPs [29, 31]. When applied
to human fMRI BOLD data, time-domain Wiener-Granger causality was employed,
and the model order was one. Statistical causal influence in the time domain was
thus equivalent to the predictability of the random variable of one voxel’s time series
from that of a second voxel’s time series one time step earlier. The relation between
the fast interactive dynamics of oscillatory neural processes and the slow interactive
dynamics of the fMRI BOLD signal has yet to be determined.

Whether applied in the spectral (frequency) or time domain, Wiener-Granger
causality from one random variable to another measures the predictability between
them. When the random variables are physiological processes at different brain
sites (either LFP electrodes or fMRI BOLD voxels), Wiener-Granger causality
measures the neural influence exerted by the neurons at one brain site on those
at the other. Since one random variable is always selected as the sender, and the
other as the receiver, Wiener-Granger causality can be measured in both directions
between two sites, thus matching the bidirectional axonal pathways known to exist
between neurons in most connected areas. Of course, the measurement of Wiener-
Granger causality from one electrode or voxel to another does not mean that a direct,
monosynaptic projection exists, since the measurement may also reflect indirect
multisynaptic pathways.

When the Wiener-Granger causality value measured between brain sites during
a cognitive task is significantly above chance levels, the statistically significant
connection between those two sites is considered to represent a functional edge
in a large-scale neurocognitive network [32]. Brain networks are biophysical brain
systems that can be represented by mathematical entities, called graphs, that consist
of collections of nodes (or vertices) and edges. A common technique for computing
the statistical significance of functional connections is by resampling [33]. In this
approach, a surrogate analysis is performed by randomly permuting the channel
labels on each of the many iterations and computing the connectivity as in the
veridical analysis for each iteration. The result is a permutation distribution (over
iterations), which is used to determine the statistical significance of the veridical
results. For example, the 95% confidence limit for veridical results is the value of
the permutation distribution that just exceeds 95% of the values in that distribution.
This resampling approach is a powerful method for determining the statistical
significance of an interdependency test statistic because it is derived directly from
the same data set as are the veridical results and does not require an analytic
expression for the test statistic’s distribution.
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17.3 Results

To uncover brain networks in the human brain, directed edges were measured
by directed functional connectivity analysis of fMRI BOLD data. In the first
experiment, directed edges were computed from human fMRI BOLD recordings
from the dorsal attention network (DAN), including the frontal eye field (FEF),
a part of the pFC, and multiple areas of the VOC, taken as subjects performed
a visuospatial attention task [30]. It was found that the DAN➔VOC (top-down)
directed influence is consistently greater than the VOC➔DAN (bottom-up) directed
influence during the task [27]. The same asymmetry is seen in subjects with eyes
open at rest [12]. Task engagement enhances DAN➔VOC top-down influences, but
not bottom-up influences, and bidirectional within-DAN influences (between FEF
and the inferior parietal sulcus – iPS – another DAN region) [12]. Furthermore,
top-down influences are greater than bottom-up following the auditory cue stimulus
and before presentation of the visual target stimulus, as well as after visual target
presentation [12]. These directed influences were confirmed by also measuring
undirected functional connectivity. Overall, these results suggest that top-down
influences from the DAN not only coordinate posterior visual neocortical areas for
task processing but do so also in anticipation of task processing.

In a second fMRI analysis, this time of human visuomotor coordination behavior,
bidirectional influences were measured between fMRI BOLD time series recorded
during behavioral coordination from the dorsal anterior cingulate cortex (dACC),
in the medial prefrontal neocortex, and in the supplementary motor area (SMA)
and between those from the dACC and the primary motor cortex (M1) [34, 35].
An asymmetric functional relation was found for the dACC-SMA pair, but not for
the dACC-M1 pair, with the dACC➔SMA directed influence being consistently
greater than the SMA➔dACC influence. In a follow-up study [36], visuomotor
coordination task blocks, alternating with rest blocks, were contrasted with working
memory control task blocks, which also alternated with rest blocks in separate scans.
It was found that the previously known asymmetric relation between the dACC
and SMA was significantly larger in the visuomotor coordination task than the
working memory control task indicating that this asymmetric relation was specific
to motor control. Moreover the asymmetry was reversed during the rest condition
of the motor coordination task, but not that of the working memory task. Thus,
the SMA➔dACC influence was significantly greater in the motor rest condition
than in the working memory control rest condition. These results suggest that top-
down influences from prefrontal neocortical areas (the dACC in this case) configure
sensory and motor areas (the SMA in this case) in relation to task set (instructions
to perform the task) and that preparatory processes work to accentuate top-down
resource configuration when the brain is at rest in advance of task execution.

In functional connectivity studies of macaque monkeys performing a visual
pattern discrimination task, with a GO/NO-GO motor response, distributed LFPs
were simultaneously recorded from sensorimotor and visual neocortical regions.
Crucially, each trial of this task was self-initiated by the monkey pressing and
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holding a hand lever, and LFPs were recorded in a prestimulus window when the
lever was held down and the monkey anticipated the subsequent appearance of
a visual stimulus on the display screen. Spectral directed functional connectivity
analysis of prestimulus LFPs from the sensorimotor neocortex (with electrodes in
primary and secondary motor and somatosensory areas) revealed interareal-coupled
beta-frequency LFP oscillations [37]. Their pattern of directed influence was
consistent with a sensorimotor loop that includes motor outflow from the primary
motor cortex, ultimately exciting the hand and arm muscles, and proprioceptive
feedback inflow from hand and arm muscles and joints to the somatosensory
cortex [38]. The pattern of directed influence from LFPs also reflected the visual
anticipatory aspect of task performance. Spectral directed functional connectivity
analysis applied to LFPs from the visual neocortex (with electrodes in area V1
and extrastriate areas V4 and TEO) showed that top-down (extrastriate➔V1), but
not bottom-up (V1➔extrastriate), directed influences in the beta-frequency range
occurred significantly above chance [29]. Most importantly, linear support vector
machine pattern classification of the pattern of top-down beta-frequency directed
influence within the visual cortex significantly discriminated two task rules that
determined the correct motor response to a given visual stimulus [39]. The results
thus not only indicate that top-down cortico-cortical functional influences are
carried by beta-frequency oscillations but that these influences convey behavioral
context to primary visual cortex (V1) in advance of task processing.

Finally, spectral directed functional connectivity analysis was also applied to
LFPs recorded from the pFC and posterior parietal cortex (pPC) of macaque
monkeys during the delay period of a delayed match-to-sample working memory
task with an oculomotor response [40]. Single-cell spike trains recorded from the
same electrodes were used to exclude white-matter LFPs. Significant beta-frequency
cortico-cortical directed influences were observed in both directions between pFC
and pPC, again suggesting that cortico-cortical functional influences are carried by
beta-frequency oscillations, here in anticipation of match stimulus and oculomotor
response processing, i.e., task execution.

17.4 Discussion

Experimental evidence has been presented showing that the prefrontal cortex is
involved in the anticipation as well as the execution of task processing. In a set
of human fMRI experiments, the FEF, a part of the pFC that is coupled with
other areas of the dorsal attention network (DAN), was observed to exert top-
down control of visual occipital cortex (VOC) following the auditory cue stimulus
and preceding the visual target stimulus in a visuospatial attention task, indicating
that the pFC coordinates posterior visual neocortical areas in anticipation of task
processing. Since the asymmetry between top-down (DAN➔VOC) and bottom-up
(VOC➔DAN) directed influences was observed both following and before visual
target stimulus presentation, the top-down control of VOC in those experiments
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may have been a tonic effect related to task set. In a second set of human fMRI
experiments, the dorsal anterior cingulate cortex (dACC), a part of the medial pFC
that is structurally connected with motor system areas [41, 42], was observed to
exert top-down control of the supplementary motor area (SMA) in a visuomotor
coordination task, suggesting that the pFC coordinates motor control areas in
anticipation of task execution. In fact, one of these studies [36] revealed asymmetric
directed functional connectivity between the dACC and SMA, but with bottom-up
(SMA➔dACC) greater than top-down (dACC➔SMA) connectivity, during a block-
interleaved rest condition. This result suggests that top-down resource configuration
by the pFC may be accentuated by sensory and motor areas in advance of task
processing.

Macaque monkey experiments allow the recording of local field potentials
(LFPs) from neuronal populations, and the analysis of spectral directed functional
connectivity, in animals performing cognitive tasks. In one such study of macaque
monkeys performing a visuomotor pattern discrimination task [37], beta-frequency
directed functional connectivity was observed among sensorimotor neocortical
areas before visual stimulus presentation, in conformance with the maintenance of
sustained motor output by the monkey. In the visual cortex [29], top-down (extras-
triate➔V1), directed functional connectivity was observed in the beta-frequency
band but was absent at all frequencies in the bottom-up (V1➔extrastriate) direction.
This study did not find cortico-cortical directed functional connectivity from the
pFC to VOC. However, Richter et al. (2016) [39] recently reported that the pattern
of top-down beta-frequency directed influence within the visual cortex before the
visual stimulus significantly discriminates task rules determining the correct motor
response to the stimulus. This result implies that top-down influences convey
behavioral context to the visual cortex in anticipation of task execution. Presumably,
these top-down influences are conveyed from a network of association cortical areas
that includes pFC areas [31]. In a second experiment, LFPs were recorded from the
pFC and pPC during the delay period of a delayed match-to-sample task performed
by macaque monkeys. Cortico-cortical beta-frequency directed influences were
observed in both directions between pFC and pPC, implying that the pFC and pPC
interact in the beta-frequency range in anticipation of task execution (match stimulus
and oculomotor response processing).

Mental resources need to be configured in order to perform a cognitive task,
and substantial evidence exists that task resource configuration is performed by the
pFC [3]. The present paper presents experimental evidence in support of this claim,
implying that the pFC performs this function using top-down influences in the beta-
frequency range [31]. Also evident are the findings that the configuration of mental
resources may occur in anticipation of, as well as during, task execution and that
resource configuration may occur at rest prior to task processing.
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Chapter 18
Coherence-Based Coding in Spiking
Neural Network with Global Inhibitory
Feedback

Jinli Xie, Qinjun Zhao, and Jianyu Zhao

Abstract It is widely assumed that the amplitudes of neural response depend
on presynaptic history, and signaling between neurons can be regulated through
synaptic connections. We focus on the coherence-based coding properties in
this study and investigate how global inhibitory feedback shapes information
transmission in spiking neural networks. Numerical simulations and computed
input-output transfer functions are used to determine the coding properties and show
the changes in network response amplitude resulting from feedback interaction
with the related effects of inhibitory synapses. The coherence is decreased with
increasing frequency, suggesting that the inhibitory feedback is capable of low-pass
filter characteristics. More importantly, however, the overall coherence drops with
enhancing feedback gain with respect to the feedback modulation of the network.
Our results further indicate that the transmission time of inhibitory synapses also
plays a key role in modulating the coherence. The monotonic coherence improves
as the transmission time increases. Thus, inhibitory feedback that controls the firing
state of postsynaptic neurons can be significant in altering the network coding
property.

Keywords Inhibitory feedback · Firing rate · Coherence · Information coding

18.1 Introduction

The spiking activity of neuronal populations shows highly complex temporal
dynamics. It is well known from electrosensory system studies that correlated
activities between action potentials play a substantial role in solving crucial com-
putational problems [1–3]. Remarkably, the realization of neural coding depends
on the features of neuronal firing or the correlated spiking activity [4–6]. Similarly,
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the fluctuations in membrane potential, reflecting the postsynaptic spike trains, can
be controlled by modulatory synaptic response amplitude, and it suggests that the
changes in synaptic gain and temporal dynamics have distinct roles in information
transmission.

Recent studies revealed the functional contributions of neuronal and synaptic
interactions to the correlated firing activities by theoretical and experimental
techniques [7–10]. What is important, however, is that shifts in connection strength
result in changes in correlations [11, 12]. Considering the significant influence of
network connectivity on neural correlations, the inhibitory synapse is integrated into
the feedback loop of a spiking neural network. Numerical simulations based on this
model may lead insight into the potential roles of inhibitory feedback in coding and
processing information.

Our computational model, enlightening by the available architecture of elec-
trosensory system [13, 14], consists of two populations of neurons employing global
inhibitory feedback. The strategy here is to construct the projection to pyramidal
cells from P-unit cells. We first characterized the neuronal firing activity in the con-
text of low-pass Gaussian white noise and then quantified the ability of information
transmission by frequency-dependent coherence. The effects of inhibitory synapse
on coding efficacy were further examined in detail. The transmission of information
could be dependent of the intensity of these modulations of inhibitory feedback. Our
studies thus reveal more general properties of information coding with inhibitory
feedback in sensory networks.

18.2 Model and Methods

We consider a network consisting of two interacting layers of M excitatory neurons
and N inhibitory neurons with all-to-all connectivity and without local connections
among themselves [11, 12, 15]. The neurons are described by leaky integrate-and-
fire (LIF) model, the membrane potential of which submits to a spike-and-reset rule:
the neuron fires immediately once the membrane potential labeled V crosses the
spike threshold VT , after that resets to the reset value VR, and keeps for an absolute
refractory period τR. The spike train of each LIF neuron follows:

y(t) =
∑
f

δ
(
t − tf

)
(18.1)

Here tf represents the instants of threshold crossing. Between every two spikes, the
dynamics are governed by the equation:

τm

dV

dt
= VR − V + RmI (t) (18.2)
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where τm is the membrane time constant and Rm is the membrane resistance.
I(t) represents the input current to each neuron, which consists of the following
components for excitatory neurons:

Ii(t) = μ + ξi(t) + Si(t)-g
∫ ∞

τD

dτ
(τ − τD) e−(τ−τD)/τI

τ 2
I

N∑
i=1

yi (t − τ) (18.3)

The bias current μ and the internal Gaussian white noise ξ i(t) with intensity D
describe the dynamics of the neuron itself. Si(t) represents the external stimuli,
which is low-pass filtered Gaussian white noise (0–120 Hz) with zero mean and
variance W. The last term in Eq. (18.3), named postsynaptic conductance, defines
the inhibitory feedback selecting g as the gain projecting to all the excitatory neurons
after a time delay τD, where a delayed α function convolutes the sum of the spike
trains of the inhibitory neurons. This term is subtracted, indicating an inhibitory
feedback. The decay time τ I here regards to the inhibitory synaptic transmission
time.

Besides the autonomous stochastic dynamics, the inhibitory neurons also accept
input from the excitatory neurons. According to Eq. (18.3), we obtain the input
current IEI to the inhibitory neurons as follows:

IEI =
∫ ∞

0
dτ

τe−τ/τE

τ 2
E

M∑
i=1

yi (t − τ) (18.4)

where τE is the synaptic transmission time of the feedforward pathway.
The information coding ability of the network can be quantified by the coherence

[7, 8]. The frequency-dependent coherence CS, y between external stimuli S and
output spike train y is measured by:

CS,y(f ) =
∣∣PS,y(f )

∣∣2
PS(f )Py(f )

(18.5)

where PS, y(f ) is related to the cross power spectrum between S and y. PS(f ) and
Py(f ) are, respectively, the power spectrum of the external stimuli and the output
spike train.

The model parameters are M = 80, N = 20, VT = 1, VR = 0, Rm = 1,
W = 0.5 τR = 0.5 ms, τm = 1 ms, τD = 1 ms, τE = 0.5 ms, and μ = 0.8,
D = 0.08. Euler-Maruyama integration method is used to Eq. (18.1) with a time
step of 0.05 ms.
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18.3 Results

The mean firing rate of the output LIF neurons is first presented as a function of
the feedback gain and the transmission time of inhibitory synaptic. Remarkably,
the variations across both variables are monotonic in Fig. 18.1. While increasing
feedback gain, the mean firing rate decreases obviously. Further, the mean firing
rate λ slightly increases with transmission time at shorter τ I . However, there is little
variation of λ across transmission time at larger τ I values.

These changes are expected since variations of the feedback gain and the synaptic
time constant change the mean synaptic conductance, and consequently the overall
output firing activities of the network. We then quantify the information coding
behaviors by analyzing the frequency-dependent coherence function. The coherence
measures the linearity of the transmission of the stimulus at each frequency, which
ranges between 0 (nonlinearity) and 1 (linearity).

The coherence of the network is compared as a function of the feedback gain and
the synaptic transmission time constant in Fig. 18.2. For both cases, monotonically
decreasing coherence function is observed. The coherence CS, y decreases with
increasing frequency, which indicates low-pass filtering, owing to the similar low-
pass cross-spectrum. The postsynaptic conductance due to the total synaptic inputs
from the inhibitory neurons is related to the gain and the time constant of the
feedback pathway; the resulting variabilities of which in these two cases increase
the nonlinearity of the network, leading a drop in coherence in the high-frequency

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

feedback gain

tra
ns

m
is

si
on

 ti
m

e 
(m

s)

firing rate (Hz)

40

50

60

70

80

90
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Fig. 18.2 Coherence of the network. (a) Coherence vs. frequency for different values of transmis-
sion time. (b) Coherence vs. frequency for different values of feedback gain

range. Our simulation results thus suggest that the inhibitory feedback is capable
of low-pass filter characteristics. Moreover, in Fig. 18.2a, growing feedback gain
g results in low coherence in overall frequency ranges. We also find that the
monotonic coherence function reaches higher values with longer transmission time
τ I , as shown in Fig. 18.2b. Trends are similar for mean firing rate and spectral
coherence with varying feedback gain and transmission time. The latter reflecting
the linearity of the information transmission seems to be closely related to the
amplitude of network response. Remarkably, the variation in coherence with respect
to varying feedback gain turns to be greater than that with shifted transmission time,
conforming to the results obtained in Fig. 18.1. This spectrum of coding behaviors
thus gives us clues to the coding characteristics of inhibitory feedback, combined
with consideration of the network response strength.

18.4 Conclusions

Simultaneous recording from neurons in the nervous system has revealed infor-
mation coding within the activity of a neuronal ensemble, the firing patterns of
which involve abundant structures. Thus the temporal character of the spike trains
is an important information carrier. Yet many studies have focused on measuring
correlated firings, particularly on the portion of correlations that can be extracted
with simple realizable algorithms. Evidence from numerical simulations based
on multi-neuron firing activities reveals that overall network correlations can be
modulated by the inhibitory feedback pathway. Therefore, it is crucial for studying
the neural information coding in network involving inhibitory feedback.
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The neuronal firing dynamics modeled in this paper aimed to quantify the
contribution of inhibitory feedback to the coding capabilities. We used conductance
power spectra to identify the information transmission between the stimuli and
the output spike trains. We found that the power spectra coherence was relatively
suppressed in the high-frequency range. The feedback conductance dynamics was
proved to act as a nonlinear filter on the total synaptic input. Giving consideration
to the depression in combination with the conductance dynamics, the reduction
of power in high-frequency range could be explained. However, static synapse is
generally thought to be no frequency-dependent filter. Indeed, our results showed
that the filtering effects on information could be modulated by network feedback
and synaptic dynamics via their influence on nonlinearity of postsynaptic firing
activities. The reliability of such a low-pass coherence coding property need further
extends to other dynamics.

The properties of coding were then examined by modulating the gain and
the transmission time of inhibitory feedback. Specifically, the integral level of
coherence was decreased with increasing feedback gain, but improved with larger
transmission time. These findings could be traced to the effects these parameters had
on the mean firing rate. Consequently, all the coding results in this paper suggested
that the inhibitory feedback might modulate the coding strategies of the network.
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Chapter 19
Time-Varying Scalp EEG Network
Patterns for Music Tempo Perception

Wei Xu, Yin Tian, Haiyong Zhang, Huiling Zhang, Zhongyan Wang, Li Yang,
Shuxing Zheng, Yupan Shi, Xing Zhao, Dechun Zhao, Xiuxing Wang,
Yu Pang, and Zhangyong Li

Abstract In the present study, we used the time-varying scalp network analysis
method of electroencephalography (EEG) to investigate information flows among
different tempos perception in the alpha band. The results showed the network
hubs of different tempos existed variously. Only during listening to normal tempo
(52 bpm), the strongest out-degree of hubs is distributed in the right hemisphere
and the information flow transferred from the left to the right hemisphere. Based on
these findings, we proposed that the left hemisphere did not prime the processing
until the necessary information had been transferred from the right hemisphere. This
study was the first to use time-varying network method based on adaptive directed
transfer function (ADTF) to investigate music-related EEG activities and proposed
a novel method to reveal the neural mechanisms on music tempo.

Keywords EEG · Time-varying network · Network pattern · Alpha · Music
tempo

19.1 Introduction

Music tempo represents a rate of periodic events that individuals perceived to
occur at regular intervals and reflects emotional experience [1]. Previous studies
found that EEG signal elicited by music tempo was the most representative related
to attention in the alpha band ranging from 8 to 12 Hz [2]. Researchers found
that music impacted drivers’ attention and normal tempo was optimal to focus
attention [3]. Alpha power decreased when the tempo deviates from the original
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tempo [4]. Moreover, our previous study revealed that alpha networks with the
original tempo showed better network parameters than that of modulated tempos [5].
Network analysis method is an effective way to assess interactions between brain
areas activated by music [6–8]. However, traditional EEG connectivity methods
are stationary and invalid to insight dynamic neural activity [9]. In the present
study, we further investigated the relationship between music tempo and dynamic
brain activity by using the ADTF method [9]. To our best knowledge, few studies
have examined the time-varying characteristic about music tempo; the information
transfer variation of hub nodes over time could help us to understand the potential
mechanism of music tempo.

19.2 Materials and Methods

19.2.1 Participants

Twelve right-handed males (22.4 ± 4.5 years) consented to participate in the EEG
study. None reported any formal musical training or had prior exposure to the tested
music. Nor had they a history of mental or neurological disorders. Informed consent
was obtained prior to the study, and the participants were paid. All experiments
were approved by the ethical committee of the University of Electronic Science and
Technology of China.

19.2.2 EEG Recording and Data Analysis

Scalp EEG recordings of 12 subjects were performed by serially presenting
them with Mozart sonata (piano) of different tempos: normal (52 bpm), fast
(138 bpm), moderately fast (78 bpm), and slow (26 bpm). EEG was recorded
with a 128-channel EEG system (sampling rate 500 Hz, impedance <40 k�), and
the data was re-referenced to the infinity reference (IR) using the software REST
(www.neuro.uestc.edu.cn/rest) [10, 11]. For each of the three conditions, 48 s EEG
of each subject with artifacts removed was used for further analysis. Half of the
participants heard the slower music before the faster music, and the other half vice
versa (see details in our previous work [5]). Using fast Fourier transform, the alpha
activity (8–12 Hz) was generated. Eighteen regions of interest (ROIs), Fp1, Fp2, Fz,
F3, F4, F7, F8, C3, C4, T7, T8, Pz, P3, P4, P7, P8, O1, and O2, defined in the 10–20
international electrode system, were used to construct the time-varying network by
ADTF, which can be described as:

X (f, t) = A−1 (f, t) ε (f, t) (19.1)

http://www.neuro.uestc.edu.cn/rest
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where A (f, t) = ∑k
m=0 Am(t)e−j2πf tm, Am is the matrix of time-varying

multivariate adaptive autoregressive model coefficients, and X(f, t) and ε(f, t) are,
respectively, the transformations of data vector and white noise in the frequency
domain.

Then the cost threshold of 0.1 was applied to every network [12], and one
sample t-test was used to obtain the statistical time-varying network with significant
threshold p < 0.05. The threshold was corrected by Bonferroni correction. Based on
time-varying network, the out-degree distribution over time was calculated.

19.3 Results

As shown in Fig. 19.1a, the location of hubs and connectivity pattern changed over
time. For 26 bpm, the location of hubs varied from the left temporal region (T7) to
the frontal region and occipital region (O1 and O2). For 52 bpm, the hubs were
mainly located in the bilateral temporal regions (T7 and T8) and left temporal-
parietal region (P7).

For 78 bpm, the right temporal-parietal region (P8) was the primary location of
hubs and the variation of hub node from the temporal region (T8) to the posterior
parietal area (Pz). For the 138 bpm, the location of hubs changed from the frontal
region to the temporal-parietal region (P7, P8). The great out-degrees of P7 and P8
were separately observed for 52 bpm and 78 bpm (Fig. 19.1b).

One-way repeated measures ANOVA with channel were used to test the network
properties on different tempos. For 52 and 78 bpm, significant differences of
mean out-degree among all time points of different channels were found (52 bpm,
F = 2.821, p < 0.05; 78 bpm, F = 2.009, p < 0.05). For 26 and 138 bpm,
nonsignificant effects were found (all ps > 0.05). Post hoc tests were further
conducted between two channels and revealed that the greatest values of out-degree
at P7 and P8 were separately observed for 52 bpm and 78 bpm, respectively.

Through the above analysis, we found that the P7 and the P8 were important
locations for tempo perception. Thus, we further separately measure the out-degree
at the P7 and the P8 using one-way repeated measures ANOVA with tempo.
The results showed that the out-degree of P7 had a significant effect in different
tempos (F = 6.053, p < 0.05), while nonsignificant effect of the P8 was observed
(F = 0.554, p > 0.05).

19.4 Discussion

Previous studies found that the left hemisphere could play an important role in the
processing for music perception [4, 13]. In the present alpha-network study, we
found that the out-degree of the original tempo (52 bpm) was stronger in the left
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Fig. 19.1 Time-varying scalp EEG network patterns with four music tempos. (a) Time-varying
networks. (b) Dynamic out-degrees

temporal-parietal than that of other tempos, indicating that only the original tempo
induced the hub distribution on dynamic networks consistent with previous music
perception [4]. We further observed the information flow from the right hemisphere
to the left hemisphere during listening to 58 bpm (Fig. 19.1b).

Furthermore, previous studies found that music and language overlapped in the
inferior temporal gyrus [14], and harmonious melody would promote the brain
processing of lyric meaning [15]. Furthermore, the information transfer from the
right hemisphere to the left hemisphere was found in the processing of language
[16]. Thus, music and language may show a similar direction of information transfer
to promote perception.
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Based on these findings, we proposed that the left hemisphere does not prime
the processing until the necessary information has been transferred from the right
hemisphere during listening of the normal tempo (58 bpm). The frontal and occipital
hubs for 26 bpm in the present study indicated that modulated-slow tempo could
induce the enhancement of attentional consumption [7, 17]. The variation of hub
nodes showed confusion during listening to 138 bpm, illustrating that modulated-
fast tempo made individuals hard to focus their attention. The hub node distributed
at the right temporal-parietal region during listening to 78 bpm could result from
music perception of non-harmonious beat and thus enhanced activation at the right
temporal-parietal regions [8]. As shown in Fig. 19.1b, information transfer for
52 bpm was presented from the right temporal-parietal to the left.

In summary, the present study is the first to use time-varying network method
to investigate music tempo. Activations elicited by tempos showed different in the
dynamic alpha networks. These findings provide a novel tool from the time-varying
network level to investigate music tempo.
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Chapter 20
Serotonin 5-HT1A Receptors
Modulate Neural Rhythms
in Prefrontal Cortex and Hippocampus
and Prefronto-Hippocampal Connectivity
in Alert Mice

Thomas Gener, Adrià Tauste-Campo, Maria Alemany-González,
Cristina Delgado-Sallent, and Maria Victoria Puig

Abstract The serotonergic system plays a crucial role in cognition and is a
target of many psychiatric treatments. In particular, serotonin 5-HT1A receptors
(5-HT1AR) in the prefrontal cortex and hippocampus play key roles in learning,
memory, behavioral flexibility, and response inhibition. Here, we investigated how
5-HT1A receptors influence neural network dynamics in the prefrontal cortex and
hippocampus and prefronto-hippocampal functional connectivity in alert mice. We
found that pharmacological stimulation of 5-HT1AR with 8-OH-DPAT markedly
reduces theta, beta, and high gamma oscillations in both areas and weakens
prefronto-hippocampal phase synchronization at theta and beta frequencies. Phar-
macological inhibition of 5-HT1A receptors with WAY-100635 reduces theta and
high gamma oscillatory activity but increases beta and delta oscillations. It also
weakens prefronto-hippocampal phase synchronization at theta frequencies. These
results reveal that prefronto-hippocampal neurodynamics are highly sensitive to 5-
HT1A manipulation and may be relevant for understanding the actions of psychiatric
medication targeting the serotonergic system.
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Keywords Neural circuits · Neural networks · Neuropharmacology

20.1 Introduction

Serotonin (5-hydroxytryptamine, 5-HT) is synthesized by serotonergic neurons of
the midbrain raphe nuclei whose axons reach almost every brain structure. This
widespread innervation allows a powerful modulation of brain activity and function,
including cognition. The prefrontal cortex (PFC) and hippocampus (HPC) are
two core structures for cognition and express densely 5-HT1AR [1, 2]. Serotonin
5-HT1AR are Gi/0-protein-coupled receptors that hyperpolarize neuronal mem-
branes inhibiting neural spiking. They are expressed by both excitatory pyramidal
neurons and fast-spiking inhibitory interneurons where they influence network
activity [2]. Pharmacological manipulations of 5-HT transmission in the PFC and
HPC have highlighted a crucial role of 5-HT in cognition [3, 4], 5-HT1AR being the
receptors more thoroughly investigated. Excessive or insufficient 5-HT1AR activa-
tion in PFC increases impulsivity and cognitive inflexibility [5], whereas abnormal
hippocampal 5-HT1AR activation causes learning and memory deficits [6, 7]. Due
to its anatomical and functional organization, the serotonergic system has become
the target of many pharmacological interventions to treat brain disorders. For
example, many antipsychotic drugs are 5-HT1AR agonists [8]; 5-HT1AR agonists
display anxiolytic/antidepressant activity in animal models [9], whereas 5-HT1AR
antagonists reverse drug-induced cognitive deficits [7]. Here, we investigated the
influences of a selective activation or inhibition of 5-HT1AR with 8-OH-DPAT and
WAY-100635, respectively, on network dynamics of the PFC and HPC and fronto-
hippocampal functional connectivity in alert mice.

20.2 Materials and Methods

20.2.1 Experimental Subjects

C57BL/6 male mice (n = 10) were obtained from the local colony at the Barcelona
Biomedical Research Park (PRBB) Animal Facility. Mice were 2–3 months old
and weighed 25–30 g at the beginning of the experiment. Animals were housed in
individual cages over the course of the experiments to avoid damage to their implant.
Cages were maintained under a controlled atmosphere (humidity of 55 ± 7% and
temperature of 22 ± 1 ◦C) and with a 12:12-h light-dark cycle. Food and water
were available ad libitum. All procedures outlined in this work had authorization
granted by the PRBB Animal Research Ethics Committee and were carried out in
accordance with the guidelines of the European Union Council (2003/65/CE) and
Spanish regulations (BOE 252/34367-91, 2005).
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20.2.2 Surgical Procedure

Mice were anesthetized (induction with ketamine/xylazine and maintenance with
isoflurane 0.5–4%) and placed in a stereotaxic apparatus. Three tungsten electrodes
25 μm wide were lowered down into the medial PFC (AP, 1.5–2.0 mm; ML,
±0.4 mm; DV, −1.7 mm from bregma) and three into the dorsal HPC (AP, −1.8–
2.5 mm; ML, 1.3–2.3 mm; DV, −1.5 mm). Several micro-screws were screwed into
the skull to stabilize the implant, and the one on top of the cerebellum was used as a
general ground. Electrodes were implanted with dental cement. During the 7–10 day
recovery period, animals were extensively monitored and received both analgesia
(buprenorphine) and anti-inflammatory (meloxicam) treatments.

20.2.3 Electrophysiological Recordings and Pharmacology
in Alert Mice

Following postsurgical recovery, we recorded local field potentials (LFPs) in freely
moving mice exploring their own home cage. Recordings were implemented
with the Open Ephys system (http://www.open-ephys.org/) at 0.1–6000 Hz and
a sampling rate of 30 kHz. 8-Hydroxy-2-(di-n-propylamino)tetralin (8-OH-DPAT;
5-HT1AR agonist) and WAY-100635 (5-HT1AR antagonist) were obtained from
Sigma/Aldrich. Drugs were diluted in saline and the pH corrected to be between
6 and 8. Drugs were first prepared in a concentrated solution and frozen at
−20 ◦C. The day of the experiment, the solution was thawed and diluted before
intraperitoneal administration.

20.2.4 Histology

Animals were sacrificed and the brains immediately extracted and frozen at −80◦.
Serial coronal sections of 30 μm thickness were cut through the entire brain
using a cryostat at −20 ◦C. The sections were stained with cresyl violet for the
reconstruction of the electrode tracks.

20.2.5 Data Analyses

LFP signals were detrended, Notch filtered to remove 50 Hz artifacts, and down-
sampled to 1000 Hz with custom-written scripts in Python. Signals were then band-
pass filtered at 0.1–600 Hz. Power spectra and spectrograms were constructed using
the multitaper method in MATLAB with the Chronux toolbox (www.chronux.org).

http://www.open-ephys.org/
http://www.chronux.org
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Band-limited (2 Hz) functional connectivity analysis of each experiment was
performed in MATLAB using three coupling measures (Pearson correlation, phase-
locking value, and phase-lag index) independently. Specifically, each coupling
measure was computed across all PFC-HPC contact pairs over non-overlapping time
windows (1 s) [10]. In essence, Pearson correlation is a linear coupling measure that
captures instantaneous (zero-lag) amplitude fluctuations of both areas. In contrast,
phase-locking values quantify the average phase coupling between pairs of signals,
thus including zero-phase (zero-lag) and nonzero-phase contributions. Finally, the
phase-lag index can be regarded as refinement of the phase-locking measure, where
zero-phase contributions are discarded for the average computation. The frequency
bands considered include delta (3–5 Hz), theta (9–11 Hz), beta (15–25 Hz), low
gamma (30–50 Hz), and high gamma (50–80 Hz). We used Wilcoxon ranked test
and Cohen’s D [11] to test for statistical significance and corresponding effect sizes
between baseline and drug-period samples (power and connectivity).

20.3 Results

Selective activation of 5-HT1AR with 8-OH-DPAT at 1 mg/kg (n = 7 mice)
exerted complex spectral changes in the neural signals of the PFC and HPC
that were not observed after a previous injection of saline. Overall changes were
larger in HPC compared to PFC (p < 0.05). In both areas, 8-OH-DPAT produced
sharp decreases of theta waves accompanied by reductions in beta and gamma
oscillations (p < 0.001). The gamma decrease was particularly pronounced at
high frequencies (>60 Hz) (Fig. 20.1). The 5-HT1AR antagonist WAY-100635
at 0.5 mg/kg completely reversed 8-OH-DPAT’s effects in PFC (p < 0.001). In
HPC, it restored theta and beta power but only partially reversed the decrease of
high gamma oscillations (p < 0.001). Interestingly, it also produced a rebound
increase in delta and beta oscillations in both areas (p < 0.001). By contrast, the
effects of WAY-100635 when administered alone were smaller than those after
8-OH-DPAT (p < 0.001). Theta and high gamma oscillations were also reduced
(p < 0.001), especially in HPC, but less than after 8-OH-DPAT. WAY-100635 alone
also increased delta and beta oscillations in both areas (p < 0.001) (Fig. 20.1). These
effects were not observed in the control group where only saline was injected (n = 5)
(data not shown).

We further investigated whether selective activation or inhibition of 5-HT1AR
influenced PFC-HPC functional connectivity. We analyzed three complementary
connectivity measures that reflect different aspects of circuit dynamics related
to phase synchronization: global, zero-lag effects of the drugs that occur simul-
taneously in both areas (Pearson correlation), nonzero-lag effects that quantify
constant lags between areas and likely reflect direct PFC-HPC connectivity (PLI),
and a mix of zero-lag and nonzero-lag effects (PLV). Both 8-OH-DPAT and
WAY-100635 decreased functional connectivity at theta and beta frequencies,
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Fig. 20.1 Spectrograms showing the effects of 8-OH-DPAT 1 mg/kg (n = 7 mice, n = 18
electrodes) in the PFC (upper left) and HPC (lower left) and WAY-100635 0.5 mg/kg (n = 4 mice,
n = 9 electrodes) in the PFC (upper right) and HPC (lower right). Spectrograms were normalized
by the baseline (Z-scored) and averaged across animals. Lateral panels show the Z-score change
of power during the postdrug period with respect to baseline averaged across 15 min of recording
during baseline (black), saline (dark and light blue), 8-OH-DPAT (red), and WAY-100635 (green)

Fig. 20.2 Shown are the effects of 8-OH-DPAT 1 mg/kg (left) and WAY-100635 0.5 mg/kg (right)
on prefronto-hippocampal functional connectivity. Pearson correlation, phase-locking value (PLV),
and phase-lag index (PLI) were normalized by the baseline (Z-scored) and averaged across animals

although this decrease was more pronounced after the former. Interestingly, 8-
OH-DPAT increased, whereas WAY-100635 decreased, connectivity at low gamma
(p < 0.001). Importantly, these alterations occur for connectivity measures that
include nonzero-lag effects (PLV and PLI), suggesting that 5-HT1AR play a role
in the neural communication between the PFC and HPC independent from global
effects (Fig. 20.2).
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20.4 Discussion

We report that selective pharmacological activation or inhibition of 5-HT1AR exerts
strong and complex influences on network dynamics in the PFC and HPC and
prefronto-hippocampal functional connectivity. Several oscillatory bands (i.e., delta,
theta, beta, and gamma) are disrupted during 5-HT1AR abnormal neurotransmission,
suggesting a complex microcircuit effect that likely reflects the sophisticated pattern
of expression of 5-HT1AR in both brain structures [12]. Interestingly, both 8-OH-
DPAT and WAY-100635 exert greater changes in HPC compared to PFC, revealing
that HPC is more sensitive to 5-HT1AR manipulation.

This work also unravels a specific role of 5-HT1AR in shaping PFC-HPC
functional connectivity independent from global effects. Overall, either excessive
or insufficient 5-HT1AR activation disrupts PFC-HPC network activity both locally
and as a circuit. We conclude that psychiatric treatments targeting 5-HT1AR may
exert strong influences on PFC-HPC neurodynamics having an impact on cognitive
processing shown to depend on this circuit.
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Chapter 21
A New Paradigm Based on Dynamic
Visual Stimulation in BCI

Zhaoyang Qiu, Jing Jin, Hanhan Zhang, Yu Zhang, Bei Wang,
and Xingyu Wang

Abstract Brain–computer interface (BCI) provided a new communication channel
based on the brain activities of the disabled patients. Visual-based P300 BCI is one
of the most commonly used BCI systems. Usually, the stimulus used in visual-based
P300 BCI was the same character or picture, which could make users feel bored or
lose attention. Hence, it would be very helpful in improving the performance of
visual-based P300 BCI by concentrating users’ attention on the target stimulus. In
this study, a new paradigm using dynamic visual stimulation was presented to focus
users’ attention. Three red dots in a honeycomb-shaped picture would shrink to
the center of the honeycomb picture dynamically and were finally merged in the
center position as one red dot, which was used as stimulus to evoke event-related
potentials (ERPs). Six healthy subjects (three male, aged 24 ± 2.4) participated
in this study. To verify the performance of this new paradigm, the face stimulus
paradigm was used for comparison. The results showed that the dynamic contraction
paradigm obtained 5.0% higher average offline single-trial accuracies and 2.8%
higher average online accuracies compared to the face paradigm. According to the
reports from subjects, the new paradigm could help to concentrate their attention.

Keywords Event-related potentials (ERP) · P300 · Stimulus paradigm

21.1 Introduction

Brain–computer interface systems (BCIs) can translate brain activities into com-
mands that could be used to control external devices [1–3]. BCIs provide a
new communication channel for people, which does not rely on the conventional
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neuromuscular pathways of peripheral nerves and muscles [4]. Various different
neural activities can be used as features in electroencephalogram (EEG)-based BCIs.
Event-related (de)synchronization (ERD/ERS) [5, 6], event-related potential (ERP)
[7, 8], or visual evoked potentials (VEP) [9, 10] are the most prominent approaches
in BCI systems.

ERP-based BCIs commonly rely on the P300 component, which is a positive
deflection in voltage occurring in the time of 200–500 ms after stimulation [1,
11]. One well-known P300-based BCI system is the so-called P300 matrix speller
that was first described by Farwell and Donchin in 1988. In this system, the user
should focus attention to a character in the matrix while each row and column was
intensified in a random sequence. The BCI system could identify the character the
user wanted by processing EEG signals.

The conventional “flash only” paradigm in which the target reverses color or is
briefly masked by a solid box has dominated P300 brain–computer interfaces (BCIs)
for decades [8]. Recent research has shown that the face paradigm in which the
target is overlapped with a famous face could achieve better performance. However,
these paradigms all used static images as stimulus to elicit P300 potentials, such
as characters and face pictures. It could make users feel bored or lose attention
in the experiment and decrease the performance of P300 BCI. In this study, we
proposed a new paradigm using dynamic visual stimulation to focus users’ attention.
Three red dots in a honeycomb-shaped picture would shrink to the center of the
honeycomb picture dynamically and were finally merged in the center position as
one red dot. The results showed that the dynamic contraction paradigm could obtain
higher average online accuracies compared to the face paradigm.

21.2 Methods

21.2.1 Subjects

Six healthy subjects (three male, aged 24 ± 2.4) participated in this study. All
patients signed a written consent form prior to this experiment. All of them were
informed about the purpose of the study and participated of their own free will.
The local ethics committee approved the consent form and experimental procedure
before any patients participated. All patients were right handed and had normal or
corrected-to-normal vision according to self-reports.

21.2.2 Experimental Paradigms

After being prepared for EEG recording, the subjects were seated in a comfortable
chair in a shielded room. During data acquisition, subjects were asked to relax and
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Fig. 21.1 (a) The face pattern. (b) The dynamic honeycomb-shaped stimuli with red dots pattern

avoid unnecessary movement. The display portrayed a 6 × 6 matrix comprised of
gray English letters and symbols against a black background (Fig. 21.1). During
a stimulus event, target characters are replaced momentarily with face pictures or
honeycomb-shaped pictures; this is referred to as “flashing” in this paper.

Unlike static face pictures, the stimulus in the new paradigm was dynamic.
Three red dots in a honeycomb-shaped picture would shrink to the center of the
honeycomb picture dynamically and were finally merged in the center position as
one red dot, which was used as stimulus to evoke event-related potentials (ERPs).

The experiment contained the offline training session and the online test session.
In the offline section, 12 different flashes, within which all the items in the matrix
were traversed and a target can be determined, were played once in each trial.
A total of three offline experiments were conducted. In the online experiment,
the participants were asked to spell all the 36 alphanumeric characters using the
classifier obtained in the offline experiment.

21.2.3 Data Acquisition and Analysis

In this study, EEG signals were sampled at 256 Hz through a g.USBamp (Guger
Technologies, Graz, Austria). The band pass filter was set to 0.1–30 Hz. Fourteen
electrodes (F3, Fz, F4, C3, Cz, C4, CP3, CP4, P3, Pz, P4, P7, Oz, and P8) following
the 10–20 international system were used in this study.

Data were referenced to electrode REF located over the right mastoid with a
forehead ground (GND), shown in Fig. 21.2. In this paper, the filtered EEG data
was down-sampled as features. The method of feature classification was Bayesian
linear discriminant analysis (BLDA) [12].
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Fig. 21.2 The electrode distribution used in this study

21.3 Results

21.3.1 Brain Patterns

Figure 21.3 displays the grand averages of ERP amplitudes among 6 subjects from
14 electrodes. The red solid lines represent the ERP amplitudes of the target in the
dynamic contraction paradigm, and the black dotted lines represent that in the face
paradigm. The two patterns had similar vertex positive potential (VPP) components.

However, the dynamic contraction paradigm had relatively higher peak values
than those of the face paradigm in channels Cz, C4, CP4, P3, and Pz. The maximum
amplitude of the target responses of the face paradigm was higher than the dynamic
contraction paradigm in channels F3, Fz, F4, C3, Oz, and P8.

21.3.2 Classification Results

Figure 21.4 shows the classification accuracy of each subject based on single-trial
classification (offline data). It may be observed that the classification accuracies of
the dynamic contraction paradigm are higher than the face paradigm for subjects
S1, S3, S4, S5, and S6. The average offline single-trial accuracies increased by 5%
using the dynamic contraction paradigm.
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Fig. 21.4 The classification accuracy based on offline single-trial classification

Fig. 21.5 The online classification accuracy of six subjects

Figure 21.5 shows the online classification accuracy for each subject. The online
classification accuracies of the dynamic contraction paradigm are higher than the
face paradigm for subjects S1, S4, S5, and S6. The average offline single-trial
accuracies increased by 2.8% using the dynamic contraction paradigm.

21.4 Conclusion

This study proposed a new paradigm based on dynamic visual stimulation in BCI.
Unlike common paradigms which used static images (such as characters and face
pictures) as stimulus to elicit P300 potentials, the new paradigm used dynamic
visual stimulation to focus users’ attention. According to the reports from subjects,
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the dynamic visual stimulation could help to concentrate their attention effectively.
The results also showed that the dynamic contraction paradigm could obtain
higher average offline single-trial accuracies and higher average online accuracies
compared to the face paradigm. Future work could explore more dynamic visual
stimulation to improve the performance of BCIs.
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Chapter 22
Asynchronous Stimulation Method for
N100-P300 Speller

Natsuki Morita and Yoshikazu Washizawa

Abstract Brain-computer interface (BCI) allows people to send commands to
computer and communicate with outside world without any physical activities.
N100-P300 Speller is a spelling BCI system that utilizes two kinds of event-
related potential (ERP), N100 and P300. This system achieved higher accuracy and
information transfer rate (ITR) compared with P300 Speller (Sato H, Washizawa Y,
N100-P300 speller BCI with detection of user’s input intention. In: Proceedings of
6th international brain-computer interface conference 43, 2014). Since N100-P300
Speller requires nine visual stimulations to input one command, it is necessary to
boost the classification accuracy or reduce the flashing intervals in order to improve
ITR. The present study aims to improve ITR by an asynchronous stimulation method
in N100-P300 Speller. The result showed that ITR in the proposed method was
improved 0.15 bit/s at an average compared with the conventional N100-P300
Speller. The proposed N100-P300 Speller achieved faster spelling system with
lower burden for the user.

Keywords EEG · BCI · P300 · N100

22.1 Introduction

Brain-computer interface (BCI) is an interface to send commands to computers and
communicate with outside world using brain waves. Because this interface does
not require any physical activities, BCI is expected to become a communication
tool for those who have physical disabilities such as amyotrophic lateral sclerosis
(ALS) or spinal cord injury [1, 2]. There are several methods to measure brain
signals such as magnetoencephalography (MEG), functional magnetic resonance
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imaging (fMRI), and electroencephalography (EEG). EEG measures electrical
activities in neural cells as potential change [3]. It is often used in BCI because
its equipment is relatively small size and low cost. Brain activity is divided into
two kinds, spontaneous activity and evoked one. The former is measured from the
brain in natural state, and it is arisen in different frequency band at the different
psychological state of the user. The latter is induced by the internal or external
stimulation to the user or the user’s own reaction.

It needs to utilize some kind of features appearing on the brain signals to build
a BCI system. There are some methods to use frequency analysis such as steady-
state visual evoked potential (SSVEP) or auditory steady-state response (ASSR). In
these methods, the system detects the desired target related to the specific frequency
band [4]. There are also ways to utilize the time sequence features; it is called
event-related potential (ERP). ERP appears on EEG when the user is stimulated
or does some tasks. P300 is a kind of ERP that appears as a result of cognition
of the user to the stimulation; it has a latency of about 300 ms and positive peak
amplitude. The oddball paradigm is a well-known method to evoke P300. In this
procedure, the subject is presented with two kinds of stimulation: one is called
standard stimulation that appears at high frequency, and another is the target one
that appears at low frequency. The subject is told to count the number of times when
the target is displayed. P300 Speller is a popular spelling BCI system utilizing P300.
This system uses visual stimulation displaying all commands arranging in a 6 × 6
matrix. Each row and column is flashed line by line randomly, and the user makes
a response when the row or column including the target commands is flashed. The
target command is identified by detecting corresponding P300 components [5].

N100 is also a kind of ERP that appears after 100 ms of the onset of the
stimulation without the voluntary recognition of the user to the stimulation; it has
a negative peak amplitude. N100-P300 Speller is a spelling BCI system utilizing
N100 and P300. This system sequentially presents visual stimulation images having
six positions like a 2 × 3 matrix. The user gazes on the position where the
target command will be displayed and counts the number of times when the target
command is presented. By to detect N100 component, the position where the user
gazed on is identified, and by to detect P300 component, the one image including
the target command is specified.

Comparing with what P300 Speller requires flashing 12 times to present all 36
commands, N100-P300 Speller needs flashing only nine times. Moreover, it was
showed that the classification accuracy of N100-P300 Speller is higher than the
one of P300 Speller, it means that N100-P300 Speller has higher accuracy and
speed to input compared with P300 Speller [1]. For further improvement of ITR,
we need to shorten the inter stimulus interval (ISI) or stimulus onset asynchrony
(SOA); however it degenerates accuracy and usability. The purpose of this study is to
decrease whole the presentation time with the proposing asynchronous stimulation.
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22.2 Methods

22.2.1 Conventional N100-P300 Speller

N100-P300 Speller uses nine visual stimulation images having six positions (2 × 3
matrix). There are four commands and two blanks on each image. This system
sequentially presents these images while inserting interval between each image. The
user gazes on the position that will display the target command, and they do mental
task such as to count the number of times when the target command is displayed.
The user’s mental task evokes P300, thus by to detect P300, the target command is
identified. In this system, different character position has different pattern of flashing
commands. For this reason, N100 is evoked in accordance with a specific sequence
by the position the user gazes on.

22.2.2 Proposed Method

In order to enhance ITR, it is necessary to decrease whole the presenting time of
the stimulation or improve the classification accuracy. To achieve former purpose,
because the original N100-P300 Speller uses nine visual stimulation images, it is
necessary to shorten ISI or the presentation time of the each stimulation image.
In the previous method, the durations of flashing commands off are synchronized
with the ones of flashing commands on (Fig. 22.1a). We propose a new stimulation
method that desynchronizes these durations, and we set specific sequence of flashing
commands in each position (Fig. 22.1b). This method shortens whole the time to
present stimulations without to decrease the duration of flashing commands on and
ISI in each position, which means ISI not between stimulation images but letters.

Fig. 22.1 An example of sequence to flash commands in three positions. (a) The conventional
method. (b) The proposed method
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22.2.3 Experimental Condition

The experiment was conducted, about one conventional method and three proposed
ones that have different presenting time of the stimulation. The one target letter was
instructed to the subject in the random order before presenting the stimulation. Then
the stimulation of one of four methods was presented to the subject randomly. The
subject was asked to intend to input the target character; the task of the subject was
to gaze on the position that will be displayed the target and to count the number
of times presenting the target object. All commands were displayed two times, and
each one letter was displayed for 125 ms, and the ISIs in each position were taken
for at least 62.5 ms. These procedures were treated as the one trial, and 20 trials
were carried out per each method (total 80 trials per each subject). The conventional
method had 3.25 s to stimulate in whole, and the proposed method (1) had about
80.8% time compared to the conventional one, as the same way, proposed method
(2) had 75%, and proposed method (3) had about 71.2%. Psychophysics Toolbox
extensions were used for presenting the stimulations on MATLAB [6].

The EEG signal was recorded with an active EEG (Guger Technologies OG),
amplified with a biosignal amplifier (Digitex Lab. Co., Ltd) and AD transformed
with an AD converter (Contec Co., Ltd). Sixteen electrodes were arranged according
to the extended international 10–20 system (FCz, FC1, FC2, Cz, C3, C4, C5, C6,
CP1, CP2, Pz, P3, P4, TP7, TP8, POz); AFz was used for the ground, and A2 was
done for the reference.

22.2.4 Evaluation of the Performance

The classification accuracy of the gaze position and the target commands and
the ITR were used as evaluation indexes. The soft margin linear support vector
machine (SVM) was used for the classification. ITR was calculated by the following
equation, where T [s] is the time for one trial, N is the number of the command
candidates, and P is the classification accuracy [7].

B = 1

T

{
log2N + P log2P + (1 − P) log2

1 − P

N − 1

}
[bit/s] (22.1)

22.3 Results

Table 22.1 lists the classification accuracy. The accuracies of the proposed methods
are higher than of the conventional one except for the proposed (2) of the subject 1.
The accuracy of all the proposed method is higher than of conventional one at an
average.
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Table 22.1 Classification accuracy of the gaze position and the target [%]

Subject Conventional Proposed (1)
Gaze position Target command Gaze position Target command

1 85.0 ± 11.1 30.0 ± 16.9 60.0 ± 9.3 30.0 ± 17.6
2 45.0 ± 22.6 15.0 ± 12.7 65.0 ± 17.6 20.0 ± 12.2
3 55.0 ± 21.2 15.0 ± 10.0 45.0 ± 17.3 25.0 ± 12.9
4 55.0 ± 19.6 30.0 ± 4.0 35.0 ± 3.6 10.0 ± 1.3
5 55.0 ± 27.6 25.0 ± 6.3 35.0 ± 22.3 5.0 ± 1.0
Average 59.5 ± 32.0 23.8 ± 16.4 49.3 ± 19.7 19.5 ± 14.7
Subject Proposed (2) Proposed (3)

Gaze position Target command Gaze position Target command
1 75.0 ± 16.5 25.0 ± 13.2 70.0 ± 15.4 40.0 ± 9.3
2 50.0 ± 12.7 25.0 ± 10.0 70.0 ± 16.2 25.0 ± 7.0
3 75.0 ± 23.8 20.0 ± 8.1 75.0 ± 17.3 35.0 ± 19.1
4 95.0 ± 10.0 45.0 ± 11.6 50.0 ± 6.6 25.0 ± 10.0
5 76.5 ± 23.2 25.0 ± 14.3 63.6 ± 22.8 15.0 ± 9.0
Average 66.0 ± 22.2 31.3 ± 22.5 71.4 ± 18.9 30.2 ± 12.2

Table 22.2 Information transfer rate (ITR) [bit/s]

Subject Conventional Proposed (1) Proposed (2) Proposed (3)

1 0.240 ± 0.196 0.303 ± 0.240 0.232 ± 0.202 0.493 ± 0.191
2 0.089 ± 0.092 0.150 ± 0.162 0.222 ± 0.152 0.227 ± 0.112
3 0.079 ± 0.053 0.214 ± 0.171 0.150 ± 0.103 0.427 ± 0.369
4 0.258 ± 0.172 0.065 ± 0.075 0.686 ± 0.358 0.232 ± 0.167
5 0.218 ± 0.089 0.032 ± 0.004 0.386 ± 0.215 0.232 ± 0.215
Average 0.176 ± 0.180 0.160 ± 0.178 0.325 ± 0.408 0.326 ± 0.279

Table 22.2 lists ITR. ITR of the proposed method is higher than of the
conventional one except for the proposed (2) of the subject 1. It is confirmed that
ITR of the proposed (3) is significantly improved compared to the conventional
method by t-test at significance level of α = 0.05.

22.4 Conclusion

From Table 22.1, the classification accuracies about the gaze position of the
proposed (2) and (3) are higher than of the conventional at an average. Because
the conventional method is a series of the repetition of presenting four commands on
screen simultaneously and then turning off at the same time, the sequence of flashing
commands getting into the user’s field of vision is constant. On the other hand, the
proposed method has various patterns of flashing commands. For these reasons, the
accuracy about gaze position of the proposed method, which has different patterns
of flashing commands by the position, is higher than of conventional one.
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Table 22.3 The presentation time of the stimulation T [%], ITR if the classification accuracies P
are the same, and ITR from the result, [%]

T ITR (if P is equal) ITR (from the result)

Conventional 100 100 100
Proposed (1) 80.8 123.7 90.9
Proposed (2) 75.0 133.3 184.6
Proposed (3) 71.2 140.4 185.2

Comparing the conventional method and proposed (1), what has higher accuracy
about gaze position is the former, but the latter is higher one about the target
command. This means that the classification performance about P300 of the
proposed (1) is higher than the conventional one. Because as stated above, the user
gets the constant flashing pattern in the conventional method, it is expected that the
timing of doing mental tasks is delayed affected by that pattern. In contrast, because
the proposed method has a variety of flashing patterns, it is easy for the user to do
the mental task.

From the result, the accuracy of the target commands does not have significant
difference from the conventional method and the proposed one. This is because
that the variance of the intersubject is too large to confirm the difference. However,
all the accuracies about the target commands of proposed (3) are higher than the
conventional one for all subjects, it is predicted that proposed (3) has the highest
accuracy about the target commands.

ITR is calculated using the input time and the number of command candidates
in addition to the accuracy; hence it enables to evaluate the comprehensive
performance by comparing ITR. From Table 22.2, ITR of the proposed method is
higher than conventional one. This result depends on what the presentation time
of the proposed methods are shorter the one of the conventional. Moreover, higher
classification accuracy of the proposed method affects the improvement of ITR.
Table 22.3 lists the whole presentation time of the stimulation, expected ITR if
the classification accuracies are the same between four methods, and ITR from
the experimental result. Because resulted ITRs are higher than expected, not only
reduction of the presentation time but the accuracy improves ITR. It is confirmed
that ITR of the proposed (3) significantly improved from the conventional method;
therefore it concludes the proposed (3) has the highest performance.
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Chapter 23
Attention Evaluation Based on Single
Prefrontal EEG

Jianhai Zhang, Gaomin Liu, Shaokai Zhao, and Wenhao Huang

Abstract Level of concentration is a research hotspot for human being at all aspect
of human society and all ages. This paper makes use of the TGAM chip that
developed a concentration value collector. Our experiment proves the validity and
correctness of this equipment and can extract the attention feature in real time.
Compared with the traditional attention evaluation which was also known as a
questionnaire, our method had stronger real-time ability and high reliability and
was more intuitive and more convenient. In addition, it is possible for our products
to be put into practical application because of the high accuracy and real-time.

Keywords EEG · Attention degree · TGAM · Feature extraction · BCI

23.1 Introduction

Concentration or attention plays an important role for human cognitive activities,
especially for adolescents. As well known, many learning difficulties for people
are not intellectual problems but problems in attention [1]. Psychologists usually
use four key characteristics to evaluate the development of a person’s concen-
tration: span, stability, distribution, and transfer. To get the four key qualities,
the traditional way mainly combines the results of questionnaire and professional
observation and judgment. Though some encouraging results have been achieved,
these measurements are an indirect mapping of human attention and the results tend
to be subjective. Recently, electroencephalogram (EEG)-based attention detection
has received increasing attention. Because the EEG signal is collected from the
central nervous system, it is expected to provide more objective and comprehensive
information for attention detection [2].
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The TGAM chip developed by Neurosky Company has been widely applied
in the field of attention detection due to its low cost, ease of use, and credible
results [3]. Zhao et al. [4] design a multiparameter embedded biological information
measurement system. Experimental results show that the system has effective
stability for continuous operation. However, the existing research didn’t tell how to
evaluate a person’s attention according to these detected discrete attention values.
In this paper, a method is proposed to solve the above problem by quantifying the
concentration values detected by the TGAM chip into three indexes.

23.2 Materials and Methods

23.2.1 Materials

For our research, we made a device to detect attention level based on the TGAM
chip. The device is an embedded system with a single biosensor. The sensor is
placed on the forehead at the FP1 location, and a reference electrode is connected
to the earlobe [5], using Bluetooth to transmit recorded data. The data includes the
attention level value in the range of 1–100 with a sample rate of 1 Hz (Fig. 23.1).

Five healthy subjects (three males and two females with an average age of
23.8 ± 1.7) participated in the experiment. Each participant was asked to do a
standard 7 × 7 Schulte scales [6] test at different times for five times and a Sudoku
test for one time. The attention level values for every subject were collected during

Fig. 23.1 Subject wearing
our device and going through
Schulte scales experiment
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the test. In the above both tests, the first 60 s of each trial is rest time. During the
rest time, subjects were asked to close their eyes and try not to think about anything.
After the relaxation, the subjects were asked to finish the Schulte table or Sudoku
tests as quickly as possible.

23.2.2 Methods

Due to the noise and great fluctuations in recording data, it is hard to directly
extract the characteristic of attention. The following processes were implemented
for further analysis:

Step 1: Median filtering

First, it is necessary to smooth the recording data. Here the median filtering
method is used with window length 3 and step size is 1. See Fig. 23.2b.

Step 2: Trend extraction based on the PauTa criterion

From the smoothing results, in fact it only removed the data “spikes” (accidental
error), but many “peaks” and “valleys” still exist. It is still difficult to see what the
trends of the data should be. By observation, we found that the peaks and valleys
fluctuate around a slowly changing signal. This signal is the trend which we are

Fig. 23.2 This figure clearly shows the process of how we dealt with the data



186 J. Zhang et al.

interested in. We proposed a new method based on the PauTa criterion to extract
the trend. The PauTa criterion assumes that the residual error of the data obeys the
normal distribution, which is feasible for our experimental data [7]. The standard
PauTa gives the way to remove bad point as follows:

∣∣Xi − X
∣∣ > 3σ, then Xi as a bad point to be removed (23.1)

∣∣Xi − X
∣∣ ≤ 3σ, then Xi as a normal point to be retained (23.2)

In the above equations, Xi is the current data point and X is the average of the
nearest 30 points around the Xi point. In the practical is application of the PauTa
criterion, we have made an improvement. The retained data point is replaced by the
average of the 30 points near that point. See Fig. 23.2c.

Step 3: Determination of attention states

Observing the data variation obtained above (Fig. 23.2), we can find such a trend
just as expected. After the start of the task, the degree of concentration will first rise
to a high value, then slowly decline to a long steady state, and finally decline sharply,
while the task is finished. During the steady state, there exist some distraction stages.
In the distraction stage, the attention level declines sharply and lasts for a period
and then rises to the steady state again. To define the four states, two types of
baseline need to be defined. The first baseline is the average of the rest state, and it
was used to determine whether a subject has entered the mission state from a rest
state; another is the average of the first 10 s of steady state which can be used to
dynamically determine the level of concentration of the current subject. According
to the above observations, we give the definition of several attention states in every
trial:

1. Rest state: the first 60 s of each trial before the task
2. Mission state: the long steady state excluding all the distraction stages
3. Transfer state: the state from the beginning of a task to the beginning of the steady

state
4. Distraction state: during the steady state, the level of concentration below the

baseline value of the state for a period (≥10 s)

As shown in Fig. 23.2d, the red horizontal line represents the baseline in the rest
state. The vertical line on the left side of the graph is the start of the task. The blue
line before the start point is the rest state while the line with same color after the
start point is the transfer state. The red curve indicates the distraction state. The
green curve indicates the mission state (Fig. 23.3).

Step 4: Indexes extraction

After getting the above states, we can obtain the psychological indicators as
follows:
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Fig. 23.3 This figure clearly shows the process of how we process the time series and divide it
into several attention state

Transfer of concentration T (unit of this feature is second):

T = Transfer time

Stability of concentration S:

S = Mission status/(Total duration−relaxed state)

Intensity of concentration I:

I = Average of the sequence of concentration in the mission state/average of the
sequence of concentration in the rest state

23.3 Results and Conclusion

According to the above process, here we get three features of each trial for each
subject: Transfer T, Stability S, and Intensity I.

The average results of the six subjects are shown in Table 23.1.
By comparing the five subjects listed above, we found that there are increasing

trend of attention but a decrease of averaged task endurance from subject 1 to subject
5. It suggests that it easily leads to mental fatigue and distraction when subjects were
demanded to focus on one event for a long time. This is consistent with what we can
expect.

Since the time spent in the Sudoku experiment is longer that the time spent in
the Schulte table, the stability of attention has decreased which is consistent with
our analysis of Table 23.2. This result almost exists in all of the subjects except for
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Table 23.1 Averaged result of five subjects

Subjects Transfer Stability Intensity Time endurance

Sub1 15.0 ± 5.571 91.06 ± 6.627 1.50 ± 0.33 305.2 ± 82.12
Sub2 10.0 ± 3.808 89.19 ± 16.061 1.35 ± 0.17 243.2 ± 30.90
Sub3 11.0 ± 3.807 95.77 ± 2.276 1.64 ± 0.63 252.2 ± 62.30
Sub4 5.2 ± 1.92 95.87 ± 5.46 1.23 ± 0.16 214.2 ± 30.79
Sub5 2.6 ± 1.84 97.82 ± 0.89 1.23 ± 0.13 195.3 ± 25.66
AVE 8.76 ± 4.90 93.94 ± 3.64 1.39 ± 0.18 242.0 ± 42.00

Table 23.2 Result of five
subjects in Sudoku
experiment

Subjects Transfer Stability Intensity

Sub1 8.0233 81.63 1.48
Sub2 8.4337 89.50 1.42
Sub3 6.2849 82.88 0.95
Sub4 5.9606 82.83 0.92
Sub5 3.3134 89.38 1.38
AVE 6.40 ± 2.03 85.24 ± 3.86 1.23 ± 0.27

subject 2. In addition, we also found that the subjects 1, 2, and 3 spent more time
than subjects 4 and 5 in the transfer state of Schulte grid experiment, while this
phenomenon also appeared in the Sudoku experiment.

In the Introduction section, we introduce the quality of attention in psychology.
In this paper, the emphasis of this paper on the conversion and attention to the
stability of the attention given to the psychological attention to the quality of the
reference, which provides a good platform for the measurement of the concentration
of subjects in the future.
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Chapter 24
Multi-Linc: A New Approach for
Exploring Inter-areal Spike
Communication

Yoshikazu Isomura

Abstract Each area in the brain sends functional spike outputs to other areas
through axonal projections. Until now, however, it has been technically difficult to
precisely measure the spike outputs among brain areas in behaving animals. We
recently established the Multi-Linc analysis method, which uses optogenetically
evoked spike collision in multineuronal recording, to elucidate inter-areal spike
communication at a single-cell level at millisecond time resolution. Here, I review
the concept and demonstration of this method and discuss its advantages and future
directions.

Keywords Antidromic spike · Collision test · Optogenetics · Multineuronal
recording

24.1 Spike Collision Test

If two spikes collide with each other along an axon, they will disappear. The
collision test utilizes this principle to electrophysiologically identify the axonal
projection of an individual neuron ([1] for review). Briefly, when we record a single
neuron (unit) activity in a brain area and stimulate its target area electrically, we may
observe an antidromic spike response evoked several to 10 milliseconds after the
stimulation. However, stimulation can instead evoke monosynaptic or polysynaptic
spike responses via axonal collaterals of nearby companion neurons, axonal projec-
tions from neurons in the target area, and/or bifurcate axonal branches of neurons in
a third area. The collision test allows us to determine whether the spike response is
antidromic or synaptic in single-unit recording. In this test, we electrically stimulate
the target area immediately after a spike occurs spontaneously at the soma. If it is
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antidromic, we will no longer detect the antidromic spike response at the soma,
owing to collision of the spontaneously occurring (orthodromic) spike and the
antidromically evoked spike along the axon.

Using the collision test, Evarts [2] elegantly demonstrated the functional spike
activity of antidromically identified corticospinal neurons in behaving monkeys.
To date, this is the only method capable of discriminating axonal projections
electrophysiologically (not histologically) in vivo. However, because of its limited
availability and low efficiency, only skillful experts have mastered this decisive
test in behaving animals. The test has several technical problems regarding both
stimulation and recording. First, electrical stimulation irregularly localizes a current
near the tip of the stimulating electrode, which sometimes has low effectiveness
and is prone to make an electrolytic lesion. Second, the stimulation always creates
a huge electrical artifact, which often obstructs the collision test. Third, single-unit
recording can detect only one neuron at a time, and it is laborious to search with a
recording electrode, advancing little by little.

24.2 Multi-Linc Analysis

To overcome these problems and improve the availability and efficiency of this
approach, we recently established the Multi-Linc (multi-areal and multineuronal
light-induced collision) analysis [3], in which we perform multiple collision tests
for different neurons/projections in parallel by substituting multi-areal optogenetic
stimulations for single-site electrical stimulation, and multineuronal recordings in
several areas for single-unit recording, in a collision test (Fig. 24.1a).

In fact, optogenetics was recently shown to be suitable for spike collision in
cortical or subcortical pathways [4, 5]. Notably, we adopted transgenic (Tg) rats

Fig. 24.1 Multi-Linc analysis. (a) The concept of Multi-Linc analysis. An antidromically evoked
spike (blue) collides with a spontaneously occurring spike (red) and disappears (spike collision).
(b) A transgenic rat expressing ChR2 [6] in the whole brain (left). WT, wild type (right)
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expressing channelrhodopsin-2 (ChR2)-Venus proteins under the control of Thy1.2
promoter in many of PNS and CNS neurons (W-TChR2V4 line) [6] to achieve
efficient multi-areal optogenetic stimulation. The adult ChR2 Tg rats express ChR2
spontaneously and abundantly in the whole brain (Fig. 24.1b), requiring neither viral
infection, in utero electroporation, nor crossbreeding.

In situ hybridization confirmed that a large number of neurons expressed
ChR2 mRNA at high levels in major brain structures such as the cerebral cortex,
hippocampus, thalamus, and cerebellum. We combined this optogenetic stimulation
with our multineuronal (multiple isolated single-unit) recording via 32-channel
tetrode-like silicon probes [7] in order to greatly increase the number of neu-
rons/projections that would be subject to the collision test. In this way, the Multi-
Linc analysis has the potential to reveal spike outputs from identified projection
neurons in multiple brain areas simultaneously.

To demonstrate the usefulness of Multi-Linc analysis, we applied this approach
to identifying the axonal projections of layer 5 pyramidal cells in the primary
and secondary motor cortices of behaving ChR2 Tg rats. Anatomically, layer 5
pyramidal cells are classified as either intratelencephalic (IT)-type or pyramidal tract
(PT)-type neurons [8, 9]. IT-type neurons project into the telencephalon (cerebral
cortex and striatum) bilaterally, but never out of these regions, and the PT-type
neurons project out of the telencephalon (e.g., to the thalamus and spinal cord)
but never into the contralateral telencephalon. Thus, IT-type neurons should display
spike collisions specifically after antidromic stimulation of the contralateral cerebral
cortex or striatum, whereas PT-type neurons should do so upon stimulation of the
ipsilateral thalamus (Fig. 24.2a).

Using Multi-Linc analysis, we successfully identified a hundred IT- and PT-type
neurons, some of which exhibited functional spike activity in association with

Fig. 24.2 Two types of cortical projection neurons identified by Multi-Linc analysis. (a) Axonal
projections of intratelencephalic (IT)-type neurons (blue) and pyramidal tract (PT)-type neurons
(red). Ctx, cortex; St, striatum; Th, Thalamus. (b) Schematic illustrations of spike autocorrelo-
grams in IT-type and PT-type neurons. Post-spike suppression was observed specifically in the
PT-type neurons. See [3] for details
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performance of a specific behavior, i.e., lever manipulation with one forelimb
[3]. Furthermore, we observed post-spike suppression as a characteristic of PT-
type neurons in their spike autocorrelograms in both task-performing and resting
conditions (Fig. 24.2b) [3]. These results demonstrated that Multi-Linc analysis is a
reliable and useful tool for elucidating distinct spike dynamics of cortical projection
neurons.

24.3 Advantages and Future Directions

Several cutting-edge technologies are capable of revealing functional connectivity
among brain areas. However, none of these approaches offers simultaneous mea-
surement of spike outputs from individual neurons in one area to other areas with
high time resolution. For example, two-photon laser-scanning calcium imaging, in
combination with pathway-specific expression of a calcium indicator, allows us to
measure functional changes in spike rate simultaneously in hundreds of neurons
projecting to a focused area. However, due to its low time resolution (10 to 100 ms),
even this powerful technology cannot precisely discriminate the occurrence of each
spike. Consequently, we cannot determine functional spike properties such as spike
synchrony among neurons or spike phase locking during fast oscillations (e.g.,
gamma bands; cf. [10, 11]). In addition, the pathway-specific expression of calcium
indicator is usually limited to only one or a few pathways, based on the number
of available fluorescent proteins of different colors, which must be introduced by
viral infection. Thus, these methods are unsuitable for precisely analyzing spike
interactions among many brain areas.

By contrast, Multi-Linc analysis has several advantages for exploring such
inter-areal spike interactions. First, spike outputs via multiple pathways from
several areas can be efficiently assayed in parallel, using precious animals that
have been trained over long periods of time to perform specific behavioral tasks.
Second, it provides reliable information about spike synchrony among identified
projection neurons, as well as their spike phase locking during the fast oscillations.
Third, the ChR2 Tg animals make it possible optogenetically identify axonal
projections without time-consuming preparations such as viral infection, in utero
electroporation, or crossbreeding. Fourth, unlike conventional electrical stimulation,
optogenetic stimulation results in neither electrical artifacts nor electrolytic lesions.
Finally, unlike juxtacellular recording methods [7, 12], Multi-Linc does not require
any morphological visualization or reconstruction of recorded neurons.

The current Multi-Linc approach still has room for its optimization. For example,
axonal terminal-specific expression of ChR2 molecules would greatly improve
the spatial specificity of optogenetic stimulation. In addition, if the optogenetic
stimulation of different sites could be selected automatically in an optimal manner,
the efficiency of multineuronal collision tests would be enhanced dramatically. In
the future, such technical improvements will pave the way for a “high-throughput”
Multi-Linc method that will reveal a global view of inter-areal spike communica-
tions in behaving animals.
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Chapter 25
Intra-body Communication
as an Emerging Approach
to Neuromodulation

Javier Reina-Tosina, M. Amparo Callejón, Laura Fernández,
and Laura M. Roa

Abstract The application of galvanic intra-body communication (IBC) to brain
tissues opens new alternatives for the coupling of electromagnetic energy to target
areas for brain stimulation and neuromodulation. The lack of knowledge about
the electric field distribution under neural IBC stimulation can be alleviated with
computational electromagnetic models. In this work, we perform a parametric study
of relevant design parameters, such as frequency range or electrode configuration,
which is supported by a simplified spherical model emulating human brain tissues.
The objective is to obtain electric field and current density distributions as a function
of frequency for different electrode configurations, allowing their comparison with
other neuromodulation techniques such as transcranial direct-current stimulation.

Keywords Intra-body communication · Neural stimulation · Neuromodulation ·
Computational electromagnetics

25.1 Introduction

Neuromodulation techniques are based on the stimulation of the nervous system
through the application of electric, electromagnetic, or optical energy sources.
Their objective is the activation, inhibition, and/or regulation of the neural activity
depending on the target disorder. Focusing on electric/electromagnetic sources,
several options have been applied to a wide range of neural pathologies, with deep
brain stimulation (DBS), transcranial magnetic stimulation (tMS), and transcranial
direct-current stimulation (tDCS) being the most popular [1]. Despite the advances
in brain computational modelling [2–4], the bioelectric mechanisms underlying the
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neuromodulation process remain unknown [5, 6] and there is a lack of methodology
to establish the stimulation parameters, which are commonly set following safety
recommendations and clinical experience [7].

Intra-body communication (IBC) uses the biological tissues as transmission
media for electromagnetic signals and have been proposed for the interconnec-
tion of on-body personal health devices and medical implants [8]. This paper
shows a preliminary study about the feasibility of galvanic coupled IBC for brain
stimulation. Our hypothesis is that neuromodulation in other frequency bands [4]
with IBC techniques can represent a promising approach to activate/inhibit target
brain areas with a higher flexibility in terms of accuracy and customization to the
anthropometrical and dielectric properties of the tissues.

To shed light on the use of specific frequency ranges, signal levels, or current
pathways during the neuromodulation process based on IBC techniques, we have
developed a 3D electromagnetic computational model following a similar procedure
than the computational finite element (FE) approach proposed in [9], now applied
to specific brain tissues. The objective is to use the proposed FE model to analyze
key variables in the neuromodulation process, including their dependence with
frequency and electrode configuration, and a comparative study between IBC and
tDCS.

25.2 Computational FE Model of the Human Head

A multilayered sphere composed of different tissues—scalp, skull, cerebrospinal
fluid (CSF), and gray and white matter—has been used to resemble the human head.
The use of this simplified geometry is justified due to its ease of computational effort
and because it allows the derivation of qualitative knowledge that is not hindered
by a complex geometry. Figure 25.1a presents a transverse section of the different
tissue layers considered in the spherical head model, with thicknesses based on true
anatomical proportions. The electrodes were located on the head surface composing
a galvanic coupled pair with a thickness of 1 mm and an area of 5 cm × 7 cm [10].

The frequency response of tissue dielectric properties was emulated as four-
dispersion Cole-Cole models based on [11] for scalp, fat, skull, and white and gray
matter. Specifically, a weighted average of the dielectric properties of the skin and
of the subcutaneous fat was considered for the scalp following the approach in [10].
In the case of CSF, a constant value of 1.79 for electric conductivity and 110 for
relative permittivity are widely accepted [12]. The electrode’s properties were those
of perfect conductors, and an injected current I0 of 1 mA was selected.

The proposed model has been implemented with the aid of the electric currents
interface within the AC/DC module of COMSOL Multiphysics 4.3a, which solves
a quasi-static approximation of Maxwell’s equations using the FE method. Specifi-
cally, the formulation includes the charge continuity equation and the electric form
of Gauss’ law in the frequency domain.
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Fig. 25.1 (a and b) Spherical head model with the placement of two electrode configurations. (c)
Transverse section showing the different brain tissue layers. (d) Resultant FE meshed model

The spherical geometry has been meshed using a tetrahedral element within the
finer default meshing option provided by COMSOL Multiphysics for the selected
physics. The resultant mesh can be seen in Fig. 25.1d. The quasi-static formulation
is only valid when the wavelength is considerably greater than the dimensions of the
proposed geometry, thus allowing both the inductive and wave propagation effects
to be neglected. For this reason, the frequency limit of this work is fixed to 100 kHz,
a common frequency range used in IBC galvanic coupling [8, 9].

25.3 Results

Figure 25.2 shows the frequency response (between 1 Hz and 100 kHz) of the
electric field, in each brain tissue corresponding to the configuration of Fig. 25.1b,
which is a common location in tDCS clinical protocols for the primary motor
cortex [10].

These results are within the same magnitude range than previous works in the
literature [6, 10] and suggest that the electric field is mainly confined in the scalp
at low frequencies, remaining approximately constant in inner tissues such as gray
and white matter. Since the signal excitation consists of a constant current amplitude
waveform, the electric field is modulated by tissue resistivity, which decreases with
frequency.
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Fig. 25.2 Average volume value of computed electric field norm (V/m) as a function of frequency
for each brain tissue

Regarding the electric current density, their levels for the different brain tissues
are shown in Fig. 25.3. Interestingly, current is mainly confined in the CSF due to
its high conductivity, with values (not depicted) over ten times higher than those
corresponding to the other tissues. This trend starts to change at higher frequencies
where electric current increases in the white matter. This evidences that the overall
value of electric current flowing through each brain tissue is not only a function of
frequency and tissue conductivity but also of tissue area.

With the aim of studying the effect of different electrode positions, the frequency
was swept over three points (1 Hz, 1 kHz, and 100 kHz), and the electrode
placements of Fig. 25.1a and Fig. 25.1b were simulated to compare the differences
between both configurations.

Figure 25.4 represents the level of current density in brain tissues for the cases
under study. In addition to the dependence of current penetration with frequency, the
configuration of Fig. 25.1a shows a symmetrical current pattern, while that of Fig.
25.1b accomplishes a more selective stimulation. Although not shown, simulation
results let us conclude that as the interelectrode increases, the percentage of current
diminishes in the outer layers and increases in the inner brain tissues, possibly
caused by the fact that the current lines are distributed widely through the complete
section of the head, allowing them to penetrate toward deeper brain tissue areas.
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Fig. 25.3 Average volume value of computed current density norm (A/m2) as a function of
frequency for each brain tissue

Table 25.1 Current density
levels (A/m2) for brain tissues

Tissue DC 100 Hz 1 kHz

Scalp 0.250 0.013 0.013
Fat 0.013 0.015 0.015
Skull 0.012 0.017 0.016
CSF 0.263 0.535 0.520
GM 0.038 0.038 0.042
WM 0.027 0.028 0.029

Electrode separation: 24 cm

Finally, a comparison of the current levels obtained with IBC and tDCS is
summarized in Table 25.1.

Again, the differences between both methods are mainly due to the frequency-
dependent characteristic of the tissue dielectric properties. Considering that scalp
conductivity is four magnitude orders lower in AC than DC for frequencies up to
100 kHz, under IBC stimulation, much lower tangential current flows between the
electrodes. Moreover, surface charge accumulation in the interfaces between the
inner tissues is minimized, favoring the radial penetration.
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Fig. 25.4 Current density distribution in terms of frequency and electrode configuration

25.4 Conclusions

We have shown that IBC provides a flexible method for neuromodulation as the
electrical pathways established through the different brain tissues strongly depend
on parameters such as frequency, tissue conductivity, and area. The computed results
show that most of the electric current flows through the CSF and the white matter.
Another key variable able to modulate the electric current pattern through brain
tissues is the electrode configuration, which shapes the current lines to be directed
through the targeted brain areas. Thus, the use of computational models becomes a
practical tool due to their ability to provide practical hints about the placement of
electrodes to focus a target brain area.

Acknowledgments Supported by grants PI15/00306 and DTS15/00195, by Instituto de Salud
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Chapter 26
Electrophysiology Techniques in Visual
Prosthesis

Alejandro Barriga-Rivera and Gregg Jorgen Suaning

Abstract Research in the field of visual prosthesis is advancing quickly with
several groups around the world joining efforts to produce more effective and
safe implants. In particular, new stimulation strategies are being investigated to
elicit more meaningful percepts of light and to safely increase the visual acuity
achieved by these devices. The synergy between in vitro, in silico and in vivo
electrophysiology techniques can be exploited to accelerate research outcomes and
to make them quickly available to the recipients of these implants.

Keywords Visual prosthesis · Electrophysiology · Electrical stimulation

26.1 Introduction

Electrical stimulation of the retina is promising a functional solution for those
blinded by conditions of the eye such as retinitis pigmentosa. Current research is
pushing the boundaries of bionic vision further with new stimulation paradigms
that can improve the performance of the current technology available in the market
[1–3]. One of the challenges of retinal electrostimulation is to develop the ability to
elicit neural messages in the same way as healthy vision while reducing risks derived
from injecting charge. In this context the synergies that exist in the combination
of in silico, in vitro and in vivo studies can help accelerate the outcomes of
visual prosthesis research. As shown in Fig. 26.1., results obtained from in vitro
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Fig. 26.1 Diagram with interaction between the three preclinical scenarios and the access to the
patient. In vitro research assists with the validation of computational models. Their outcomes can
be used to design experiments using animal models thus providing a quick and effective pathway
to clinical trials

retinal preparations can assist with validating computational models, and these can
be used to predict the response of the neural tissue to a variety of stimulation
paradigms [1]. The efficacy of these stimulation strategies can be tested using in
vivo electrophysiology experiments.

26.2 In Vitro Techniques

26.2.1 Patch Clamp

In visual prosthesis research, whole-cell recordings from retinal ganglion cells
(RGCs) are commonly used to investigate the response of different functional RGC
types to visual and synthetic stimuli [4]. Common animal models include the rabbit,
the rat and the mouse. The animal is euthanised and the eyes immediately enucleated
and placed in Ames medium. Next the eyes are hemisected and the retinae isolated
and cut into several sections. These sections are placed inside a chamber and
perfused with Ames medium bubbled with 5% CO2 and 95% O2 to achieve a pH
equal to 7.4. The medium is heated at 33–35 ◦C [5]. Then, a micropipette electrode
pulled from borosilicate glass, filled with intracellular solution [4], is advanced into
the cell and interfaced to a patch-clamp amplifier. This procedure is carried out
under a microscope using a micromanipulator, which, to reduce vibrations, can
be electronically actuated. A second electrode placed in the extracellular space is
typically used to deliver the electrical stimulus.

26.2.2 Calcium Imaging: Laser Scanning Confocal
Microscopy

Intracellular calcium levels can be imaged by using fluorescent markers which
respond to the binding of Ca++ ions. Thus, calcium-dependent electrical activity of
neurons and glial cells can be monitored using this technique. Although the target
tissue is usually stained with the appropriate dye, calcium indicators can also be
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genetically encoded allowing for monitoring of a variety of neuronal events [6]. Two
microscopy techniques are used, confocal microscopy and two-photon microscopy.
The second approach will be described in the in vivo section.

Laser scanning confocal microscopy allows for the reconstruction of three-
dimensional images with high optical resolution. It relies on the use of point
illumination and a pinhole to eliminate out-of-focus light beams. Only those photons
emitted by the fluorescent molecules in close proximity to the focal plane can be
detected. This produces an increased resolution with lower intensity when compared
to wide-field fluorescence microscopy. In visual prosthesis, this technique has been
used to assess biocompatibility of new electrode designs [7] or to study amacrine
cells among others. Retinal preparations are similar to those requited to conduct
patch-clamp recordings. In fact, both calcium activity and intracellular potentials
can be simultaneously recorded [5].

26.2.3 In Vitro Electrophysiological Recordings

Retinal local field potentials following electrical stimulation of the retina can be
studied using multi-electrode arrays (MEAs). The excised retina, prepared in the
same way as that for the patch-clamp technique, is placed and fixed over an array of
electrodes [8]. As technology advances, more densely packed electrode arrays are
being developed allowing for smaller-scale recordings [9].

26.3 In Vivo Techniques

26.3.1 In Vivo Electrophysiological Recordings

While in vitro techniques allow for analysing the activity of the isolated retinal net-
work, in vivo electrophysiology techniques are required to further the understanding
on how this information is being transmitted to higher visual centres. A repertoire
of MEAs have been used in the study of the effects of retinal neurostimulation
including supradural electrodes [10], penetrating cortical electrode arrays [2] and
subcortical electrode arrays [11]. These are typically implanted in the superior col-
liculus (SC), the lateral geniculate nucleus (LGN), or the visual cortex (VC). Briefly,
the animal is anaesthetised using a combination of anaesthetic agents delivered
simultaneously through a venous line and a tracheostomy. Gaseous anaesthesia (e.g.
isoflurane) combined with infused anaesthetic agents (e.g. ketamine/alphaxalone or
ketamine/xylazine) [2, 12] allow for rapid adjustment of the depth of anaesthesia
while maintaining good neural responsiveness. Then, an electrode array is surgically
inserted to stimulate the retina through an incision in the sclera, typically in the
suprachoroidal space overlaying the area centralis [2] or in the retrobulbar space
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Fig. 26.2 Example of spike rasters obtained simultaneously from superior colliculus (SC) and
visual cortex (VC) of a rat which were detected using the methodology described in [12].
Responses in panel (a) were obtained using a pulse of light generated with a white diode placed
1 cm away from the surface of the eye. Responses in panel (b) were elicited from a retrobulbar
disc electrode, 2 mm in diameter, using constant-current biphasic pulses with charge balanced and
400 μs in duration

[12]. Location of the stimulating electrode array is verified using fundus imagery
techniques or optical coherence tomography [1]. With the animal placed within a
stereotaxic frame, a craniotomy is performed to expose the primary VC following
coordinates from Tusa et al. (cats) [13]. If working with rats, coordinates of the
visual centres were determined by Paxinos and Watson [14]. Figure 26.2 shows an
example of recordings in a rat from both the SC and the VC.

Next, the dura is carefully reflected under a surgical microscope using a needle
with the tip bent. The cortical representation of the retinal area under the influence
of retinal stimulation is mapped using a surface electrode. Then, a penetrating MEA
is inserted and interfaced to a signal acquisition system [15]. Access to subcortical
areas can be guided by assessing visually evoked responses.

26.3.2 Two-Photon Microscopy

In traditional fluorescence microscopy, the exciting photon has higher energy
compared to the emitted photon. In two-photon microscopy, two photons of lower
energy, typically in the near-infrared spectrum, are used to excite a fluorescent dye
which emits a higher-energy photon. This technique provides deeper penetration
and can be used both in vitro using retinal preparations and in vivo for cortical
electrophysiology [16]. This emerging technique is showing an excellent capacity
to answer important questions in neuroscience in general and in visual neuroscience
in particular. Although the number of publications that have considered the use
of this technique in retinal prosthesis is scarce [17, 18], this approach can help in
overcoming some of the significant challenges to do with stimulation artefacts. The
in vitro methodology is similar to that used in confocal microscopy. However, when
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used in vivo, animal preparations require special attention. Briefly, with the animal
surgically anaesthetised, a craniotomy is performed to expose the VC. A well is
created using silicone tubing or dental cement around the opening and the cortical
area perfused with synthetic cerebrospinal fluid (sCSF) at 35 ◦C. The exposed VC
will be stained with calcium sensitive dyes (OGB-1, Fluo-4 AM or Cal-520) and
loading acetoxymethyl (AM) esters [19] using a micropipette inserted coaxially into
the cortex. The visual cortex will be then imaged using the two-photon microscope
following electrical stimuli delivered at the retina.

26.3.3 Voltage-Sensitive Dyes

Voltage-sensitive dyes (VSDs) represent an alternative to avoid mechanical damage
produced by the in vivo insertion of conventional electrodes. Two common VSDs
have been used to study cortical activity, blue RH-1691 and red di-4-ANEPPS. Blue
dyes have been reported in the study of cortical stimulation [20] and are preferred
over red dyes as the absorption spectrum of haemoglobin is closer to the latter [21].
As in the case of two-photon microscopy, the cortical area under study is encircled
using silicon tubing or dental cement. The space is filled with sCSF enriched with
a voltage-sensitive dye (e.g. RH-1691) and heparin for staining for 90 min [20].
Afterwards the space will be washed with sCSF for at least 30 min. The sCSF is
then changed every 60 min. The exposed cortical region will be illuminated with an
excitation light source (640 nm) and imaged under epifluorescence microscopy to
identify electrical activation. Images are acquired at least at 1 kHz for its analysis.

26.4 In Silico Techniques

Since the Hodgkin-Huxley mathematical description of the cell membrane of
excitable cells was presented in the 1950s, this model has been extensively used
in neuroscience research. The model is formulated using a series of differential
equations that describe the ionic conductances of the neuronal membrane. This
model has been particularised for the case of RGCs and refined using realistic
cell morphologies based on the anatomic reconstruction of the rabbit retina [22].
Although the use of animals is still unavoidable, these models can assist researchers
with complying with two of the 3-Rs principle: replacing some animals and
reducing the number required by limiting the research space. An example of the
potential of computational research is the recent publication by Guo et al. [23] which
suggests that sequential stimulation, first at the soma followed by stimulation at the
axon of the RGCs using high frequency, can elicit more physiologically natural
neural messages.



208 A. Barriga-Rivera and G. J. Suaning

26.5 Conclusion

Progress in bionic vision has been enabled in the described techniques, which,
combined, allow for devising new ways of improving integration between the device
and the biology underlying visual perception.
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Chapter 27
Application of Video-Oculography
for the Analysis of the Vestibulo-Ocular
Reflex in Acute Hypoxic Mice

Juan Carlos López-Ramos, Ana Belén García Cebrián,
and José M. Delgado-García

Abstract The mouse is the animal most commonly used in biomedical research.
In particular, recent advances in molecular and genetic techniques require new
experimental approaches for the study of pathologies involving the vestibulo-ocular
reflex (VOR) and other visual, otologic, or cerebellar-related impairments in this
laboratory animal. For this, we have developed a video-oculographic recording
system that enables analyzing several parameters of the VOR. For quantification
and comparative purposes, we have studied the VOR in hypoxic and control mice
submitted to 5000 m and 7000 m of simulated altitude in a hypobaric chamber.
VOR gain and phase, and the cephalic impulse, were checked in experimental mice.
Results indicate an increased VOR gain, from 0.1 Hz to 0.6 Hz, and an impaired
VOR performance, in hypoxic mice. In conclusion, the setup reported here for
vestibular stimulation provides a video-oculographic recording system suitable for
the study of the VOR in mice and delivers enough quantitative data to determine
specific impairments, as in the case of acute hypobaric hypoxia.

Keywords Vestibulo-ocular reflex · Video-oculography · Hypobaric hypoxia

27.1 Introduction

The vestibulo-ocular reflex (VOR) generates compensatory eye movements in
response to head movements. Head motion is detected by the semicircular canals
and translated into adequate motor commands via a well-defined neural network
located in the brainstem [1–3]. This reflex is the result of the activation, by the
semicircular canals, of a reflex arc between primary and secondary vestibular
afferent neurons and the motoneurons that innervate the extraocular muscles. The
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actual VOR occurs under conditions in which the individual is not subjected to
additional visual stimulations. If visual stimuli are present, the VOR is enhanced
[4]. It has been reported that hypoxia may produce various vestibular symptoms
including swaying, spontaneous nystagmus, and positional nystagmus [5, 6], and
healthy subjects have been observed to experience an altered vestibular function
at high altitudes, which reverses with acclimatization. These deficits have been
linked with central, rather than peripheral, vestibular disturbance [7]. In this regard,
an abnormal spontaneous firing rate in medial vestibular nuclei neurons due to
a decreased calcium-activated potassium channels caused by hypoxia has been
described [8].

Since the mouse is the animal most commonly used in biomedical research,
recent advances in molecular and genetic techniques require the development of
new experimental approaches for the study of pathologies involving the VOR
and other visual, otologic, or cerebellar-related impairments susceptible of being
evoked in this laboratory animal. In the present study, we describe an experimental
setup for the vestibular stimulation of alert-behaving mice, provided with a video-
oculographic recording system. In particular, the specific aim was to study the
effects of acute hypobaric hypoxia on the VOR of wild-type mice.

27.2 Methods

27.2.1 Experimental Subjects

Experiments were performed on C57Bl/6 adult male mice (4–6 months old; 25–
33 g) obtained from an official supplier (University of Granada Animal House,
Granada, Spain). Before surgery, animals were housed in common cages (n = 10
per cage), but after surgery they were housed individually. Mice were kept on
a 12:12 h light-dark cycle with constant ambient temperature (21 ± 1 ◦C) and
humidity (50 ± 7%). Food and water were available ad libitum. Experiments
were carried out in accordance with the guidelines of the European Union Council
(2010/276:33–79/EU) and Spanish regulations (BOE 34:11370–421, 2013) for the
use of laboratory animals in chronic experiments. Experiments were also approved
by the local Ethics Committee of Pablo de Olavide University (Seville, Spain).

27.2.2 Surgery

Animals were anesthetized with a mixture of ketamine (35 mg/kg) and xylazine
(2 mg/kg) i.p. In a single surgical step, a holding system, consisting of a head plate
matched to a stereotaxic apparatus, was fixed to the skull with the help of two small
screws and dental cement. The aim was the proper stabilization of the head during
animal rotation and eye movement recordings.
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27.2.3 Video-Oculographic Analytic System

For our experiments, we have developed a video-oculographic analytic system,
which synchronizes a MATLAB-based tracking of pupil movements with the
movements of the animal’s head that evoked them. The recordings (eye and table
movements) were digitized with an analog/digital converter (CED 1401 Plus,
Cambridge, England). The turntable was rotated by hand, following a sinusoidal
wave displayed on an oscilloscope screen. Rotation of the table was recorded with
a potentiometer attached to the rotating axis. The eye of the mouse was illuminated
indirectly with a red cold light attached to the head-holding system. Eye positions
during head rotation were recorded with a fast CCD camera (Pike F-032, Allied
Technologies, Stadtroda, Germany) at a rate of 60, or 100, pictures/s. Tracking of
the pupil image mass center was carried out with the help of a MATLAB-based
homemade program. Finally, recordings of head rotations and eye positions were
synchronized and analyzed offline with the CED software (Fig. 27.1).

Statistical analyses were carried out using the SigmaPlot 11 software (Systat
Software, Inc., Germany) for a statistical significance level of p < 0.05. Mean
values are followed by their standard error of the mean (SEM). Collected data
were analyzed using a one-way ANOVA, coupled with the suggested pairwise
comparison tests.

27.2.4 Vestibular Stimulation and Recording of the VOR

For vestibular stimulation, a single animal was placed on the turntable system (Fig.
27.1). Its head was immobilized, using the implanted head plate, at an inclination
of 30◦ from the horizontal plane, while the animal was able to pace freely on a
treadwheel. The turntable was rotated at different angular velocities at three selected
frequencies (0.1, 0.3, and 0.6 Hz), with the light on, for ten cycles, with intervals of
2 min between frequencies. As already described [9] and illustrated in Fig. 27.2a,
eye positions for each frequency and animal were recorded for offline analysis of
gain and phase. Additionally, cephalic impulse was tested. The cephalic impulse
was evoked with fast random ±10◦ rotations of the head, with the light off, using
the same recording and stimulation system. For quantification and comparative
purposes, we studied the VOR in control mice, which remained throughout at 35 m
of altitude, and in acute hypoxic mice, submitted to 30 min exposure to 5000 m and
7000 m of simulated altitude in a homemade hypobaric chamber [10], just before
the VOR tests.

27.3 Results

Compared with controls, acute hypoxic mice presented a significantly impaired
performance for the visually enhanced VOR. According to the results illustrated
in Fig. 27.2b–c, hypoxic mice (n = 13) presented evident abnormalities in gain
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Fig. 27.1 Schematic representation of the video-oculographic system developed to study the
VOR in mice. The turntable is rotated manually, and its movement, following a waveform model
previously defined and shown on the scope (dashed line), is digitized online (dotted line) and
recorded. Simultaneously, a fast CCD camera is triggered by a stimulator (stim), which is itself
triggered at the same time by the CED software (Digitizer). Collected photographs are saved
(dotted line) for offline analysis, when both cephalic and eye movements are synchronized (dotted
and dotted-dashed line) for the analysis of gain, phase, and gaze stabilization after the cephalic
impulse

�
Fig. 27.2 (continued) movements during VOR tests at the three selected frequencies (0.1, 0.3, and
0.6 Hz) in control (35 m) and acute hypoxic (5000 m and 7000 m) mice. Gray bars indicate the
gain and phase analysis. (b and c) Gain and phase analysis of VOR in control and hypoxic animals.
Values are mean ± SEM of the data acquired for the three selected frequencies. (d) Analysis of
gaze fixation after cephalic impulse in control and hypoxic mice. Lines represent superimposition
of ±15 trials of cephalic and ocular movements, showing ocular destabilization in acute hypoxic
animals
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Fig. 27.2 Vestibulo-ocular reflex and cephalic impulse tests showed impaired performance
in hypoxic mice. (a) Examples of head (black dashed lines) and eye (black continuous lines)



216 J. C. López-Ramos et al.

and phase in comparison with values reached by the control group (n = 13).
Thus, hypoxic mice failed to reach control levels of VOR gain for head-rotation
frequencies of 0.1 Hz (F[2, 33] = 9.44; p < 0.001) and 0.3 Hz (F[2, 33] = 4.72;
p < 0.05) and phase for 0.1 Hz (F[2, 33] = 9.45; p < 0.001) and 0.3 Hz (F[2, 33] = 4.72;
p < 0.05). Moreover, gain and phase abnormalities were more evident, at 0.3 Hz,
with increased simulated altitude, reaching significant differences only following
7000 m of hypoxic exposure. Both groups of hypoxic mice suffered destabilization
of gaze following the cephalic impulse test (Fig. 27.2d).

27.4 Discussion

In this work, we have described a new video-oculographic system suitable for the
study of eye movements in partially restrained mice. In particular, we have carried
out a study of the VOR, evoked by a sinusoidal movement of the head and by
cephalic impulses, in acute hypoxic mice. As far as we know, there are no previous
reports about recording cephalic impulse in mice, and/or of evoking VOR in hypoxic
animals.

Interestingly enough, hypoxia has been reported to cause abnormalities in
the function of vestibular neurons, consisting of a decrease of calcium-activated
potassium channels, which causes an abnormal increase of firing frequency and
depolarization of their resting membrane potentials [8].

In this sense, the origin of the abnormalities may be vestibular, rather than cere-
bellar, since the abnormalities are stronger with slower frequencies (0.1–0.3 Hz),
whereas cerebellar impairment affects VOR more at higher ones (0.3–0.6 Hz) ([11],
and our own data). Thus, the impairment at high altitude may be related to a selective
change in sensitivity to the stimulus, the stimulus (rotations) being weaker at slower
frequencies and stronger at higher ones. Finally, the impairment observed in the
cephalic impulse test may be related with the increase of positional nystagmus
observed in humans at high altitude [5, 6].
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Chapter 28
RatButton: A User-Friendly Touchscreen
Presentation Software

Celia Andreu-Sánchez, Miguel Ángel Martín-Pascual, Agnès Gruart,
and José María Delgado-García

Abstract Psychological and neuroscientist research requires precise presentation
of stimuli and their connections to cognitive responses. Here, we introduce Rat-
Button, a software for touchscreen research written for iOS devices with a triple
role: design, presentation, and monitoring of protocols. It can be used in human
and animal experimentation. The main benefits from RatButton are that it has been
designed for capacitive touchscreens, that no programming language is needed, and
that no PC connection is required. RatButton is also available for easy and flexible
VirtuBox environment.

Keywords Touchscreen · Control software · Stimulus presentation ·
Psychometric · Behavioral control · Instrumentation · Neurophysiology ·
Cognitive science

28.1 Introduction

For the past decades, psychology and cognitive neuroscience have been using
several analogic systems to present and evaluate protocols. During the last years,
there has been a clear flow to digital systems. Those have expanded possibilities
for researchers. Digital systems, however, tend to require learning programming
language. So, behavioral researchers are asked not only to design, analyze, and
study their protocols but to learn some specific software language to also write them.
Here, we are presenting a software for touchscreen research in psychological and
neuroscientist environment, with no need of programming language learning.

C. Andreu-Sánchez (�) · M. Á. Martín-Pascual
Neuro-Com Research Group, Universitat Autònoma de Barcelona, Barcelona, Spain
e-mail: Celia.Andreu@uab.cat

A. Gruart · J. M. Delgado-García
Division of Neuroscience, Pablo de Olavide University, Seville, Spain

© Springer Nature Singapore Pte Ltd. 2018
J. M. Delgado-García et al. (eds.), Advances in Cognitive Neurodynamics (VI),
Advances in Cognitive Neurodynamics,
https://doi.org/10.1007/978-981-10-8854-4_28

219

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8854-4_28&domain=pdf
mailto:Celia.Andreu@uab.cat
https://doi.org/10.1007/978-981-10-8854-4_28


220 C. Andreu-Sánchez et al.

In the past years, some systems have been developed for presenting visual stimuli
in touch screens. Many of those systems have been created for infrared interactions,
but this kind of interactivity has already been improved with strong and stable
touchscreen’s systems.

Here, we are introducing RatButton, a software for presenting interactive stimuli
in touchscreens, designed for psychological and cognitive neuroscience experimen-
tation, with human and animal models. RatButton is available for real touchscreen
devices with real touch interactivity, it does not need programming, and it does not
require a connection to an external PC.

28.2 Materials and Methods

28.2.1 Hardware and Software Requirements

RatButton software has been developed in C, C++, and Objective-C environments
for touchscreen devices with iOS. It requires an iOS 9.0 version or later. This makes
the following current devices suitable for RatButton: iPad® 4th generation, iPad®

Air, iPad® Mini, and iPad® Pro. All are devices from Apple Inc. and have capacitive
screens and different sizes.

The reasons for displaying RatButton in this type of devices are the major
stability of the system, the higher responsibility of the screens, and the more
homogeneity found in the versions of the operative system, among others, compared
to their current market competitors. RatButton does not require a PC connection, as
researcher can design the protocol for the experiment, display the experiment, look
up the data, and send it via cloud, all in the iOS device. If desired, a connection to
a PC can be made. This could be of interest for, for instance, registering the results
with a different software, or for creating interactions to different devices.

28.2.2 Visual Display

The visual presentation of stimuli is made in capacitive touchscreens. The visual
characteristics of the stimuli depend on the visual characteristics of the used device.
We have analyzed iPad® 4th generation chromatic luminance properties (Table 28.1)
with a colorimeter (Minolta Chroma Meter xy-1; Minolta Camera Co., Ltd., Osaka,
Japan), a standard Munsell CIE 1931 (x,y)–Chromaticity Diagram xy-AC (Minolta
Co., Ltd., Osaka, Japan), and a photometer (Sekonic DualMaster L-558/L; Sekonic
Corporation, Nerima-Ku, Tokyo, Japan) to learn the real chromatic performance of
the display. This is of special interest when creating protocols for specific vision
requirements of subjects, e.g., rats.
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Table 28.1 Chromatic
luminance measures in iPad®

(model 4th generation)

White Red Green Blue

Kelvin 5700 1600 2840 4000
Cd/m2 320 70 150 84
x 0.32 0.65 0.301 0.144
y 0.35 0.32 0.603 0.045

Fig. 28.1 VirtuBox environment. RatButton is displayed in an iOS device, which is connected
through cable to VirtuBox device. It manages, also through a cable, the inputs and outputs
connections between RatButton and different external devices

28.2.3 Connections with VirtuBox

As mentioned, RatButton does not require a connection to an external PC, though it
is possible to manage. In the case of wanting an external connection, the software is
carefully developed to be used with a system that we designed with our colleagues
of Cibertec Company (Madrid, Spain), and we have called VirtuBox. VirtuBox is
a stimuli presentation system using RatButton, able to control different hardware
connections in a scientific environment [1].

VirtuBox manages inputs and outputs between RatButton and external devices
(Fig. 28.1), such as a feeder, a lighting system, or a sound system. The possibilities
for this are very wide. VirtuBox also creates an easy environment for researcher so
there is no need of coding for controlling the connections.

28.2.4 User Interface

As mentioned above, researcher does not need to learn any programming language
to present protocols. The software is very easy to use and no coding is needed.
We have created a user-friendly interface for researchers. So, they can focus in
developing the conceptual needs of their experiments and do not have to learn any
programming language to create their protocols.
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Fig. 28.2 A part of settings availability for researchers. Settings page offers users the possibility
of making changes to S+ and S− stimuli (visual and sound characteristics), to the background, to
the timers, to the connections, and to the session

RatButton offers different standard protocols; however researchers can make
several changes in the protocols through the Settings page (Fig. 28.2). It is possible
to change timers for, for example, inter-trial interval, stimuli duration, session
duration, time-outs; visual characteristics of stimuli such as color, shape, or picture;
or the sound in different situations, among others. The software team keeps on
working to improve those customizable characteristics.

28.2.5 Protocols

RatButton is designed for animal and human research. It performs different
designed protocols. At the moment, the most common protocols for psychological
experiments are available (those are expected to be increase): visual discrimination
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Fig. 28.3 Map for a sample protocol. In this case, the rewarded stimulus (S+) appears during a
selected time and after the time expires and the stimulus disappears. In the case of having touched
the stimulus, an optional output is created to inform a possible external device about this to reward
the subject; in this example there is, also, a task to be done by the subject in an external device,
for example, a nose-poke task. This creates an input to the protocol and activates the inter-trial-
interval (ITI) timer, with a duration previously selected in Settings page; after that time, a new trial
is started. In the case of not touching the stimulus, it is possible to (optionally) inform an external
device about this fact to maybe punish this behavior and start a time-out situation; this can happen
inside RatButton or with the collaboration of an external device (e.g., a house lighting), and for
the later optional situation, an output is created. The inputs and outputs connections are totally
optional and are properly managed by VirtuBox system. All mentioned parameters (stimulus’
characteristics, timers, and connections) are super-easy customizable in Settings area of RatButton

learning (and reversal) (VDL), trial-unique nonmatching to location (TUNL), 5-
choice serial reaction time task (5-CSRTT), location discrimination (LD), and
pattern discrimination (PD).

Those protocols are presented with a visual map, in which researchers can view
and analyze the flow of the protocol (Fig. 28.3 shows an example). They can easily
detect whether the map fits their interests and, if so, how to change and adapt their
specific preferences through Settings page.

28.2.6 Connections

RatButton can use different connections: cable and Wi-Fi; however, those are not
needed for its use. The cable connection can be used to plug in information of
the experiment to an external gadget. An example of this connection would be the
case of VirtuBox system commercialized by Cibertec S.A. and explained above. In
that case, the mentioned system will provide user with the appropriate cable for
their needs. The Wi-Fi connection can be of interest to upload the results of the
experiments developed by researchers to an external system via Internet connection.
This could be made after a register session or at the end of the day. RatButton is not
developed to necessarily work with Internet connection.



224 C. Andreu-Sánchez et al.

28.2.7 Data Management

RatButton manages results itself. However, those can also be externally managed
through cable connection. As some researchers have already installed in their labs
data acquisition systems, a system of outputs for different situations, such as when
a stimulus is presented or when it is touched, has been created. Those outputs can
be managed by an external device.

28.3 Software Validation

Different neuroscientist projects are validating RatButton software. It has been
used by Division of Neuroscience at University Pablo de Olavide (Seville, Spain),
by IDIBAPS and University Autònoma de Barcelona (Barcelona, Spain), and by
Neuro-Com Research Group (Barcelona, Spain). Some of the publications to date
are [2–4]. RatButton is distributed and offers support via online. It is available at
www.ratbutton.com.

28.4 Discussion

We have presented here a software for stimuli presentation in psychological and
neuroscientist experimental environments for animal and human research. The most
important advantages of this software are the real interactivity made in a capacitive
touchscreen presentation, the lack of need of code programming by researcher, and
the lack of need a PC connection for designing, creating, presenting protocols, and
collecting the data. RatButton is available online for iOS, 9.0 and later, devices.
RatButton has also been used in brain-machine interface (BMI) environments.

Acknowledgments Many thanks to José Antonio Santos Naharro and to Cibertec Company team.
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Chapter 29
ERFo: An Algorithm for Extracting
a Range of Optimal Frequencies for
Filtering Electrophysiological Recordings

C. Rocío Caro-Martín, Agnès Gruart, José M. Delgado-García,
and Alessandro E. P. Villa

Abstract In the analysis of raw electrophysiological recordings, signal filtering is a
crucial step to eliminate frequency components associated with noise and recording
artifacts. Two problems have to be addressed: determining the optimal frequency
range of the signal and which frequency values (extreme values, maximum and
minimum) that are characteristic of the raw signal power spectrum. We developed an
algorithm called ERFo (extractor of range for filtering optimization) that determines
the frequency range boundaries expected to be optimal for the observation of the
spectrum with the largest power in the range of interest. The regular differentiations
(first and second derivatives) of the raw signal are used to detect the maximum
and minimum amplitudes, which are reported in the algorithm to determine the
frequency range of the raw signal filtration.

Keywords Software · Research tool · Signal · Filter · Neurophysiology ·
Electrophysiology · Extracellular recordings

29.1 Introduction

An extracellular electrophysiological recording covers a broad frequency range
which depends on the neuropil of the cerebral recording site, on the cell type that is
generating the discharge, on the geometry and electrical properties of the electrode,
and on the distance of the electrode tip from the recorded cell [1]. For this reason, a
filtering step is essential in signal preprocessing. It is a complicated step because the
resulting signal may change depending on the applied filter type or the impact of this
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filter on the phase of each frequency component of the recording, the commercial
and academic hardware and software used for filtering, and—last but not least—the
marked frequency range which is selected by the user [2].

This range is important to eliminate frequency components associated with noise
and recording artifacts. In this report we present a new application for extracting
the extreme values of the frequency range best suited for filtering an extracellular
electrophysiological recording.

The algorithm can be used for off-line analysis of extracellular recordings to get
the optimal filtering parameters as a preprocessing stage for waveform spike sorting
of single units and to perform an exhaustive high-pass or band-pass filtration for
isolation of fast neuronal spiking activity.

29.2 Methods

29.2.1 Algorithm for the Extraction of an Optimal Frequency
Range

The analysis of regular differentiations was used for the extraction of an optimal
frequency range of a raw signal. The computation of the regular differentiations
was performed following the first-order and second-order derivatives of a kernel
function [1, 3, 4] generated by a Gaussian curve with the same mean and standard
deviation as the raw electrophysiological recording (Fig. 29.1a).

The first-order D1∝f (t) and second-order D2∝f (t) derivatives of the recording
were calculated through a convolution between the derivatives of the kernel function
G

j∝(t) and the recording f (t).

Dj
αf (t) =

(
f ∗ Gj

α

)
(t) =

∑
α
f (α) G (t − α) (11.1)

In Eq. (11.1), α was a dummy variable of the convolution that reflected the
displacement of G

j
α(t) across f (t) and j was the order of the derivative (1, first-

order; and 2, second-order). The study of these regular differentiations (based on
the convolution) provided much more exhaustive results during the computation of
the frequency ranges. Selection of both the kernel function G

j
α(t) and the value

of the parameter α depends on the order of the derivative to be calculated, the
level of additive noise, and the required smoothness of the recording. Once the
regular differentiations were calculated (Fig. 29.1b–d), two adaptive thresholds
were applied which were set automatically to ±3σ (σ is the standard deviation
of the first-order and second-order derivatives of the recording, respectively). This
strategy is meant to ensure that the optimal power spectrum is included in the
interest range (extracted range). After applying the thresholds, the extreme values
of the frequency range were obtained by determining the cycle properties of the



29 ERFo: An Algorithm for Extracting a Range of Optimal Frequencies for. . . 229

Fig. 29.1 An example illustrating the process of extraction of the frequency range in a simulated
recording. (a) Kernel function, which is used to estimate the first-order and second-order
derivatives of the electrophysiological neural recording. Note that α is a dummy variable of time
(in ms) that indicates the displacement of the kernel function across the recording. (b) Simulated
recording with low noise (SNR 3.55 dB; [2]) is shown during 60 ms at a sampling rate of 44 kHz.
(c) First-order derivative of the simulated recording shown in (a) for convolution, D1∝f (t). (d)
Second-order derivative of the simulated recording shown in (a) for convolution, D2∝f (t). In each
panel (b, c, and d), the horizontal dotted lines indicate two adaptive amplitude thresholds (± 3σ )
for direct spike-event detection, σ is the standard deviation of the signal, and on the right the
probability density function (PDF) is shown for the signal amplitudes. The black arrows indicate
the biggest spike event and the smallest spike event
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detected spike events. Note that the maximum frequency of the range was in
correspondence with the minimum period and the minimum frequency of the range
with the maximum period.

29.2.2 Algorithm Implementation

The proposed algorithm was designed and developed in MATLAB version
7.12.0/R2011a on a Windows platform. To streamline the developed software,
all ERFo (.mat) functions were packed into an executable (.exe) MATLAB file.
The correct performance of this software requires having the release version R2011
of MATLAB Runtime installed on the computer. During the installation of the
executable ERFo file, MATLAB Runtime will be automatically installed as a
mandatory package, making an updated version of Windows and Internet access
necessary. Consequently, MATLAB toolboxes do not need to be installed on the
PC.

29.3 Results

29.3.1 Graphical User Interface (GUI)

The extractor of range for filtering optimization (ERFo) allows knowing the optimal
frequency range of a signal and which frequency values (extreme values, maximum
and minimum) are characteristic of the raw signal power spectrum. ERFo recognizes
and supports raw signal files of limitless duration in text (.txt) and wave (.wav)
formats in the off-line operation mode. In addition, upon completion of data loading,
the waveform of the raw signal and the general information about the file (sampling
rate in kHz, sampling time in ms, and duration in s) are displayed in the main
window of this software (Fig. 29.2).

In order to obtain the optimal frequency range of the raw signal corresponding to
the user’s experimental file, ERFo internally calculates the first- and second-order
derivatives by convolution between the first- and second-order derivatives of the
kernel function and the raw signal, respectively (Fig. 29.3b).

If the signal duration is longer than 60 s, ERFo breaks up the signal in traces of
60 s and extracts the optimum frequency range across the median of all optimum
frequency values collected from each trace (Fig. 29.3a).

The optimal frequency range, the first-order and second-order derivatives of the
raw signal, and the two adaptive thresholds for detecting the waveforms which
surpass them in the first-order and second-order derivatives of the raw signal
(horizontal red lines) are displayed in the results window.
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Fig. 29.2 Main window of the graphical user interface of the software. This window shows the
waveform of the raw signal and the general information about the file. There is a button to calculate
the extreme values of the optimal frequency range

Fig. 29.3 Results window of the graphical user inter face of the software. (a) Warning information
window regarding the file duration. (b) First-order and second-order derivatives of the raw signal
and the extreme values of the optimal frequency range are shown in the results window

Note that the kernel function is a Gaussian curve generated with the standard
deviation and mean of the raw signal. In general, ERFo can be applied to any signal
or one that is intended to be filtered.
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29.3.2 Units Test

The performance of ERFo was analyzed using artificially generated test data. These
simulated records (sampling frequency, 44 kHz; duration, 3 min) with different
levels of noise [1, 3, 4] were provided by the Neuroheuristic Research Group
(University of Lausanne, Switzerland). Specifically, one simulated record without
noise and two simulated records with high noise (SNR = 2.51 dB) and low noise
(SNR = 3.55 dB) were tested. The optimal frequency ranges of the simulated
records were {1898, 2580 ± 15.5} Hz.

29.3.3 Example of Electrophysiological Recordings

In addition, ERFo software was applied to real electrophysiological data recorded
from the brain of mice, rats, and rabbits. These recordings were sampled at different
frequencies and had different maximum peak-to-valley amplitude.

In the case of an electrophysiological recording from the selected sensory cortical
area of a mouse [4, 5] (sampled at 10 kHz), ERFo returned an optimal frequency
range of {2250, 2917.5} Hz with a maximum peak-to-valley amplitude of 0.3 mV.
This recording was provided by the Neuroheuristic Research Group (Department of
Anatomy, Histology and Neuroscience, Autonomous University of Madrid, Spain).

In the case of an electrophysiological recording extracted from the prelimbic
cortex of a rat [6] (sampled at 25 kHz), ERFo returned an optimal range of {1736.5,
2639} Hz with a maximum peak-to-valley amplitude of 1 mV. In the case of an
electrophysiological recording from rostro-medial prefrontal cortex of a rabbit [7]
(sampled at 25 kHz), ERFo returned an optimal frequency range of {1550.75,
2500} Hz with a maximum peak-to-valley amplitude of 1.5 mV. Both rat and
rabbit recordings were provided by the Laboratory of the Division of Neuroscience
(University of Pablo de Olavide, Seville, Spain). Note that the duration of the three
experimental samples was 1500 ms.

29.4 Discussion

The optimal frequency range extracted with ERFo provides relevant information
about the raw signal. The optimal maximum frequency is the most important value
because it indicates the boundary between the noise and the maximum frequencies
of interest embedded in the signal. As a rule of thumb, it is recommended to add
50 Hz to the value of the optimal maximum frequency into a range as upper value in
the setting of the band-pass filter. The optimal minimum frequency into a range is
determined with the maximum amplitude of the waveform (cycle) found in the raw
signal. Thus, there are no lower frequencies in the signal; the setting of the minimum
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frequency for the filter must be less than this optimal minimum frequency and not
very close to it. The minimum frequency recommended would be to subtract a value
of between 500 Hz and 1000 Hz to the optimal minimum frequency.
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Chapter 30
VISSOR: An Algorithm for the Detection,
Identification, and Classification
of the Action Potentials Distributed
Across Electrophysiological Recordings

C. Rocío Caro-Martín, José M. Delgado-García, Agnès Gruart,
and Raudel Sánchez-Campusano

Abstract Pattern recognition of neuronal discharges is the electrophysiological
basis of the functional characterization of brain processes, so the implementation
of a spike-sorting algorithm is an essential step for the analysis of neural codes
and neural interactions in a network or brain circuit. We developed an unsupervised
automatic computational algorithm for the detection, identification, and classifica-
tion of the neural action potentials distributed across electrophysiological recordings
and for the clustering of these potentials based on the shape, phase, and distribution
features, which are extracted from the first-order derivative of the potentials under
study. This algorithm was implemented in a customized spike-sorting software
called VISSOR (Viability of Integrated Spike Sorting of Real Recordings). The
validity and effectiveness of this software were tested by the classification of the
action potentials detected in extracellular recordings of the rostro-medial prefrontal
cortex (rmPFC) of rabbits during the classical eyelid conditioning.

Keywords Data mining · Pattern recognition · Spike-sorting software · Action
potentials · Neurophysiology
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30.1 Introduction

The main steps of a spike-sorting algorithm are (1) spike detection and alignment
in which it is needed to apply an amplitude threshold, (2) the extraction of features
of the detected spike waveforms, and (3) the clustering of these spike waveforms,
which is based on the similarity of their profiles, given that each neuron fires spikes
of a particular shape.

The spike-sorting approaches are mainly focused on extracting various features
of the spike waveform (waveform-based features) to be able to interpret physiolog-
ically the obtained results. Most of the features used by different authors have been
separated as (1) shape-based features (directly extracted from the detected action
potential; see [1]), (2) phase-based features (extracted from the trajectory of the
action potential in the phase space; see [2]), (3) geometric-based features (extracted
as the area under the spike waveform; see [3]), and (4) transformation-based
features (coefficients, factors, or components extracted from different mathematical
transformations; see [4]).

In this work, we present a new application/software for the detection, iden-
tification, and classification of the action potentials distributed across the real
electrophysiological recordings and for the clustering of these action potentials
based on shape (features from spike waveform first derivative in time domain),
phase (features from spike trajectory in the phase space: first derivative vs. second
derivative), and distribution (features from spike amplitude distribution function for
both the first and second derivatives) features. For this purpose, an unsupervised
off-line spike-sorting algorithm (VISSOR) was implemented.

30.2 Methods

30.2.1 Algorithm Implementation

The proposed algorithm was designed and developed in MATLAB version
7.12.0/R2011a on a Windows platform. To streamline the developed software,
all VISSOR (.mat) functions were packed into an executable (.exe) file with the
aid of MATLAB. The correct performance of this software requires having the
R2011a version of MATLAB Runtime installed on the PC. During the installation
of the executable VISSOR file, MATLAB Runtime will be installed automatically
as a mandatory package, making updated versions of Window and Internet access
necessary. Consequently, MATLAB toolboxes are not needed to be installed on
the PC.
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30.2.2 Unsupervised Automatic Algorithm

The spike-sorting algorithm of VISSOR software was implemented in two blocks:
(1) data preprocessing block, which includes the calculation of the regular differen-
tiations and interpolation of the filtered recordings, the application of the adaptive
threshold of amplitude, and the spike detection and alignment steps, and (2) spike
classification block, which contains the features extraction method/algorithm (in
accord with shape, phase, and distribution features) and the spike events clustering
of the neural recording.

During the preprocessing, if the sampling frequency was <20 kHz, the recording
was interpolated applying a cubic splines function to improve the calculation of
its derivatives. An adaptive threshold was applied to the first-order derivative of
the filtered recording. This threshold was fitted to the data points of this recording
once the possible artifacts were removed and the segments contaminated by them
rejected. The adaptive threshold (Thr) was set automatically to three times the
median absolute deviation of the first-order derivative V̇ (t) of the band-pass filtered
record.

T hr = ±3σn; σn = median

{
V̇ (t)

0.6745

}
(30.1)

During the classification, a vector of 24 physiological parameters was determined
for each spike event. This 24-dimensional vector (24D vector) included shape
(features from spike waveform first derivative in time domain; Fig. 30.1a), phase
(features from spike trajectory in the phase space: first derivative vs. second
derivative; Fig. 30.1b), and distribution (features from spike amplitude distribution
function for both the first and second derivatives; Fig. 30.1c) spike features.

These feature vectors were the input to an unsupervised K-means clustering
method with three internal validation measures: Silhouette, Davies-Bouldin, and
Dunn indices. This unsupervised clustering method was used to determine the
number of classified spike events distributed across time, and their neuronal identity.
In this way, spike waveforms originated from different neurons were differentiated.
An efficient index of cohesion-dispersion among and within clusters (CD index)
during the neural events classification was also applied. Furthermore, a modified
index of clustering error (CE index) taken from [4] upon completion of the
classification process was included.
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Fig. 30.1 Schematic representation of the extracted features. (a) Six fundamental points (P1–
P6) and 11 shape-based features (F1–F11) from each spike in the time domain of the spike first
derivative (FD, in mV/ms). (b) Eight phase-based features (F12–F19) from each spike trajectory in
the phase space [second derivative (SD, in mV/ms2) vs. FD]. (c) Five distribution-based features
(F20–F24) for the statistical amplitude distribution of the FD (F20, F22, and F23) and SD (F21 and
F24) of the spike
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30.3 Results

30.3.1 Graphical User Interface

VISSOR is a spike-sorting algorithm that recognizes specific patterns of neuronal
discharges (spikes) present in electrophysiological recordings. It supports up to
25 minutes of signal duration in text (.txt) and wave (.wav) formats in the off-line
operation mode.

Upon finalization of signal loading, the raw signal and the first-order derivative
of this signal are displayed in the main window of the VISSOR software (Fig. 30.2).
All the useful information extracted from the neural signal is also included in the
graphical report.

The next step is the selection of the amplitude threshold. The amplitude threshold
can be selected manually (by the user) or generated automatically according to
Eq. (30.1). Other key parameters, such as the relative refractory period (rrp,
in ms) and the percentage of artifacts, can be introduced at this stage of the
process. Following the input of this information, a complete list of 24 independent
physiological features (see Fig. 30.1 for details) is displayed for each selected spike.
Each 24D vector of features can be used for the subsequent spike classification.

Fig. 30.2 Main window of the graphical user interface of VISSOR. This window shows the filtered
recording (in mV), the first-order derivative of the filtered recording (in mV/s), and other useful
information extracted from them (sampling rate, in Hz; sampling time, in ms; and the total duration,
in ms). At the top left can be found the “Load data” button for uploading the neural recording. At
the top right is the “Save” section where different file extensions can be selected for saving both
“Figures” and “Results.” At the bottom are two key buttons: the “Clear” button, for removing all the
values introduced in the different fields and checkboxes, and the “Analysis” button, for continuing
with the spike-sorting analysis
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Fig. 30.3 Results window of the graphical user interface of VISSOR. An example showing the
classification results: 73 spikes (vertical lines) classified into five different clusters (cluster 1, 38
spikes, blue lines; cluster 2, 5 spikes, red lines; cluster 3, 21 spikes, green lines; cluster 4, 8 spikes,
magenta lines; cluster 5, 1 spike, grid line). Note that the file name of the neural data, the total
number of detected spikes, and the number of artifacts are also included. In particular, from spikes
detected in cluster 1, the firing rate (in spikes/s) is calculated and represented and its maximum
value (Max Firing) is indicated. On the right are displayed the spike profiles (for cluster 1) and the
phase-space portraits of the identified action potentials

The VISSOR software provides a results window (Fig. 30.3) that displays all the
spikes, classified into different clusters, with relevant information about the number
of spikes per cluster (or neuron) and their corresponding neuronal firing rate. Each
spike is indicated with a short vertical line and each cluster is shown in a different
color. Spikes of the same color belong to the same cluster. At the top right of the
results window can be seen all the spikes of a selected cluster and at the bottom right
the corresponding phase-space portraits.

30.3.2 Units Test

The performance of the VISSOR software was tested on both simulated records
also used in [1, 5] and real extracellular recordings [2]. The simulated records
(sampling frequency, 44 kHz; duration, 3 min) without noise and with a low level of
added noise (SNR = 3.55 dB) were provided by the Neuroheuristic Research Group
(University of Lausanne, Switzerland).

The results obtained after performing the two validation tests on simulated data
(with and without noise) showed three activity patterns (cluster 1, 2728 spikes;
cluster 2, 2690 spikes; and cluster 3, 2733 spikes) in full accordance with those
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obtained by other authors (see [1, 5] for details). When the VISSOR software was
tested on real extracellular recordings from neurons in the rostro-medial prefrontal
cortex (rmPFC) acquired in the electrophysiological laboratory of the Division of
Neuroscience (Pablo de Olavide University, Spain), the results also showed three
firing activities of principal neurons during classical eyeblink conditioning using
delay paradigms with different interstimulus intervals (see [2] for details).

30.4 Discussion

The VISSOR software is a robust and nonredundant spike-sorting algorithm based
on the exhaustive extraction of features with a clear physiological description
of the spike. This physiological information is highly appreciated in the qualita-
tive/quantitative characterization of neuronal activity, including the neural mod-
ulating properties, and has practical uses in neurophysiology beyond the mere
computation of the number of spikes, classes, or neurons.

In contrast to other methods also based on feature extraction, the method
employed in VISSOR is based on shape, phase, and distribution features of each
spike. Removal of the multicollinearity among the extracted features means that the
resulting vector (R24) does not hold redundant information, thereby eliminating the
need to reduce the dimensionality. Furthermore, these independent features can be
quickly and easily calculated and represent no explicit threat to the computational
cost and complexity of the software.

In accordance with the results obtained by applying the VISSOR method/algorithm
for the classification of spikes from rmPFC neurons, the rmPFC could be involved
in the determination of the interstimulus time interval during associative learning
tasks, but these neurons seem not to encode the oscillatory properties characterizing
the kinematics of conditioned eyelid responses [2].
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Chapter 31
Influence of β-Amyloid Plaques
on the Local Network Activity in the
APP/PS1 Mouse Model of Alzheimer’s
Disease

Patricia Castano-Prat, Guillermo Aparicio-Torres, Alberto Muñoz,
and Maria V. Sanchez-Vives

Abstract One of the neuropathological hallmarks of Alzheimer’s disease is the
abnormal accumulation of amyloid-β (Aβ) plaques. To better understand the local
effect of Aβ plaques on network activity, we characterized spontaneous slow
oscillatory activity (interspersed Up or active states with Down or silent states)
near Aβ plaques in APP/PS1 mice. To this end, we used arrays of 16 electrodes
with 100 μm separation to record from the cerebral cortex, and the electrodes
whose tip was adjacent to an Aβ plaque were identified anatomically. Although the
frequency of the oscillations was unaffected, we found lower firing rate during Up
and Down states close to Aβ plaques than far from them in the APP/PS1 mouse
model, alongside lower activity synchronization in the beta-gamma frequency
range, suggesting a local reduction in cortical excitability around Aβ plaques.
Reduced synaptic connectivity around Aβ plaques could underlie the decreased
excitability, altering the local dynamics of the cortical circuits.
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31.1 Introduction

One of the principal neuropathological hallmarks of Alzheimer’s disease (AD)
is the abnormal accumulation of the amyloid-β (Aβ) peptide, which progresses
from a soluble to an insoluble aggregate state, known as Aβ plaques [1]. The Aβ

peptide exerts a deleterious effect on neuronal communication [2, 3], inhibiting
synaptic currents [4, 5], preventing potentiation and increasing synaptic depression
[6–8], or causing the endocytosis of glutamatergic receptors [6, 9]. Furthermore,
postmortem morphological studies in humans have shown that neurites that traverse
the extracellular deposits of Aβ peptide have an abnormal geometry, which could
be modifying the conduction velocity of the nerve impulses, thereby preventing the
synchronous activation of the convergent inputs onto neuronal ensembles [7, 8]. All
these alterations are consistent with the progressive reduction of neuronal activity
and spontaneous synchronization at gamma frequencies that have been described in
animal models of AD [10, 11] and in patients with the disease [10–12]. However,
these patients also have a marked tendency to suffer epileptic seizures [13]. In fact,
calcium imaging studies have reported hyperactive neurons in the vicinity of the
Aβ plaques in the APP/PS1 mouse model of amyloidosis [14], together with a
disruption of slow wave activity propagation which can be reversed by increasing
fast GABAergic inhibition [15]. All this points to an amyloid-dependent increase
in cortical excitability. To better understand the local effect that Aβ plaques exert
on network activity, we characterized spontaneous slow oscillatory activity in the
close vicinity of Aβ plaques (within 18 μm of the electrode tip) in the cortex of the
APP/PS1 mouse model, and we contrasted it with the activity taking place far from
the plaques.

31.2 Methods

31.2.1 APP/PS1

We studied 8–9.5-month-old APP-PS1 (transgenes APPSwe and PS1dE9) male mice
(n = 5) obtained from an established colony at the Faculty of Medicine at the
University of Barcelona (Spain) and provided by Dr. Anna Colell.

31.2.2 In Vivo Extracellular Recordings

Anesthesia was induced by ketamine (100 mg/kg, i.p.) and medetomidine
(1.3 mg/kg, i.p.). The surgical methodology has been previously described [16].
Arrays of 16 aligned electrodes separated by 100 μm (NeuroNexus) were used to
record slow oscillations. The array was placed at 0.9–1.2 mm from the cortical
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surface (deep layers) and perpendicular to the midline in prelimbic, primary motor
and primary somatosensory cortices for each animal and hemisphere. The signal
was amplified (Multi Channel Systems), digitized at 20 kHz, and acquired unfiltered
using a CED acquisition board and software from Cambridge Electronic Design.

31.2.3 Identification of the Electrode Tract
and of the β-Amyloid Plaques in the APP/PS1 Model

For the identification of the recording electrode tract, the electrode was submerged
in the lipophilic fluorescent dye DiI (Invitrogen) before carrying out the extracellular
recordings. In each of the five registered animals, several electrode penetrations
were performed throughout the anteroposterior and lateral axes. At the end of the
recording, the brains were perfused, removed, and fixated during 4 h at 4 ◦C and
then cryoprotected by immersion in 30% saccharose until they sank. Next, brains
were frozen in dry ice and then cut along the coronal plane with a freezing sliding
microtome. To reveal the presence of Aβ plaques, serial sections (50 μm) were
dyed during 10 min in 1% thioflavin-S solution, rinsed with distilled water and
ethanol and finally rinsed with phosphate buffer. Sections were then dyed with
4′,6-diamidino-2-phenylindole (DAPI) to reveal the limits between cortical layers
and the cytoarchitectonic areas. Then, sections were mounted with ProLong Gold
Antifade (Invitrogen) and examined in a fluorescent microscope (Zeiss 710). The
fluorescence for DiI, thioflavin-S, and DAPI of all serial sections was recorded
through separate channels with a 10x lens. Recorded images through the different
channels were combined with ZEN 2012 (Zeiss) in order to study the spatial
relationship between the electrode tracts and the Aβ plaques (Fig. 31.1), thus
selecting the recordings in which the electrode tip was co-localized with an Aβ

plaque (n = 35) and those in which it was not (n = 98).

31.2.4 Detection of Up and Down States and Calculation
of Slow Oscillation Parameters

The detection of Up and Down states was carried out based on the estimation of
the multiunit activity (MUA) signal from the frequency power between 200 and
1500 Hz, in 5-ms sliding windows [17–19]. The parameters were calculated for
each of the bilateral recordings in the four recorded areas. Up and Down states
were detected by establishing a threshold in this data sequence. The slow oscillation
frequency was calculated as the inverse of the average duration of the Up-Down
cycle. The firing rate of the local network was performed from the logMUA signal.
The firing rate values during Up and Down states were computed as the average
logMUA values during these periods. To analyze the fast components of slow
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Fig. 31.1 (a–c) Images taken from a section of an APP/PS1 mouse showing the relationship
between Aβ plaques stained with thioflavin-S (a and d) and the electrode tracks (b and e). (c and
f) Merged images. Inset in (b) shows a 16-channel array. Squared zones in (a–c) are, respectively,
shown at higher magnification in (d–f). Arrowheads indicate contacts of certain electrodes with
Aβ plaques. Scale bar in f: 505 μm in (a–c); 270 μm in (d–f)

oscillations, we analyzed the spectral density separately for each Up and Down state
and then obtained the average spectral density for Up and Down states. For this, we
employed Welch’s method with 50% overlapped windows of 5000 samples and
calculated a relative spectral density with respect to the exponential decay defined
by 1/f, which we will refer to as excess power. To compare the slow oscillation
parameters in the APP/PS1 model between the recordings in which the electrode
tip was co-localized with an Aβ plaque with those in which it was not, we used
Student’s t-test for paired samples correcting for multiple comparisons with the
Bonferroni method (corrected α = 0.0125).

31.3 Results

The accumulation of Aβ peptide is one of the main histopathological indicators
of AD [1]. To study the slow wave activity that takes place close to Aβ plaques
(Fig. 31.1), we characterized this activity pattern in the cortex of five mice
of the APP/PS1 amyloidosis model (Fig. 31.2a). Our findings show that slow
oscillation frequency (Fig. 31.2b) and Down state duration (Fig. 31.2c) remained
constant, while there was a tendency for Up states to be shorter around Aβ plaques
(Fig. 31.2d). The variability of the oscillatory cycle was also unaltered (Fig. 31.2e).
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Fig. 31.2 Slow oscillation parameters in the vicinity of Aβ plaques in the APP/PS1 mouse model.
(a) Raw local field potential (LFP) recordings (bottom) and filtered between 200 and 1500 Hz (top)
as an estimation of the population firing rate. (b–g) Slow oscillation (SO) frequency, Down state
duration, Up state duration, coefficient of variation of the SO, Down state firing rate, Up state firing
rate, respectively, comparing the parameters obtained near an Aβ plaque and far away from them.
Bars depict the mean, and error bars are SE. *p < 0.0125
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Fig. 31.3 High-frequency content of SO in the vicinity of Aβ plaques in the APP/PS1 mouse
model. (a) Top: raw LFP recording in the prelimbic cortex of a control mouse under ketamine
anesthesia. Bottom: spectrogram showing the presence of high-frequency rhythms, mainly during
the Up states. (b) Mean raw power spectrum during Up states (solid lines) and the Down states
(dashed lines) recorded in the vicinity of Aβ plaques (gray) and far away from them (black). (c)
Excess power during the Up states and the Down states. Shadow is the SE

The firing rate during Up and Down states was significantly lower close to the
Aβ plaques than far from them (Fig. 31.2g and f, respectively), indicating reduced
excitability in the vicinity of the Aβ plaques.

Similarly, the high-frequency content of slow oscillations (Fig. 31.3a) recorded
close to Aβ plaques was lower than far from them. This reduction occurred between
20 and 55 Hz and was significant during Up states (Fig. 31.3b), which can be clearly
appreciated in the excess power (Fig. 31.3c).

31.4 Discussion

Slow oscillatory activity occurring close to Aβ plaques was studied in 8–10-month-
old APP/PS1 mice, which corresponds to an age in which these animals present
abundant amyloid deposition. We identified which recordings had been obtained
within 18 μm of an Aβ plaque, which allowed the comparison between recordings
obtained close to Aβ plaques with those obtained far from them. Our results show
that firing rate is reduced close to Aβ plaques. This reduction happened during
Up and during Down states and was accompanied by a lower synchronization of
activity in the beta-gamma frequency range, especially during Up states. The Aβ

peptide has been reported to exert a series of noxious effects [2–6, 9, 20] that
are coherent with the decrease in neuronal activity and could contribute to the
reduction in firing rate detected close to Aβ plaques in APP/PS1 animals. Similarly,
postmortem morphological studies in humans have demonstrated that the neurites
that go through the extracellular Aβ deposits present an abnormal geometry—more
intricate—that could be modifying the speed of propagation of nerve impulses,
consequently preventing synchronous activity of neuronal groups in which these
afferents converge [7]. These predictions have been confirmed in vivo in a murine
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model of AD [8] and could be related to the lower activity synchronization in the
beta-gamma frequency range and to the decrease in firing rate that we observed
close to the Aβ plaques in the APP/PS1 model.

The progressive reduction of neuronal activity and the decrease in spontaneous
synchronization at gamma frequencies, also described in other AD animal models
[10, 11], are well-established alterations in AD patients [12] and could be related to
the characteristic cognitive deficits that are also present in the APP/PS1 model [21].
Aβ plaques modify synaptic circuits in a spatially selective manner, given that the
cellular membrane of pyramidal neurons’ cell bodies or the initial segments of their
axon that are in contact with Aβ plaques lack GABAergic perisomatic innervation
arising from basket and chandelier interneurons, respectively [22, 23]. As these
populations of fast spiking parvalbumin-positive interneurons have been proposed
to be involved in the synchronization of the firing patterns of large populations of
pyramidal cells in different states of consciousness [24, 25], we hypothesize that the
reduction of the synchronization in the beta-gamma frequencies found here could
be related to the alterations of GABAergic microcircuits in close proximity of Aβ

plaques.
The local alteration of neurons that sit close to Aβ plaques has also been

described in other in vivo studies in which imaging techniques were employed
to visualize calcium influx in the cytoplasm and used as an indirect measure of
neuronal firing. These studies have reported that the APP/PS1 model presents
hyperactive neurons exclusively near Aβ plaques [14], as well as a disruption in
the propagation of slow oscillations that depends on the Aβ levels and that can be
reverted by increasing fast GABAergic inhibition [15]. This points to an increase
in cortical excitability associated with amyloid deposition in this model, which is
in contrast with the findings obtained here, in which neuronal activity seems to be
reduced around Aβ plaques.

Other studies have shown that higher levels of Aβ cause a depression in excitatory
synaptic transmission [26], which has led to the hypothesis that in non-pathological
conditions, Aβ could be part of a negative feedback system that maintains neuronal
excitability within a physiologically healthy range [7]. Thus amyloid deposition
could be associated with the rise in cortical excitability but also to its reduction,
which could in turn be related to the apparently contradictory findings between
studies, as well as among studies with AD patients that have described cortical
hyperexcitability and a higher predisposition to suffer epileptic seizures [13], but
also with a decrease in neuronal activity [12] and in cortical metabolism [27].

The complexity of the cortical network response and the presence of Aβ plaques
highlight the need to dissect the mechanisms generating both the hyperexcitability
and the hypoexcitability that have been linked to AD, together with the need to
identify which alterations are primary manifestations of the disorder and which ones
represent compensatory processes.
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Chapter 32
Altered Functional Connectivity
in a Mouse Model of Fragile X Syndrome

Miguel Dasilva, Alvaro Navarro-Guzman, Luca Maiolo, Andres Ozaita,
and Maria V. Sanchez-Vives

Abstract We evaluated the integrity of the cortical network in the Fmr1 knockout
mouse model of fragile X syndrome (FXS) by recording micro-electrocorticogram
(ECoG) activity and measuring functional connectivity, alongside the degree of
clustering (modularity) and integration capacity (path length). We found that
functional connectivity is increased at both the short- and long-range levels,
especially in prefrontal areas in the FXS model. This correlates with a decrement
in the degree of cortical network clustering, together with an anomalously high
information exchange capacity at high-frequency oscillatory bands. We conclude
that the cognitive deficits manifested in FXS could be associated with the state
of over-synchronization of the cortical network, which is more evident at high-
frequency oscillatory bands and at frontal areas of the brain.
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32.1 Introduction

Fragile X syndrome (FXS) is the most common form of inherited intellectual
disability and the leading cause of autism in humans. It is caused by the silencing of
the Fmr1 gene, resulting in the loss of expression of the fragile X mental retardation
protein (FMRP) [1]. FXS patients show a variety of neuropsychiatric symptoms,
many of which have also been described in the Fmr1 knockout mouse model of
FXS [2]. Specifically, at the cortical level, studies have demonstrated the presence
of an imbalance between excitation and inhibition, ultimately leading to network
hyperexcitability [3]. However, it is still far from well understood how this bias in
network excitability relates to the neurocognitive alterations present in FXS.

The fine balance between excitatory and inhibitory circuits represents a key
element in the gating and maintenance of neuronal synchrony and oscillations at
the level of cortical networks [4]. This is especially relevant at high-frequency
components, such as beta and gamma bands, which are related to cognitive
function [5]. On the other hand, the adequate functionality of cortical systems
requires an equilibrium between functional integration and segregation, so there
is a compensation between the level of clustering (modularity) and the capacity
of clusters to interconnect and exchange information (path length) [6]. Therefore,
investigating the oscillatory activity of cortical neuronal networks, alongside func-
tional connectivity and the integrity of neuronal communication, might shed some
light on the neurophysiological mechanisms underlying the neurocognitive deficits
manifested in mental disability conditions like FXS.

32.2 Methods

32.2.1 Animals

All procedures were approved by the Ethics Committee at the Hospital Clinic of
Barcelona and were carried out to the standards laid down in Spanish regulatory
laws (BOE-A-2013-6271) and European Communities Directive (2010/63/EU).
Fmr1 knockout mice in FVB background were obtained as previously described
[7].

32.2.2 Surgical Procedures and Recording

Animals were anesthetized by inhalation of 4% isoflurane in 100% oxygen for
induction and 1% for maintenance. Atropine (0.3 mg/kg), methylprednisolone
(30 mg/kg), and mannitol (0.5 g/kg) were administered subcutaneously to avoid
respiratory secretions and edema. Body temperature was constantly monitored and
kept at 37 ◦C by means of a thermal blanket (RWD Life Science). Animals were
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Fig. 32.1 Altered functional connectivity in Fmr1 knockout mice. (a) Disposition of the recording
multielectrode array on the left hemisphere of the mouse brain. Electrode number represented
in gray scale. (b) Wideband functional connectivity matrices (top) and distribution of correlation
values (bottom) for WT and FXS mice. (c) Group differences in short-range functional connectivity
assessed within the anterior (SRa, 13 most anterior electrodes) and posterior (SRp, 13 most
posterior electrodes) clusters of the array and long-range functional connectivity between clusters
(LRa-p). *p < 0.05, **p < 0.01, Wilcoxon rank sum test. Bar plots represent data expressed as
mean ± SEM

placed on a stereotaxic frame, and a craniotomy and durotomy were performed over
the left hemisphere from −3.0 mm to +3.0 mm relative to bregma and +3.0 mm
relative to midline. Extracellular micro-electrocorticogram (ECoG) activity was
recorded by means of 32-channel multielectrode arrays (550 μm spacing, Fig.
32.1a) covering the entire exposed area of the cortex. The signal was amplified
(Multi Channel Systems, GmbH), digitized at 5 kHz, and fed into a computer via a
digitizer interface (CED 1401 and Spike2 software, Cambridge Electronic Design,
UK).

32.2.3 Data Analysis and Statistics

We defined a 32 × 32 connectivity matrix as the pairwise Pearson’s correlation coef-
ficient between micro-ECoG recordings. To evaluate specific frequency coupling,
pairwise correlations were calculated from the envelope of the Hilbert transforma-
tion of the recorded signals at each frequency band [8]. The first eigenvalue can be
conceived as a measure of the size of the primary cluster in the connectivity matrix.
Therefore, the degree of clustering can be estimated by mapping the first eigenvalue
into a 0–1 range, so that global dependency (low modularity) is represented by 0 and
total independency (high modularity) by 1. In addition, path length was obtained
by computing the average shortest path between pairs of channels in a distance
matrix [9]. Statistical significance was assessed by the Wilcoxon rank sum test.
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Kolmogorov-Smirnov test was used to compare distributions. Statistical and data
analyses were performed using Matlab (MathWorks).

32.3 Results

We recorded subdural micro-ECoG activity by means of 32-channel multielectrode
arrays (550 μm interelectrode spacing, Fig. 32.1a) covering almost the entire
cortical surface on the left hemisphere of six Fmr1 knockout (FXS) mice and ten
wild-type (WT) littermates under isoflurane anesthesia. Under these conditions, the
emergent activity was organized in slow oscillations as previously described [10].
Analysis of functional connectivity based on the coherence of the raw micro-ECoG
signal between all pairs of electrodes revealed an overall tendency for an increase
in the magnitude of the pairwise correlation in FXS mice as compared to WT (Fig.
32.1b, top). This was more evident when plotting the distribution of all correlation
values of both genotypes (Fig. 32.1b, bottom), illustrating a significant bias to
higher correlations in FXS mice (p = 2.2 × 10−78, Kolmogorov-Smirnov test).
The relative magnitude of the correlation between elements of cortical networks has
been described as a measure of cortical functional connectivity. Thus, these results
suggest the presence of higher functional connectivity in the cortical network of
FXS animals than of WTs.

Further inspection of the correlation matrices in Fig. 32.1b suggested that
beyond the overall increase in functional connectivity in FXS mice, there was a
nonhomogeneous distribution of the magnitude of pairwise interactions along the
anteroposterior axis of the cortex. To investigate this in more detail, we divided the
electrode array into two different clusters, one anterior (13 most anterior electrodes)
and one posterior (13 most posterior electrodes), and evaluated the magnitude of
the correlation within and between these two clusters. As shown in Fig. 32.1c, the
level of intrinsic correlation was significantly higher within the anterior cluster in
FXS animals (p = 0.003, Wilcoxon rank sum test), but there were no significant
differences between genotypes on the level of correlation within the posterior cluster
(p = 0.180, Wilcoxon rank sum test). Interestingly, the long-range correlation
between the anterior and posterior cluster was stronger in FXS mice (p = 0.022,
Wilcoxon rank sum test). Thus, these results suggest that the widespread increase
in functional connectivity observed in FXS mice is reflected as an anomalously
increased level of long-range coherence during slow oscillations, an activity pattern
known to be dominated by short-range connectivity [8]. This is also apparent
at the short-range level, but only at the most anterior part of the recorded area,
putatively corresponding to the prefrontal cortex, a cortical area involved in high-
order cognitive functions.

Complex dynamic systems, like the cerebral cortex, require an optimal balance
between the level of coherence, which allows the integration of information, and that
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Fig. 32.2 Impaired cortical clustering and abnormal information exchange capacity. Group
differences in modularity (a) and path length (b) calculated on the wideband (left) and frequency-
band filtered (right) micro-ECoG signal recorded on the cortical surface of FXS and WT mice.
*p < 0.05, **p < 0.01, Wilcoxon rank sum test. Box plots represent the first and third quartiles,
median is depicted by the horizontal line, and extreme values are shown by whiskers. Bar plots
represent mean ± SEM

of functional segregation, in which the different elements of the system can express
relatively independent dynamics and therefore perform specialized functions [11].
With this in mind and considering the increment in functional connectivity shown
by FXS mice, we wondered whether the relative balance between integration and
segregation was also affected in these animals. To answer this, we calculated the
degree of modularity (segregation) and path length (that reflects the inverse of
integration) based on the raw micro-ECoG signal recorded in the same group of
FXS and WT mice.

As shown in Fig. 32.2, FXS mice expressed a significantly lower level of
modularity (Fig. 32.2a, left, p = 0.005, Wilcoxon rank sum test) and shorter path
length, revealing larger integration than WT (Fig. 32.2b, left, p = 0.016, Wilcoxon
rank sum test).

We next asked how network activation patterns were related to the different
frequency bands, approaching in this way the mechanisms underlying cognitive
impairment reported in these animals. We therefore calculated the degree of
modularity and path length at different frequencies, from delta to gamma, in
FXS and WT mice. Modularity was consistently lower in FXS mice, reaching
significance at delta and gamma bands (Fig. 32.2a, right, p < 0.05, Wilcoxon rank
sum test). Path length showed a similar trend, with an overall lower magnitude
in FXS animals that reached significance at the gamma range (Fig. 32.2b, right,
p = 0.023, Wilcoxon rank sum test). Overall, these results suggest that the general
decrement of cortical segregation (reduced modularity) and anomalously high
integration capacity (shorter path length) observed when analyzing the wideband
micro-ECoG signal were indeed frequency-dependent and mostly specific to high
frequency, gamma-like oscillations. Gamma frequency oscillatory activity has been
described to support cognitive function [5], so it is likely that the neurocognitive
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deficits expressed by FXS mice might be related to an imbalance on the level of
cortical integration and segregation in the gamma band.

32.4 Discussion

Here, we extend previous studies in FXS patients during resting-state conditions [12,
13] to the anesthetized FXS mouse model under slow oscillatory activity showing
an overall and robust increment of functional connectivity that is both area and
scale specific, affecting primarily the prefrontal area of the cortex and its long-
range interactions. Our data fit very well with previous findings in FXS mouse
models reporting an imbalance of excitation over inhibition [3], which may induce
an overexcited state in which the connectivity between different elements of the
cortical network lacks proper gating of regulatory mechanisms. Our data also extend
previous behavioral and neurophysiological findings in these animals reporting both
cognitive deficits and hyperconnectivity at the level of the prefrontal cortex [14], in
which we report the highest impairment on the level of functional connectivity.

The balance between the level of cortical integration and segregation has also
been reported to be affected in humans suffering from FXS [12, 15]. Here, in
line with our findings on increased functional connectivity, we show that the
cortical network of FXS mice manifests an abnormal increment of integration
capacity (lower path length) alongside low segregation levels (modularity), both
especially compromised at high-frequency bands. These results are in agreement
with previous findings in FXS mice reporting neural network hyperexcitability to
be the consequence of alterations in the inputs to fast-spiking interneurons, which
control high-frequency gamma-band neural activity [16]. It thus seems, in light of
these results, that the cognitive deficits present in FXS could be associated with a
broken equilibrium between integration and segregation at gamma-like frequencies.
This would hamper the capacity of different elements of the cortical network to
properly integrate information and perform specialized functions.

Overall, our results show that the cortical network of Fmr1 knockout mice
is functionally altered, with anomalously high levels of functional connectivity
between different elements of the network that hinder the ability of the cortex to
integrate information by functionally specialized neuronal groups. These alterations
are mostly present at the level of the prefrontal cortex and at gamma-like frequency
bands and may contribute to the neurocognitive deficits manifested by FXS mice,
also reported in FXS patients.
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Chapter 33
Multiple Epileptogenic Foci Can Promote
Seizure Discharge Onset and Propagation

Denggui Fan and Qingyun Wang

Abstract Clinical electroencephalogram (EEG) of focal seizures shows that the
cerebral cortical local neurons are first activated (epileptic foci), followed by rapid
synchronous discharges which then rapidly spread to the surrounding normal brain
regions. Based on a spatially extended computational model of cortical electric
activity with realistic mesoscopic connectivity, we reconstructed the single epileptic
focus and multiple epileptic foci by activating the activity level of local neuronal
cluster with single-pulse stimulation disturbance, to simulate the physiologically
observed synchronous brain activity of epileptogenic focus onsets and propagations.
Results show that single epileptic focus with smaller excitatory activity region fails
to spread into the surrounding brain regions, except for transient propagation to the
neighborhood which eventually disappears with the recession of activity energy.
However, as the excitatory activity region corresponding to the single epileptic
focus getting larger, the synchronous oscillations of adjacent neuronal populations
can not only be successfully initiated but also can propagate to the surrounding
farther normal brain regions, due to the local and remote feedforward excitatory
connectivities. This can ultimately cause a comprehensive onset of focal epilepsy.
In particular, to investigate the effect of multifocal seizures on the propagations
of epileptic onsets, we divided the large single focus into three equal multifocal
regions. Detailed investigation reveals that compared to the single epileptic focus,
multifocal seizure onsets are more easily to promote the generalized epileptic
seizures and increase the spreading speed of synchronous oscillations of epileptic
seizures.
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Keywords Spatially-extended model · Epileptogenic focus · Epileptic seizures ·
Synchronization

33.1 Introduction

Focal seizures are originated from the spatiotemporally localized pathological brain
tissues, i.e., epileptogenic foci [1]. However, the dynamical mechanisms underlying
the focal seizures, especially the multifocal seizures [2], remain unclear. Currently,
surgical therapy for focal seizures is only applicable to epileptic patients with clearly
localized anatomical abnormality of the brain. But the most widely used techniques
for localizing the epileptogenic foci is only the visual identification of raw data,
lacking the spatiotemporal correlations of different seizure regions which might
mask the true epileptogenic foci. Therefore, it is needed to explore the dynamic
characteristic and evolutionary property of focal seizures including the unifocal and
multifocal seizures.

Electric stimuli are believed to cause the specific state-dependent transitions
between non-seizure background state and seizure state [3]. In particular, electric
stimuli have been considered as the potential inducement to initiate the epileptic
seizures, even though the dynamic mechanism underlying the seizure onsets is still
unknown. Our aim is to computationally reproduce the multifocal seizure onsets and
evolutions. In particular, we compare the effects of multiple foci to that of single
focus on the onsets, evolutions, and spreading speed of focal seizures. In this letter,
we address this question by introducing single-pulse stimulation perturbation to a
spatially extended computational model of cortical electric activity with realistic
mesoscopic connectivity [4]. We then investigate how stimulation perturbations
applied on the small and large spatial regions, as well as the multiple spatial regions,
can successively initiate and promote the focal seizure onsets and propagations.

33.2 Descriptions of the Model

The computational model used here is an established Wilson-Cowan model [5],
which is composed of excitatory (E) pyramidal and inhibitory (I) interneuronal
population activities. The governing equations for our E-I model can be described
as follows [4],

τe
dE

dt
= −E + Sigm[Ce−e · E + Ci−e · I + Be + As · S(t)] + Ue(t)

τi
dI

dt
= −I + Sigm[Ce−i · E + Bi] + Ui(t)
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where E and I represent fractional firing activities of excitatory and inhibitory
neuronal populations, respectively. Be and Bi represent the basal activity levels in
excitatory and inhibitory neural populations, respectively. As·S(t) denote the noise
input from other unmodelled brain regions to the excitatory neuronal populations,
where As is the input coupling strength. Cp→q (p, q = e and i) is the synaptic
coupling strength between the populations E and I. Sigmoid function Sigm[.] is
defined as S[x] = 1/(1 + exp(−a(x − θ))), where a = 1 and θ = 4 are the steepness
and offset of the sigmoid, respectively. In addition, in order to mimic the effect of
stimulation on the initiations and evolutions of focal onset seizures, we performed a
stimulus control U(t) on the cortical variables, E and I, respectively.

The smallest cortical minicolumn, represented by the single Wilson-Cowan
model, is used to display the electric activity with the highest spatial resolution
of clinical observations, which is comparable to the model output. Following the
work by Wang et al. [4], we investigate a cortical sheet with 150 × 150 minicolumn
units, where each minicolumn is assumed to be 50 × 50 μm in size, i.e., the cortical
sheet is 7.5 × 7.5 mm in size. Furthermore, based on the cortical connectivity from
[4], several types of inter-minicolumn connections are applied (see Fig. 33.1): (1)
local/remote excitatory connections Ce→eL/R

(L/R denoting local/remote connec-
tions), that is, each excitatory population in minicolumn connects to the excitatory
populations from close minicolumns or minicolumns at some distance, and (2) local
inhibitory connections Ce→iL , i.e., the excitatory population from each minicolumn
connects to the inhibitory populations from close minicolumns.

Fig. 33.1 (Color online) Schematic illustration of the structure of the model of a cortical volume,
which is projected into a plane sheet. The cortical sheet consists of 150 × 150 minicolumns;
each minicolumn is assumed to be 50 × 50 μm in size, i.e., the cortical sheet is 7.5 × 7.5 mm
in size. Several connectivity modes within the cortical sheet are used, that is, a, local feedforward
excitation; b. local feedforward inhibition; and c (dashed line), remote feedforward excitation. Four
blue dots numbered with letters indicate microelectrode positions for the traces, i.e., time series of
firing activity of the population, E, in the following figures
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33.3 Results

During simulation the basic parameter setting can be seen from [4]. In addition,
we apply local single-pulse stimulation to generate epileptic focus. The effect of
stimulation amplitude (SA), stimulation fraction (SF), and stimulation density (SD)
on the seizure onsets and propagations will be considered. In particular, we set
SA = 1.5 and SD = 1 and vary SF from 0.015 to 0.05. Figure 33.2 shows the
results of single epileptic focus with SF = 0.015. It is seen from Fig. 33.2a that as
T = 0.05 s the local excitatory activity corresponding to epileptic focus spreads to
the adjacent region due to the local excitatory connections. At the same time, several
remote smaller regions are also activated due to the remote excitatory connections.
Nevertheless, with T increasing from 0.05 to 0.1 s and 0.2 s, the activity energy
is gradually weakened. Finally, as T = 0.3 s, the whole system restores into the
background oscillating state, which can be illustrated by the Fig. 33.2b. However, as
shown in Fig. 33.3a, with SF getting larger, the excitatory synchronous oscillations
of adjacent neuronal populations and neuronal populations at some distance can be
successfully ignited due the local and remote excitatory connections, respectively.
In particular, as time goes by, synchronous oscillations gradually propagate to the
surrounding farther normal brain regions. When T ≈ 0.5 s, a comprehensive onset
of focal epilepsy is eventually caused. Figure 33.3b illustrates that the synchronous
oscillations have propagated into the positions indicated by blue dots in Fig. 33.1 at
T ≈ 0.4 s.

Fig. 33.2 (Color online) Unifocal seizure onset and spread with SF = 0.015, SA = 1.5 and SD = 1:
(a) Snapshots of firing activity for E population within cortical sheet at different time points. (b)
Time series of synchronous firing activity of the E population for the 4 units marked with letters in
Fig. 33.1
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Fig. 33.3 (Color online) Unifocal seizure onset and spread with SF = 0.05, SA = 1.5, and SD = 1
(i.e., T = 0 s): (a) snapshots of firing activity for E population within cortical sheet at different time
points. (b) Time series of synchronous firing activity of the E population for the four units marked
with letters in Fig. 33.1

In order to investigate the effect of multifocal seizures on the propagations
of epileptic onsets, as shown in Fig. 33.4a (i.e., corresponding to the case of
T = 0 s), we disintegrate the large single focus (SF = 0.05) into three equal mul-
tifocal regions. Similar to the case of unifocal seizures of Fig. 33.3, each unifocal
region of multifocal seizures first, respectively, activates their adjacent and remote
neuronal populations through local and remote excitatory connectivities. Then the
three enlarged excitatory activity regions can be integrated again with the further
diffusion. In particular, as shown in Fig. 33.4b, when T ≈ 0.2 s, the synchronous
oscillations have propagated into the positions indicated by blue dots in Fig. 33.1.
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Fig. 33.4 (Color online) Trifocal seizure onset and spread with SF = 0.05/3, SA = 1.5, and SD = 1
for each focus (i.e., T = 0 s). (a) Snapshots of firing activity for E population within cortical sheet
at different time points. (b) Time series of synchronous firing activity of the E population for the
four units marked with letters in Fig. 33.1

As T ≈ 0.2 s, the comprehensive onset of focal epilepsy is displayed. However,
compared Figs. 33.4b to 33.3b, it is seen that the multifocal seizure onsets are more
easily to promote the generalized epileptic seizures and speed up the spread of
synchronous oscillations of epileptic seizures than that of unifocal seizures. Physio-
logically and clinically, multiple foci can be essentially generated by disintegrating
a single large focus with single-pulse stimulations; the facilitation of multifocal
seizures may interpret the unsuccessful applications of stimulus perturbations on
the experimental models and clinical therapy for focal seizures.
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Chapter 34
An ERP Study Reveals How Training
with Dual N-Back Task Affects Risky
Decision Making in a Gambling Task in
ADHD Patients
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Lorenz Götte, and Alessandro E. P. Villa

Abstract Impaired decision making and working memory (WM) are among the
characteristic symptoms of patients affected by attention deficit hyperactivity
disorder (ADHD). In order to investigate whether a WM training can affect the
attitude toward risky decision making, we designed a study where participants had
to perform a probabilistic gambling task. Our study has demonstrated that WM
training affects in a different way controls and ADHD patients, who showed an
increased tendency toward a risk-taking attitude in case of the adaptive variant of
the memory task. In ADHD patients, the frontal sites appeared the most affected,
whereas global brain activity was likely to be affected in controls. This study shows
also the benefits of cognitive training in ADHD patients and healthy subjects.
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34.1 Introduction

Patients with a diagnosis of attention deficit hyperactivity disorder (ADHD) are
characterized by working memory (WM) impairment, difficulties in concentrating
and maintaining focused attention, high degree of impulsivity, as well as excessive
level of activity and talking and a multiple range of associated disorders. Experimen-
tal studies have not clarified yet to what extent, if any, ADHD were characterized by
impaired performances in risky decision-making tasks. In a double-blind placebo
experiment, using the Iowa gambling task (IGT), no significant difference was
detected neither in the selection of bad deck nor in the total net score between
all groups [1]. Other studies have pointed out a riskier behavior using the Iowa
gambling task, with ADHD disclosing a lower total score compared with a control
group [2].

During decision making it is important to determine whether the subjects are
sensitive to the frequency but blind to the magnitude of a penalty/reward. In order
to investigate whether a WM training can provoke a neural response having an
influence on risky decision making, we designed a study where participants had
to perform a probabilistic gambling task (PGT), modified from the original Gneezy
and Potters’ neuroeconomic game [3]. The protocol included a pre-training session
in the laboratory, 20 days of WM training at home, and a post-training session in
the laboratory. During the WM training, half of the participants played the adaptive
variant of the memory task, and half played a baseline variant blocked at the first
level of difficulty. We analyzed the effect of WM training on the behavior and on
event-related potentials (ERPs). Preliminary results have been published in the PhD
thesis of SKM [4].

34.2 Experimental Protocol

We selected 127 participants (22 years old ± 0.28 SEM, NADHD = 43 and
NCT RL = 84) for this study. All participants underwent a short structured diagnostic
interview assessing psychiatric disorders. The session started by playing the PGT
with an endowment of 20 points at the beginning of each trial and requested to
gamble 0, 4, 8, 12, 16, or 20 points with 1/3 chance to win [4]. The outcome of
the gambling was either to win four times the chosen amount, with a probability
Pwin = 1/3, or to lose the entire amount with a probability Ploose = 2/3 with a
uniformly distributed probability. If the participant selected 8 points, the outcome
would be 12 = (20−8) in case of loss or 44 = (20−8)+(8×4) in case of win. The
participants had the possibility to modify their initial choice during 4 s. The overall
amount of points held by the participant was displayed every four trials. The whole
session was composed of 10 games × 16 blocks, overall 160 trials. The duration of
PGT was approximately 30 min.

Subsequently, the participants exercised the adaptive version of the dual n-back
memory task [5], which consisted of 20 blocks of 20 + N trials, composed of visual
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Fig. 34.1 Experimental procedure of the whole study

and auditory stimuli. Participants were asked to detect and to press a key if any of
the current stimuli corresponded to the ones presented in the previous trial (Level
1). Participants pressed the “A” key to report the correspondence with a visual target
and pressed the “L” key to report for the correspondence with an auditory target.
In the adaptive variant, the level of difficulty was adjusted as follows: in case of
less than 3 mistakes in both modalities, the difficulty was increased by 1, while 5
errors in any modality decreased the level by 1. Level 2 meant to recognize if any
of the current stimuli corresponded to the ones presented two trials earlier, level 3
corresponding to 3 trials earlier, and so on.

During the entire duration of a session, ended with the attentional network test
(ANT) [6], EEG was continuously recorded using 64 active Ag/AgCl electrodes and
referenced to the linked earlobes [7]. Epochs triggered by pressing the spacebar
(event S) and by clicking on the selected amount to gamble (event I) were used
for the analysis of ERPs from 500 ms before to 1000 ms after the triggering event.
Following the removal of EEG’s equipment, the participants performed the WAIS-
IV digit span task [8] and the Corsi block-tapping task [9]. The complete protocol
of the study (Fig. 34.1) included a pre-training session in the laboratory (with all
participants playing the adaptive version of the dual n-back task), 20 days of WM
training at home, and a post-training session in the laboratory (with all participants
playing again the adaptive version of the dual n-back task). During the WM training,
half of the participants of each group (ADHD and controls) played the adaptive
variant (trained participants), whereas the other half played the dual n-back blocked
at the level 1 for the whole training period (baseline participants). Participants
were required to complete at least 18 training sessions within a month. The dual
n-back task played during each training session (composed of 20 blocks) was made
available to the participants via a customized secured internet website.

34.3 Results

Before WM training, all participants reached level 2 of the dual n-back task. No
difference was observed between the baseline and trained participants of either
group (UCTRL = 953.5, p > .05; UADHD = 335.5, p > .05) neither between
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Fig. 34.2 Boxplot of the dual n-back performance of N = 84 controls and N = 43 ADHD
participants before and after the WM training

controls and ADHD (χ2(1) = 0.74, p > .05). After training, the performance on
the dual n-back was enhanced in both controls (ZCTRL−base = −5.59, p < .01;
ZCTRL−train = −5.7, p < .01) and ADHD patients (ZADHD−base = −3.67,
p < .01; ZADHD−train = −4.23, p < .01. It is interesting to notice that in
both groups, even a training with dual 1-back (baseline participants) improved the
performance during the post-training session (χ2(1) = 104.2, p < .001, Fig. 34.2).

The WT training did not affect the total gains earned by all participants at the
probabilistic gambling task, irrespective of the group, (χ2(1) = 1.8, p > .05).
The count of times a participant gambled a small amount (i.e., 0, 4, or 8 points),
termed LIR, and the count of times a participant gambled a large amount (i.e., 12,
16, or 20 points), termed HIR, were used to compute an investment risk index
IRi = HIR−LIR

HIR+LIR
. Thus, the value of IRi is centralized within the range [−1–+1],

an index closer to −1 characterizes a participant with risk averse strategy, and an
index closer to +1 characterizes a risk seeking participant. Hence, each individual
was characterized by an investment risk index. WM training affected the participants
of the two groups in a very distinct way. Controls tended to centralize their attitude
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toward a risk neutral attitude after WM training, and risky behavior was not affected
by the training protocol (t(70) = −0.171, p > .05). On the contrary, ADHD patients
tended to maintain the same risk-taking behavior before and after WM training for
the baseline participants. Moreover, ADHD patients who performed the adaptive
training showed an increase in their attitude toward risk (t(40) = 3.516, p < .01).

The analysis of the ERPs after WM training (Fig. 34.3) showed a N2-P3 complex
triggered by the self-paced start of trial (event S). In controls we observed no dif-
ferences due to the training variant. In ADHD we observed a larger N2 component
in baseline, especially toward posterior sites, and a larger P3 component toward
the frontal sites after the adaptive training. After the selection of the gambling
(event I), the controls showed an increase in P3 amplitude close to central sites
after the adaptive training, suggesting a localization toward the cingulate cortex.
In the ADHD after the adaptive training, we observed also an important secondary
component, P3b, mainly localized toward the frontal sites.

34.4 Discussion

Several hypotheses have been suggested in order to explain the suboptimal decision-
making abilities characterizing ADHD patients [10]. The medial prefrontal cortex–
posterior cingulate cortex circuitry is involved in the abilities to have a sense of
self and to pursuit specific goals. This circuitry has been shown to be less effective
in ADHD and might explain goal-setting impairments, planning difficulties, and
intention deficits involved in the valuation and intention to take risk processes.
Executive functioning deficits in ADHD associated with abnormal activity in the
dorsolateral prefrontal cortex postulate that WM deficits prevent to hold informa-
tions in mind, resulting in poor economic decision-making capacities in ADHD.
The last hypothesis involves dopaminergic dysregulation in ventral frontostriatal
loops supporting outcome prediction and evaluation, and learning competences,
that have been reported to be less efficient in ADHD individuals. Our study has
demonstrated that WM training affects in a different way controls and ADHD
patients, who showed an increased tendency toward a risk-taking attitude in case of
the adaptive variant of the memory task. The inherent difficulty of this task is likely
responsible of an increased activity of the frontal areas, observed in the ERPs after
the selection of the gambling. We are undergoing further analyses of these results
aimed at providing a more precise localization of the cortical areas that characterize
altered brain activity in ADHD patients.
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Chapter 35
Working Memory Development
in Attention Deficit Children
and Adolescents
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Abstract Attentional deficit disorder (ADD, ADHD) is a complex disorder in
which attention and working memory (WM) are impaired. The central hypothesis is
that WM behavioral performance would be impaired in ADD and would facilitate
the classification of control and ADD subjects. One hundred and eighty-one control
and 41 ADD children and adolescents (6–17 years old) were behaviorally recorded
using the Working Memory Test Battery for Children (WMTB-C), delayed match-
to-sample test (DMTS), and oddball tasks. ADD children presented a behavioral
impairment in WMTB-C, DMTS, and oddball tasks. ADD obtained lower direct
scores in the three subcomponents of the Baddeley’s WM model, lower d’ values,
produced more errors, and presented higher variability in RTs than controls. The
discriminant analysis was able to classify correctly around 70% of controls and
ADD children. The results suggest that WM is a central core dysfunction in ADD
and useful as a diagnostic tool.
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35.1 Introduction

Brain development is a complex process, involving genetic and environmental
factors, as well as their interaction [1]. ADD is a common childhood disorder that
involves inattention, hyperactivity, and impulsivity [2].

The relationship of WM impairment and ADD has been well documented
in several meta-analyses [3, 4] and suggests that some of the behavioral and
curricular impairments of ADD children could be secondary to WM deficits. WM
is a central function for performance, which is developing across childhood and
adolescent periods. The impairment of WM has been considered a landmark of
ADD. Our group has elaborated, using the WMTB-C and the DMTS, an extensive
description, how WM develops with age. Particularly, and using the WMTB-
C, we have demonstrated an improvement of performance with age of the three
subcomponents of Baddeley’s model: central executive (CE), phonological loop
(PL), and visuospatial sketchpad (VSSP) [5]. By means of DMTS and oddball
tasks, an improvement of RTs, a reduction of variability of RTs, an improvement
of the index of discriminability (d′), and a decrease of behavioral errors have
also been demonstrated with increasing age [6, 7]. Present experiment tries to
elucidate possible WM behavioral differences between control and ADD children
and adolescents and determine the percentage of subjects that can be correctly
classified by means of linear discriminant analysis operating on WM variables. The
central hypothesis is that WM behavioral performance would be impaired in ADD,
and these variables would permit the classification of control and ADD subjects.

35.2 Methods

35.2.1 Sample

The ADD group was extracted from a group of children and adolescents, with
ages between 6 and 17 years old, diagnosed with ADD. The ADD group was
composed of 41 subjects (M = 10.8 years, SD = 3.4, 8 females). Additionally the
DuPaul questionnaire [8] was administered to the ADD subjects. To guarantee that
behavioral recordings in the ADD group were not influenced by medication, the
subjects ceased taking medication 48 h prior to testing.

One hundred and eighty-one subjects between 6 and 17 years old participated
as a control group in this study (M = 11.1, SD = 3.37, 87 females). There was
not a statistically significant difference between the ages of control and ADD
groups (F[1, 220] = 0.171, p = 0.68). The subjects were recruited from public
schools, and the experiments were conducted with informed and written parental
consent following the Declaration of Helsinki guidelines. The ethics committee
of biomedical research of the autonomous community of Andalucía approved the
experimental protocol.
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35.2.2 Experimental Session

All subjects were assessed in three different tasks to evaluate WM:

35.2.2.1 Working Memory Test Battery for Children (WMTB-C)

The WMTB-C [9] was used. The test consists of nine subtests designed to evaluate
the components of WM: PL, VSSP, and CE. This particular test is guided by the
Baddeley and Hitch WM model [10]. For the analysis of the WMTB-C variables,
the direct scores in these subtests, which are the scores obtained directly from the
subtests, were used.

35.2.2.2 Delayed Match-to-Sample Task (DMTS)

The DMTS task was presented in a computer screen. For the control of the stimuli
presentation, the E-Prime version 2.0 was used, and for recording the subject’s
responses, a SRBOX Cedrus was used. One hundred twenty-eight trials organized
in four experimental blocks (32 trials each) were presented. One trial was composed
of one stimulus to be maintained in memory (S1, 1000 ms), which appeared in the
center of the screen; S1 was followed by a 1500 ms delay period (the retention
period). Then, two stimuli (S2, 2000 ms) appeared simultaneously, one on the
left and the other on the right side of the screen. Subjects were asked to press
the corresponding button when S2 matched with S1. The response window was
2000 ms. Auditory feedback was provided, indicating to the subject if a correct or
incorrect response was given.

All stimuli were different in each trial. They were obtained from images of
children’s cartoons. The order of presentation of the target stimulus (the S2 same
than S1) was randomized for each subject. A rest period was allowed between
blocks. The recorded variables were RTs and errors. The three types of errors
taken into account were no responses to S2 (omissions), incorrect responses to S2
(commissions), and anticipations. Means, SDs, and coefficients of variation (CV) of
RTs were obtained from individual subjects, as well as the sum of different types of
errors.

35.2.2.3 Oddball Task

The oddball paradigm was composed of a total of 120 trials (in 83 control subjects
and 24 ADD subjects, 240 stimuli were presented); 25% of the trials included
a novel stimulus, while 75% presented the same repeated stimulus (the standard
stimulus). The stimuli were presented in the center of the screen for 700 ms,
and a fixed interstimulus interval of 700 ms was used. The standard and novel
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stimuli were cartoons. Subjects were asked to press the button only when novel
stimuli were presented. The order of stimuli presentation was random. The recorded
variables were RTs and the three types of errors (omissions, incorrect responses, and
anticipations). Means, SDs, and CV of RTs were obtained from individual subjects.
The sum of different types of errors was obtained.

35.3 Data Analysis

Behavioral measures obtained from the DMTS and oddball tasks were analyzed.
RTs, Means, SD of RTs, CV of RTs, and the total errors, computed as the sum of the
percentage of anticipations, omissions, and false alarms, were calculated with the
2010 version of MATLAB (MathWorks Inc., MA, USA). The SD and CV of RTs
permitted to operationalize the intra-subject behavioral variability. For the WMTB-
C, the direct scores obtained on each subtest (PL, VSSP, and CE) were the analyzed
variables.

The sensitivity index (d′) which is a measure of the ability of the subject to
discriminate between signal and noise was computed [11], only for the oddball task
as:

d ′ = Z (hit rate) − Z (false alarm rate) (35.1)

Z (hit rate): Z values of the proportion of hits (responses to targets)
Z (false alarm rate): Z values of the proportion of false alarms (responses to the

standards)

High d′ positive values are related to high sensitivity, while zero values indicate
low sensitivity, and negative values would indicate poor comprehension of the
instructions, with the subject responding to standard rather than target stimuli.

As a different number of boys and girls were recruited, a one-way ANOVA
was computed to analyze if the gender factor influenced the values of empirical
variables in the control group. As gender was not a significant factor for any of
these variables in the control group, all the control subjects were included in the
subsequent ANOVAs comparing control and ADD subjects.

Linear discriminant analysis was used to classify control and ADD subjects.
The direct scores of the three subcomponents of the Baddeley’s model, the RTs,
SD of RTs and percentage of errors of the DMTS and oddball tasks, and the d’
parameters of the oddball task were the variables included in the analysis. Validation
was obtained using the leave-one-out method.
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35.4 Results

Table 35.1 shows that all recorded behavioral variables were statistically significant
when ADD vs. controls were compared. In all cases it was due to a functional
impairment in the ADD group with respect to the controls. The ADD showed
lower direct scores in the three subcomponents of the WMTB-C, and in the DMTS
and oddball tasks, they showed lower RTs, higher number of errors, and higher
variability in RTs, as indicated by the SD and CV of RTs. Furthermore, the ADD
group showed lower d’ parameter than controls in the oddball task indicating a lower
stimulus discriminability than control subjects.

Table 35.1 Descriptive and statistical comparisons of the behavioral variables (one subject in
DMTS and other in oddball task were not able to complete these tasks in the ADD group; all
control subjects completed them: WMTB-C, DMTS, and oddball)

Behavioral and statistical measures Mean SD DF F p

WMTB-C Direct scores PL Controls 117.89 19.54 [1, 219] 17.98 0.001
ADDs 104.1 15.05

Direct scores vs. Controls 50.96 9.64 [1, 219] 6.16 0.014
ADDs 46.8 9.78

Direct scores EC Controls 66.94 15.82 [1, 219] 25.14 0.001
ADDs 53.39 14.69

Oddball Total errors (%) Controls 3.33 4.04 [1, 216] 13.04 0.001
ADDs 6.01 5.03

RTs mean Controls 465.34 64.17 [1, 216] 3.03 0.083
ADDs 484.74 61.57

SD RTs Controls 67.11 15.92 [1, 216] 13.04 0.001
ADDs 77.08 15.12

CV RTs Controls 0.14 0.31 [1, 216] 8.35 0.004
ADDs 0.16 0.32

d′ Controls 3.82 0.79 [1, 216] 12.29 0.001
ADDs 3.32 0.95

DMTS Total errors (%) Controls 3 6.16 [1, 215] 19.63 0.001
ADDs 9.38 14.18

RTs mean Controls 688 193.99 [1, 215] 5.67 0.018
ADDs 770.93 219.37

SD RTs Controls 202.39 93.22 [1, 215] 15.72 0.001
ADDs 266.75 90.4

CV RTs Controls 0.28 0.08 [1, 215] 19.89 0.001
ADDs 0.34 0.07

Direct scores of the phonological loop (PL), direct scores of the visuospatial sketchpad (VSSP),
direct scores of the central executive (CE)
RTs response times, SD RTs standard deviation of response times, CV RTs coefficient of variation
of RTs, d′, d prime
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The Box’s test for equality of covariance indicates that the null hypothesis of
equality of covariance matrices can be accepted (F[55, 15570.33] = 1.659; p = 0.002).
The Wilk’s lambda (WL = 0.806; χ2 = 44.79; p = 0.001; DF = 10) indicated
a global difference between ADD and control subjects. The linear discriminant
analysis permitted to classify correctly 76.7% of control subjects and 69.2% of
ADD. When the cross validation method of one-leave-out was applied, 72.1% of
control subjects and 64.1% of ADD were correctly classified.

An additional effort was made to eliminate the effect of age by means of recom-
puting the linear discriminant analysis on the residuals of the empirical variables
vs. age. The Box’s test indicated equal covariance matrices (F[55, 15570.33] = 1.53;
p = 0.007). The Wilk’s lambda (WL = 0.754; χ2 = 58.7; p = 0.001; DF = 10)
indicated a global difference between ADD and control subjects. The linear
discriminant analysis permitted to classify correctly 81.7% of control subjects and
69.2% of ADD. When the cross validation method of one-leave-out was applied,
78.4% of control subjects and 61.5% of ADD were correctly classified.

35.5 Discussion

ADD children presented a behavioral impairment in the three tasks: WMTB-C,
DMTS, and oddball. They obtained lower direct scores in the three subcomponents
of the Baddeley’s WM model and lower d´ values indicating a lower sensory
discrimination between target and distractors, and they produced more errors and
presented higher variability in RTs than controls. The results indicated that there
was a general impairment in all the parameters related to WM in ADD children but
also in d′, more related to pure sensory discrimination abilities. The present results
add evidence to WM as a main dysfunction in ADD [3, 4]. The impairment of WM
is probably causally related to the curricular associated problems [12], given the
close association between WM scores and curricular attainments [13].

The discriminant analysis was able to classify correctly around 70% of controls
and ADD children. Interestingly, eliminating the effects of age did not improve
the efficacy of classification. Other procedures for classifying ADD children have
also been successful using structural magnetic resonance [14] and EEG-derived
parameters [15]. However, present classification is exclusively based on behavioral
data which are much easier to collect at community settings. Given the complexity
of the clinical diagnosis, the use of discriminant functions “ready-to-use” which
would incorporate the empirical values obtained during the behavioral assessment
would optionally help the clinician in obtaining an accurate diagnosis, rather than
a determinant criterion for diagnosis. The results, given the extension of behavioral
impairment in the WM variables measured in present experiment, suggest that WM
is a central core dysfunction in ADD and useful as a diagnostic tool.
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Chapter 36
Spectral Power and Maturational
Frequency-Coupling Differences Between
Attention Deficit and Control Children
and Adolescents
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Abstract Present report explores the possibility that attentional deficit disorder
(ADD) subjects would show a different spectral power values compared with
healthy subjects and possibly a different theta-beta maturational frequency coupling.
Open-eyes, resting-state EEG was recorded in a sample of 36 controls and 36 ADD
subjects (6–17 years old). The power spectral density (PSD) from 0 to 46 Hz was
computed. ANOVAs to compare spectral power between control and ADD subjects
were obtained. PSD correlations between the whole ranges of frequencies were
calculated to observe possible differences in the co-maturation of the different brain
rhythms in both groups of subjects. An increase in delta power in ADD subjects
with respect to control subjects was obtained, indicating a predominance of slow
waves in ADD subjects. While control subjects presented a significant correlation
between low-frequency rhythms and beta rhythm, ADD subjects presented a lower
maturational power-to-power frequency coupling between these rhythms.
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36.1 Introduction

From a neuropsychological point of view, two theories try to account for the
different neuropsychological profile of ADD children: The maturational lag model
proposes that ADD children are developmentally delayed for their age [1] and they
would perform in behavior and EEG parameters in a way that would be normal in
younger children. In this sense, Matsuura et al. [2] demonstrated an increase in slow
frequencies in frontal areas in ADD children, which is typical of young children.
Also the increase in theta rhythms in ADD subjects also support the maturational
lag model [3].

Several EEG studies in ADD children have found that they have a greater activity
of slow waves, mainly in theta band (5–7 Hz) and in theta-beta and theta-alpha
ratios, as well as a decrease of beta power when compared to control subjects [4].
The analysis of theta-alpha and theta-beta ratios has proven to be a very useful
measurement tool both for maturative EEG changes in children with no disorder [5]
and for differences in children with inattentive and combined ADD (Clarke et al.)
[6, 7].

We have previously found a correlation between theta and beta spectral power
along development in control subjects, indicating a co-maturation between these
two rhythms [8]. If a reduction of theta-beta frequency coupling would appear in
ADD subjects, it would imply a decoupling in the co-maturation of both rhythms
and would suggest a differential developmental trajectory in ADD children and
adolescents with respect to controls.

We hypothesized that ADD subjects would show a different spectral power val-
ues compared with healthy subjects and possibly a different theta-beta maturational
coupling. A last point to be addressed is that most EEG resting state results in ADD
children have been obtained in closed-eyes condition, while the present report is
based on open eyes. Present results would permit to test how general or specific
to the closed-eyes condition are the already described increase in low-frequency
rhythms power and decrease in high-frequency rhythms power in ADD with respect
to controls.

36.2 Methods

36.2.1 Sample

The ADD group was extracted from a group of children and adolescents, with ages
between 6 and 17 years old, diagnosed with ADD. The ADD group was composed
of 36 subjects (M = 10.8 years, SD = 3.4, 8 females). To guarantee that EEG
recordings in the ADD group were not influenced by medication, subjects ceased
taking medication 48 hours prior to testing.
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Control subjects were selected to match by age and gender the selected ADD
subjects. The experiment was conducted with the informed and written parental
consent following the Declaration of Helsinki guidelines. The ethics committee
of biomedical research of the autonomous community of Andalucía approved the
experimental protocol.

36.2.2 Experimental Session

The EEG was recorded during 3 min of spontaneous activity in an open-eyes
condition. Subjects were asked to look at the screen, to blink as little as possible,
and to be focused on a cross presented at the center of the screen.

Recordings were obtained from 32 scalp sites from the 10–20 international
system, and an average reference was used.

Eye movements were recorded by two electrodes at the outer canthus of each eye
for horizontal movements, and electrodes placed above and below the left eye for
vertical movements. Impedance was maintained below 10 kilo-ohms.

Data were recorded in direct current mode at a sampling rate of 512 Hz, with
a 20.000 amplification gain using an analog digital acquisition and analysis board
(ANT).

36.2.3 Data Analysis

EEG recordings were analyzed with the EEGLAB and Matlab 2010a software
packages. To eliminate alternant current power line interference, eye movements,
blink and muscle artifacts on the EEG, an independent components analysis was
performed. These components were discarded, and the EEG signal was recon-
structed. The segmented epochs lasted 2000 ms. All epochs for which the EEG
exceeded ±120 microvolts in any channel were discarded. The PSD of individual
epochs was computed by means of the fast Fourier transform (FFT). The PSD
was computed in windows of 2 s. The EEGLAB function spectopo was applied
to the EEG data, and the PSD results were expressed in logarithms for the statistical
analysis. For spectrum display purposes, the PSD values were presented eliminating
the logarithm in order to show up the differences in spectral power between ADD
and control subjects. Subjects with less than ten trials after the rejection protocol
were not considered for further analysis. For the ADD group, the mean number of
accepted trials was 57.5 (SD = 26.7) and 70.3 (SD = 21.7) for controls, with a range
between 10–90 for ADD and 12–90 for controls. There was an statistical significant
difference in the number of accepted epochs due to a higher number of accepted
epochs in the control subjects group (F[1,70] = 5.018, p = 0.28).
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The PSD obtained from individual trials was averaged in each individual subject.
The frequency resolution of PSD was 1 Hz. The EEG frequencies in the range from
1 to 46 Hz were selected for analysis.

36.2.4 Statistical Analysis

Using the Statistical Package for the Social Sciences (SPSS) 20.0, a mixed-model
analysis of variance (ANOVA) was applied to the logarithm of the PSD of absolute
power to compare the PSD of the ADD and control groups. Six independent
ANOVAs were computed for the six different brain rhythms considered: delta (1–
2 Hz), theta (4–7 Hz), alpha (8–11 Hz), low beta (13–20 Hz), high beta (21–30 Hz),
and gamma (31–46 Hz). The between-subject factor was the subjects group (control
or ADD), and the within-subject factor was the electrodes (30 electrodes). The main
purpose of the ANOVA in the present report was to observe if there were differences
in spectral power between ADD and control subjects.

36.2.4.1 Inter-frequency Correlations

The PSD of each frequency in each electrode was correlated against the other
frequencies in the same electrode in order to observe whether there were patterns
of co-variation between PSD of different frequencies and if these patterns were
different in ADD and control subjects. Correlations were computed by means of
the Spearman’s rank correlation coefficient. The two-tailed statistical significance
of the correlations between different frequencies was estimated, taking into account
the number of comparisons. Bonferroni correction for multiple correlations was
applied to the inter-frequency correlation matrices. Statistical significance values for
correlation matrices were obtained considering the number of correlations in each
single electrode. As 46 × 46 correlations were made per single electrode, but the
matrix was symmetric, the number of correlation was [(46 × 46)−46)/2 = 1035].
The Bonferroni corrected for multiple comparisons p-value for type I error was
p = (0.05/1035) = 0.000048. This p-value was applied as a threshold for statistical
significance.

36.3 Results

Figure 36.1 shows the PSD for ADD and control groups in the midline electrodes for
the 1–46 Hz frequency range. An increase of PSD can be observed in the ADD group
with respect to controls in delta and alpha bands. However, the ANOVA showed that
only delta band reached a significant effect for the between subjects factor, due to
a higher PSD in the ADD group with respect to the control group (F[1,70] = 4.66,
p = 0.034). No significant interactions appeared between the subjects group and the
electrodes factor.
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Fig. 36.1 ADD and control groups power spectral density (PSD) in the 1–46 Hz frequency range
for six electrodes. Notice the increase of power in ADD with respect to controls in the delta and
alpha band. However, only delta reached statistical significance (see results)

Fig. 36.2 Topographical maps of PSD log in ADD and control groups. Observe the similarity
between topographies of both groups

Figure 36.2 shows the topographical maps of the log PSD in both groups.
Topographies were very similar between ADD and control groups. In order to check
the degree of similarity of the ADD and control group topographies, the Spearman
correlation between the topographical maps of both groups in each frequency range
was computed. These correlations were very high, indicating a high similarity
between the topographies of both groups (delta correlation = 0.96, p < 10−7;
theta correlation = 0.98, p < 10−7; alpha correlation = 0.96, p < 10−7; low-beta
correlation = 0.95, p < 10−7; high-beta correlation = 0.85, p < 6.37 × 10−7; gamma
correlation = 0.89, p < 3.07 × 10−7).

The inter-frequency correlations (Fig. 36.3) showed that both groups presented
a co-maturation between low-frequency rhythms (delta and theta) and beta rhythm
(mainly low beta). These inter-frequency correlations are interpreted as a power-to-
power maturational frequency coupling of the theta and beta rhythms. However, the
ADD group presented a lower range of frequencies in which a significant correlation
between slow frequencies and beta range frequencies was obtained, suggesting a
lower intensity in the frequency coupling of these rhythms for the ADD with respect
to control group.
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Fig. 36.3 Inter-frequency Spearman correlations for the six electrodes displayed in Fig. 36.1. A
significant correlation between low-frequency rhythms and beta rhythms was obtained

36.4 Discussion

The increase of low-frequency rhythms in ADD with respect to controls suggests a
developmental delay in ADD children, given that power of brain rhythm is decaying
with age in normal subjects [9]. The higher PSD in ADD can be interpreted as a
delay in the maturational processes underlying power reduction with age. Synaptic
pruning has been suggested as the more plausible mechanism for power reduction
with age. In this sense, Whitford et al. [10] have found a parallel reduction in cortical
thickness and slow wave maturation in normal children, suggesting a direct link
between neuroanatomical and neurophysiological age-related processes. As ADD
children have shown a delay in the cortical thickness reduction that occurs normally
during development [11], the delay in decrease of delta power in ADD children
would be possibly due to a decrease in the pruning pace. The results obtained of
delta power reduction in ADD children support the maturational lag model [2, 3].

However, the diminished maturational frequency coupling between low-
frequency rhythms and beta rhythm suggest a differential pattern of development
in ADD children with respect to controls. The power-to-power coupling decrease
during maturation in ADD children could be partially related to the behavioral
and/or cognitive impairments in ADD subjects. It must be mentioned that the
maturational theta-beta correlation obtained in present report in control subjects
has been obtained from an independent sample to that reported by Rodriguez-
Martínez et al. [8], indicating the replicability and robustness of this developmental
biomarker.

The classic increase of theta power and decrease in beta in ADHD children [4]
has not been obtained in present report. However this pattern has been consistently
obtained in closed-eyes condition and not in open-eyes condition [12]. The fact that
the open-eyes condition did not obtain the same results with closed-eyes condition
suggests that the classical pattern of theta increase and beta decrease would be
highly dependent on the recording conditions and not constitute a standard model
of oscillatory activity in ADD children.
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Therefore, both neurobiological theories for ADD can be supported from present
data, the maturational lag is coherent with the higher amplitude of the delta rhythms
in ADD children, but the reduced theta-beta power-to-power frequency coupling is
suggestive of a developmental deviation model for ADD.

Acknowledgments This work was supported by grants of the Spanish Ministry of Economy and
Competitiveness [grant numbers PSI2013-47506-R and PSI2016-80059-R] and by a research grant
from Janssen-Cilag.

References

1. Kinsbourne, M.: Minimal brain dysfunction as a neurodevelopmental lag. Ann. N. Y. Acad.
Sci. 205, 268–273 (1973)

2. Matsuura, M., Okubo, Y., Toru, M., et al.: A cross-national EEG study of children with
emotional and behavioral problems: a WHO collaborative study in the Western Pacific Region.
Biol. Psychiatry. 34, 59–65 (1993)

3. Hermens, D.F., Soei, E.X., Clarke, S.D., Kohn, M.R., Gordon, E., Williams, L.M., Resting,
E.E.G.: Theta activity predicts cognitive performance in attention-deficit hyperactivity disor-
der. Pediatr. Neurol. 32, 248–256 (2005)

4. Barry, R.J., Clarke, A.R., Johnstone, S.J., McCarthy, R., Selikowitz, M.: Electroencephalogram
θ/β ratio and arousal in attention-deficit/hyperactivity disorder. evidence of independent
processes. Biol. Psychiatry. 66, 398–401 (2009)

5. Matousek, M., Petersen, I.: Frequency analysis of the EEG in normal children and normal ado-
lescents. In: Kellaway, P., Petersen, I. (eds.) Automation of Clinical Electroencephalography,
pp. 75–102. Raven Press, New York (1973)

6. Clarke, A.R., Barry, R.J., McCarthy, R., Selikowitz, M.: EEG differences in two subtypes of
attention-deficit/hyperactivity disorder. Psychophysiology. 38, 212–221 (2001)

7. Clarke, A.R., Barry, R.J., Dupuy, F.E., Heckel, L.D., McCarthy, R., Selikowitz, M., Johnstone,
S.J.: Behavioural differences between EEG-defined subgroups of children with attention-
deficit/hyperactivity disorder. Clin. Neurophysiol. 122, 1333–1341 (2011)

8. Rodríguez-Martínez, E.I., Barriga-Paulino, C.I., Rojas-Benjumea, M.A., Gómez, C.M.: Co-
maturation of theta and low-beta rhythms during child development. Brain Topogr. 28, 250–260
(2015)

9. Rodríguez-Martínez, E.I., Barriga-Paulino, C.I., Zapata, M.I., Chinchilla, C., López-Jiménez,
A.M., Gómez, C.M.: Narrow band quantitative and multivariate electroencephalogram analysis
of peri-adolescent period. BMC Neurosci. 13, 104 (2012)

10. Whitford, T.J., Rennie, C.J., Grieve, S.M., Clark, C.R., Gordon, E., Williams, L.M.: Brain
maturation in adolescence: concurrent changes in neuroanatomy and neurophysiology. Hum.
Brain Mapp. 28, 228–237 (2007)

11. Narr, K.L., Woods, R.P., Lin, J., Kim, J., Philips, O.R., Del’Homme, M., Caplan, R., Toga,
A.W., McCracken, J.T., Levitt, J.G.: Widespread cortical thinning is a robust anatomical marker
for attention-deficit/hyperactivity disorder. J. Am. Acad. Child Adolesc. Psychiatry. 48,\break
1014–1022 (2009)

12. Arns, M., Conners, C., Kraemer, H.C.: A decade of EEG theta/beta ratio research in ADHD: a
meta-analysis. J. Atten. Disord. 17, 374–383 (2013)



Chapter 37
Event-Related Potentials During
a Delayed Match-to-Sample Test
to Evaluate Working Memory
Development in Control and Attention
Deficit Children and Adolescents

Antonio Arjona-Valladares, Elena I. Rodríguez-Martínez,
Francisco J. Ruíz-Martínez, Jaime Gómez-González, and Carlos M. Gómez

Abstract Working memory (WM) impairment is a core feature of attention
deficit disorder (ADD). Differences in event-related potentials (ERPs) amplitude
with respect to controls would permit to characterize neurophysiologically WM
processing in ADD. Thirty-two ADD-diagnosed subjects and thirty-eight controls
(6–17 years old) were recorded during a visual delayed match-to-sample test
(DMTS). ERP amplitudes of ADD and control subjects were compared during the
encoding, retention, and matching phases. Cluster mass permutation test, controlling
for multiple comparisons in time and space (electrodes), showed statistically
significant lower amplitude for the negative slow wave (NSW) in ADD children
compared to the control group during the retention period. Electrodes CP6, P4,
and P8 showed these significant differences. The lower amplitude of the NSW in
ADD children suggests a dysfunctional activation of the WM, possibly related to
the difficulty to focus attention during the coding and retention phases.
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37.1 Introduction

Attention deficit disorder (ADD) is a developmental disorder affecting people from
children to adults and characterized by inattention, hyperactivity, and/or impulsivity.
Three different phenotypes have been proposed as characterizing ADD [1]: (i)
shortened delay gradient related to the inability to expect delayed rewards, (ii)
difficulties in temporal processing, and (iii) working memory (WM) deficits which
would project on executive functions as impulse control and attention focusing.
There is a consensus, suggested by meta-analysis studies [2, 3], about WM
impairment as one of the central symptoms in ADD.

The neurophysiology of ADD has been studied during sensory stimulation
inducing ERPs, and the results suggest that ADD subjects present problems in
numerous capacities [4]. With respect to WM paradigms, Gomarus et al. [5] reported
that ADD subjects show no influence of task load in the amplitude of the search
related negativity (an important component for selecting the relevant target in the
matching period), while control subjects show an increase of amplitude with task
load. Besides, Kim et al. [6] have found a reduced P3 in young ADD adults during
the encoding phase in a DMTS task, suggesting a deficit for attentional allocation
of processing resources, which would be related to the WM-associated problems.

A neurophysiological WM model has been proposed by Fuster [7] based on the
recording of single neurons during delayed match-to-sample tests (DMTS). The
model proposes a reciprocal interaction between prefrontal cortex and posterior
sensory neurons that would permit the maintenance of the remembered item in WM.
Using the same DMTS paradigm, we have shown the human neurophysiological
correlates for coding, retention, and matching phases in children, adolescents, and
adults [8]. During the coding and matching phases, a sequence of visual event-
related potentials (ERPs) appeared, and a slow wave was present during the retention
phase.

Differences in ERPs amplitude of ADD subjects with respect to controls, using
the DMTS task, would permit to characterize these possible WM processing
impairments. A decrease in ERPs amplitude, particularly in the slow wave during
the retention phase, is expected in ADD subjects with respect to controls to justify
the WM behavioral impairment.

37.2 Methods

37.2.1 Sample and Experimental Session

The ADD group (32 subjects, 25 males, and 7 females) was extracted from a group
of children and adolescents between 6 and 17 years of age (mean = 11.21 years old,
SD = 3.55) diagnosed by an expert psychiatric clinical service, following a compre-
hensive structured interview, and the DePaul questionnaire [9] was administered to
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the parents. Subjects ceased taking medication 48 hours prior to testing. Control
subjects were recruited from public schools and selected to match by age and
gender with the ADD group. The experiments were conducted with the informed
and written parental consent, following the Declaration of Helsinki guidelines.
The ethics committee of biomedical research of the autonomous community of
Andalucía approved the experimental protocol.

The DMTS task was presented in a computer screen. The stimulus presenta-
tion and response recording were computer-controlled (E-Prime 2.0). 128 trials,
organized in 4 experimental blocks (32 trials each), were presented in the DMTS
task. Every trial was composed of one stimulus (S1) to be maintained in memory
(1000 ms of duration), which appeared in the center of the screen, followed by a
1500 ms delay period. Then, two stimuli (S2) appeared, one on the left and the
other on the right side of the screen (2000 ms of duration). One of the S2 stimuli
corresponded to the same image than S1, and subjects were asked to press to the
corresponding button (left or right) where the S2 matched the S1. The target S2
appeared randomly on the left or right side of the screen, and the response time was
2000 ms. Auditory feedback was provided, indicating to the subject if a correct or
incorrect response was given.

37.2.2 EEG Recording and Statistical Analysis

The EEG was recorded during the DMTS task. Recordings were obtained from 32
scalp sites using the 10–20 international system and an average reference. Data were
recorded in direct current mode at 512 Hz with a 20.000 amplification gain. After
registration, the data were filtered with a low-pass filter of 100 Hz and a high-pass
filter of 0.05 Hz.

The RTs and the percentage incorrect responses, anticipation errors (responses to
S1, responses given in the delay period, or responses with durations less than 180 ms
after S2 appearance), omissions (no responses to S2), and total errors of ADD and
controls subjects were independently compared by means of one-way ANOVA, with
group subjects as the within-subjects factor.

The ERPs of ADD and control subjects during the encoding, retention, and
matching phases were compared by means of the cluster mass permutation test,
which controls for multiple comparisons in time and space (electrodes) [10]. Two
different periods were selected for the comparisons between ADD and controls: a
first period of 2500 ms from the S1 onset (baseline of 100 ms before the S1) and
a second period of 1000 ms from the S2 onset (baseline of 100 ms before the S2).
The first period was selected to analyze the encoding and retention phases, and the
second period was selected to include the matching phase, in which the influence of
the slow wave would vanish.
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37.3 Results

37.3.1 Analysis of Reaction Times and Errors

For the RTs, despite the mean of the ADD group was higher than the control
subjects, ANOVA showed that the difference was not significant. Instead, the
percentage of errors presented significant differences for (i) incorrect responses
(F[1, 69] = 11.16, p < 0 0.001), due to a higher percentage of incorrect responses
in the ADD group; (ii) anticipation errors (F[1, 69] = 6.2, p < 0.015), due to a higher
percentage of hasty responses in the ADD group; (iii) omissions (F[1, 69] = 8.38,
p < 0.005), due to a higher percentage of trials with no-response in the ADD group;
and (iv) total errors (F[1, 69] = 12.77, p < 0.001). Overall, behavioral results showed
that the performance in the DMTS task was more accurate in the control group
compared to the ADD subjects.

37.3.2 Analysis of Event-Related Potentials

A cluster mass permutation test was performed in all the electrodes of the scalp
(30 channels) comparing controls vs. ADD subjects. Results showed significant
differences located on the right side of the posterior area (electrodes CP6, P4, and
P8) during the whole retention phase and the last part of the encoding phase (Figs.
37.1 and 37.2). This differences were due to a reduced amplitude of the negative
slow wave (NSW) in the posterior area (specially on the right side) of the ADD
subjects compared to the control group, which would indicate a possible impairment
of the ADD subjects to retain information in the WM.

Fig. 37.1 ERPs during the encoding, retention, and matching phases. Fz, Pz, and P8 electrodes
are displayed. Notice that, in the waves and topographies of P8 electrode, the amplitude of the
negative slow wave (NSW) in posterior sites is lower in ADD than in controls. PSW, positive slow
wave. LPC, late-positive component
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Fig. 37.2 Cluster mass permutation statistical analysis of the comparison between control and
ADD subjects during the S1 and delay periods. The black-labeled areas refer to time and electrodes
in which there were statistically significant differences between both groups

37.4 Discussion

The results showed an impaired behavioral performance in the DMTS task in ADD
subjects with respect to controls and a statistically significant reduction of the NSW
amplitude in the ADD group (in right posterior sites) with respect to controls.
Thereby, present study support that WM behavioral impairment is a possible central
cognitive dysfunction in ADD subjects [11].

The behavioral results obtained in present report show a lower performance in
ADD children, with an increased number of omissions, incorrect responses, and
anticipations during the visual DMTS task. The impairment of WM during DMTS
tasks has been previously described in ADD subjects [12]. In fact, a deficit in visual
memory has been suggested as a behavioral endophenotype of ADD [13]. The WM
deficit would be able to explain the behavioral inhibition because information should
be first activated in WM before a decision to inhibit responses can be taken [14].
The ERPs obtained in control subjects in present report were quite similar to those
reported in a different children and adolescents sample [8, 15], including a sequence
of anterior and posterior visually induced ERPs during the encoding and matching
phases, the visual offset potential after the S1, and a slow wave during the retention
period extending from anterior to posterior sites. This slow wave presented a positive
polarity in anterior sites and a negative polarity in posterior sites.

When the cluster mass permutation test was applied to the comparison of voltage
amplitude between controls and ADD subjects, only the NSW was statistically
significant. The significant cluster appeared in right posterior sites during the end of
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the encoding phase and the whole retention phase. The slow wave, that characterizes
the retention phase, starts a few hundreds of milliseconds after the presentation of
the S1 component [15]. Therefore, the slow-wave component would explain the
reduced amplitude of the late-positive component (LPC) in control subjects with
respect to ADD, due to the scalp superposition of both components. On the other
hand, present results have not demonstrated the decrease in P3 (named as LPC in
present report) during the encoding phase of a DMTS task, obtained by Kim et al.
[6] and explained as diminished allocation of attentional resources in ADD. The
former cited results were obtained in ADD adults, while present results are obtained
in children and adolescents, so the differences in ERPs might be associated to the
already known dissimilarities in behavior between ADD adults and children [16].

As conclusion, present results support that WM is impaired in ADD children
and adolescents. The WM impairment observed behaviorally would be related to
the amplitude reduction in the posterior slow wave (a macroscopic reflection of
the sustained activity of neurons in posterior cortices during the retention period of
DMTS task [7, 15]) in ADD subjects.

Acknowledgments This work was supported by grants of the Spanish Ministry of Economy and
Competitiveness [grant numbers PSI2013-47506-R and PSI2016-80059-R] and by a research grant
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Chapter 38
Postnatal Development of Sleep-Wake
Cycle in Wild-Type Mice

Ángeles Prados-Pardo, Sandra Yaneth Prieto-Soler,
and Eduardo Domínguez-del-Toro

Abstract Many neurological disorders affecting considerably the population, such
as attention deficit hyperactivity disorder (ADHD), epilepsy, or Alzheimer’s disease
concern a nucleus of the brainstem: the locus coeruleus. This fact motivates the
study of the early development of the noradrenergic system, its normal functions,
and how different lesions are involved in diverse diseases. In fact, neuronal
connections are still forming in the brain of the neonate, while brainstem neurons
project rostrally to the developing cortex. Lesions affecting the maturation of the
noradrenergic system at first may go unnoticed. In this chapter we present how the
respiratory, circulatory, and sleep parameters, all controlled by the noradrenergic
system, evolve during early postnatal development in two mice strains (CD-1 and
C57). Oxygen consumption and heart rate increase from P7 to P14 in both strains.
C57 mice reduce strongly time spent in REM sleep and increase time spent in
NREM sleep from P7 to P14.

Keywords ECG · EMG · REM sleep · Sleep-wake cycle · Postnatal
development · Locus coeruleus · Mice

38.1 Introduction

One of the challenges for the actual neuroscience is to understand how the brain
develops the behavior and which are the neuronal mechanisms underlying the
acquisition of new motor tasks by different structures of the central nervous system.
During last years, it has been reinforced the theory that the activation of pontine
noradrenergic system, from neurons sited at the locus coeruleus, facilitates the
reorganization of cortical neuronal networks, affecting the elaboration of adaptive
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and cognitive responses. When trying to explain that function, it becomes essential
the knowledge of how these neuronal systems are organized during postnatal
development, both morphologically and functionally.

With this it could be possible to explain certain congenital anomalies that are
associated to cognitive deficits. In this sense, it is necessary to study of molecular
and physiological mechanisms involved in the organization of the proper develop-
ment of the adult pontine noradrenergic system, necessary for the acquisition of
new motor tasks, and with special emphasis on its activity during the sleep-wake
cycle. Mice appear as good experimental models, as many mutants may suffer, in
different developmental moments, selective impairments in those territories leading
to the locus coeruleus, causing both early embryonic neuronal death and neuronal
degeneration in this nucleus during postnatal development.

New researching lines give an important role to the noradrenergic system in
learning processes during conditioning or during execution in different mazes, by
using, for example, adrenergic agonist or antagonist effects on the amygdala fear
conditioning. This reinforces the idea of the importance of adrenergic receptors in
the acquisition of motor responses. A reduced activity of noradrenergic neurons due
to chronic postnatal treatments has been shown to affect behavior in adult rats, also
to delay motor development, and to block short-term memory in young mice [1, 2].

Learning and memory consolidation depend on the sleep-wake cycle. And this
cycle is also related to the activity of noradrenergic neurons, which are active during
wakefulness, partially active during NREM sleep and silent during REM sleep. Ear2
mutant mice with a great reduction in neurons at the locus coeruleus at birth present
sleep problems when they are adults. The reduced size of this nucleus may affect
adult cycle directly or be a consequence of developmental deficiencies due to a lack
of proper postnatal organization of brain structures [3].

Postnatal sleep is supposed to be involved in functional organization and
maturation of connections between brainstem and cortical areas. Because of that
some studies focused on the research on postnatal development of behavioral stages
of rats, showing a high percentage of REM sleep (near to 90%) at birth, which
decreases drastically around the second postnatal week, near postnatal day 14 (P14),
together with an expansion of slow sleep (NREM) and wakefulness. During those
two postnatal weeks, duration of time spent in each stage increases. The high
proportion of REM sleep and the reduced duration of each stage are indicators
of the immaturity of the central nervous system and also good indicators of brain
development and cortical maturation [4, 5].

Chronic administration of antihypertensive drugs such as clonidine (an alpha
adrenergic agonist) during postnatal development in rats changes the sleep-wake
patterns and has been proposed as a REM deprivation model [1]. Consequently,
in adults, those rats exposed to clonidine during first developmental stages show a
high percentage of REM sleep along with an increase in motor activity during this
state. Furthermore, treatment with clonidine did not change NA levels in the brain.
Studies on rats after treating them postnatally with clonidine demonstrate neuronal
death in the rostral region of the brainstem, very interesting, as sleep is involved in
prevention of apoptosis.
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As mentioned, some of these treatments generate deficits in short-term declar-
ative memory, and this is an essential point, as both sleep phases are involved in
acquisition of different memories. REM sleep is necessary for implicit memory,
whereas NREM sleep is necessary for declarative memory. It is important to
remember that the function of each stage during sleep is to facilitate consolidation
of different memories [6].

Apart from rats, acquiring knowledge of sleep-wake cycle parameters during
postnatal wild-type mice development is essential in order to study the effect of
these alterations on the developmental pattern of the sleep-wake cycle and their
consequences on memory and learning tests in mutants. Ear2 mutant mice, lacking
70% neurons at LC, exhibit a higher fragmentation of different sleep phases together
with explicit memory problems, meaning a great immaturity in cortical system.

38.2 Recordings in Mice During Postnatal Sleep-Wake Cycle

With perspective, the objective of these recordings consists on the characterization
of the dynamics of sleep-wake cycle during postnatal development in mice and their
relationship with learning, looking for the precise moment in which acquisition of
different memories is possible. The approximation is electrophysiological as many
phenotypes may go unnoticed in mutants. A pharmacological approximation, by
administering agonist and antagonist drugs, can be used.

We have set up the technique (see Fig. 38.1) for recording electrocardiographic
(ECG) and electromyographic (EMG) activity (also integrated EMG), in order to
identify the different states in sleep-wake cycle.

In Fig. 38.2a we can observe an electrocardiogram recording from a P7 CD-1
mouse from which we can differentiate the pulses and analyze heart rate. Before

Fig. 38.1 Electrode location in a C57 P10 mouse. Nuchal electrodes for the EMG, red and yellow
for the ECG, and black ones as earth
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Fig. 38.2 (a) Electrocardiogram recording from a P7 CD-1 neonate. (b) Nuchal electromyogram
(EMG) recording and integrated signal (integrated EMG) from a P7 C57 mouse. (c) Heart rate
(b.p.m.) evolution from P7 to P14 in both strains. (d) Maturation of REM (as percentage of total
sleep time- TST)
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P14, EMG activity corresponds well with REM (atony), NREM (tone), and wakeful-
ness (high activity) stages (see Fig. 38.2b). In both strains, oxygen consumption (not
shown) and heart rate (see Fig. 38.2c) tend to increase with age, from P7 to P14 (CD-
1 mice, from 515 ± 12 to 559 ± 14 b.p.m., F[1, 13] = 4.7899, p < 0.05; C57 mice,
from 464 ± 17 to 530 ± 20 b.p.m., F[1, 11] = 5.3872, p < 0.05). EMG recordings
at different postnatal ages show a significant increase in quiet sleep (NREM) and a
significant decrease in REM sleep between P7 and P14 in both CD-1 and C57 mice
(see Fig. 38.2d), whereas wakefulness shows an increasing tendency.

This corresponds well with sleep developmental parameters described in rats.
During postnatal development, P7 mice exhibit a higher fragmentation of different
sleep phases and a higher percentage of REM sleep, meaning a great immaturity
in cortical system. At P14, duration of each stage increases as percentage of REM
sleep decreases, coincident with cortical maturation.

This reduction of REM sleep is higher in C57 mice (from 45 ± 5 to
23 ± 4%REM/TST; F[1, 6] = 10.1487, p < 0.05) compared to CD-1 mice (from
74 ± 10 to 66 ± 5%REM/TST; F[1, 5] = 0.3908, p = 0.5657). This means that
postnatal maturation of sleep-wake cycle is different in both mice strains, and this
is something to have into account.

From now on, we assume that sleep parameters will be altered in mutant mice
models as their noradrenergic system is damaged. Given that the noradrenergic
system activation is related to wake state, we expect an increase in sleep (especially
in REM sleep which is related to noradrenergic system inactivation).

We also expect a worse performance in attention and memory tasks because of
the noradrenergic system damage and the sleep disturbances. With this we want
to understand the relationship between sleep phases maturation and acquisition of
different memories and how these are affected in different animal models.

Degeneration of locus coeruleus neurons occurs in adult Ts65Dn and
Alzheimer’s mice, models showing severe cognitive impairments and sleep
problems. Those malfunctions can appear in the adulthood, or perhaps they are
present from the very beginning. With this recording technique, we can now
investigate it.
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Chapter 39
Complexity of Heart Rate As a Value
of Behavioral Complexity

Anastasiia Bakhchina

Abstract Autonomic nervous system is the main way for the brain-body coordina-
tion, of which mode can be evaluated by dynamics of heart rate variability (HRV).
HRV analysis is used for evaluation of different psychological states (stress, arousal,
cognitive control, etc.), which can be considered as characteristics of behavior
that formed at different stages of ontogeny. We investigated whether HRV differs
between the early-formed behavior and the later-formed behavior. Heart rate was
recorded in 33 healthy subjects (mathematical specialists). Participants performed
two tests which included sentences with mathematical terms and sentences with
common current used words. They had to add one missing word in each sentence.
SampEn as a measure quantifying the complexity of time series was used to analyze
HRV. SampEn was significantly higher in the mathematical test performance, when
participants actualized the later-formed behavior.

Keywords Autonomic nervous system · Complexity of heart rate · Different
stages of ontogeny · Behavioral complexity · Sample entropy

39.1 Introduction

Physiological supporting of behavior includes activation of different linked neurons
groups and optimization of physiological processes. As a rule traditionally in the
conserved approach, internal bodily states are ignored in the searching of the neural
basis of behavior. Such mental functions as perceptions, thoughts, feelings, etc.
are for the most part considered in isolation from the physiological state of the
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body. A mechanistic understanding of distinct interoceptive pathways, which can
influence brain functions, leads to the impossibility of considering the behavior at
the whole organism level [1]. Therefore the current main task is forming of the
system approach for psychophysiology describing of behavior.

39.1.1 Autonomic Nerve System in Supporting of Behavior

Studies of autonomic psychophysiology are beginning to have a big part in the
current field of neuroscience. As an example, the fundamental association between
bodily changes and emotions was founded by James and Lange in the nineteenth
century. Since that time a lot of studies with electrical stimulation in animals have
demonstrated the coupling of visceral responses to cortical regions, which include
cingulate, insular [2], visual [3], and somatosensory [4] regions. It means that not
only the nucleus of the solitary tract, ventrolateral medulla, parabrachial nucleus and
hypothalamus but also many cortex regions take part in the brain-body cooperation
(processing of visceral information).

Experimental researches into the mechanisms through which visceral afferent
information is represented within the brain haven’t shown clearly how visceral
signals shape human behavior yet. The majority of visceral signals that shape
behavior are unnoticed despite there is anatomical and experimental information
about the representation and influence of the visceral state in brain processes.

In this way, describing principles through which human behavior and experience
are colored by internal bodily signals, Benarroch [5] showed the central autonomic
network (CAN), which included different structures of central and autonomic
nervous systems. The main statement of the theory is that the CAN is an integral
component of an internal regulation system through which the brain controls
visceromotor, neuroendocrine, pain, and behavioral responses essential for survival
(for goal-directed behavior supporting).

39.1.2 Heart Rate Variability As a Tool for Measurement
of ANS Activity

Heart rate variability (HRV) is the variation over time of heart beat intervals (the
periods between consecutive heartbeats), which depends on such physiological
processes as autonomic neural regulation, thermoregulation, breathing, etc. [6].
HRV is thought to reflect the heart’s ability to changing behavior and can be
considered as an indicator of central-peripheral neural feedback and central nervous
system – autonomic nervous system integration. Therefore HRV was used in the
current study as noninvasive tool for assessing the activities of the autonomic
nervous system.
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39.1.3 Complexity of Behavior

It is shown that HRV associated with a diverse range of processes, including
affective and attention regulation, cognitive functions (such as working memory,
sustained attention, behavioral inhibition, general mental flexibility) [7]. These
processes can be considered as characteristics of behavior formed at different stages
of ontogeny.

From the system-evolutionary theory [8] perspective, a new behavior is sub-
served by co-activation of specialized neuron groups that had emerged in learning.
The result of learning is a system that is a set of brain and body elements activity
for providing efficient interaction with environment [9]. Formation of new systems
during development results in growing complexity and differentiation of organism-
environment relations [10].

Therefore we investigated whether HRV in the early-formed behavior (“old”) dif-
fers from HRV in the later-formed (“new”) behavior. Basing on the fact that usually
“old” behavior is less complicated than “new” behavior [11], we hypothesized that
heart rate complexity would be higher at “new” behavior performing.

39.2 Methods

39.2.1 Subjects

The experiment was approved by the Ethics Committee of the Institute of Psychol-
ogy of Russian Academy of Science. Prior to the experiment, all subjects signed an
informed consent form stating that participation was voluntary and that they could
withdraw from the study at any moment.

Thirty-three healthy subjects (28 men, M = 27.78 years, range: 23–37 years)
participated.

Participants did not suffer from any self-reported respiratory, cardiac diseases,
epilepsy, psychiatric disorder, or any minor or major illness. All participants were
professional mathematicians and had work experience (M = 4.84 years).

39.2.2 Task

The experimental task was to add one missing word in the sentence. The sentences
(N = 64) were divided into two groups by age of acquisition of words. The first
group of sentences (N = 32) included sentences with mathematical terms. Subjects
had known these terms from University studying (from the age of 18–19 years).
The example is “A normal is a vector that is perpendicular to a given object.” These
sentences included later-acquired words and made actual a “new” behavior.
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The second group of sentences (N = 32) included sentences with commonly used
words. Subjects had known these words from childhood (from the age of 5–6 years).
The example is “Plasticine is a material for modeling figures.” These sentences
included early-acquired words and made actual an “old” behavior. The sentences in
both groups were equal in the linguistic estimations, such as the quantity of words,
syllables, letters, and Fog’s index. The sentences were performed individually on a
standard computer randomly without repetition in each group.

39.2.3 Physiologic Monitoring

The ECG was obtained using the wireless device HxM BT by Zephyr Technology.
The plastic electrodes were filled with electrolyte and placed on the thorax across
the heart. The signal was sampled at 400 Hz. The interbeat intervals (IBI) were
extracted from ECG through the threshold algorithm.

The time domain index of HRV used in our analyses was the mean (HR, ms)
and standard deviation (SDNN, ms) of IBI. These indexes closely reflect all nervous
regulatory inputs to the heart.

For estimation of heart rate complexity, we used sample entropy (SampEn) as a
set of measures of system complexity reporting on similarity in time series. SampEn
(m, r, N, where N is the length of the time series, m is the length of sequences to be
compared, r is the tolerance for accepting matches) is precisely the negative natural
logarithm of the conditional probability that two sequences similar for m points
remain similar at the next point, where self-matches are not included in calculating
the probability [12]. Thus a low value of SampEn reflects a high degree of regularity.
SampEn is independent on the record length and displays relative consistency under
circumstances. The parameters m and r were fixed: m = 2, r = 0.5*SDNN.

39.2.4 Statistical Analyses

Normality of variables was tested in Shapiro-Wilk’s test (W-test). HRV data of
two conditions (performing tasks with sentences with mathematical or commonly
used words) were tested in Wilcoxon signed-rank test. Statistical analyses for all
measures were accomplished with Statistica 10.

39.3 Results

We compared time domain indexes (HR and SDNN) and nonlinear index (SampEn)
of HRV between two periods: performing the task with mathematical words and
performing the task with commonly used words, using nonparametric Wilcoxon
signed-rank test. Heart rate (HR) and standard deviation of heart rate (SDNN) values
did not significantly differ between two conditions (Tables 39.1 and 39.2).
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Table 39.1 Description statistics (median, lower and upper quartiles) and the results of Shapiro-
Wilk’s test of HRV parameters in task performing with sentences with mathematical words (MW)
and sentences with commonly used words (CW)

Statistics SamEn SampEn SDNN SDNN HR HR
CW MW CW MW CW MW

Median 0.65 0.72 56.72 58.92 789.64 781.35
Lower quartile 0.51 0.62 44.67 45.48 734.11 708.86
Upper quartile 0.77 0.79 76.48 76.88 922.31 907.13
W-test W = 0.92, W = 0.97, W = 0.94, W = 0.89, W = 0.97, W = 0.78,

p = 0.04 p = 0.68 p = 0.15 p = 0.01 p = 0.21 p = 0.02

Table 39.2 The distributions
of the medians of HRV
parameters in two type’s
tasks performing were
compared using Wilcoxon
signed-rank test

Variables T Z p

SampEn 82.00 2.37 0.01*

SDNN 128.00 1.21 0.22
HR 132.00 0.65 0.49

*Significant level

Heart rate complexity (SampEn) was significantly higher in the performing the
task with mathematical terms than performing the task with commonly used words
(Tables 39.1 and 39.2).

39.4 Conclusions

The aim of the current study was to examine the relationship between the complexity
of behavior and complexity of heart rate. It was shown that the early-formed
behavior, which realized less differentiated organism-environment relationships,
was corresponded with less complexity of heart rate than the latter-formed behavior,
which realized more differentiated organism-environment relationships. We can
suppose that neuronal supporting of the latter-formed behavior includes more
neuronal systems. In this case, the central autonomic network has to realize more
nonstationary activity which demands many different changes in the activity of the
heart and other parts of the organism. It leads to lack of regularity of activity and to
the increase of complexity.

It is important that HR was the same in both conditions. It means that these
different modes of heart activity cannot be explained through the different intensity
of cognitive load, which demands different quantity of internal recourses, during
early- and latter-formed behavior.

The main output of the study is that the behavioral complexity is reflected not
only in the brain activity but also in the body activity.
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Chapter 40
Neural Generators of the N2 Component
for Abstinent Heroin Addicts
in a Dot-Probe Task

Hongqian Li, Qinglin Zhao, Bin Hu, Yu Zhou, and Quanying Liu

Abstract Target-elicited N2 component of event-related potential (ERP) has been
considered to be involved in target detection in the attentional processes. We aim
to link the target-elicited N2 in a dot-probe task and the drug-related attention
bias in heroin dependence and further estimate the brain regions involved in the
generation of the target-elicited N2. We recorded 64-channel electroencephalograms
(EEG) from 17 abstinent heroin addicts (AHAs) and 17 healthy controls (HCs)
during the dot-probe visual task. Individual N2 sources were localized using exact
low-resolution electromagnetic tomography (eLORETA). Compared to HCs, AHAs
generated larger N2 amplitude in both congruent and incongruent conditions,
suggesting that target detection processing in AHAs might require more attention
resources. Moreover, N2 component was mainly generated in the Brodmann areas
(BAs) 7, 23, 24, 31, 30, 32, and 40, implying that the frontoparietal cortex played a
critical role in target detection processes.

Keywords ERP · N2 component · Target detection · eLORETA · Dot-probe
task

40.1 Introduction

Attention can be captured by relevant signals derived from task demands such as
target stimuli [1, 2]. The late cognitive event-related potentials (ERPs), such as
N2 and P3, have been thought to reflect high-order cognitive processes involved in
target detection, for instance, the selective attention processing, conflict processing,
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and stimulus categorizing [3–6]. The N2 components can be divided into a more
anterior subcomponent with a frontocentral scalp distribution, namely, N2b, and
a more posterior subcomponent known as N2c [1]. The target-elicited posterior
N2 component is still largely unknown [7]. In this study, we mainly explored the
posterior N2 component that is related with target detection in AHAs using the dot-
probe task. Previous study has showed that the posterior N2 component is sensitive
to task difficulty and observed in visual tasks [8]. Moreover, some studies have
applied the distributed source methods to estimate N2 sources in smokers, obesity,
and drug addiction [9–11].

In present study, we used eLORETA method to localize and then compare brain
sources of N2 in AHAs and HCs during a visual dot-probe task. Behavior results
showed that AHAs responded faster than healthy controls (HCs) to target (dot)
stimuli that replace drug-related compared to neutral cues. Furthermore, we proved
that the brain sources for target-elicited N2 were mainly in frontal-parietal areas
such as anterior cingulate cortex, posterior cingulate cortex, precuneus, and superior
parietal lobule.

40.2 Materials and Methods

40.2.1 Subjects

Thirty-four participants (all males) were involved in the study, including 17
abstinent heroin addicts (AHAs) and 17 healthy controls (HCs). The AHAs (age,
36.76 ± 6.01) were recruited from the Gansu Compulsory Isolated Detoxification
Center in China, meeting the criteria of Diagnosis and Statistics of Mental Disorder
5th edition (DSM-V) for heroin dependence. The HCs (age, 36.65 ± 6.12) were
recruited from the local community with no history of alcohol or drug abuse. These
two groups showed no significant difference in the age (t[32] = 0.057, p = 0.955 for
unpaired t-test) but a significant difference in educational level (3.06 ± 2.82 years
for AHAs, 7.65 ± 3.30 for HCs; t[32] = −4.363, p < 0.01 for unpaired t-test). All
the subjects were right-handed, had normal or corrected-to-normal visual acuity,
and had no history of neurological problems. None of the subjects were taking any
psychotropic, neurological, or psychiatric medications at the time of experiment. All
participants were given written informed consent before participating in the study,
which had been approved by the local ethics committee.

40.2.2 Procedure

The experiment was performed, in accordance with the approved guidelines, in a
quiet, air-conditioned laboratory with dimly natural light. The participants seated
comfortably 80 centimeters in front of a 21-inch computer screen. The dot-probe
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Fig. 40.1 Experimental paradigm. Each trial began with a fixation cross with 1000 ms duration.
Immediately following offset of the fixation cross, a pair of pictures, including one drug-related
cue and one neutral picture, was presented bilaterally for 500 ms. Next, a target stimulus occurred
and lasted for 200 ms, which was either a horizontal pair of dots or a vertical pair. In the end, the
trial ended with a 1350 ms intertrial interval

experimental paradigm was shown in Fig. 40.1. Specifically, each trial began with a
fixation cross (1 cm × 1 cm) in the center of the screen for 1000 ms. Immediately
following offset of the fixation cross, a pair of images was presented for 500 ms.
Each pair contained one picture of the heroin-related cues and a neutral image.
In each pair, one of the pictures appeared to the left of the fixation cross and one
appeared to the right, with 15 cm center distance between the stimuli.

When the images disappeared, the target stimuli, either a horizontal pair of dots
or a vertical pair, immediately presented in the place of one of the images. The pair
of dots had 5 mm center distance, with 1 mm radius of each dot. The subjects were
required to judge the vertical and horizontal and to press the response key as soon
as possible. All subjects are instructed to use the middle finger and the index finger
of the right hand to press the button.

There are two conditions: the target stimulus replaced the drug-related cue, which
was defined as the “congruent” occasion, and replaced the control cue on the other
occasion, which was defined as the “incongruent” occasion.

Participants had one practice block before the real experiment. Practice block
was exactly the same as the experimental blocks and was given until the subject was
able to reach a mean accuracy of 90% in the task. After the practice, the subject
started the real experiment with three blocks. Each block has 80 trials that last about
6 min. The subject had 1–2 min breaks between blocks to reduce the fatigue.
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40.2.3 EEG Recording and ERP Analysis

EEG signals were recorded during the task using a 64-channel electrode cap (Brain
Products, Gilching, Germany) with the International 10/20 system sites. The scalp
impedance of each sensor was kept below 10 k�, as suggested by the manufacturer.
The EEG signals were recorded at a sampling rate of 5000 Hz with vertex as
reference and amplified with an analog band-pass filter of 0.01–100 Hz.

For the off-line analysis, the raw EEG signals were resampled at 1000 Hz
and then band-pass filtered at 1–40 Hz with an IIR filter, and then independent
component analysis (ICA) was performed to remove the ocular and muscle artifacts.
The cleaned EEG signals were re-referenced to the grand average. The target-locked
data were segmented into epochs 700 ms before the dot stimulus onset, which is
200 ms before image onset, to 1000 ms after dot stimulus onset. Due to the carryover
effects of image stimulus, the average voltage of 200 ms to 0 ms before dot stimulus
onset is biased, thus not suitable for the baseline. Therefore, the target-locked data
were baseline corrected using the average voltage of 700 ms to 500 ms before dot
stimulus onset.

In the present study, we examined the target-elicited (posterior) N2 component.
The N2 peak was defined as the largest negative deflection in the target stimulus
waveforms within the 220–300 time window. N2 amplitude and latency measures
were calculated at the Pz electrodes.

40.2.4 N2 Source Localization

In the present report, N2 source localization was performed a current density
analysis on the scalp-recorded electrical activity using the sLORETA and eLORETA
software package [12, 13] using the standard electrode positions of the EEG cap
(Montreal method: ten-twenty electrode system). The eLORETA solutions were
computed with the sLORETA and eLORETA software package for each time
period within a 80-ms time window in each condition. We then compared N2
time window with their respective 80ms baseline period (−160 to −80 ms as
the “baseline window”). The eLORETA images represented the electrical neural
activity of each voxel in the neuroanatomic Montreal Neurological Institute (MNI)
space as amplitude of the computed current source density (μA/mm2). The brain
sources were restrained in the cortical gray matter, resulting in 6239 cortical gray
matter voxels at 5 mm resolution [12, 13].
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40.3 Results

40.3.1 Behavioral Results

A 2×2 ANOVA on the RTs showed no significant main effect for group and con-
dition, respectively, (group: F[1, 32] = 0.414, p = 0.525; condition: F[1, 32] = 0.265,
p = 0.610), whereas it showed a significant interaction between the position of drug
cue and the group (F[1, 32] = 14.47, p = 0.001). Moreover, by simple effect test,
main effect of condition is significant for both AHA (F[1, 32] = 9.89, p = 0.004) and
HC (F[1, 43] = 4.99, p = 0.033) group. AHAs tended to have a significant quicker
response to targets preceded by drug-related cues compared to targets preceded by
neutral images, whereas the opposite pattern was observed in HC.

40.3.2 N2 Amplitude and Latency

Table 40.1 shows the mean ± standard deviation (SD) of N2 amplitudes in Pz for
target stimuli in the congruent and incongruent condition. Grand averages of ERP
waveforms for each condition on Pz are shown in Fig. 40.2. The 2 (group: AHA vs.
HC) × 2 (condition: congruent vs. incongruent) repeated measures ANOVA of N2
amplitude revealed a significant main effect of group (F[1, 32] = 4.358, p = 0.045)
and condition had no main effect (F[1, 32] = 0.364, p = 0.550). Moreover, there was
no significant “group × condition” interaction (F[1, 32] = 0.687, p = 0.413). N2
latency had a main effect of condition (F[1, 32] = 25.57, p < 0.001), but no main
effect of group (F[1, 32] = 0.10, p = 0.754) and no significant “group × condition”
interaction (F[1, 32] = 0.428, p = 0.518).

40.3.3 Localization of N2 Cortical Generators

The results of eLORETA showed that the sources for the target-elicited N2
component were in the frontal and parietal lobe, such as cingulate cortex and
precuneus. In congruent condition, N2 generators were mainly observed in the
posterior cingulate cortex and superior parietal lobule (SPL) in AHAs, whereas the

Table 40.1 Target-elicited (posterior) N2 amplitude and latencies (mean ± standard deviation) at
the Pz electrode

Target-elicited N2 (congruent) Target-elicited N2 (incongruent)

AHA HC AHA HC
Amplitude (uV) −1.46 ± 0.27 −0.67 ± 0.30 −1.35 ± 0.23 −0.50 ± 0.20
Latency (ms) 270.65 ± 5.22 266.53 ± 6.77 257.86 ± 4.40 252.88 ± 6.08
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Fig. 40.2 N2 waveform and Scalp topography. Grand average N2 waveforms from the middle
electrode (Pz) for target stimuli (congruent and incongruent)

Fig. 40.3 Source localization of target-elicited N2 generators. Statistical maps (from nonpara-
metric t-tests) of the gray matter current density for the target-elicited N2 (p < 0.001) within
the 220–300 ms in the congruent (a) and incongruent (b) condition for AHA and HC groups,
respectively. The MNI coordinate regions for each condition are reported in Table 40.2

estimated sources for N2 were located in the cingulate cortex, including anterior
cingulate cortex (ACC) and posterior cingulate cortex (PCC), and SPL in HCs (see
Fig. 40.3a). In the incongruent condition, N2 were generated by the cingulate cortex
and parietal lobe for both AHA and HC group (see Fig. 40.3b).
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Table 40.2 Location of target-elicited N2 generators in congruent and incongruent condition for
AHA and HC group

Stimuli Condition Time period (ms) Group Brodmann areas t-value

Target CON 220–300 AHA 2, 3, 4, 5, 6, 7, 18,
19, 22, 23, 31,
39, 40

3.509

HC 1, 2, 3, 5, 7, 8, 13,
17, 18, 19, 23, 24,
30, 31, 32, 39, 40

1.983

INCON 220–300 AHA 2, 3, 4, 5, 6, 7, 8,
13, 18, 19, 23,
24, 31, 32, 39, 40

3.425

HC 1, 2, 3, 4, 5, 6, 7,
8, 13, 17, 18, 19,
22, 23, 24, 25, 29,
30, 31, 32, 39, 40

1.954

Clusters surviving FWE-corrected threshold p < 0.001. The bold BAs indicate different activated
brain regions between the two groups. Abbreviations: CON congruent, INCON incongruent

40.4 Discussion

Behavioral results showed that the faster RTs in congruent compared to incongruent
in AHAs, which suggested an attentional bias to heroin cues in AHAs. The main
objective of the present study was to use eLORETA to identify brain areas involved
in the generation of the target-elicited N2 components during a visual dot-probe
task, which might add new electrophysiological evidence of attentional bias for
heroin-related cues in AHAs. Our results showed that although the target-elicited
N2 components for both groups generally shared a common network, certain
differences were observed between two groups in two conditions. The amplitude
analysis confirmed the frontal-central topography of N2 component for AHA group,
whereas for N2 mainly distributed in the central-parietal regions for HC group.
Although N2 latency showed no differences between two groups, N2 amplitude
was higher in AHAs than HCs, suggesting that AHA had attentional bias for heroin-
related cues [14].

In congruent condition, source location results showed that PCC was activated
both in AHAs and HCs, while ACC was only activated in HCs, suggesting
that heroin-related cues might affect the subsequent target detection resulting in
detection of AHA for target stimuli maintained only where the previous cues
appeared. PCC has been considered to be associated with arousal, regulating the
focus of attention, and conscious awareness [15], indicating that the attention of
AHAs was consciously focused on the heroin-related cues.

In incongruent condition, both ACC and PCC activated for two groups. Previous
studies have confirmed the critical role of the ACC in cognitive control and
conflict monitoring [16, 17] and PCC has been thought to be indirectly involved



322 H. Li et al.

in manipulating the attention concentration [18], suggesting that the target response
phase was involved in conflict monitoring and target-locked attention.

Besides, the BAs 7, 18, 19, 23, and 31 were activated in target-elicited N2 time
window for both conditions and both groups. These BAs have been considered to
be connected with the motor areas such as BA 4, 6, and 8, referring to the primary
motor cortex on the cingulate gyrus, the somatosensory cortex, and the superior
parietal lobule [1, 19]. Target stimuli evoked that subject psychologically has to
produce in advance a motor response. Hence, our result implied that the BAs 7, 18,
19, 23, and 31 might belong to a common parietal-occipital network for detecting
targets that induce a motor response.

40.5 Conclusion

We have investigated sources of target-elicited N2 components in a dot-probe task.
ACC and PCC interacted with the frontal-parietal attention networks in target
detection and conflict monitoring cognitive processing and BAs 7, 18, 19, 23, and
31 of the parietal-occipital network involved in target detection processing as well.
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Chapter 41
Changes in Phase Synchronization
of EEG During Development of Symbolic
Communication Systems
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Takeshi Konno, Kazuyuki Samejima, and Junya Morita

Abstract To identify neural synchrony changes during the establishment of sym-
bolic communication systems, we analyzed Phase Locking Value, a phase syn-
chronization index reflective of the cognitive process of finding meaning in visual
stimuli. Hyper-scanning electroencephalograms were recorded during a symbolic
communication task. Good and bad performance pairs were studied to find features
of phase synchronization during the establishment of a communication system.
During the initial phase of the establishment process, the good performance pair
showed synchronization in the 150–300-ms and 450–750-ms latency periods and
desynchronization at 300–450 ms in the gamma band after receipt of the partner’s
message. The synchronization at around 500 ms strengthened and lasted longer
during the last phase when a shared communication system was established. This
pattern was not observed in the bad pair. These results suggest that phase synchrony
around 500 ms and later is involved in the cognitive process of finding meaning in
symbolic messages.
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41.1 Introduction

The neural synchrony viewpoint has attracted attention in the study of human
coordination behavior. For example, it is shown that neural synchrony increases
through coordination behavior by tapping [1] and fingertip movement [2, 3].
These studies contribute to the clarification of the neural underpinning of human
social coordination from the viewpoint of synchronization within the brain and in
interbrain systems.

Despite the neural synchrony viewpoint providing better understanding of
coordination within the brain and in interbrain systems, a neural mechanism of
coordination via symbolic communication has not been well studied using this
viewpoint. Recent research in the development of symbolic communication systems
has advanced the field of experimental semiotics [4, 5]. Electroencephalographic
(EEG) recordings during the development of symbolic communication systems
were obtained in an experiment within the framework of experimental semiotics
[6]. We believe that investigating this experiment from the viewpoint of neural
synchrony can help elucidate the neural underpinnings of symbolic communication.

We aimed to identify changes in neural synchrony during the establishment of
symbolic communication systems. In the present article, we analyzed Phase Locking
Value (PLV) [7] obtained during hyper-scanning EEGs recorded during a symbolic
communication task [8] to understand the role of neural synchronization in symbolic
communication. PLV is an index of phase synchronization, which is known to reflect
the cognitive process of finding meaning in visual stimuli [9].

41.2 Materials and Methods

41.2.1 Symbolic Communication Task

41.2.1.1 Participants

To study differences in phase synchrony between successful and unsuccessful com-
munications, we selected two pairs of participants (four males, age, mean = 23.3,
standard deviation = 2.77, range = 20–23 years). The pairs had good or bad
performance in typical behavior and were selected from 40 neurologically normal
participants (20 pairs) who had undergone hyper-scanning EEG recording [6] during
the symbolic communication task [6, 8]. Performance was measured in accordance
with a Bayesian inference model constructed on the basis of behavioral data
obtained during the task [10]. The good performance pair constantly succeeded after
several trials in the task, while the bad performance pair succeeded to a much lesser
extent.
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Fig. 41.1 Schematic view of the symbolic communication task

41.2.1.2 Procedure

In this experiment, we used a coordination game wherein symbolic messages were
exchanged [8]. This was called a symbolic communication task and was based
on an experiment performed in an experimental semiotic framework [4]. In this
task, which is schematically described in Fig. 41.1, a pair of participants played
a coordination game on computer screens. The aim of the game was to bring
their agents, which were initially located randomly in one of four different rooms
(2 × 2 configuration), into the same room by moving them once horizontally or
vertically. Before moving the agents, each participant sent his partner a message
by choosing one geometric figure from four options ( ), whose meanings
were neither predefined nor initially shared. Diagonal movement was prohibited.
This demanded a mutual understanding of the denotations (mapping between the
figures and the rooms) and the connotations (informing initial room/destination) of
symbolic messages for better performance [8]. The game was repeated 60 times
(trials).

EEG Recording and Preprocessing. We recorded EEGs using a sampling rate of
1000 Hz (BrainAmp MRplus, Brain Products GmbH, Germany) at 32 scalp sites
according to the International 10–20 system and its extension using active Ag/AgCl
electrodes (actiCAP 32Ch Standard-2). A reference electrode was located at AFz. To
remove ocular artifacts, four electrodes were used to record vertical and horizontal
eye movements.

The scalp EEGs were recorded using remaining 28 electrodes. Re-referencing
with common averages and filtering in the range of 1–70 Hz were performed on
the data. The EEGs were segmented into epochs (from −500 ms to 2000 ms)
and independent component analysis rejection using SemiAutomatic Selection of
Independent Components for Artifact correction [11] was performed. We used
complex Morlet wavelet transforms of the signals for each EEG.
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41.2.2 Phase Locking Value and Z-Score

Phase Locking Value (PLV) [7] was used to quantify the degree of phase synchrony
between two signals in several trials. PLVt ∈ [0, 1] is defined as:

PLVt = 1

N

∣∣∣∣∣
N∑

n=1

ejθ(t,n)

∣∣∣∣∣ , (41.1)

where t, n, N, and j denote the time, the trial, the number of trials, and the imaginary
unit, respectively. θ (t, n) = φ1(t, n) − φ2(t, n) is the phase difference between the
two signals at time t and in trial n, where φ1 and φ2 are transient phases of the two
signals.

To study changes in phase synchrony from baseline, we used the Z-score of the
PLV, which is defined as PLVzt = {PLVt − mean(PLVbaseline)}/std(PLVbaseline),
where mean(PLVbaseline) and std(PLVbaseline) indicate the mean and the standard
deviation of PLVt during a baseline period, respectively. Here the baseline period
was from −200 ms to 0 ms, when the message from the partner was displayed on
the screen.

We analyzed gamma-phase synchrony at 40 Hz after the partner’s message was
received. Gamma-phase synchrony was viewed as a mechanism subserving large-
scale cognitive integration [12, 13].

41.3 Results

Figure 41.2 shows the transitions of the mean PLVz of all EEG electrodes at a
frequency of 40 Hz. The starting point (0 ms) is the time when the partner’s message
is displayed on the screen. In the initial five trials, the good performance pair showed
increases in PLVz during the latency periods of 150–300 ms and 450–750 ms and
a reduction during the period of 300–450 ms, as indicated in Fig. 41.2a. In the last
five trials (Fig. 41.2b), the later increase became stronger and continued for a longer
period. In contrast, as Fig. 41.2c–d depict, the bad performance pair did not show
such patterns of PLVz changes.

We observed PLV networks (inter-electrode links) whose degrees of synchro-
nization significantly increased from when compared to the previous latency period
shown in Fig. 41.3. We defined Phase Locking Statistics (PLS) [13] for the
differences in PLVz compared to the previous latency period (every 150 ms) and
show links with PLS < 0.05. Consistent with the transition in Figs. 41.2a and 41.3a
show dense synchrony networks during the 150–300-ms and 450–750-ms periods.
These networks include frontoparietal synchronizations.
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Fig. 41.2 Transitions of PLVz at 40 Hz for the good (a and b), and bad (c and d) performance
pairs. The vertical and horizontal axes show PLVz averaged over all inter-electrodes and the
latencies following the receipt of the partner’s message (indicating the beginning times of the 150-
ms periods in the graphs), respectively. Graphs (a) and (c) were obtained during trials n = 1–5;
and graphs (b) and (d) were obtained during trials n = 56–60

Fig. 41.3 Examples of transitions of the PLVz network at 40 Hz in the good performance pair
(a and b) and the bad performance pair (c and d) (participant 2 for each case). Electrodes with
significant increases in PLVz compared to the previous latency period are linked. Figures in (a)
and (c) were obtained during the trials n = 1–5. Figures in (b) and (d) were obtained during trials
n = 56–60
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41.4 Discussion and Conclusion

In the initial five trials, the two participants in the good performance pair did not
understand the received symbols well, as indicted by the behavioral data in the sym-
bolic communication task [10]. Specifically, a communication system was not estab-
lished. Therefore, the initial trials can be considered a phase wherein the participants
attempted to understand the symbolic messages from their partners. In this phase,
the good performance pair showed synchronization during two latency periods
(150–300 and 450–750 ms) after the partner’s message was received (Fig. 41.3a).

There was desynchronization between these two periods. In previous stud-
ies, similar synchronization and desynchronization patterns were observed and
are considered to reflect switching between cognitive processes, such as visual
cognition and motor responses [12, 13]. In the last five trials, where the good
performance pair successfully established a shared communication system, strong
synchrony continued for a longer duration. Our results thus may suggest that the two
latency periods (150–300 and 450–750 ms) are involved in two cognitive processes:
recognition of figures and consideration of the meanings of the figures as symbols.

Long-range frontoparietal phase synchronizations were observed in the two
latency periods (Fig. 41.3a). The frontoparietal synchronization network is consid-
ered to be related to visual working memory [14] and cognitive control [15]. Similar
patterns, i.e., synchronizations with frontoparietal connections and desynchroniza-
tion between synchronization periods, were also found in the last trials of the bad
performance pair (Figs. 41.2d and 41.3d) during late latency periods. According
to estimations based on the behavioral data [10], this participant seems to still
attempt to understand symbolic messages in the last trials. The frontoparietal phase
synchronizations found here may play major roles in the understanding of symbolic
messages, where the association between visual inputs and working memory for
previous instances are related.

We suggest that the gamma-phase synchrony at around 500 ms and later, and
especially the frontoparietal synchrony, may be involved in the cognitive process
of finding meaning in symbolic messages. We should confirm how robust this
phenomenon is in other pairs of participants and in other symbolic communication
tasks. Here we show that the neural synchrony viewpoint and analysis of phase
synchronization are effective for the examination of cognitive processes and the
neural underpinnings of symbolic communication.

Acknowledgments This work was supported by JSPS KAKENHI Grant Number JP26240037
and JP17J06623.

References

1. Kawasaki, M., Kitajo, K., Yamaguchi, Y.: Inter-subject’s brain synchronizations for coordina-
tion of tapping rhythms. IEICE Tech. Rep. 112, 73–78 (2012) (in Japanese)



41 Changes in Phase Synchronization of EEG During Development. . . 333

2. Tognoli, E., Lagarde, J., DeGuzman, G.C., Kelso, J.A.S.: The Phi Complex as a neuromarker
of human social coordination. Proc. Natl. Acad. Sci. U. S. A. 104, 8190–8195 (2007)

3. Yun, K., Watanabe, K., Shimojo, S.: Interpersonal body and neural synchronization as a marker
of implicit social interaction. Sci. Rep. 2, 1–8 (2012)

4. Galantucci, B.: An experimental study of the emergence of human communication systems.
Cogn. Sci. 29, 737–767 (2005)

5. Galantucci, B., Garrod, S.: Experimental semiotics: a review. Front. Hum. Neurosci. 5, 1–15
(2011)

6. Li, G., Konno, T., Okuda, J., Hashimoto, T.: An EEG Study of Human Mirror Neuron System
Activities During Abstract Symbolic Communication Advances in Cognitive Neurodynamics,
Vol. V, pp. 565–571. Springer, Berlin/Heidelberg/New York (2016)

7. Lachaux, J.P., Rodriguez, E., Martinerie, J., Varela, F.J.: Measuring phase synchrony in brain
signals. Hum. Brain Mapp. 8, 194–208 (1999)

8. Konno, T., Morita, J., Hashimoto, T.: Symbol Communication Systems Integrate Implicit
Information in Coordination Tasks Advances in Cognitive Neurodynamics, Vol. IV, pp. 453–
459. Springer, Berlin/Heidelberg/New York (2013)

9. Castelhano, J., Rebola, J., Leitão, B., Rodriguez, E., Castelo-Branco, M.: To perceive or not
perceive: the role of gamma-band activity in signaling object percepts. PLoS One. 8, e66363
(2013)

10. Samejima, K., Konno, T., Li, A., Okuda, J., Morita, J., Hashimoto, T.: Statistical inference of
meaning by a generative model of signal communication in the “coordination game”. IPSJ SIG
Tech. Rep. 1–6 (2016) (in Japanese)

11. Chaumon, M., Bishop, D.V.M., Busch, N.A.: A practical guide to the selection of independent
components of the electroencephalogram for artifact correction. J. Neurosci. Methods. 250,
47–63 (2015)

12. Rodriguez, E., George, N., Lachaux, J.P., Martinerie, J., Renault, B., Varela, F.J.: Perception’s
shadow: long-distance synchronization of human brain activity. Nature. 397, 430–433 (1999)

13. Varela, F., Lachaux, J.-P., Rodriguez, E., Martinerie, J.: The brainweb: phase synchronization
and large-scale integration. Nat. Rev. Neurosci. 2, 229–239 (2001)

14. Salazar, R., Dotson, N., Bressler, S., Gray, C.: Content specific fronto-parietal synchronization
during visual working memory. Science. 338, 1097–1100 (2012)

15. Zanto, T.P., Gazzaley, A.: Fronto-parietal network: flexible hub of cognitive control. Trends
Cogn. Sci. 17, 602–303 (2013)



Chapter 42
Effect of Spike-Timing-Dependent
Plasticity on Stochastic Spike
Synchronization in an Excitatory
Neuronal Population

Sang-Yoon Kim and Woochang Lim

Abstract We consider an excitatory population composed of subthreshold neu-
rons which exhibit noise-induced spikings. This neuronal population has adaptive
dynamic synaptic strengths governed by the spike-timing-dependent plasticity
(STDP). In the absence of STDP, stochastic spike synchronization (SSS) between
noise-induced spikings of subthreshold neurons was previously found to occur
over a large range of intermediate noise intensities. Here, we investigate the
effect of STDP on the SSS by varying the noise intensity. A “Matthew” effect
in synaptic plasticity is found to occur due to a positive feedback process. Good
synchronization gets better via long-term potentiation (LTP) of synaptic strengths,
while bad synchronization gets worse via long-term depression (LTD). Emergence
of LTP and LTD of synaptic strengths is investigated through microscopic studies
based on both the distributions of time delays between the pre- and the postsynaptic
spike times and the pair correlations between the pre- and the postsynaptic IISRs
(instantaneous individual spike rates).

Keywords LTD · LTP · Spike-timing-dependent plasticity · Stochastic spike
synchronization · Synaptic strength

42.1 Introduction

Recently, much attention has been paid to brain rhythms which emerge via
population synchronization between individual firings in neural circuits [1]. These
synchronized rhythms are associated with sensory and cognitive processes in
the brain. Population synchronization has been intensively investigated in neural
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circuits composed of spontaneously firing suprathreshold neurons exhibiting regular
discharges like clock oscillators [2]. In contrast to the case of suprathreshold
neurons, the case of subthreshold neurons (which cannot fire spontaneously) has
received little attention. The subthreshold neurons can fire only with the help
of noise. Here we are interested in stochastic spike synchronization (SSS) (i.e.,
noise-induced population synchronization) between complex noise-induced firings
of subthreshold neurons which exhibit irregular discharges like Geiger counters.
Recently, such SSS has been found to occur in an intermediate range of noise
intensity via competition between the constructive and the destructive roles of
noise [3–6]. In the previous works on SSS, synaptic coupling strengths are static.
However, in real brains synaptic strengths may vary (i.e., they can be potentiated
or depressed) to adapt to the environment. These adjustments of synapses are
called the synaptic plasticity which provides the basis for learning, memory, and
development [7]. Regarding the synaptic plasticity, we consider a Hebbian spike-
timing-dependent plasticity (STDP) [8–10]. For the STDP, the synaptic strengths
vary via a Hebbian plasticity rule depending on the relative time difference between
the pre- and the postsynaptic spike times. When a presynaptic spike precedes
a postsynaptic spike, long-term potentiation (LTP) occurs; otherwise, long-term
depression (LTD) appears. In this paper, we consider an excitatory population of
subthreshold neurons and investigate the effect of STDP on the SSS by varying the
noise intensity.

42.2 Excitatory Small-World Network of Subthreshold RS
Izhikevich Neurons with Synaptic Plasticity

We consider the Watts-Strogatz small-world network (SWN) which interpolates
between a regular lattice with high clustering (corresponding to the case of p = 0)
and a random graph with short average path length (corresponding to the case
of p = 1) via random uniform rewiring with the probability p [11]. Here, we
consider the case that the rewiring probability p is 0.15 and the average number
of synaptic inputs per neuron Msyn is 20. As an element in our neural system, we
choose the regular spiking (RS) Izhikevich neuron model with the same parameters
as those in Refs. [12, 13]. Each ith RS Izhikevich neuron is stimulated by using
the DC current IDC,i and an independent Gaussian white noise ξi whose intensity is
controlled by using the parameter D. We also consider a subthreshold case (where
only noise-induced firings occur) such that the value of IDC,i is chosen via uniform
random sampling in the range of [3.55, 3.65]. The synaptic current into the ith
neuron is modeled in terms of the delayed double-exponential functions [14],
and the coupling strength of the synapse from the j th presynaptic neuron to the
ith postsynaptic neuron is Jij . For the excitatory synapse (involving the AMPA
receptors), we use the same synaptic delay, synaptic rise time, synaptic decay time,
and synaptic reversal potential as those in [15]. Here, we consider a Hebbian STDP
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for the synaptic strengths {Jij }. Initial synaptic strengths are normally distributed
with the mean J0(= 0.2) and the standard deviation σ = 0.02. With increasing
time the synaptic strength for each synapse is updated with an additive nearest spike
pair-based STDP rule:

Jij → Jij + δ Jij (tij ), (42.1)

where δ (= 0.005) is the update rate and Jij is the synaptic modification

depending on the relative time difference tij (= t
(post)
i −t

(pre)
j ) between the nearest

spike onsets of the postsynaptic neuron i and the presynaptic neuron j . We use an
asymmetric time window for the synaptic modification Jij (tij ) [9]:

Jij =
{

A+ e−tij /τ+ for tij > 0
A− etij /τ− for tij < 0

, (42.2)

where A+ = 1.0, A− = 0.7, τ+ = 35 ms, τ− = 70 ms, and Jij (tij = 0) = 0.
Numerical integration of the governing equations of motion is done using the Heun
method [16] (with the time step t = 0.01 ms).

42.3 Effect of the STDP on the Stochastic Spike
Synchronization

We consider an excitatory Watts-Strogatz SWN of subthreshold RS Izhikevich
neurons (exhibiting noise-induced spikings). In the absence of STDP, SSS is found
to occur in an intermediate range of noise intensity D. As D passes a lower
critical value D∗

l (� 0.225), SSS occurs via the constructive role of noise, while
it disappears through the destructive role of noise when passing a higher critical
value D∗

r (� 0.846). We take into consideration the STDP, and study its effect on
the SSS by varying D, the results of which are well shown in Fig. 42.1. Figure 42.1a
shows the time evolution of 〈Jij 〉 for various values of D (chosen in the range
of SSS in the absence of STDP), where 〈Jij 〉 represents the population-averaged
synaptic strength over all synapses. Initial average strengths at t = 0 are J0 (= 0.2),
independently of D. However, with increasing t , 〈Jij 〉 varies (i.e., potentiated or
depressed) depending on D. After a sufficiently long time (∼2000 s), 〈Jij 〉 seems
to approach its saturated limit value 〈J ∗

ij 〉. We note that LTP occurs for D = 0.27,
0.3, 0.5, and 0.7, while LTD appears for D = 0.25 and 0.77. A plot of population-
averaged limit values of synaptic strengths 〈〈J ∗

ij 〉〉r vs. D is given in Fig. 42.1b;
〈· · · 〉r represents an average over 20 realizations. Here, the horizontal dotted line
denotes the initial values of synaptic strengths J0 (= 0.2), and the lower and the
upper threshold values D̃l (� 0.253) and D̃r (� 0.717) for LTP/LTD are denoted by
solid circles. Hence, LTP occurs in the range of (D̃l , D̃r ); otherwise, LTD appears.
Population spike synchronization may be well visualized in the raster plot of spikes.
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Fig. 42.1 Effect of the STDP on the SSS. (a) Time evolution of population-averaged synaptic
weight 〈Jij 〉 for various values of D. (b) Plot of population-averaged limit value of synaptic
weights vs. D. Raster plots of spikes in the absence of STDP [(c1)–(c6)] and in the presence of
STDP [(d1)–(d6)] [t = t∗ (saturation time = 2000 s) +̃t ]. (e) Plot of the statistical-mechanical
spiking measure 〈Ms〉r (represented by open circles) versus D; for comparison, 〈Ms〉r in the
absence of the STDP is also shown in crosses

Figure 42.1c1–c6 [Fig. 42.1d1–d6] show the raster plots of spikes in the absence
(presence) of STDP. In the case of LTP for D = 0.27, 0.3, 0.5 and 0.7, the degree
of synchronization is increased. In contrast, for the case of LTD of D = 0.25
and 0.77, the population states become unsynchronized. Furthermore, the degree of
population synchronization may be quantitatively measured in terms of the realistic
statistical-mechanical spiking measure, introduced by considering the occupation
pattern and the pacing pattern of the spikes in the spiking stripes in the raster plots
of spikes [17]. Figure 42.1e shows plots of 〈Ms〉r in the presence (open circles)
and the absence (crosses) of STDP. A “Matthew effect” in the synaptic plasticity
seems to occur in the following way. Good synchronization gets better via LTP of
synaptic strengths, while bad synchronization gets worse via LTD. As a result, a
steplike rapid transition to SSS occurs by varying the noise intensity, in contrast to
the relatively smooth transition in the absence of STDP.

We also make an intensive investigation on emergence of LTP and LTD of
synaptic strengths via microscopic studies based on both the distributions of time
delays {tij } between the pre- and the postsynaptic spike times and the pair-
correlations between the pre- and the postsynaptic instantaneous individual spike
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Fig. 42.2 Microscopic investigation on emergence of LTP and LTD via STDP. (a1)–(a6)
Population-averaged histograms for the distributions of time delay tij during the time interval
from t = 0 to the saturation time (t = 2000 s) for various values of D. (b) Plot of the population-
averaged synaptic modification 〈〈Jij 〉〉r vs. D. (c) Plot of the microscopic correlation measure
〈Mc〉r (represented by open circles) versus D in the limiting saturated case; for comparison, 〈Mc〉r
in the absence of the STDP is also shown in crosses

rates (IISR) (which is given in Eq. (11) of Ref. [14]). These results are given
in Fig. 42.2. Figure 42.2a1–a6 show population-averaged histograms H(tij ) for
the distributions of time delay tij during the time interval from t = 0 to the
saturation time (t = 2000 s) for various values of D: for each synaptic pair, its
histogram for the distribution of tij is obtained, and then we get the population-
averaged histogram via averaging over all synaptic pairs. Here, black and gray
regions represent LTP and LTD, respectively. In the case of LTP (D = 0.27, 0.3,
0.5, and 0.7), 3 peaks appear: one main central peaks and two minor left and right
peaks. When the pre- and the postsynaptic spike times appear in the same spiking
stripe in the raster plot of spikes, its time delay tij lies in the main peak; LTP/LTD
may occur depending on the sign of tij . On the other hand, time delays tij lie
in the minor peaks when the pre- and the postsynaptic spike times appear in the
different nearest-neighboring spiking stripes. If the presynaptic stripe precedes the
postsynaptic stripe (causality), then its time delay tij lies in the right minor peak
(LTP); otherwise, it lies in the left minor peak (LTD). However, in the case of LTD of
D = 0.25, and 0.77, the population states become desynchronized due to overlap
of spiking stripes in the raster plot of spikes. Consequently, the main peak in the
histogram becomes merged with the left and the right minor peaks, and then only
one broadened main peak appears, in contrast to the case of LTP. The population-
averaged synaptic modification 〈〈Jij 〉〉r may be directly obtained from the above
histogram H(tij ):

〈〈Jij 〉〉r �
∑
bins

H(tij ) · Jij (tij ). (42.3)
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Figure 42.2b shows a plot of 〈〈Jij 〉〉r [obtained from H(tij )] vs. D. Then,
population-averaged limit values of synaptic strengths 〈〈J ∗

ij 〉〉r are given by J0 +
δ 〈〈Jij 〉〉r , which agree well with the directly obtained values in Fig. 42.1b. Finally,
we study the effect of STDP on the microscopic pair correlation Cij (τ ) between the
pre- and the postsynaptic IISRs for the 〈ij 〉 synaptic pair. Then, the microscopic
correlation measure Mc, representing the average “in-phase” degree between the
pre- and the postsynaptic pairs, is given by the average value of Cij (0) at the zero-
time lag for all synaptic pairs. Figure 42.2c shows plots of 〈Mc〉r in the presence
(open circles) and the absence (crosses) of STDP. Like the case of Ms, a “Matthew”
effect in Mc also occurs: good pair correlation gets better via LTP, while bad pair
correlation gets worse via LTD. Hence, a steplike transition occurs, in contrast to
the case without STDP. Enhancement in Mc results in the increase in the average in-
phase degree between the pre- and the postsynaptic pairs. Then, widths of spiking
stripes in the raster plot of spikes decrease, which leads to narrowed distribution
of time delays tij . Consequently, LTP may occur. In contrast, for the case of
suppression of Mc, the distribution of tij becomes widened, which may lead to
occurrence of LTD.
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Chapter 43
Alpha Phase Is Regulated by Gamma
Power in Mouse Hippocampus

Tao Zhang, Xiaxia Xu, and Zhuo Yang

Abstract In this study, the PAC_CMI algorithm was validated by simulated data.
Afterward, it was used to analyze local field potentials, obtained from mouse’s hip-
pocampal DG region. Male mice were divided into two groups: enrich environment
(EE, n = 6) and society isolation (SI, n = 6). Modulation index (MI) was used to
detect the PAC. It shows that there is a significant PAC between alpha and gamma
rhythms in the hippocampal DG region in both groups. However, the value of MI
was bigger in the EE group than in SI group. The analysis of stimulation data showed
that PAC_CMI worked reliably. PAC_CMI results exhibited that gamma rhythm
directionally drove alpha rhythm in both mice groups. Additionally, the strength
of directional driving was considerably higher in the EE group than that in the SI
group. The data suggest that such a directional driving is associated with certain
cognitive functions.

Keywords Gamma · Alpha · Directional phase-amplitude coupling ·
Conditional mutual information

43.1 Introduction

The cognitive function of hippocampal DG, which has been indicated to take
charge of the spatial information, is closely connected with rhythmic neural activity.
The neural oscillation at both theta and gamma rhythms in the hippocampus is
often focused on investigated by researchers [1]. On the other hand, a previous
study showed that there also existed alpha rhythm (8–13 Hz) in the hippocampal
DG [2]. Although alpha rhythm has been reported to play an important role in
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cognitive function through inhibiting task-irrelevant brain areas, a number of studies
link alpha rhythm directly to cognitive functions. These cognitions are possibly
associated with alpha-gamma cross-frequency phase-amplitude coupling (PAC) [3].
Furthermore, it is well known that the neurons in hippocampal DG area are granule
neurons. In brain regions with granule neurons, such as the striatum and the visual
cortex, there existed prominent PAC between alpha and gamma rhythms. Therefore,
we suppose that there is alpha-gamma PAC in mouse’s hippocampal DG area.

It is well known that there are several analytic algorithms to be used to measure
PAC, such as modulation index (MI) [4] and phase locking value (PAC_PLV).
However, given that there is no time-delay element in these algorithms, they are
not involved in assessing the direction of interaction between different frequencies.
That is to say, there might be no approaches, by which the directional interaction
between alpha and gamma can be effectively measured. In other words, based upon
these analytic algorithms, it is impossible to determine whether alpha phase drives
gamma amplitude or reversely. Recently, a study reported a directional coupling
between alpha and gamma in ECOG data in cortex, which was measured by phase-
slope index (PSI) [5]. In our previous studies, the conditional mutual information
(CMI) was successfully applied in assessing the directionality and strength of
coupling between different rhythms [6]. However, CMI is well known to be applied
to measure the directional coupling between two different brain regions at the same
rhythm. It is possible that there is an alteration of cognitive function associated with
the change of directional coupling between alpha and gamma rhythms. Therefore,
the measurement of directional coupling could be applied in assessing cognitive
deficits in animal models, such as society isolation animal model (SI).

In the present study, local field potential (LFP) signals, obtained from the
hippocampus of mice, were recorded by in vivo electrophysiological techniques.
PAC was evaluated by MI to ensure that there was a robust alpha phase-gamma
amplitude coupling. Finally, the PAC_CMI was applied in LFP data, and the
comparison was performed between two animal groups, which were the enrich
environment (EE) and the society isolation (SI).

43.2 Materials and Methods

Twelve male C57 mice were randomly divided in two groups. One group, in which
the mice were raised in an enriched environment, was named EE (n = 6). Another, in
which the mice were raised in a society isolation, was called SI (n = 6). The animals
in the EE group were housed together in one big cage (60 × 40 × 35 cm) containing
several toys. The mice in the SI group were caged individually in standard cages
(36 × 18 × 14 cm) and stayed 24 h in dark environment. All the animals in both
groups were raised at constant temperature (21–24 ◦C) with free access to food and
water.

After 2 months, an electrophysiological experiment was performed to obtain
the LFP data. Briefly, animals were anesthetized by 30% urethane and fixed in a
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stereotaxic frame. A stainless steel electrode was implanted into the hippocampal
DG (0.5 mm posterior to the bregma, 3.2 mm lateral to midline, 1.5–2.0 mm ventral
below the dura). Ground and reference electrodes were placed symmetrically over
the skull. LFP signals in the hippocampal DG region were collected at a sampling
frequency of 1 K Hz for 5 min.

Conditional mutual information (CMI) has also been generally used to evaluate
the directional coupling between two brain regions at an identical rhythm. In
our study, the CMI was applied in assessing the directional PAC between two
frequency bands at identical site in the hippocampal DG area. Here, the method
was abbreviated to PAC_CMI.

Afam represents the amplitude of the filtered high-frequency signal. φamp and
φfph signify the phase of Afam and the phase of the filtered low-frequency signal,
respectively. To estimate the information that theτ -future of the process φamp

contained within the process φfph, I(φfph; τφamp| φamp) was calculated. Then, φfph

to φamp directional coupling is defined as:

I
(
φfph;τφampr |φampr

) = H
(
φfph|φamp

)

+H
(
τφamp|φamp

)− H
(
φfph,τφamp|φamp

)
(43.1)

With the phase increments τφamp = φamp(t + τ ) − φamp(t).
Similarly, the directional coupling from φamp to φfph could be calculated in the

symmetrical form:

I
(
φampr ;τφfph|φfph

) = H
(
φampr |φfph

)

+H
(
τφfph|φfph

)− H
(
φampr ,τφfph|φfph

)
(43.2)

Finally, the directional index is defined as:

D = I
(
φfph;τφampr |φampr

)− I
(
φampr ;τφfph|φfph

)

I
(
φampr ;τφfph|φfph

)+ I
(
φfph;τφampr |φampr

) (43.3)

In this study, a sliding window (length = 24 s) with 50% overlap and τ = 100 ms
was used. Both stimulated and experimental LFP data were analyzed using MAT-
LAB R2011a (MathWorks). SPSS software was used to perform the statistical
analyses. One-way ANOVA was applied to compare the mean MI and PAC_CMI
values between the EE group and the SI group with the significant level setting at
0.05. All the figures were plotted in Origin 8.5.
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43.3 Results

Power spectrum was analyzed by multi-taper spectral estimation. A sliding window
with a length of 20 s with 50% overlap was applied. Figure 43.1a displayed an
example of the time-frequency power spectrum in 1–8 Hz with the original traces
of LFPs in one EE mouse and another SI mouse, respectively. Observable stripes at
about 4 Hz can be seen, suggesting there is a relatively stable brain state. Figure
43.1b showed that there were corresponding power spectra in [1–100] Hz. Two
peaks in theta band (3–5 Hz) and alpha band (about 8–10 Hz, indicated by the arrow)
embedded in the 1/f power spectrum were quite visible.

MI method was used to measure the PAC between the low-frequency bands (1–
20 Hz, step = 1 Hz) and the gamma frequency bands (30–100 Hz, step = 1 Hz)
in the hippocampal DG region. Examples of MI results in one EE mouse and one
SI mouse were showed in Fig. 43.2a. There is an observable PAC between alpha
(8–15 Hz) and high-gamma (70–100 Hz) frequency bands in either an EE mouse
or a SI animal. One-way ANOVA showed that the strength of alpha-gamma PAC
in the EE group was significantly higher than that in the SI group (1.91 ± 0.31 vs.
0.60 ± 0.19, p < 0.01, Fig. 43.2b).

Furthermore, Fig. 43.2c showed an example of alpha (8–15 Hz, the red line)
nesting gamma (70–80 Hz, the blue line) rhythms. There were combined alpha
phase-gamma frequency bands (Fig. 43.2d), revealing that the gamma rhythm was
nested in the alpha cycle. Furthermore, it was found that gamma oscillation was
mainly nested in the ascending branch of the alpha circle (Fig. 43.2c–d).

Figure 43.3a is an example, in which a clear PAC phenomenon has been
detected by PAC_CMI. In both EE and SI mice, Dalpha- > gamma > 0 occurred at the
low-gamma frequency band (about [30–50] Hz). Interestingly, Dgamma- > alpha < 0
happened at the high-gamma frequency band (about [50–100] Hz). Figure 43.3b–c
showed the statistical PAC_CMI results in both groups. The significant difference
was detected by one-way ANOVA. Figure 43.3b showed that there were no

Fig. 43.1 (a) Examples of original LFP traces and the time-frequency power spectrum in 1–8 Hz
in an EE mouse and another SI mouse. (b) The corresponding log-transformed power in an EE
mouse and another SI mouse. The arrow indicates the alpha oscillation
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Fig. 43.2 Coupling between alpha and gamma. (a) Reprehensive examples of cross-frequency
PAC. The highlighted area shows that there is a strong PAC between alpha rhythm and the gamma
rhythm. The higher MI value, the stronger PAC. (b) Statistical PAC_MI results. **p < 0.01 between
EE and SI. (c) An example of the gamma rhythms is coupled with the ascending branch of the
filtered alpha. (d) Alpha phase-gamma frequency bands

significant differences of the strength of alpha driving low-gamma rhythm between
both groups. However, there were significant differences of the strength of high-
gamma rhythm driving alpha rhythm between these two groups (0.47 ± 0.11 vs.
0.17 ± 0.02, p < 0.01, Fig. 43.3c).

43.4 Discussion

Our data showed that gamma rhythm could significantly drive alpha rhythm in the
hippocampal DG area. Although this result may conflict to our general knowledge
that alpha rhythm should control the gamma rhythms, there exist several facts that
probably explain our results. (1) From the point of view of the rhythm origination,
alpha rhythm is reported to originate from the superficial layers that exercise control
over granular layers in the alpha band. Gamma rhythm was found to be produced
in granular layer that control superficial layers also in the alpha band. Therefore,
the direction between alpha and gamma rhythms might be layer specific [5]. In
our study, the electrode was located in granular layer of the hippocampal DG. The
explanation could be verified by laminar LFP recordings in the hippocampal DG
region. (2) From the point of view of the cognitive function related to alpha rhythm,
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Fig. 43.3 Directional PAC in hippocampal DG region. (a) Example of the directional PAC
between gamma frequency bands (30–100 Hz, step = 1 Hz) and the alpha rhythm (8–13 Hz).
(b–c) Statistical results of the directional PAC between alpha-low-gamma rhythm (30–50 Hz, b)
and alpha-high-gamma rhythm (50–100 Hz, c). *p < 0.05 between EE and SI

strong alpha could usually be observed in the human scalp electroencephalogram
(EEG) during relaxed wakefulness without higher cognitive load. During execution
of several cognitive tasks, some task-relevant brain areas showed decreased alpha
activity. Thus, alpha rhythm was believed to be an idling rhythm. As we know theta
rhythm was more prominent than alpha rhythm in the hippocampus. Furthermore,
previous studies showed that the hippocampal theta rhythm played an important role
in spatial cognitive function. Accordingly, it may infer that in the hippocampal DG,
alpha rhythm is also an idling rhythm [7]. The phenomenon that gamma direction-
ally drives alpha feasibly reflects the active control of the cognition-relevant gamma
oscillation on the cognition-irrelevant alpha oscillation. The directional coupling
probably makes sure an immediate control of the cognition-irrelevant activity in
the default network of hippocampal DG. Such an assumption is consistent with the
fact that alpha and gamma power is anticorrelated in the cortical networks [8]. In
conclusion, the strength of gamma driving alpha was significantly higher in the EE
group than that in the SI group, suggesting that the directional PAC was associated
with certain cognitive functions.



43 Alpha Phase Is Regulated by Gamma Power in Mouse Hippocampus 349

Acknowledgments This work was supported by grants from the National Natural Science
Foundation of China (31771148 & 11232005 to TZ).

References

1. Xu, X., Liu, C., Li, Z., Tao, Z.: Effects of hydrogen sulfide on modulation of theta–gamma
coupling in hippocampus in vascular dementia rats. Brain Topogr. 28, 1–16 (2015)

2. Nerad, L., Bilkey, D.K.: Ten- to 12-Hz EEG oscillation in the rat hippocampus and rhinal cortex
that is modulated by environmental familiarity. J. Neurophysiol. 93, 1246–1254 (2005)

3. Roux, F., Wibral, M., Singer, W., Aru, J., Uhlhaas, P.J.: The phase of thalamic alpha activity
modulates cortical gamma-band activity: evidence from resting-state MEG recordings. J.
Neurosci. 33, 17827–17835 (2013)

4. Tort, A.B., Komorowski, R., Eichenbaum, H., Kopell, N.: Measuring phase-amplitude coupling
between neuronal oscillations of different frequencies. J. Neurophysiol. 104, 1195–1210 (2010)

5. Jiang, H., Bahramisharif, A., van Gerven, M.A., Jensen, O.: Measuring directionality between
neuronal oscillations of different frequencies. NeuroImage. 118, 359–367 (2015)

6. Zheng, C., Zhang, T.: Synaptic plasticity-related neural oscillations on hippocampus-prefrontal
cortex pathway in depression. Neuroscience. 292, 170–180 (2015)

7. Colgin, L.L.: Mechanisms and functions of theta rhythms. Annu. Rev. Neurosci. 36, 295–312
(2013)

8. Palva, S., Palva, J.M.: Functional roles of alpha-band phase synchronization in local and large-
scale cortical networks. Front. Psychol. 2, 204 (2011)



Chapter 44
Quantitative Analysis of Functional
Connectivity Between Prefrontal Cortex
and Striatum in Monkey

Zaizhi Wen, Jianhua Zhang, Xiaochuan Pan, and Rubin Wang

Abstract Reward prediction is essential for learning behavior and decision-making
process in the brain. It is well known that the neurons in both prefrontal cortex
(PFC) and striatum are involved in encoding reward information and the interplay
between the PFC and striatum plays an important role in cognitive processes.
However, it remains elusive how interaction between PFC and striatum is modulated
in reward conditions. To investigate this issue, the local field potentials (LFPs)
were simultaneously recorded in the lateral PFC and striatum of a male monkey
while performing the sequential paired-association task with the asymmetric reward
scheme. The nonlinear interdependence (NLI), a measure of the generalized
synchrony characterizing both the coupling strength and the coupling direction, was
used to quantify the strength of bidirectional functional connectivity between the
PFC and striatum. The results suggest that PFC has strong bi-directional coupling
with the striatum and the interaction in beta frequency band plays an important role
in regulating monkey’s behavior in reward prediction task.

Keywords Prefrontal cortex · Striatum · Reward prediction · Nonlinear
interdependence · Functional connectivity · Synchronization measures
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44.1 Introduction

The PFC and striatum are two important brain regions, and anatomically, they
are tightly connected [1]. The anatomical connections between these two regions
suggest that they may have close relations in functions. Many studies have reported
that PFC and striatum are involved in many different cognitive functions like
learning, reward processing, category representation, and behavior controlling
[2, 3]. Although individual functions of the PFC and striatum in learning and
behavior controlling processes have been demonstrated quite well [4], their
interactive functions remain elusive. Some studies showed that the dysfunctional
synchronization between the two regions was related to many neurological
and psychiatric disorders, such as autism, depression, and schizophrenia [5]. A
recent study demonstrated the synchronization of LFPs between these two areas
significantly increased in beta band after monkeys had learned a classification
task, which suggested that synchronized oscillations between the PFC and striatum
played a vital role in category learning [6].

In this study, to investigate the role of interaction between the two areas in
reward processing, LFPs were simultaneously recorded in the PFC and striatum
while a monkey was performing the sequential paired-association task with the
asymmetric reward schedule [7]. We first filtered the recorded LFPs to obtain the
signals in three frequency bands: beta (15–30 Hz), low gamma (30–50 Hz), and
high gamma (50–100 Hz). For the LFPs in each frequency band, we evaluated
the synchronization between the PFC and striatum by computing the nonlinear
interdependence (NLI). We found that the synchronization in small reward trials
was significantly higher than that in large reward trials in beta band. As NLI can
not only measure the coupling strength but also indicate the coupling direction, we
found that the functional connectivity was significantly greater from the PFC to the
striatum than that from the striatum to the PFC. The results suggest that PFC has
strong interaction with the striatum and the interaction in beta band may play an
important role in regulating monkey’s behavior in reward prediction process.

44.2 Materials and Methods

44.2.1 Behavioral Task

One male Japanese monkey served as a subject in this study (Tom, 8.5 kg). A
detailed description of the experimental procedure and behavioral task can be found
in [7]. Briefly, the monkey was first trained to learn two associative sequences
(Fig. 44.1a) in a sequential paired-association trial (SPAT) (Fig. 44.1b). After
that, an asymmetric reward schedule was introduced using reward instruction trials
(RITs) (Fig. 44.1c). RITs and SPATs were arranged in one block, first RITs
(three trials) and then followed by SPATs. In a given block, a correct choice of
A1 → B1 → C1 would enable the subject monkey to get a large reward, while
A2 → B2 → C2 would be associated with the small one. The stimulus-reward
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Fig. 44.1 The sequential paired-association task with an asymmetric reward scheme: (a) sequen-
tial paired-association tasks; (b) the experimental paradigm of a trial; (c) the asymmetric reward
scheme

contingency was pseudo-randomized between blocks. A trial in which the monkey
made two correct choices, whether in large or small reward condition, was consid-
ered a correct trial. The LFPs recorded in the correct trials were selected for further
analysis. All surgical and experimental protocols were approved by the Animal Care
and Use Committees in Tamagawa University and conducted in accordance with the
National Institutes of Health’s Guide for Care and Use of Laboratory Animals.

44.2.2 Data Acquisition

Extracellular recordings were conducted using linear-array multi-contact electrodes
(U-probe, Plexon, USA) to obtain LFPs. In our experiment, each electrode contained
eight recording contacts (impedance, 0.3–0.5 M� at 1 kHz) with an inter-contact
spacing of 150 or 300 μm. Neuronal activity was measured against a local
reference that was close to the electrode contacts (a stainless guide tube or the
tube of U-probe). We performed data amplification, filtering, and acquisition with
a Multichannel Acquisition Processor (Plexon, USA). The acquired signal from
each contact (channel) was passed through a head-stage and then split to extract
the spike and the LFP components separately. The extracted LFP signals were then
filtered with a passband of 0.7–170 Hz, further amplified, digitized at 1 kHz, and
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saved in Plexon files. In each recording session, these two U-probe electrodes were
inserted simultaneously into the PFC and striatum. Once the two electrodes reached
the target positions, we did not move them any more throughout the whole session.
However, for different sessions, the positions of these two electrodes were different.

44.2.3 Data Analysis Method

We analyzed the recorded LFPs off-line using custom-made MATLAB programs
on a PC. As described before, we recorded the choices of the monkey in SPATs in
large and small reward trials and used only the LFPs recorded in correct trials for
later analysis. In total, 50 sessions of LFPs data were recorded from the monkey. For
each session, the number of correct trials varies between 94 and 119, while large and
small reward trials have roughly equivalent number. In this study, we concentrated
on neural activity in the cue period (400 ms after the first cue onset) and the early
delay period (400 ms after the first cue offset).

Synchrony is thought to play an important role in establishing functional
circuitry and an essential tool used to describe neurophysiological mechanisms of
communication between brain regions [8]. In this study, we adopted the synchrony
measure named nonlinear interdependence (NLI) to analyze the LFPs. We first
filtered the LFPs to obtain the signals in the beta (15–29 Hz) and low (30–49 Hz)
and high (50–100 Hz) gamma bands, respectively. Then, for each frequency band,
we adopted the same process described below.

As described before, eight channels of LFP data from the PFC and striatum
were recorded simultaneously. Therefore, there were 64 pairs of channels in total
(one from PFC and the other from striatum). For each pair of channels, The
NLI was calculated in every big and small reward trials from every session
separately. Then NLIs could be averaged across trials and sessions that had the
same reward condition. However, some studies have reported that the increase
of power and oscillation of signals could have an enhancement to the calculated
synchrony measure value and this increase of NLI may not be caused by the inner
synchronization of the two regions [6]. Considering this, for each trial, another trial
in the same reward condition was randomly selected, and the NLI was calculated
based on these two shuffled trials which now had no direct relation. This procedure
was performed for each pair of channels, and then the NLIs in the same reward
condition were averaged to obtain the NLIshuffle. The actual NLIs used in our
analysis were bias corrected by subtracting this shuffled NLI from the original value.

44.2.4 Nonlinear Interdependence Metric

Nonlinear interdependence (NLI) is measure of generalized synchrony which
evaluates the interdependency according to the distance of delay vectors of two
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time series and is widely used in nonlinear systems [9, 10]. Unlike many other
synchrony measures, such as phase-locking value and mutual information, NLI can
not only compute the coupling strength but also indicate the coupling direction [11].
It was also reported that NLI is more robust to noises than most other measures [12].
These advantages make NLI particularly suitable for the analysis of neural signals.
A detailed description of the algorithm for NLI can be found in [12].

44.3 LFP Data Analysis Results

We recorded LFPs simultaneously in the PFC and striatum using two U-probe
electrodes while the monkey was performing the sequential paired-association
task with the asymmetric reward schedule. A synchrony measure named nonlinear
interdependence was used to analyze the functional connectivity between striatum
and PFC in different reward conditions and different task periods. Figures 44.2,
44.3, and 44.4 show the NLIs for 64 pairs of channels in beta, low gamma, and high
gamma, respectively.

As NLI is an asymmetry synchrony measure, for each frequency band, NLIs
of both directions were calculated. As shown in these figures, in the cue period,
only the NLIs from striatum to PFC direction in beta band differed significantly
in different reward condition (ANOVA F-test: F = 7.65, p = 0.01). No significant
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difference was found in either direction for low and high gamma band. As for the
delay period, in beta band, the NLIs in small reward conditions were significantly
higher than that in big reward conditions, for both striatum to the PFC (ANOVA
F-test: F = 28.02, p = 5.06 × 10−7) and the opposite direction (ANOVA F-test:
F = 20.04, p = 1.66 × 10−05). In low and high gamma band, significant difference
was found in neither direction (ANOVA F-test in low gamma, striatum to PFC,
F = 1.17, p = 0.28; PFC to striatum, F = 0.46, p = 0.50; in high gamma, striatum
to PFC, F = 1.94, p = 0.17; PFC to striatum, F = 0.15, p = 0.70). Our results also
showed that the NLIs from PFC to striatum were significantly higher than that from
striatum to PFC, no matter in what reward condition and frequency band.

44.4 Conclusion

In this study, we recorded LFPs simultaneously in the PFC and striatum using
two U-probe electrodes while the monkey was performing the sequential paired-
association task with the asymmetric reward schedule. By analyzing the NLIs
between striatum and PFC in different reward conditions, we found that the
functional connectivity strength between these two brain regions was significantly
higher in small reward conditions than that in big ones, and this difference was only
found in beta band. These results implied that the interaction between the PFC and
the striatum might play an important role in processing reward information and this
interaction between these two brain regions was mainly related to beta band LFPs.

Moreover, our results suggested that there was significantly greater functional
connectivity from the PFC to the striatum than that of opposite direction, in all
the three frequency bands (beta, low, and high gamma). This result was consistent
with the fact that PFC neurons have direct projections to striatal neurons, while
striatal neurons do not project to LPFC neurons directly and might suggest that PFC
neurons could somehow regulate the striatum neuron’s activity.
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Chapter 45
Spontaneous Theta Rhythm Predicts
Insomnia Duration: A Resting-State EEG
Study

Wenrui Zhao, Dong Gao, Faguo Yue, Yanting Wang, Dandan Mao,
Tianqiang Liu, and Xu Lei

Abstract Increased theta power and subjective sleepiness during waking EEG
had been found in many researches of sleep deprivation. However, rare studies
had ever investigated the theta rhythm in awake and its cortical generators in
insomnia disorder (ID). Consequently, based on the scalp EEG signal and its brain
cortex distribution reconstructed by a network-based source imaging, we explored
the abnormal theta power of insomniacs with different insomnia duration and its
cortical generators. Results indicated that, compared to good sleepers, only ID
with insomnia duration above 3 years presented sustained decreased theta power in
multiple networks. Intriguingly, the theta power of frontoparietal (FPN) and deep
structure network (DSN) was negatively correlated with the insomnia duration.
These findings suggested that decreased waking theta power in ID may be the
electrophysiological correlate of subjective sleepiness deficiency, and the theta
power of FPN and DSN was good predictors for the insomnia duration.

Keywords Insomnia disorder · Insomnia duration · Network EEG source
imaging · Theta

45.1 Introduction

Insomnia disorder (ID) has been one of the most prevalent and common psy-
chophysiological disorders. Chronic insomnia induced cognitive impairments and
increased risks for other psychiatric disorders [1]. Despite its considerable impacts
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on health, the pathophysiological mechanism is still poorly understood, and previ-
ous results are controversial.

The increase in theta activity during waking after sleep deprivation was found to
be an electroencephalogram markers of homeostatic sleep propensity and subjective
sleepiness in both human and rat [2, 3], and this effect was most pronounced
in frontal areas. However, it is questionable that whether ID also presents the
same pattern. Existing studies were based on the topographic analysis of frontal
electrodes; thus, an unsolved problem is its cortex localizations, which may reveal
the core regions of dysfunctional sleep homeostasis in patients with insomnia. In
addition, the prefrontal cortex and hippocampus were deemed to be the generators
of theta oscillation [4, 5], but in insomnia patients the abnormality was consistently
found in these areas [6], from which we can infer that insomniacs may also present
abnormal theta activity and homeostatic dysregulation during wakefulness.

To achieve these aims, we proposed a method called resting-state cortex rhythms
(RECOR) for a detailed localization of cortical sources of resting-state EEG
rhythms in a common network parcellation of the human brain function [8]. The
main aims of our study were to examine (1) the impact of insomnia disorder on the
theta rhythm, and (2) the distribution of abnormal theta rhythm in brain networks,
especially in the frontoparietal network (FPN).

45.2 Methods

Thirty-three patients with ID (23 females, age 42.7 ± 9.4 years) and 14 healthy
good sleepers (HGS) (6 females, age 41.9 ± 11.7 years) participated in the
study. Insomniacs were recruited from Department of Sleep Psychology Center,
Daping Hospital, Third Military Medical University, and they were divided into
two groups, among which 16 had insomnia duration below 3 years (B3) and 17
above 3 years (A3). All participants completed some questionnaires including
Pittsburgh Sleep Quality Index (PSQI), Self-Rating Depression Scale (SDS), and
Self-Rating Anxiety Scale (SAS). The diagnosis of the total 33 IDs was evaluated
by experienced psychiatrist (author DG and FY) according to the International
Classification of Sleep Disorders-3. A written informed consent was obtained after
a detailed explanation of the study protocol. The study was approved by the Ethics
Committee of Southwest University, and all procedures involved were in accordance
with the sixth revision of the Declaration of Helsinki.

Eyes-closed resting-state EEG data was recorded about 5 min from the 64
scalp tin electrodes mounted in an elastic cap (Brain Products, Munich, Germany),
with the sampling frequency of 500 Hz around 19:00 to 20:00 in the evening.
The impedance of all electrodes was kept below 5 k�. The preprocessing was
conducted using MATLAB scripts supported by EEGLAB (http://sccn.ucsd.edu/
eeglab). The recorded EEG data with ocular, muscular, and other types of artifact
were preliminarily identified and excluded. And then, continuous EEG data was
filtered with band-pass between 0.1 and 45 Hz and referenced to common average.

http://sccn.ucsd.edu/eeglab
http://sccn.ucsd.edu/eeglab
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RECOR (as provided at http://www.leixulab.net/recor.asp) was used to estimate the
power of EEG rhythms in the eight large-scale brain networks [7, 8]. It included
two steps to calculate the power of EEG rhythms in each brain network. Firstly,
network-based source imaging (NESOI) was employed to estimate the cortical
sources of EEG theta rhythm (4–8 Hz) [8]. The second step is averaging the
solutions of NESOI across all vertices of the eight large-scale brain networks: visual
network (VIS), somatomotor network (SOM), dorsal attention network (DAN),
ventral attention network (VAN), limbic network (LIM), FPN, default mode network
(DMN), and deep brain structure network (DSN).

Statistical analysis was performed by ANOVA, using RECOR solutions of the
theta band as dependent variables. ANOVA had one between-participants factor of
Group (B3, A3, and HGS) and one within-participants factor of Network, forming
a 3 × 8 mixture design.

45.3 Results

Significant differences were found in PSQI (14.1 ± 2.4, 15.4 ± 2.8, 3.9 ± 1.6,
respectively, F[2, 44] = 95.67, p < 0.001), SAS (55.5 ± 11.9, 52.8 ± 12.5, 31.3 ± 4.3,
F[2, 44] = 23.21, respectively, p < 0.001), and SDS (59.5 ± 11.9, 55.5 ± 13.6,
34.6 ± 6.6, respectively, F[2, 44] = 20.57, p < 0.001) among the groups of B3, A3,
and HGS.

The power of theta rhythm in HGS, B3, and A3 groups was illustrated in Fig.
45.1. Obviously, the theta power in scalp decreased gradually as the disease duration
increased (Fig. 45.1a).

We performed a one-way ANOVA among the factor group (HGS, B3, and A3),
and the result indicated a significant effect (F[2, 44] = 3.819; p < 0.05) (Fig. 45.1b).
The post hoc testing found a significant lower theta power when A3 (0.914 ± 0.395)
was compared with HGS (1.731 ± 1.294, p < 0.05) and B3 (1.421 ± 0.655,
p < 0.05). There is no significant difference between HGS and B3 (p = 0.43).

Then we averaged all vertices of a given large-scale brain network; this step
may minimize the effects of poor spatial sampling of scalp EEG. We performed an
ANOVA between the factors Groups and Networks.

Figure 45.2 illustrated the cortex current density distribution in 3 groups of 8
networks, which evidenced a marginally significant main effect of the factor Group
(F[2, 44] = 2.814; p = 0.071, ηP2 = 0.113 with 95% confidence intervals between 0
and 0.4504) and significant main effect of Network (F[1.247, 54.871] = 4.841; p < 0.05,
ηP2 = 0.099 with 95% confidence intervals between 0 and 0.5345). Interaction
effect between Group and Network was not significant.

The post hoc testing showed that, compared to HGS (2.072 ± 0.447), both A3
(1.035 ± 0.089) and B3 (1.195 ± 0.069) groups presented lower power of theta
band in DAN (t = −2.49, p = 0.019 for A3 compared to HGS and t = −2.069,
p = 0.048 for B3 compared to HGS). When compared to A3 in FPN of theta band
(1.003 ± 0.069), both the group of HGS (1.537 ± 0.190) and B3 (1.255 ± 0.072)

http://www.leixulab.net/recor.asp
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Fig. 45.1 The topography (a) and grand average of theta power (b) in HGS, B3, and A3 groups.
Notice A3 group has significantly lower theta power than HGS. (*) indicate significant difference
at p < 0.05

presented significant lower power (t = −2.828, p = 0.008 for A3 compared to HGS
and t = 2.507, p = 0.018 for B3 compared to A3).

When compared to A3 in DSN of theta band (0.935 ± 0.050), both the group
of HGS (1.252 ± 0.111) and B3 (1.170 ± 0.065) presented significant lower power
(t = −2.75, p = 0.010 for A3 compared to HGS and t = 2.890, p = 0.007 for B3
compared to A3). Finally, only HGS (1.412 ± 0.128) and A3 (1.065 ± 0.093) groups
showed significant difference in the theta power of SOM (t = −2.236, p = 0.033).

Pearson partial correlations between the theta power of eight networks and
insomnia duration were performed, with age, gender, BMI, and education used as
covariates. Results indicated that the insomnia duration negatively correlated with
the theta power of FPN (R = −0.507, p = 0.001) and DSN (R = −0.406, p = 0.007).

45.4 Discussions

Up to now, the theta rhythm during wakefulness had not been comprehensively
researched. Our study not only verified a previous study of decreased theta power
during waking EEG [9] but also found that the significant decrease only existed
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Fig. 45.2 Network normalized electroencephalographic (EEG) spectral power density distribution
in eight Networks of theta band. A statistical ANOVA interaction was performed among the factors
Groups (HGS, B3, and A3) and Networks (VIS, SOM, DAN, VAN, LIM, FPN, DMN, and DSN)

in the patients with longer insomnia duration. Indirect evidences from sleep
deprivation demonstrated that theta activity in waking was seen as a marker of
homeostatic sleep propensity [2]. Besides, the prefrontal cortex and hippocampus
were deemed to be the generators of theta oscillation [4, 5], but insomnia was
characterized by abnormal morphometry in the frontal cortex and hippocampus
[6]. Accordingly, the decreased theta power in A3 group may be the reflection
of decreased homeostatic sleep propensity or subjective sleepiness deficiency in
patients with insomnia and correlate with their impaired brain structures. Obviously,
insomnia duration was a key factor affecting the patients’ theta power in waking and
leading this homeostatic dysregulation.

What are the corresponding brain networks of the decreased theta power in ID?
To answer this question, cortical sources of theta rhythm were compared among
groups of B3, A3, and HGS. Our results revealed that the decrease was not widely
distributed throughout the brain but concentrated on the networks of SOM, DAN,
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FPN, and DSN. Additionally, we also found that the decrease of theta power in FPN
and DSN negatively correlated with insomnia duration. It suggested that insomnia
duration could be predicted by spontaneous theta activity in FPN and DSN.

In conclusion, by using the network-based source imaging of resting-state EEG
theta rhythm, this study characterized insomniacs with different insomnia duration.
Results indicated that the decreased theta power didn’t exist in all insomniacs; only
the chronic insomniacs with longer insomnia duration presented the most obvious
decrease. The insomnia duration-related decreased theta power may be the reflection
of decreased sleep propensity and abnormal brain morphometry in the frontal cortex
and hippocampus. In addition, the networks of FPN, DAN, SOM, and DSN were
the cortical sources of decreased theta power. However, only FPN and DSN in theta
band presented negative correlations with insomnia duration, which may correlate
with the atrophy of core regions in two networks and represent gradually dysfunc-
tional cognitive control and disrupted sleep homeostasis in patients with different
insomnia duration. These results motivated future researchers and clinicians to
regard the insomnia duration as a highly pathogenic factor, and source localization
technique of RECOR also may be an effective and convenient method to explore the
neurodegenerative characteristics in insomnia disorder.
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Chapter 46
Differences in Perceiving Narratives
Through Screens or Reality

Miguel Ángel Martín-Pascual, Celia Andreu-Sánchez,
José M. Delgado-García, and Agnès Gruart

Abstract Understanding a narrative requires a high level of attention. Today, we
are used to perceive narratives not only in real world but also through screens.
Here, we approach the visual perception of those narratives by the viewer’s eyeblink
rate in different situations: while watching videos with narratives, watching videos
without narratives, listening to narratives with no video, watching videos with
the same narrative but different editing styles, and looking the same narrative in
real performance. Watching videos with narratives decreases eyeblink rate. Video
editing style affects eyeblink rate, regardless of narratives. The type of stimulus, in
which a narrative is viewed, screened, or performed, affects eyeblink rate. Media
professionals show a significant lower eyeblink rate than non-media professionals
while perceiving narratives.

Keywords Cinema perception · Attention · Vision · Professionalization ·
Screens · Reality

46.1 Perceiving Narratives Through Screens and Reality

Cinema appeared at the end of the nineteenth century. And, with it, narratives that
had traditionally been played in stages started to be told through screens.

Cinema creators invented an audiovisual language to communicate contents to
viewers. Some rules of this new language were taken from theatrical one; others
were invented ad hoc [1]. Those new rules and patterns moved along with the story
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of cinema [2, 3] and built a mixture of editing styles due to narrative, duration, and
economy of storytelling needs.

Today, screens surround us in everyday life. In the USA, adults spend an average
of 8 h and 47 min per day watching screens [4]. We are used to distinguish between
drama on screens and on reality, and no one calls police when seeing a murder in a
movie [5]. But, do we perceive those narratives equally?

46.2 Eyeblinks, Attention, and Cinema Cuts

A way to approach this visual perception is by measuring eyeblinks. Visual
perception is interrupted by eyeblinks continuously. They hide visual flow between
150–400 milliseconds each time [6–8]. Blinking has the physiological function [9,
10] of wetting and protecting the cornea. But it also has a psychological one [11],
and it has been linked to attention [12] also while watching videos [13, 14].

In the 1990s, Walter Murch, a cinema editor and sound designer, raised an
interesting question [15]: Can we connect eyeblinks with movie editing in cine-
matographic narratives? Murch, with three Oscar awards, had worked for several
years in Hollywood, in films like The Godfather (1972), The Conversation (1974),
or Apocalypse Now (1979), among others. He suspected that eyeblink might have
a comprehension function in films. As an editor, he wanted to know whether there
was a predictable and measurable blink that could let him know the best moment to
cut a shot. The question was good enough to make some research to test it.

46.2.1 Eyeblink Synchronization and Narratives

In 2009, Nakano and colleagues [13] hypothesized that eyeblinks become syn-
chronized while viewing video stories. They presented 3 different narrative-style
stimuli to 14 subjects: videos with the same narrative (pieces of “Mr. Bean” British
comedy), videos without narrative (background videos of landscapes or tropical
fish), and narratives without video (audiobooks of “Harry Potter”).

They obtained that mean eyeblink rate while watching videos with narrative was
significantly lower than that during the rest state. This difference was not obtained
in videos without narrative nor in narratives without video.

Also, they obtained that spontaneous blink rate was synchronized within and
across subjects when they viewed the same narrative in a video (this was not found
in the other two conditions). Thus, they concluded that following a narrative per se
was not the cause of this eyeblink synchronization.

In their study, synchronous blinks occurred at points of less importance in
the narrative, when the main character (Mr. Bean, played by Rowan Atkinson)
disappeared of screen or at the conclusion of actions, among others. This proved
that eyeblinks when watching narratives through screens are linked to attention (see
Table 46.1).
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Table 46.1 Eyeblink rate
(number of eyeblinks per
minute) according to narrative

Stimuli Eyeblinks per minute

Videos with narrative 16.6 ± 5.4
Rest state 24.2 ± 10.9
Videos without narrative 20.0 ± 8.9
Rest state 20.8 ± 10.6
Narratives without videos 26.3 ± 12.2
Rest state 22.5 ± 7.8

Adapted from Nakano et al. [13]
Fourteen subjects participated in this study
(mean ± SD)

Table 46.2 Eyeblink rate (number of eyeblinks per minute) looking at screens (different editing
styles) or reality

Eyeblinks per minute Eyeblinks per minute

One-shot movie 13.776 ± 9.641 Screens 13.208 ± 8.897
Hollywood-style movie 13.427 ± 9.338
MTV-style movie 12.421 ± 8.283
Performance 14.632 ± 7.794 Reality 14.632 ± 7.794

Adapted from Andreu-Sánchez et al. [14, 16]
Forty subjects participated in this study (mean ± SD)

46.2.2 Eyeblinks in Screen and Reality

In 2017, we [16] hypothesized that looking at narratives in reality and watching them
through screens would provoke a different eyeblink rate. We presented 4 stimuli
to 40 subjects. Three of them were video stimuli and one was a performance. All
four stimuli had the same narrative, action, character, and duration. The difference
between the three video stimuli was edition: one was a one-shot movie, another was
a Hollywood-style movie, and the third was an MTV-style movie. We wanted to
compare perception of narratives through screens by not avoiding that contents in a
movie may be represented very differently, depending on the media edition.

We obtained significant differences in spontaneous blink rate between screens
and reality (see Table 46.2). Screened narrative decreased viewers’ eyeblink rate,
compared to performed narrative. Also, in video stimuli, the style of the edition
affected eyeblink rate [14].

Thus, according to our results, the type of stimulus (live performance or screened
movie) that contains a narrative, affects spontaneous blink rate of viewers.

46.2.3 Media Professionalization

On the other hand, different studies have linked professionalization to differences in
cognitive patterns. Lotze et al. (2003) [17] studied the musicians’ brain compared
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Table 46.3 Eyeblink rate per minute (min−1) of non-media professionals and media professionals
looking at audiovisual editions in screens and a live performance

Non-media professionals Media professionals
Eyeblinks per minute Eyeblinks per minute

One-shot movie 18.018 ± 9.917 9.534 ± 7.386
Hollywood-style movie 17.508 ± 10.108 9.347 ± 6.462
MTV-style movie 15.9 ± 8.899 8.941 ± 6.012
Performance 18.207 ± 7.828 11.056 ± 6.042

Adapted from Andreu-Sánchez et al. (2017) [14, 16]
Forty subjects participated in this study (mean ± SD)

to amateurs. They found that professionals showed more focused activation patterns
during imagined musical performances.

Zheng et al. (2012) [18] linked a decrease of eyeblink rate of surgeons with
the attention needed during the development of their job. Faubert (2013) [19]
analyzed athletes’ skills. Maguire et al. (2000, 2006) [20, 21] found structural brain
differences in taxi and bus drivers.

Keeping that in mind, we hypothesized that watching screens steadily over time,
making concomitant decisions with a high level of attention as media professionals
do, would provoke visual perceptive differences in spontaneous blink rate [14, 16].

We obtained significant differences between media and non-media professionals
watching narratives through screens and looking them at reality (Table 46.3).

Taking into account that lower spontaneous eyeblink rate is linked to higher
attention [16, 22], it may be predictable that media professionals would present a
lower eyeblink rate while watching narratives through screens, since they are used
to do it to make decisions as part of their jobs. The more surprising result here is
that media professionals also show a significant lower eyeblink rate when looking
at narratives at reality.

46.3 Conclusion

Watching videos with narratives decreases eyeblink rate, while listening to narra-
tives without videos does not. The style of the edition in a screened content affects
eyeblink rate: the same narrative with different style of edition provokes differences
in eyeblink rate. MTV editing style decreases viewers’ eyeblink rate. There are
also differences in perceiving narratives through screens or reality. Screens decrease
eyeblink rate.

Media professionals spend a lot of time watching narratives through video
making decisions related to media contents. They show a significant lower eyeblink
rate when watching screens, compared to non-media professionals. More interesting
is the fact that media professionals also show a significant lower eyeblink rate when
watching narratives performed in real world.
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Chapter 47
Self-Organization with Constraints: The
Significance of Invariant Manifolds

Ichiro Tsuda

Abstract Classifying self-organization phenomena into two categories, one cate-
gory consists of order formation occurring at macroscopic level, which stems from
cooperative and competitive interactions of elementary units of a system concerned.
On the other hand, the other category implies the formation of the elementary units
at microscopic or mesoscopic levels via some constraint acting at macroscopic
level. The latter relates to differentiation such as cell differentiation in embryos and
functional differentiation in cortical modules. We treat the latter self-organization in
a framework of optimization problem.

Keywords Self-organization · Constraints · Variational principle · Functional
differentiation · Chaotic itinerancy

47.1 Introduction

Recent development of cognitive neurodynamics has led us to reconsider the
theories and key concepts in far-from-equilibrium systems within the framework
of cognitive brain science. Among others, we have treated the theory of self-
organization [1]. The theory of self-organization developed particularly from the
1960s to 1980s by the appearance of scientific heroes, Hermann Haken [2] and Ilya
Prigogine [3], after scientific revolution of cybernetics [4].

Haken and Prigogine successfully made theories for far-from-equilibrium sys-
tems, extended equilibrium phase transitions, and equilibrium and linear thermody-
namics, respectively. In particular, Haken’s idea of synergetics based on the slaving
principle was applied to many fields including neuroscience. Under the influence of
synergetics, a scientific hero in neuroscience, Walter Jackson Freeman, successfully
applied the idea of phase transitions to non-equilibrium state transitions appearing
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in the mesoscopic level of neural chaotic activity and extended it to adopt neural
field theory [5].

Classifying self-organization phenomena into two categories, one category may
consist of order formation at macroscopic scales, which stems from cooperative
and competitive interactions of elements of a system concerned. Here, elementary
interactions are supposed to occur at microscopic levels such as atomic or molecular
levels.

On the other hand, the other category may consist of the formation of elementary
units at microscopic or mesoscopic levels as subsystems of a total system, which
occurs via constraints acting on the whole system. The latter relates to differentiation
such as cell differentiation in embryos and functional differentiation in cortical mod-
ules. In fact, functional differentiation of the brain occurs via interactions between
the brain and the environmental factors, not directly via microscopic interactions of
macromolecules such as genes. Environmental factors may play a role in constraints
acting on the whole brain. However, constraints include qualitative factors such as
people’s intention and cultural background. Pattee [6] discriminates such constraints
from dynamics. In reference to Pattee’s idea, we adopted variational principle to
make constraints for the dynamics at both microscopic and macroscopic levels.

47.2 Variational Principle

We assume that neural dynamics follows a topological dynamical system (ϕ, �),
where ϕ is a group action acting on phase space, i.e., state space �. Then, a
mathematical model may be expressed by dx

dt
= f (x; λ) , including the bifurcation

parameter λ, thus representing a family of dynamical systems. Environmental
factors, here expressed by G, must be introduced to represent interactions between
the brain and the environment. Thus, in the extended phase space, the dynamic
model is written as:

dx

dt
= f (x, λ) + G(x, t) (47.1)

Furthermore, we introduce intentional constraints expressed as C, which are here
supposed to be quantified in the form of information quantities such as transfer
entropy and conditional mutual information. Then, the variational principle is
introduced in the following way [1]:

δL = δ

∫ T

0

{
� + μ

(
dx

dt
− f (x, λ) − G(x, t)

)}
dt = 0, (47.2)

In Eq. (47.2), μ is a Lagrange multiplier.
In self-organization of neural systems, various types of synaptic learning algo-

rithm may play a role in internal constraints. It is typically seen in Malsburg’s
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studies of self-organization of orientation-sensitive cells in primary visual cortex [7]
and also in Kohonen’s studies of self-organizing map [8]. Amari developed a math-
ematical theory for topographic mapping by introducing a generalized Hebb rule,
extending a Hebb rule to incorporate inhibitory synapses in the learning rule [9].

47.3 Significance of the Generation of Invariant Manifold

In the use of variational principle expressed in eq. (47.2), the Lagrange multiplier
is a function of state variables, their time derivatives, and may also be a function of
time itself, and thus the equation of motion of Lagrange multiplier is derived. Here,
one question arises: what is an initial condition of Lagrange multiplier? There is,
however, no reason to determine the initial condition.

The ad hoc determination of the initial condition often leads to unrealistic
dynamical trajectories such as trajectories diverging to infinity. However, recent
studies on the state space dimension of neural activity under sensory stimuli show
the existence of invariant manifold with relatively low dimension, which consists
of various evoked activity [10]. Thus, if the neural activity is restricted to such a
low-dimensional invariant manifold, then the instability via addition of the equation
of motion of the Lagrange multiplier may be restricted to sustain the topology of
invariant manifold (see Fig. 47.1).

This idea of topological invariance of invariant manifolds, which can occur
through restricted instability via constraint, leads us to sustainable reorganization of

Fig. 47.1 Topological change by restricted instability via constraints
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neural networks under the influence of environmental factors, hence leading neural
mechanism of functional differentiation.

On the other hand, the introduction of constraints C will not bring about fatal
instabilities of invariant manifold. This is because dynamical systems embedded in
neural network systems may well be changed and stabilized toward evolutionary
stable states in its optimization process, associated with globally stabilized complex
transitions between cognitive states such as chaotic itinerancy.
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Chapter 48
On the Nature of Coordination in Nature

Emmanuelle Tognoli, Mengsen Zhang, and J. A. Scott Kelso

Abstract Aiming to identify general principles governing collective behavior at
multiple levels, we visit complex systems whose dynamic patterns traverse neural,
behavioral, and social levels. Rather than approaching such systems from their
distinct scientific perspectives, e.g., neuroscience, psychology, or sociology, we
unite them in the study of their coordination dynamics. A study of multiple
people coordinating their behavior, dubbed “the human fireflies experiment,” reveals
spatiotemporal metastability. Another study of real fireflies, often taken as the poster
child for strong synchronization, also reveals a telltale spatiotemporal mixture of
integration and segregation, as had an earlier investigation into the coordination
of neural ensembles. Empirical data is contextualized with a theoretical model
of coordination dynamics and confirms its prediction that weak coupling and
broken symmetry play key roles. We conclude that nature, in all its diversity and
uninterested in subsuming itself to the simpler organizing phenomena favored by
scientists, such as synchronization, in fact revels in spatiotemporal metastability.

Keywords Broken symmetry · Multiscale · Multi-agent · Spatiotemporal ·
Metastability · Extended HKB · Weak coupling · Complexity
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48.1 Introduction

Living systems carry a complexity the understanding of which represents an
enormous challenge to experimental and theoretical science. The aspiration persists
though that eventually those systems will find their fundamental laws, the “Newto-
nian breakthrough” of complexity (e.g., [1–6]). Complexity science has recognized
that interactions play out between elements at the same level of description but
importantly also across levels [7–12], both within and across system boundaries.
Accordingly, to reach the goal of finding laws of complex living systems, paradigms
are required that look beyond domain-specific characteristics, so that all levels may
fall under the same investigational scope.

Dynamical approaches have the ability to unite multiple levels of description in
a single language, because they focus on flows: mathematical formalisms are not
restricted to domain-specific phenomenologies, nomologies, and incommensurable
quantifications. The dynamical perspective also gives due respect to adaptation
[13–15, 49] and exposes processes [9, 16–20]. Useful empirical efforts include the
measurement of state variables continuously [21, 22] and ideally at multiple levels
of description [11, 23–27]. A striking property of living systems seems to be the
emergence of functionality [16, 28–30]. Because functions emerge from interactions
[30], a specific dynamical approach was developed to emphasize how the dynamics
of coordinative states emerge from the parts’ coupling and symmetry [9, 31]. The
work presented hereafter – examining collective dynamics of a variety of systems –
is inscribed within this theoretical framework of coordination dynamics [9, 32].
Examples are examined to underline the common phenomenology across all levels,
especially the concept of metastability [33]. Current research expands on earlier
neurocognitive and neurobehavioral work [34–36] but shifts the focus from time
to space-time (see also [30]) in order to more fully grasp the complex interplay
of multiple parts. The pervasive phenomenology of metastability in nature and its
interpretation via mathematical/computational models are cues toward fundamental
laws of coordination in living systems.

48.2 Coordination Dynamics of Fireflies

When the coordinated patterns of male firefly flashes in trees from Thailand was
documented (e.g., [37, 38]), the phenomenon became a poster child for synchroniza-
tion [39]. Here we take synchronization, not loosely but within its formal definition
that components lock their phase to each other (e.g., [9]). Mathematically, that
requires attractor(s) [9, 17, 35]. Figure 48.1 shows a spatiotemporal analysis of
fireflies, Photinus carolinus, that were video-recorded in the Smoky Mountains,
USA. A Raster (Fig. 48.1a) and flash density plots (Fig. 48.1b) reveal their collective
flashing at a strikingly regular period of about 1 Hz, whose emergence is the
outcome of many fireflies’ behavior. But the details of fireflies’ spatiotemporal
dynamics are more nuanced than synchrony.
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Fig. 48.1 Coordination dynamics of firefly flashes carries the hallmark of metastability. A
raster (a), flash probability density (b), and spatial maps of flash events (c–d) demonstrate a
spatiotemporal dynamics that has more complexity than (attractor-based) synchrony. Examples of
individual behaviors (e–j) recognize that the coupling between individual and collective behavior
is weak and presents key attributes previously seen in metastability, including bistable tendencies,
dwell-escape dynamics, and broken symmetry. See details in text

Ensembles of fireflies vary in size over time, from small (Fig. 48.1c), with e.g.,
1/8 of the population partaking in an event, to large (Fig. 48.1d) with almost a third
participating, as revealed by spatial maps and analysis of flashing events. Individuals
firefly behavior (e.g., Fig. 48.1e–j, bright lines representing luminance of individuals
over time – for reference, the thick brown line indicates flashing density of the popu-
lation as in Fig. 48.1b) varies from single contribution (Fig. 48.1e) to sustained (Fig.
48.1f, i–j) and sporadic behavior (Fig. 48.1g–h). At the temporal scale of this sample
observation, phase coordination patterns tend to in phase (Fig. 48.1f), but also to a
lesser extent antiphase (Fig. 48.1e.g.,), and out of phase coordination (Fig. 48.1h).

Dwell-escape dynamics (Fig. 48.1i, notice that most flashes align to the collective
behavior, and one extra flash occurs, marked red, putatively releasing the intrinsic
tendency to flash faster than the group) and quasi-unlocked coordination (Fig. 48.1j,
notice individual flashing is slower than the group, and initial phase-lead gets
smaller, as if group and individual just follow their own pace without influencing
each other) are also observed. These behaviors are compatible with an underlying
spatiotemporal dynamics that is metastable (see also [30]).
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Fig. 48.2 Coordination dynamics of multiple people engaging in a sensorimotor coordination task
reveals the dwell-escape coordination dynamics characteristic of spatiotemporal metastability. The
relative phase of four participants (three dyads) is shown on top. Markers on the bottom indicate
the location of dwells in the relative phase

48.3 Spatiotemporally Coordinated Human Behavior

To explore the possible generality of spatiotemporal metastability, we studied
sensorimotor coordination among groups of eight people who sat at booths around
an octagonal table. People faced an array of LEDs to see their own and others’
behavior, using a touchpad to flash one of the LEDs (a human “firefly” experiment,
Fig. 48.2, [40]). Human behavior was less periodic than fireflies’ but otherwise
revealed similar phenomenology, that is, bistability, attracting tendencies, and
metastability [41]. In an exemplary trial, pairwise relative phases between four
people that coordinated with each other showed dwells that persisted for longer
(red) or shorter durations (yellow) and, accordingly, ensembles that included more
or fewer participants over time (see also Fig. 48.1 in [25]). The dwells (horizontal
segments of the relative phase) were interspersed with escape (wrapping), a
hallmark of metastable coordination dynamics.

Quantitative analysis of 120 participants (15 groups, not shown) revealed some
attracting tendencies, mainly near inphase, and in a selective analysis of the
strongest instances of coordination, some bistable tendencies near inphase and
antiphase that echoed the essential bistable tendencies observed in the brain and
behavior [30, 36, 42–44]. These data suggest that just like fireflies, multi-agent
human sensorimotor coordination exhibits spatiotemporal metastability.

48.4 Discussion

Examples of social behavior – from fireflies to humans – share common features
with the spatiotemporal coordination dynamics of the brain, from microscale to
macroscale [30]. In particular, the existence of metastability and tendencies for
synchronization within as well as across frequency bands is ubiquitous [17, 30,
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Fig. 48.3 Side view (upper panel) and top view (lower left) of a parameter space for the extended
HKB model from [47], whose relative phase probability density has been encoded according to the
legend on the right. Metastability emerges for weak coupling (b/a → 0) and broken symmetry (δω
large)

45, 46]. Models of coordination dynamics such as the extended HKB model [47]
posit two key factors that drive the dynamics of metastability (Fig. 48.3): one
parameter, δω, specifies a difference in the components’ intrinsic frequencies (how
diverse are the self-sustained oscillators when left to themselves) and the other, b/a,
expresses the coupling strength binding the components together (how intense their
mutual “pull” is on each other’s dynamics). Both factors play into the opportune



380 E. Tognoli et al.

disappearance of attractors: for example, when coupling is weak and components
are diverse, metastability emerges.

Starting from empirical investigations of synchrony [16, 30, 34, 36], an easy
phenomenon to query [17], we have now accrued evidence that metastability is
common, if not pervasive (see also [30, 36, 45, 48]). It is likely that we only
notice metastable dynamics when it possesses a striking symmetry. As a conse-
quence much of the less orderly collective behavior typical of complex systems
is misclassified. On the other hand, it is also possible that epochs appearing as
synchronized are decontextualized from their broader dwell-escape dynamics due
to finite windows of observation.

Once recognized, pervasive spatiotemporal metastability should not be all that
surprising. Nature has many parts interacting at multiple levels, each with distinct
properties often weakly coupled. According to coordination dynamics, such condi-
tions are both necessary and sufficient for the emergence of metastability. We have
suggested elsewhere that delays in appreciating the full scope of metastability may
be due to methodological biases that tend to sweep dwell-escape dynamics under
the rug of quasi-synchronization [17]. A common phenomenology governing the
collective behavior of neural, behavioral, and social systems at multiple levels is
one small step toward the formulation of laws of complex living systems. It is hoped
that such yet-to-be-discovered laws open up useful generalizations for cognitive and
social neurodynamics.
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Chapter 49
Beyond Prediction: Self-Organization
of Meaning with the World As
a Constraint

Jan Lauwereyns

Abstract In recent years predictive coding has gained considerable popularity as
a powerful theoretical approach in neuroscience. However, one recurring problem
with predictive-coding models is that in order to minimize prediction errors, the
most efficient strategy would be to avoid unpredictable situations as much as
possible. I propose to use the concept of “intrinsic reward” as a key addition to
predictive-coding models, where the ultimate goal of prediction is not to minimize
error but to maximize reward. Predictive coding with intrinsic rewards would
explain not only how the typical utilitarian behaviors work but also how seemingly
spurious activities such as reprocessing can be tied to the mechanisms of predictive
coding. Essentially, the reprocessing would lead to the self-organization of a richer,
intrinsically rewarding experience of meaning, with real-world information as a
constraint. This “intensive approach” to information processing would tend toward
the expansion of meaning and predictive power.

Keywords Predictive coding · Intrinsic reward · Intensive approach ·
Reprocessing

49.1 Introduction

The basic concept of “predictive coding” [1, 2] is that the brain endeavors to
minimize prediction errors: it tries to anticipate the current situation so as to reduce
the loss of energy required to deal with the unexpected. Yet, as pointed out several
decades ago in a critique of behaviorist models [3], curiosity is a very typical and
basic characteristic of many animals, particularly also humans: we tend to seek a
certain level of new stimulation even if there is no guaranteed material or immediate
benefit, sometimes even if there is a considerable risk of adverse outcomes. More-
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over, much brain activity is devoted to a type of coding in which the relevant infor-
mation is fully known and requires no analysis in terms of prediction (e.g., savoring
the taste of wine, or ruminating on a negative experience). Humans often spend
large amounts of time in such “postdictive” information processing. How can these
phenomena be reconciled with the framework of predictive coding? The present
chapter, written as a tribute to the creative mind of the great neuroscientist and
occasional poet Walter J. Freeman, offers an essayistic exploration of the question.

49.2 Shared Consciousness

Predictive coding gives us the framework, the theory to spar with. To be fair, we
should acknowledge some of the things that it explains very well. There are at
least two big stories in neuroscience that look as if they were crafted exclusively
for the theory of predictive coding. Of course, the truth is probably the other way
around. With the emergence of the two big stories, there was the need, the urgency,
to think about how they (and other observations) could be integrated into something
unifying. Theorists had to come up with predictive coding to accommodate the two
big stories.

Both stories really originated at the grassroots. Story Number One was about
dopamine; the neurotransmitter of which everyone knew it had something to do with
pleasure, or reward. In the 1980s researchers started relating the activity of neurons
that release dopamine to the control of action, when monkeys tried to obtain a food
or liquid reward. In the 1990s those same and some other researchers discovered
it was a bit more specific than that. When a monkey suddenly got a reward, the
dopamine neurons “fired” (they exhibited a short burst of action potentials, or nerve
impulses—the electrical action that effectively released the dopamine). But when
the monkey knew a reward was going to come, the dopamine neurons did not do
anything special at the time the reward was delivered (they continued occasionally
producing an action potential, at their normal rate, their base rate). Instead, the
dopamine neurons fired at the time when the monkey found out that a reward was
going to come, that is, when it received a “cue,” some sensory signal, say, a beep or
a flash of light that indicated a reward was impending.

There was more. When a reward was predicted by a sensory cue, but then omitted
(when the experimenter cheated and did not actually give the reward), the dopamine
neurons completely stopped firing at the time the reward was supposed to come
but did not, as if the neurons wallowed in angry silence at the disappointment—
noticeably more silent than the base rate. The pattern of data was best understood
as a form of information processing with respect to reward. Not signaling anything
physical about rewards (not the taste, for instance), but more abstract information
about rewards. It was a form of updating on predictions. If everything was as
expected, the dopamine neurons remained neutral, occasionally producing an action
potential (about seven or eight per second). For good news (“positive error”), they
fired a quick salvo. For bad news (“negative error”), they briefly shut up completely.
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Later we realized that this kind of updating, or news reporting, actually applied
to many more types of neural coding, in various perception, memory, and decision-
making paradigms. It looked as if our societies of neurons are not representing all the
information in the surround, not drawing elaborate copies of the world, but working
from summaries and predictions, assuming everything will be as it is or should be,
only to focus on updating, reserving most energy for specific bits that do not fit, or
require a reassessment. Indeed, this is predictive coding.

Story Number Two was about Broca’s area, so-called area 44, connected with
the production of language, the organizing of words into sentences, down in the left
frontal lobe of humans. Anatomists had compared this area to the ventral premotor
area in monkeys, a part of the brain that would be involved in motor planning—
how the monkeys decided to use which part of the body in what way in order to
get to where they wanted. While trying to figure out the neural coding for this
motor planning, researchers stumbled across a strange class of neurons. Some of
these neurons fired when a monkey was about to pick up a nut. This was fine, in
accordance with what we knew. But the same neurons also fired when the monkey
was restrained, could not reach out, and instead witnessed the experimenter picking
up the nut. This did not make sense at first. The monkey was not planning any
movement, but the neurons were firing as if it did. On second thought, it did make
sense. The coding was abstract, referring to the action of “picking up a small object,”
regardless of who was the agent, the monkey’s ego (“I”) or the experimenter’s id
(“you”). There was a commonality, a form of sharing. A similarity. The researchers,
and many inside and outside the community of neuroscientists, got very excited. We
spoke of “mirror neurons” and fantasized about how this bit of neural tissue formed
a precursor to our ability to perceive and understand action. Perhaps it gave us a
glimpse of a protolanguage, one in which actions (verbs) were distinguished from
objects and agents (later to evolve into nouns and pronouns). It was not a stretch
of the imagination to connect this idea to something more inspiring. Was this like
taking other people’s perspective? To see what they see, possibly even to feel what
they feel. Empathy. Sharing. There we have it, that inevitable word of the day. We
like and we share.

Predictive coding can deal very well with the notion of sharing. Our theory of
someone else’s mind works from the assumption that what goes for me goes for
you. It is a powerful assumption, both very specific and reasonably accurate, plus a
great shortcut to the inaccurate (which now requires only a bit of editing, to correct
the first draft; and editing is so much easier than writing from scratch).

The sharing is not neutral. We like and we share. More often than not, the
sharing implies a positive value. Some gain a return, a reward, an expanding circle,
an enrichment, a cultivation, the growth of a group, an identity, the insertion of
something on our timeline, the writing of a little note in our autobiography. But is
“the same” really the same? What gets repeated in a repetition? Physically speaking,
this current configuration of atoms here and now can never be the same as that
next configuration there and then. The sameness is merely a simile, a metaphor, a
carrying over, across an abstract bridge, of one information structure to another.
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49.3 The Nature of the Universe

The key observation about sharing consciousness is that it takes the cognitive
processing out of the head, beyond the territory of a single mind—and then back
into the head, or actually multiple heads, the heads of all the ones we’re sharing
consciousness with. Neural Darwinism applies not just to a society of neurons
inside one brain, but also to societies of brains (to quote a book title by Walter
J. Freeman). Societies of societies of neurons: with dynamics within and between
brains. Somehow my consciousness may be modulated by your consciousness.
What you say, what you fancy, and what you hate is likely to influence my thinking
and the thinking by others who are listening too. I can agree or disagree, or decide to
think more, but this is already a matter of negotiation, conversation, speaking in or
out of turn, and replying, more or less politely, writing back and forth, yes, activities
propagated by language (human language, with its infinities, thanks to the symbols
and recursive structures).

The sharing is about spreading—not dividing but multiplying. Spreading the
word, spreading knowledge. The negotiation often focuses on novelty, aiming to
enlarge or revise the collection of things known about the world, about the nature of
the universe. How do we reconcile this with the notion of the brain as the seat of a
soul desperately set on minimizing prediction errors? We do not, would be my short
answer. Ultimately I think prediction serves primarily as a tool, not to minimize
prediction error but to maximize reward. The predictive information processing
can and must be analyzed from the perspective of affect. There can be infinitely
many truths or correct predictions, but there are only so many that matter to us.
Value comes into it, from the beginning. With reward on the foreground, it is a
lot more straightforward to connect the information processing to our bodily needs
and wants, the homeostasis, which implies that not all correct predictions are equal.
Some are preferable over others. More importantly, with the concept of reward, we
can deal much better with a fundamental paradox about pleasure and prediction
error. Often the pleasure resides precisely in the positive prediction error, in the
unexpected, the happy surprise. Shall we call bizarre the theory that tells us with
a straight face we are naturally trying to minimize fun? The poet of The Flowers
of Evil wrote closer to the truth when he warned us in his preface: the worst of all
demons is boredom.

Again, value comes into it, for prediction errors as well. Some prediction errors
are rewarding. Some are not. We need a theory that explains how we manage to
focus on rewarding prediction errors, how we become aware of the desired range of
error, the optimal type of error. Predictive coding will certainly always be included
as an important computational trick. There is no denying that it economizes on
energy expenditure in the brain. But our consciousness relishes the new as if life
depends on it, and perhaps life does really depend on it. Of course we do not
relish everything new; only the relevant stuff that moves within reach of our eagerly
grasping intellects.
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We go beyond prediction, from the determined to the free, the unpredictable. It
could be that a hierarchical model with several layers of predictive coding and meta-
coding provides the answer, as long as it gives a leading role to reward. Perhaps
we have a hunch about where to look for nice surprises, maybe we already have
a vague idea about which kind of new is the right kind of new. This would be a
prediction-based search for a rewarding type of error. And might there be a boredom
predictor at work, as a meta-coder, to shift our attention to another area of predictive
processing when things begin to draw a yawn? The concept of prediction remains
our best point of departure. It challenges us to think more sharply.

The contours of all things in the field of thought are alive with interactive,
mutually formative dynamics. The boundaries are active. The negotiation invites
the twin ghosts of self-organization and the observer’s paradox. When you or I see a
certain something, we actually do not, because it has already changed. It was already
changed: by our gaze. Our gaze has shaped it into something else, and in the process,
the something else has shaped you or me into someone else. This suffices to drive
us crazy? Not quite. The changes tend to be slight and cumulative, in fact so slight
that we rarely realize the dynamics. We look at our faces in the mirror and do not
discern the daily evidence of aging until we must suddenly come to terms with that
unbelievable portrait from 10 years ago. Our senses work in a different timescale,
with different types of data. The changes pertain not directly to physical variations
in the world, but to the implications we gather from the physical variations that we
sense. We use those implications in the stories we write, the thoughts we think, about
things as they are. I would like to quote here from “Poetry of Brains,” a talk given
by Walter Freeman in August 2005—particularly the preview of ideas as transcribed
for a YouTube video (search for “Walter Freeman Poetry of Brains”). I subscribe to
these ideas (not perfectly but well enough), and I could not relay them any faster or
more efficiently with other words:

1. Brains are illogical.
2. All we know is an illusion created by our brains. Sensing (seeing, hearing,

smelling, tasting, etc.) is impossible. The idea of neural representation, stimu-
lus/response, input/output, etc. is false.

3. Our illusion of reality is updated as we move our bodies, provoking responses
from reality that impact our senses, which then pass/fails (sic) the current
illusion, causing the brain to keep it, update it, or create a new one = learn.

4. To share experiences is impossible, but if we move, test, and act together, we
can force our brains to create similar illusions of reality that feel like shared
experiences and help us to create trust.

The negotiation entails the creation and updating of something conceptual,
something we cannot honestly call a “representation” because it does not in fact
represent anything. There is no one-to-one mapping to any physical information.
No exact copy. “Illusion” sounds perhaps a little too strong (with its connotation
of deception); Freeman probably used that word as a spicy stimulus for his live
audience. Importantly, the emphasis is on the creating and updating, the active
boundaries of a thing inside the head that does not quite exist in the same way
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anywhere else. This conceptual thing, our knowledge, our imagination, functions as
a compilation of predictions about what the world will give back to us as we move
around in it. This is the predictive-coding side of it. But it does more; it makes sense.

It gives meaning to the world. It tells us a story about the nature of the universe
that we can marvel at, just for its own sake. There is something intrinsically
rewarding about it. In the meantime, to be sure, this imagination reflects not only,
not even mainly, a visual faculty. I prefer to think of it as a domain of writing
rather than drawing. Writing, not literally in a natural language, but figuratively,
as a composition with meaningful elements (possibly, but not necessarily, words).
Through compositions, through weavings, we establish all kinds of connections,
which help to characterize the objects and subjects, the body and the mind, the
self and the world. This form of connecting can be quite real, if not neatly linear.
The text shapes the activity of the active boundaries. It guides our interactions, our
negotiations: where and how we move in the world, and what we try to share with
whom. The better we write, the tighter we connect. Being an optimist, I will add: in
most cases the better we write, the happier we connect.

49.4 The Language of Inquiry

Writing linearizes the nonlinear. In that sense already, writing edits reality. It is
a selective process that implies valuation, a choice of words that describe some
things, but not others. One might try to interpret the meaning-giving operation as
an exaptation (a shift in function) from basic forms of predictive coding that were
oriented toward obtaining specific “objects,” from food to mating partners. We could
think, for instance, that predictive coding emerged as a set of information-processing
mechanisms to maximize reward, where reward primarily reflected a desirable based
on tangibles in our environment, connecting to bodily needs and wants. The needs
and wants constrain the range of desirables: water when thirsty, a mate when horny,
a sweater when cold. The information processing, then, would have come about as
something aimed at extrinsic rewards—extrinsic in the sense that the reward finds
its target in the outside world. This line of thought quickly gets fuzzy when we try to
apply it to our present-day situation. Our most important utilitarian rewards today—
money, prestige—are not easily or accurately described as tangible. Much revolves
around their constructions inside our heads, with abstract ideas that are connected to
the outside world in complex, nonlinear ways. Still, rewards relating to power and
wealth can properly be understood as extrinsic, with predictive coding serving as a
cognitive tool to obtain targets in the outside world.

That shiny little abstract thing, the poem, works differently. It has famously
been claimed to make nothing happen, or to be written solely for its own sake.
The pleasure does not come from outside. The reward is intrinsic. Happiness and
sweet pain ride alongside the thoughts generated by the poem, in reading or writing
the poem. If this is predictive coding, it must be headed for a crash, being a
cognitive tool to obtain more predictive coding: thoughts spiraling out, spinning
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out of control, in infinite regress, an intrinsic attractor lost within itself. There is
an enlightening nothingness that underscores the pleasure of a poem, or of a poem
of poems (a novel). We immerse ourselves in the virtual imagery, to the point that
we sometimes describe it as a feeling of being lost in it, wholly absorbed by the
fiction, completely captivated by a toy model of the world. Negatively speaking,
this might be condemned as an escape. Positively speaking, this might be applauded
as . . . an escape. From the mundane and the contingent to the extraterrestrial and
transcendent. From reality to nothingness, something virtual, fictional, something
that has no urgent business with the material world. And yet, this nothingness is
enlightening. It allows us to make sense of things, or some portion of the things
on our mind. We get to know a bit more about the world, and this extra bit of
knowledge, though of no practical usage, offers a real sense of enrichment. We
gain a bit of truth or beauty, even if it is kicked into action by pain or ugliness
(sometimes referred to as the ecstatic or sublime by technicians desensitized to the
simpler, older vocabulary). It makes the world infinitesimally more—but more—
meaningful. It doesn’t give us the meaning of life, but it adds to its meanings.

The enlightening nothingness brings us to the religious domain, where the
curious word “trust” reappears. Trust, or what remains beyond doubt, is all we
have in the face of reality. Beauty and truth are predicates we apply to the things
we perceive. Given that perception cannot represent reality, but only produce some
kind of fiction or abstraction through rather unreliable and irrational methods, we
are naturally forced to take a leap of faith whenever we accept something to deserve
a special predicate. More often than not the leap of faith is what actually makes
the thing true or beautiful. Hence the infamous placebo effects, the empowering
self-fulfilling prophecies, and the tragic, inescapable oracles.

The leap of faith, to be sure, should not be confused with the domain of deistic
religions. The poem—intrinsic reward, endless mirror—works religiously, at least
by one (albeit obscure) etymological reading of religio. The poem reconnects things
that became unbound in the being-multiple of reality. It creates a focal object that
gives meaning to a range of past and future experiences. One cognitive psychologist
suggested that attention integrates multiple sensory features into a single object of
thought, while one moral philosopher likened the giving of attention to the saying
of a prayer. Both ideas are valid, I think. Attention, as a form of prayer, integrates
features into an object file, a semantic unit that brings together a set of disparate bits
of information. The poem shapes our attention. It does this esemplastically, to use a
Romantic neologism, transforming the many things into a single entity.

This poetic function gives us discriminative power: the ability to organize infor-
mation into object files, where the first model, the precedent or paradigm, serves as
a template by which we can compare whatever comes next. This undoubtedly also
implies some utilitarian benefits, but it is not just a matter of cognitive economy.
(In its utilitarian form, we could recognize the poetic function in the textbook
information processes studied by cognitive psychologists: language, memory . . . )
Ultimately, the poetic function cares only about truth and beauty, about making
things accessible to something beyond the immediate needs of the body. It defies
death. It is turned toward meanings that transcend the limits of here and now. Also
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in this more conventional notion of religion, the poetic function aims at something
larger than life. Paradoxically, it does so by digging deeply into experience, through
the most intense living and writing. It does so the way Walter J. Freeman did, and
the way his writings still do.
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Chapter 50
Bias Versus Sensitivity in Cognitive
Processing: A Critical, but Often
Overlooked, Issue for Data Analysis

Jan Lauwereyns

Abstract One of the goals of cognitive neuroscience is to characterize the
information-processing mechanisms by which individuals respond to sensory or
mnemonic data in a variety of contexts. Many theoretical approaches, based on rates
of responding and on reaction time data, have indicated two parallel, independent,
but not mutually exclusive dimensions by which the information processing can
be influenced: on the one hand, the quality of information, conceptualized as a
signal-to-noise ratio, or the ability to accurately distinguish a target from among
distractors, often expressed as a sensitivity measure; on the other hand, the response
tendency, referring to the a priori likelihood of a certain response, often expressed
as a bias measure. Although these two dimensions can be readily distinguished in
behavioral measures, they are often overlooked in the data analysis of contemporary
neurophysiological studies. Through a critical reading of several recent high-profile
studies, I demonstrate the pitfalls of this oversight.

Keywords Bias · Sensitivity · Selective attention · Signal-to-noise ratio

50.1 Introduction

In the study of decision-making and signal detection, it has been well established
that we can consider two fundamentally different types of information processing,
one driven by prediction (which I will call “bias”) and one driven by incoming
information (which I will call “sensitivity”) [1, 2]. Although the concepts seem
straightforward and noncontroversial, their proper application turns out to be
surprisingly slippery and problematic. In this paper I offer a critical review of recent
research, with two illustrative case studies, to highlight some of the issues.
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50.2 Case Study One: Engel et al., Science, 2016

Consider two judges, one in an on state and one in an off state. The on state would be
a racist, white supremacist state, whereas the off state would be a neutral one, where
most citizens are committed to the concept of diversity. Data from the statistics
department tells us that the judge in the on state has a 78% correct conviction rate
for black criminals. The judge in the off state has a 65% correct conviction rate.
Shall we conclude that the judge in the racist, white supremacist state has a superior
ability to detect crime by blacks?

“Not so fast,” I hear most of us responding (especially those of us committed to
real news). What about the false conviction rates?

It should be too obvious to have to spell out, but without the false conviction
rates, we really cannot assess the performance of the judge in a meaningful way.

Does the judge in the on state perform better than the judge in the off state, or
is she simply more likely to convict, regardless of the evidence before her? It could
be that the judge in the on state just says “guilty” in 78% of all cases, without even
looking at the police reports. She would be convicting a lot of innocent people.

In the context of my example, with its racial overtones, we probably do know
better. If we spell out the obvious, somewhat pedantically, then we do so primarily
to put the spotlight on potential unfairness.

In the context of neuroscience, however, similar issues tend to move below the
radar, unnoticed. In fact, I deliberately construed the example with the on and off
states and the two judges after data from a recent article in Science on “selective
modulation of cortical state during spatial attention” [3]. The article is based on
neurophysiological data from two monkeys performing a visual discrimination task.

The authors analyzed the on-off dynamics of spiking across cortical layers in
visual area V4, while the monkeys had to detect a change in a cued target to
either perform an anti-saccadic eye movement when there was a change or maintain
fixation on a spot at the center of the screen when there was no change. There was a
50% probability of a change in the cued target.

The data did show an interesting modulation in the on-off dynamics of spiking,
but the interpretation was hampered by the problematic analysis. After observing
the modulation in the on-off dynamics, the authors aimed to assess whether this
modulation correlated with the behavioral performance. They noted: “When the
cued orientation change occurred in the RFs [receptive fields] of recorded neurons,
the probability of detecting that change was significantly greater when it occurred
during an On-phase than during an Off-phase (median detection probability 64.8%
during Off-phase, 78.3% during On-phase, difference 13.5%, p < 10−3, Wilcoxon
signed rank test” (p. 1143).

Looking at the supplementary materials, it becomes clear that this analysis of
performance was based solely on trials in which there was a change in the cued
target. They offered no data on the relationship between on-off dynamics and the
likelihood of a false alarm, that is, responding with an eye movement in the absence
of a visual change. As a result, the data are not interpretable at the most basic
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Fig. 50.1 Illustration of different possibilities, using the data reported about the hit rates in the on
versus off phase in the study by Engel et al. (2016) [3]

level of performance. It could be that, in the on phase, there is simply a higher a
priori likelihood of a behavioral response indicating detection (i.e., the probability
of a “yes” response), regardless of whether there was an actual change. Conversely,
it is possible that, in the on phase, there is an improved ability to distinguish a
change from no change. Figure 50.1 illustrates the different possibilities. Crucially,
it is necessary to compare the performance in cases when there was no change
(particularly, the likelihood of false detection). Without this information, we cannot
conclude that performance was improved in the on phase.

Indeed, the entire paper by Engel et al. (2016) [3] offers a classic example of
misleading data, by which effects of selective attention are presented as if they
reflect improved information processing (i.e., heightened sensitivity), whereas they
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could actually be due to bias (i.e., increased likelihood of responding). Throughout
their paper, the authors consistently presented an impoverished dichotomy of
possibilities when considering the on-off dynamics with respect to cortical state.

The on-off dynamics would reflect “arousal or selective attention” (p. 1140),
and attention “involves the selective recruitment of local neuronal populations
encoding behaviorally relevant stimuli at one retinotopic location and the simul-
taneous suppression of populations encoding irrelevant stimuli in other retinotopic
locations” (pp. 1140–1141). Added to this statement are references to well-known
articles by the Maunsell and Desimone labs, which have consistently shown effects
of improved sensitivity under conditions of selective attention. However, between
general arousal and specific improvement of sensitivity, we can posit a different
mechanism of specific anticipation – bias.

In this respect, it is also important to note that the authors focus their analysis
predominately on the interval between cue and target, that is, before the crucial
moment of potential visual change and during an epoch in the trial when the monkey
is actively anticipating the next event. Such an anticipation period is exactly when
bias mechanisms may be most relevant.

Intriguingly, the authors distinguished between two types of attention conditions,
one labeled “covert attention” and the other “overt attention.” In the covert attention
condition, the monkey was cued to attend a visual target in the receptive field of the
recorded neuron (implying that, for an anti-saccadic response, the monkey would
have to make an eye movement away from the receptive field). In the overt attention
condition, the monkey was cued so that, for an anti-saccadic response, it would
have to make an eye movement toward the receptive field. This latter labeling seems
inappropriate, because in actuality, throughout the trial, the monkey’s overt attention
had to be centered on the fixation spot at the center of the screen.

The actual eye movement at the end of the trial should be better understood as
an operant response, a conclusive act, not a matter of further, ongoing information
processing (as would be implied by “attention”).

In fact, both attention conditions must be understood as covert, but one would
be aimed at processing visual information (to discriminate a change in the visual
target), whereas the other would be aimed at preparing a motor response (to make
an anti-saccadic eye movement). Perhaps the “overt attention” condition would be
better labeled as the “covert motor attention” condition (as opposed to the “covert
visual attention” condition).

Interestingly, the authors noted that both attention conditions produced notable
on-off dynamics, more so than control conditions (in which neither the visual
discrimination target nor the target for the anti-saccadic eye movement was in the
receptive field of the recorded neuron).

The authors further noted that there was modulation of both the on and off phases
in the covert visual attention condition but only modulation of the on phases in the
alternative attention condition (the covert motor attention).

This raises the possibility that there were two parallel mechanisms at work:
one mechanism (e.g., a bias mechanism) that leads to boosting in the on phases,
without affecting the off phases, and could be related to a heightened likelihood of
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responding, most clearly seen to operate in the covert motor attention condition; and
another mechanism (e.g., a sensitivity mechanism) that operates through on as well
as off phases to improve the signal-to-noise of information processing.

In this respect, it would be important to analyze the relationship between the on-
off dynamics and signal-detection measures, in both attention conditions. Presently,
the authors showed only a general measure of detection probability based on change
trials and this only in a comparison between the covert visual attention condition and
the control condition.

Instead, we would learn much more about the underlying mechanisms if the
authors showed d-prime and criterion measures (based on change and no-change
trials) for all conditions. It may well be that one mechanism, especially operating
in the covert motor attention condition, affects the criterion in signal detection,
whereas another mechanism, especially operating in the covert visual attention
condition, affects the d-prime in signal detection.

Currently, the analysis in the Engel et al. (2016) [3] paper does disservice to the
important data collected by the authors. As a result, the paper presents premature,
misleading statements about selective modulation of cortical state, as if it reflects
heightened sensitivity to visual changes, whereas in reality the data could be due
to bias, with a change in the likelihood of responding. Alternatively, there might be
multiple mechanisms at work, which could effectively, and usefully, be separated,
merely by improving the analysis.

50.3 Case Study Two: Fiser et al., Nature Neuroscience, 2016

In other research, the issues of bias and sensitivity are overlooked in the analysis
of the information properties of neuronal activity, when there is effectively no
opportunity to estimate a correlation with behavior. As an example, I focus on
an important recent study on “experience-dependent spatial expectations in mouse
visual cortex [4].” In the abstract of this research paper by Fiser et al. (2016) [4],
it is boldly asserted that “the activity of neurons in layer 2/3 of mouse primary
visual cortex (V1) becomes increasingly informative of spatial location” (p. 1658).
In this study, mice repeatedly ran through a corridor on the way to a liquid reward.
In the corridor, there were five visual landmarks. The study focuses on the changes
in neuronal activity in response to these landmarks. While it was not possible to
connect the changes in neuronal activity to behavioral performance in this paper,
there were evident influences from experience in the neurodynamics. Unfortunately,
however, the authors missed the opportunity to characterize the activity fully with
respect to types of information processing involved.

As comprehensively argued elsewhere [1], the neuronal activity with respect
to sensory information in different contexts (e.g., tasks or level of expectancy)
can be distinguished in terms of the temporal profile as well as in terms of the
signal-to-noise ratio. Particularly, the concept of bias matches well with prospective
mechanisms (e.g., changes to the baseline activity before the appearance of relevant



396 J. Lauwereyns

Fig. 50.2 Illustration of different possibilities, using the data reported on the response to visual
landmarks by predictive neurons in the study by Fiser et al. (2016) [4]

information) that tend to be independent from the following sensory processing,
leading to additive or linear effects in the neuronal activity. For instance, if a neuron
is tuned to one particular sensory feature (firing more for stimulus A than for
stimulus B), then this difference in firing may hold irrespective of the changes in
the baseline (see Fig. 50.2, possibility a). Such a bias effect in neuronal activity
is equivalent to setting an a priori likelihood of responding (or probability of
responding one way rather than another, irrespective of the actual incoming signal).

Conversely, the concept of sensitivity is compatible with synergistic mechanisms
(i.e., changes to the stimulus-related activity) that tend to interact with sensory
processing, producing multiplicative or nonlinear effects in the neuronal activity.
For instance, if a neuron is tuned to one particular sensory feature (firing more
for stimulus A than for stimulus B), then this difference in firing may be seen
predominately in one task context rather than another (see Fig. 50.2, possibility b).
Such a sensitivity effect in neuronal activity is equivalent to a change in the quality
of information processing (typically, a heightened sensitivity).

To the credit of the authors, an effort was made to distinguish predictive
neurons from visual neurons by considering the temporal profile of the neuronal
activity. Unfortunately, this was not followed up with an analysis of the information
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properties of these neurons. Particularly, the authors checked only the visual
responses to the neurons’ preferred features (analogous to checking only the hit
rates, or correct yes responses), without considering the visual responses to the
neurons’ non-preferred features (analogous to ignoring the false alarms, or the
incorrect yes responses). Consequently, we cannot check whether the neuronal
activity showed a selective improvement of information processing or a boost of
activity in advance of stimulus presentation without an improvement in the signal-
to-noise ratio. Yet, the authors go on to proclaiming prematurely that there was an
improvement of information processing.

Again, as in the paper by Engel et al. (2016) [3], the analysis by Fiser et al. (2016)
[4] fails to make appropriate use of the important data collected by the authors. As
a result, the paper presents misleading statements about the effects of expectation in
visual neurons, as if it reflects heightened sensitivity to visual information, whereas
in reality the data could be due to bias, with a change in the likelihood of responding.
Alternatively, there might be multiple mechanisms at work, which could effectively,
and usefully, be separated, merely by improving the analysis.
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Chapter 51
Mindful Education and the Kyoto School:
Contemplative Pedagogy, Enactivism,
and the Philosophy of Nothingness

Anton Luis Sevilla

Abstract This presentation is a dialogue between eastern philosophy (the Kyoto
School of Philosophy) and western cognitive science (particularly psychology
and neuroscience) on the topic of education. As a discussion point, I take up
contemplative pedagogy/mindful education, which is a movement that attempts to
integrate contemplative practices into the process of education. I will examine four
points of connection between this movement and the ideas of the Kyoto School. The
four points concern the idea of mindfulness itself, the subject-object relationship,
well-being, and creativity. To represent the Kyoto School, I will focus on Nishida
Kitarô’s idea of pure experience and Nishitani Keiji’s idea of the standpoint of
emptiness. Additionally, I will try to bring these ideas into dialogue with the
enactivist view of Francisco Varela (who directly cites Nishitani’s philosophy in
The Embodied Mind).

Keywords Japanese philosophy · Emptiness · Pure experience · Philosophy of
education

51.1 Introduction

How can we connect the discourses of mindful education and the philosophy of
emptiness of the Kyoto School of Philosophy in a way that mutually benefits
research in both fields?

The names “mindful education,” “contemplative pedagogy,” and “contemplative
education” all refer to educational movement that aims to introduce mindfulness
practices (practices to develop nonjudgmental, open, and creative attention) to
education and studies the methods, objectives, and effects of these practices.
There are many streams of this movement—those that trace to Jon Kabat-Zinn’s
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mindfulness-based stress reduction (MBSR), those that trace to Ellen J. Langer’s
mindful learning, those that are tied to various schools of holistic education,
and those tied to organized religions like Buddhist education. While keeping this
plurality in mind, I will focus on the first two streams.

As research on mindful education grows, it is beginning to encounter philo-
sophical issues concerning its view of the learner, education, its relationship with
religion, ethics, politics, etc. Because of this, it is helpful to articulate a philosophical
framework by which this movement can be assessed (see attempts by Orr (2014)
[1] and Brown and Cordon (2009) [2]). This paper attempts to contribute to this
endeavor by trying to ground mindful education in the ideas of the Kyoto School of
Philosophy.

The Kyoto School of Philosophy is a school of modern Japanese philosophy that,
from its inception, integrated western philosophy with eastern meditative practices
and ideas. It was founded by Nishida Kitarô (1870–1945), whose first book, An
Inquiry into the Good (1911), contains a view of experience and learning that,
like MBSR, is grounded in the experience of Buddhist meditation. Furthermore, his
leading disciple Nishitani Keiji (1900–1990) developed a view of “the standpoint of
emptiness” that can be connected to both the MBSR-based and Langer-based def-
initions of mindfulness. Additionally, I will attempt to provisionally connect these
ideas to the enactivism of Francisco Varela, in hopes of strengthening the connection
between the neuroscientific, psychological, and philosophical discourses.

This grounding serves a second purpose. There have been growing attempts in
both Japanese and English to develop the philosophy of education of the Kyoto
School (see Sevilla (2016) [3] for a summary). There are many western ideas that
can link up with those of the Kyoto School—Herbart, Bollnow, Dewey—and one
very promising possibility is the connection with mindful education.

To explore this two-fold purpose, I shall focus on four points of continuity
between mindful education and the Kyoto School, before proceeding to note some
differences and areas of continued research.

51.2 Mindful Education and Emptiness

I suggest that there are four main points of contact between mindful education and
the Kyoto School. First, there are similarities between the idea of mindfulness itself
and the standpoints offered by Nishida and Nishitani. Second, there are similarities
in the way they view the learning that occurs between subject and object. Third, they
make the connection between learning, emotion, and overall well-being. Fourth,
these views allow for an escape from routine and the possibility of creative problem
solving due to an appreciation of contradictoriness.
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51.2.1 Mindfulness and Nothingness

While the definitive meaning of “mindfulness” is up for debate, [4] we can
begin with a simple definition by Jon Kabat-Zinn: “Mindfulness is the awareness
that arises by paying attention on purpose, in the present moment, and non-
judgmentally to things as they are” [5]. This is cultivated through various practices
(or meditations), the most common of which is “mindfulness of breath,” where one
focuses on the feeling of breathing (in the belly, chest, or nose), without controlling
the breath in any way [6]. This meditation can also be done on the feelings in the
body, emotions, etc. The result of such meditation is a sense of being in the present
moment and being one with experience (rather than separated from it via constant
judgment) without being attached to it (a refusal of the experiential truth of change).

The very idea of “mindfulness” is heavily influenced by Buddhism, particularly
the vipassanā practices of Theravada Buddhism. In the Kyoto School, similar
meditative practices in Zen Buddhism influenced Nishida Kitarô’s ideal of “pure
experience.”

Nishida Kitarô’s idea of pure experience refers to experience that is prior to the
separation between subject and object, prior to the abstraction of thought from
feeling and from willing. In this “experience,” it is not an “I” experiencing an
“object,” but self and world emerging from pure experience. Like mindfulness, pure
experience sheds the judgments by which an individual tries to control an external
reality and returns to a more foundational relationship between the I and the world,
where there is a sense of unity without attachment.

Heisig (2001) [7] notes that despite similarities to William James’ idea of pure
experience, Nishida goes beyond James by insisting that this pure experience is not
merely the foundation of subjective consciousness but is the foundation of objective
reality itself. This brings Nishida close to philosopher and neuroscientist Francisco
Varela (1946–2001), whose idea of “enactivism” was primarily a critique of the idea
that there is a mind and there is a world and the former represents the latter through
cognition [8]. He writes, “We propose as a name the term enactive to emphasize the
growing conviction that cognition is not the representation of a pregiven world by a
pregiven mind but is rather the enactment of a world and a mind on the basis of a
history of the variety of actions that a being in the world performs” (9). He includes
within this view thinkers like Walter J. Freeman, Richard Rorty, Jean Piaget, and
Jerome Bruner.

This notion of “no-mind” (or no pregiven mind) and the metaphysical unity of
subject and object might seem to take us beyond mindfulness, for mindfulness
does not have these metaphysical presumptions. But when we examine mindful
education, we find that things might be much closer to the ontologies that have
been discussed.
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51.2.2 Unity of Subject and Object

In mindful education, mindfulness practices are integrated into learning processes
in various ways. For example, students might meditate at the beginning of a period,
before any lessons take place. Or students might watch a film on social injustice and
then meditate on their feelings after, before discussing what they watched. Another
possibility is that students may read texts or data graphs with a meditative (rather
than analytic) mindset, before analyzing these.

The aims of these practices are varied, but Barbezat and Bush (11) see four
main objectives: building focus and attention, developing a contemplative and
introspective approach to course material, cultivating compassion, and improving
self-understanding, creativity, and insight. Allow me to briefly explain these. First,
the repeated meditative practice of paying attention (to one’s breath or feelings)
improves the ability of students to sustain focus on the sensory and cognitive mate-
rial presented in class. This is clearly connected to improved learning in all its forms.
Second, students learn about a lesson in connection with their own experience,
reducing the sense of alienation from subject matter, and possibly increasing their
sense of involvement. Third, meditative practices have an interpersonal component
(I leave this to a further paper). And fourth, these all come together to allow unique,
personal approaches to the lesson, allowing for the creation of new knowledge.

The capacity of mindful education to achieve these objectives has been studied
via empirical research. This research demonstrates the effects of these practices on
awareness, emotions, prosocial attitudes, and even changes in the brain (prefrontal
cortex and right anterior insula) (see Barbezat and Bush (2014) [6], 24–38; and
Kaszniak (2014) [9]).

At the core of how this “works” is a shift in the relationship between subject
and object. When one begins a class with meditation, or deliberately adopts an
open, nonjudgmental attitude when examining a lesson or data set, this alters how
students perceive the lesson. Instead of seeing a lesson as something external to the
self, to be solved and mastered by the self, the lesson is seen as something that is
inseparable from the self. For example, when reading a poem, the different emotions
and thoughts that rise up while reading are part of the self-unfolding of the poem.
The same can hold for data from an economic survey. Because of this connection
between experience and the lesson, the lesson seems much more relevant to the
learner. As the student learns about the lesson, the student is also learning through
the self and about the self. And conversely, as the student learns about the self, the
student is learning through the lesson and about the lesson. This allows for creativity
and insight into the subject matter—in a manner very different from an “analytic”
or “objective” approach.

Zajonc’s (2009) [10] idea of “contemplative inquiry” is one attempt to theorize
this mode of learning. By first opening oneself to what one is learning, breaking
one’s reactive ways of interpreting what one experiences, and taking a perspective
of open (rather than focused) awareness, one is able to approach the object via an
“epistemology of love”—where, rather than knowledge as a control of the subject
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over the object, one has a delicate respect, an intimate, participatory, and vulnerable
union with the object.

While this clearly leads to a better self-understanding and engagement, does
this lead to a better understanding of the subject matter? In other words, does this
way of knowing better correspond to the ontological nature of the world? I argue
that by integrating mindfulness into education, this movement is suggesting that
mindfulness is not merely a positive psychological state but is truer to reality and
how it is disclosed. This brings it much closer to Nishida’s ontology than merely
clinical versions of mindfulness. Nishida saw pure experience as the foundation not
just of consciousness but of reality itself. Thus, a return to pure experience allows
not only for self-understanding but as a most intimate understanding of reality.

Nishitani (1991) [11] points out in Nishida Kitarô that this approach was a novel
response to the battle of modernity: Do we know reality as it is by ideas/reason
internal to the knower? Or do we know it through scientific observation of what
is outside? (74–79). This philosophical problem is mirrored in philosophy of
education. As Gutek (1997) [12] writes, the former view suggests a platonic,
humanities-based education, which, while able to have a strong sense of connection
between learner and learned, tends to fall into dogmatism with the lack of a clear
external reality. The latter view suggests a more Aristotelian, scientific education,
which while critical, tends to alienate the subject from the object.

Nishida refuses both these options. In contrast to the metaphysical/religious
approach, Nishida’s “pure experience” refuses all dogmatic presuppositions and
takes its standpoint in experience. This is akin to the scientific approach, but it goes
deeper than the dualistic approach of science to reality, wherein the observer is
separate from the observed. Nishida (3–4) writes, “When one directly experiences
one’s own state of consciousness, there is not yet a subject or an object, and knowing
and its object are completely unified.”

This gives learning a very different character. In a move very similar to Zajonc,
Nishida (174) writes, “To love a flower is to unite with the flower, to love the moon
is to unite with the moon . . . In this way, the [sic] knowledge and love are the same
mental activity; to know a thing we must love it, and to love a thing we must know
it.”

The similarity of these two ways of thinking suggests the radical ontological
implications of mindful education as well as the practical possibilities of pure
experience.

51.2.3 Well-Being and the Unity of the Self

The previous point has deep implications. But it is possible that the widespread
acclaim of the mindfulness movement has more practical reasons: mindfulness
practices have been shown to be quite effective in a number of clinical settings
at addressing problems like depression, anxiety, addiction, etc. [see Barbezat and
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Bush (2014) [6], 27–29). Mindful education thus promises to improve emotional
well-being in schools, reducing incidence of violence and self-harm.

Why does mindfulness improve well-being? There are two seemingly contra-
dictory answers to this: first, improved awareness of one’s inner thoughts and
feelings allows one to better understand oneself and respond to one’s own needs.
Educationally, connecting learning to the fullness of experience reduces the sense
of alienation (see Barbezat and Bush (2014) [6] and Langer (1997) [13]). Second,
as Williams et al. suggest, while mindfulness practices increase one’s awareness
of one’s feelings, that awareness is not a uniting with feelings but rather a dis-
identification from them. I see my feelings and I know that they come and they go,
while awareness remains. Thus, I am not unduly perturbed by my feelings.

This seeming contradiction connects to Nishida and Nishitani. Seen from
Nishida, in the ordinary learning experience, subject and object are dualistically
separated; intellect, affect, and volition are fragmented, and the self has no unity.
This presents an ethical problem (of alienation). Nishida writes, “The good refers to
that which satisfies the internal demands of the self. Because the greatest demands of
the self—that is, the demands of personality—are the fundamental unifying power
of consciousness, to satisfy these demands and thereby actualize personality is for
us the absolute good” (132). The return to pure experience, becoming one with the
object of learning, does not merely result in a deeper form of learning that is open
to scientific rigor and insight. It results in a return to the unity of consciousness,
healing the brokenness of the self, and realizing what Nishida calls our “True Self.”

Nishitani has a slightly different approach. In Religion and Nothingness (1961),
he refers to ordinary experience as “the standpoint of consciousness,” which is
characterized by suffering because it forces things into set standpoints (through
cognition, affect, and volition). By going through crisis (the standpoint of nihility),
it arrives at “the standpoint of emptiness,” wherein things are seen as both A
and not-A—that is, cognitive, affective, and volitional grasping are relativized and
freed from their compulsion [14]. Interestingly, Varela et al. (1993) [8] summarizes
Nishitani’s views as well, see 241–245.

Nishida’s views are similar to the view in mindfulness of becoming more “one”
with one’s embodiment and feelings, whereas Nishitani’s views are similar to the
view of mindfulness as dis-identifying from internal phenomena through a broader,
nonjudgmental awareness. However, if one considers Nishitani’s own discussions
of his mentor’s ideas (see Nishitani (1991), 116, 118), one sees that the two thinkers
are simply articulating two ways of approaching the same standpoint, suggesting a
unity between the two seemingly separate aspects of mindfulness. Dis-identification
is merely a way of undoing a twisted way of unity (compulsiveness with feelings)—
the end product is a unity in difference where one feels openly but is not attached to
feelings.
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51.2.4 Creative Mindfulness

The connection between Nishida and Nishitani brings us to a possible connection
between the Kabat-Zinn view of mindfulness (which we have been discussing
at length) and a more “active” view of mindfulness from Ellen Langer. Langer
critiques “learned mindlessness,” arguing that a main problem in education is
its tendency to instill damaging cognitive habits—presuming that there is only
one answer to questions, presuming that tasks always come with the needed
information to solve them, and presuming that there is only one way to approach
a problem. Thus, mindfulness contributes by promoting “the creation of new
categories, openness to novelty, awareness that there is more than one perspective
. . . alertness to distinctions, and orientation in the present” (see Reber (2014) [15]
for a summary).

This view is often seen as distinct from Kabat-Zinn’s approach. It is less focused
on clinical improvements, less focused on passive reception of experience, less
focused on meditation, more actively creative. But with Nishitani’s view above, we
can see one possibility of how these two approaches can link up more clearly.

First, in Nishitani’s view, one takes a more active approach to “negating”
ordinary dualistic experience. Rather than merely “returning to pure experience,”
the foundations of the representational ego must be shaken through exposure to what
representation cannot fathom. In Rinzai Zen Buddhism, this is usually carried out
through koans (e.g., Hakuin’s “What is the sound of one hand clapping?”). These
drive the ego from the standpoint of consciousness to the standpoint of nihility,
where its entire being becomes a question.

Pedagogically, this is similar to the practical suggestions of Langer—to make
statements conditional, offer opposing evidence, and literally muddle one’s teach-
ing. While this may increase cognitive load on the short term (see Reber), in the
long term this improves flexibility of thinking. This view is not opposed to the more
meditative approach of Kabat-Zinn. But as we see in Rinzai Zen Buddhism, koan
practice (active negation) and meditation (passive return to oneness) work together
toward the same goal of awakening to unity with reality.

Second, Nishitani clarifies the relationship between nothingness (non-knowing,
passivity) and being (knowing, active creation of categories and distinctions). The
standpoint of emptiness is not a denial of knowing. But by momentarily denying
knowing, one is able to attain a deeper standpoint that includes both knowing
and not-knowing. Nishitani (124) writes, “On the field of emptiness, however,
the selfness of a thing cannot be expressed simply in terms of its ‘being one
thing or another’. It is rather disclosed precisely as something that cannot be so
expressed . . . . Should we be forced to put it into words all the same, we can only
express it in terms of a paradox, such as: ‘It is not this thing or that, therefore it is
this thing or that. / Being is only being if it is one with emptiness.” To put it simply,
emptiness (non-knowing) includes being (knowing) without being reducible to its
pre-existing, one-sided manifestations, allowing emptiness to be the ground for the
active creation of new ideas.
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To put it in Nishida’s terms, pure experience is not merely prior to all judgments;
it is also the womb from which all distinctions are born (see Nishida, ch. 11). This
view can strongly tie together the meditative mindfulness of Kabat-Zinn and the
creative, koan-like mindfulness of Langer.

51.3 Conclusion

As we have seen above, there are many productive points of contact between
mindful education and the Kyoto School of Philosophy’s ideas. Mindfulness is
similar to the ideas of pure experience and the standpoint of emptiness. Applying
this standpoint to education and learning suggests more than a mere therapeutic
method but an ontology where subject and object are one—similar to Nishida,
Nishitani, and Varela. Furthermore, mindful education and the Kyoto School build
well-being by both unifying and dis-identifying the self. And finally, Langer’s and
Kabat-Zinn’s mindfulness can be connected via Nishitani’s view of how the self
transforms in its relationship to learning and the truth.

However, needless to say, there are differences between these ideas. Mindfulness
seems to focus very much on the normative practice rather than the foundations of
knowing, which is why the ontological premises of mindful education are merely
suggestions in the background of practice. Furthermore, mindful education does not
suggest a total transformation of the person akin to Buddhist enlightenment—which
is strongly suggested, especially by Nishitani. The focus is more on gradual changes
in the present and near future. Finally, mindfulness focuses on an intentional
awareness of experience, but pure experience is closer to “no-mind,” where the
awareness and nonjudgment of experience is no longer intentional but completely
internalized.

There is much room for continued research in this direction. To what extent does
mindful education require this radical ontology? How does it relate with deeper
deconstructions of the concept of subjectivity/self? To what extent might it connect
to a mindfulness of “no-mind”?

Furthermore, these questions expand to a broader range of philosophical issues:
Is mindfulness religiously neutral, and can it be used in public education? Mindful-
ness also has a host of claims for building compassion and prosocial behavior—are
these intrinsically connected to mindfulness, or not? Barbezat and Bush suggest this,
and so does Varela—with direct reference to Nishitani’s view of how emptiness
ties to compassion. Furthermore, how does this compassion relate to culturally
bound forms of ethics? The Kyoto School of Philosophy dealt extensively with
these questions, not only through the work of Nishida and Nishitani but also (and
perhaps more so) in the work of Tanabe Hajime, Hisamatsu Shin’ichi, and Watsuji
Tetsurô. Perhaps a continued dialogue could continue to be mutually beneficial to
both mindfulness theory and the philosophy of the Kyoto School.
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