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Preface

The last decade has witnessed remarkable changes in IT industry, virtually in all
domains. The 50th Annual Convention, CSI-2015, on the theme “Digital Life” was
organized as a part of CSI@50, by CSI at Delhi, the national capital of the country,
during December 2–5, 2015. Its concept was formed with an objective to keep ICT
community abreast of emerging paradigms in the areas of computing technologies
and more importantly looking at its impact on the society.

Information and Communication Technology (ICT) comprises of three main
components: infrastructure, services, and product. These components include the
Internet, infrastructure-based/infrastructure-less wireless networks, mobile termi-
nals, and other communication mediums. ICT is gaining popularity due to rapid
growth in communication capabilities for real-time-based applications. New user
requirements and services entail mechanisms for enabling systems to intelligently
process speech- and language-based input from human users. CSI-2015 attracted
over 1500 papers from researchers and practitioners from academia, industry, and
government agencies, from all over the world, thereby making the job of the
Programme Committee extremely difficult. After a series of tough review exercises
by a team of over 700 experts, 565 papers were accepted for presentation in
CSI-2015 during the 3 days of the convention under ten parallel tracks. The
Programme Committee, in consultation with Springer, the world’s largest publisher
of scientific documents, decided to publish the proceedings of the presented papers,
after the convention, in ten topical volumes, under ASIC series of the Springer, as
detailed hereunder:

1. Volume # 1: ICT Based Innovations
2. Volume # 2: Next Generation Networks
3. Volume # 3: Nature Inspired Computing
4. Volume # 4: Speech and Language Processing for Human-Machine

Communications
5. Volume # 5: Sensors and Image Processing
6. Volume # 6: Big Data Analytics

v



7. Volume # 7: Systems and Architecture
8. Volume # 8: Cyber Security
9. Volume # 9: Software Engineering

10. Volume # 10: Silicon Photonics & High Performance Computing

We are pleased to present before you the proceedings of Volume # 9 on
“Software Engineering.” The title on “Software Engineering” aims at informing the
readers about state of the art of software engineering by publishing high-quality
papers that represent results of consolidated research and innovations in software
engineering and related areas. It helps the practitioners, researchers, and academi-
cians understand the issues involved in designing, developing, evolving, and val-
idating complex software systems. It provides excellent coverage for developing
professional careers in software engineering.

The title “Software Engineering” also provides insights into various research
issues such as software reliability, verification and validation, security, extensibil-
ity, model and component-based development, software process models and
process-driven systems, and human–computer collaborative systems.

By taking above point of view, this volume is published, which would be
beneficial for researchers of this domain.

The volume includes scientific, original, and high-quality papers presenting novel
research, ideas, and explorations of new vistas in domains like component-based
software engineering, knowledge-based software engineering, agile methodologies,
CASE tools. The aim of this volume is to provide a stimulating forum for sharing
knowledge and results in model, methodology, and implementations of speech and
language processing tools. Its authors are researchers and experts of these domains.
This volume is designed to bring together researchers and practitioners from aca-
demia and industry to focus on extending the understanding and establishing new
collaborations in these areas. It is the outcome of the hard work of the editorial team,
who have relentlessly worked with the authors and steered up the same to compile
this volume. It will be useful source of reference for the future researchers in this
domain. Under the CSI-2015 umbrella, we received over 300 papers for this volume,
out of which 70 papers are being published, after a rigorous review processes, carried
out in multiple cycles.

On behalf of organizing team, it is a matter of great pleasure that CSI-2015 has
received an overwhelming response from various professionals from across the
country. The organizers of CSI-2015 are thankful to the members of Advisory
Committee, Programme Committee, and Organizing Committee for their all-round
guidance, encouragement, and continuous support. We express our sincere grati-
tude to the learned Keynote Speakers for support and help extended to make this
event a grand success. Our sincere thanks are also due to our Review Committee
Members and the Editorial Board for their untiring efforts in reviewing the
manuscripts, giving suggestions and valuable inputs for shaping this volume. We
hope that all the participated delegates will be benefitted academically and wish
them for their future endeavors.
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We also take the opportunity to thank the entire team from Springer, who have
worked tirelessly and made the publication of the volume a reality. Last but not
least, we thank the team from Bharati Vidyapeeth’s Institute of Computer
Applications and Management (BVICAM), New Delhi, for their untiring support,
without which the compilation of this huge volume would not have been possible.

New Delhi, India M. N. Hoda
Faridabad, India Naresh Chauhan
Srinagar, India S. M. K. Quadri
Rohtak, India Praveen Ranjan Srivastava
December 2017
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A Multi-agent Framework
for Context-Aware Dynamic User
Profiling for Web Personalization

Aarti Singh and Anu Sharma

Abstract Growing volume of information on World Wide Web has made relevant
information retrieval a difficult task. Customizing the information according to the
user interest has become a need of the hour. Personalization aims to solve many
associated problems in current Web. However, keeping an eye on user’s behavior
manually is a difficult task. Moreover, user interests change with the passage of
time. So, it is necessary to create a user profile accurately and dynamically for better
personalization solutions. Further, the automation of various tasks in user profiling
is highly desirable considering large size and high intensity of users involved. This
work presents an agent-based framework for dynamic user profiling for personal-
ized Web experience. Our contribution in this work is the development of a novel
agent-based technique for maintaining long-term and short-term user interests along
with context identification. A novel agent-based approach for dynamic user pro-
filing for Web personalization has also been proposed. The proposed work is
expected to provide an automated solution for dynamic user profile creation.

Keywords Context aware � Dynamic � Multi-agents � User profiling
Web personalization

1 Introduction

Recent years have seen an exponential increase in size of World Wide Web and
thereby led to many bottlenecks in accessing the required and relevant material from
the pool of available information. Web personalization (WP) offers a solution to the
information overload problem in current Web by providing the users with a person-
alized experience considering their interest, behavior, and context [1]. Thus, there is

A. Singh � A. Sharma (&)
MMICT&BM, MMU, Ambala, India
e-mail: anu@iasri.res.in

A. Singh
e-mail: Singh2208@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
M. N. Hoda et al. (eds.), Software Engineering, Advances in Intelligent Systems
and Computing 731, https://doi.org/10.1007/978-981-10-8848-3_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8848-3_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8848-3_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8848-3_1&amp;domain=pdf


an increasing demand to devise adaptive techniques of Web personalization which
may analyze user interests from his/her Web Surfing Behavior (WSB). However,
considering the size ofWWWand number of users accessing Internet, it is really hard
to keep an eye on every user’s behavior on Internet manually. Moreover, an indi-
vidual’s interests and requirements aremajor contributing factors toward his/herWSB
and both these factors keep on changing with difference of time span.

An individual’s interests may be classified as long-term interests (LTIs) and
short-term interests (STIs). LTI reflects user’s personality or may be a part of his/
her professional profile and do not change rapidly, e.g., interest of a person in a
particular sport, particular type of art, or research interest in a particular field. STIs
are generated from dynamic requirements or may result from changing moods of a
person such as watching movie, tour and travel plans, shopping for goods or
accessory. Thus, any WP technique must focus on dynamic mechanism to capture
user behavior so as to generate a digital user profile accurately. Some other
important issues related to user profiling are accuracy, inference/reasoning of user
interest, scalability, privacy, and user model interoperability [2].

User modeling (UM) is referred to as gathering and exploiting the information
about the individual user. UM consists of various tasks described in detail in
Sect. 2. Further, the automation of these tasks is highly desired considering large
size and high intensity of users involved. Intelligent agents may be deployed for this
purpose, since they may work autonomously, can monitor their environment con-
tinuously without being tired, and can learn user behavior. A multi-agent-based
approach Web content mining based on semantic technology has been applied by
Singh [3]. Further, a study to identify the scope of agents in Web usage mining has
been undertaken by Singh and Mishra [4]. This provided us the motivation for the
present work. This work presents an agent-based framework for dynamic user
profiling for personalized Web experience. This paper is structured as follows:
Sect. 2 elaborates user modeling techniques along with its inherent challenges.
Section 3 presents the literature review with problem identification. Section 4
presents proposed framework, and Sect. 5 elaborates detailed working of frame-
work along with detailed algorithmic procedure for each agent. Section 6 describes
the flow diagram, and Sect. 7 concludes the work and presents future research
directions.

2 User Modeling Techniques

UM is referred to as gathering and exploiting the information about the individual
user. Information for creating user profile may be collected explicitly by asking the
user to provide information or implicitly by observing the user behavior [5]. User
profiles that may adapt themselves to change in user interests and preferences are
called as dynamic user profile, whereas a static profile contains information that
does not change with the time. There are three phases of user profile construction as
given below.
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2.1 Information Gathering

This phase consists of mainly gathering the information about the Web user. Two
methods for collecting information about the user are explicit and implicit.

Explicit Information Collection
This deals with asking for user input and feedback for gathering knowledge about
the user. This is an accurate method for identifying the user interest items. This
method requires the explicit user intervention for specifying the complete interest
and preferences. Another shortcoming of explicit user profile is that after some time
the profile becomes outdated. Yahoo Personalized Portal explicitly asks the user for
specifying his preferences and then customizes the home page layout as per
interests of the user.

Implicit Information Collection
This deals with observing the user activities to identify the user information without
explicitly asking for it. Thus, it removes the burden from user to enter the infor-
mation. Various implicit information collection techniques are browsing cache,
proxy server, browser agents, desktop agents, Web logs, and search logs. Most of
these techniques are client-side based, except Web and search logs which are based
on server side [6].

2.2 User Profile Representation

Some of the important techniques for representing user profiles are sets of weighted
keywords, semantic networks, or weighted concepts, or association rules:

Keyword-Based Profile
User profiles are most commonly represented as sets of keywords. These can be
automatically extracted from Web documents or directly provided by the user.
Numeric weights are assigned to each keyword which shows the degree of user’s
interests in that topic [7, 8].

Semantic Network Profiles
Keyword-based profiles suffer from polysemy problem. This problem is solved by
using weighted semantic network in which each node represents a concept [9].

Concept Profiles
Concept-based profiles are similar to semantic network-based profile. However, in
concept-based profiles, the nodes represent abstract topics considered interesting to
the user, rather than specific words or sets of related words. Concept profiles are
also similar to keyword profiles in that often they are represented as vectors of
weighted features, but the features represent concepts rather than words or sets of
words. Mechanisms have been developed to express user’s interest in each topic,
e.g., assigning a numerical value, or weight, associated with each topic [10].
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2.3 User Profile Construction

Various machine learning techniques are applied on collected information to build
user profile [11]. Keyword-based profiles are constructed by extracting the key-
words from the Web pages in search histories. Each extracted word is also assigned
a weight which shows its relative importance with respect to interest. A vector of
extracted keyword thus represents the user interest. Moukas [8] have extracted the
top few keywords implicitly from WSB and used single keyword for each of user
interest. But this approach could not represent the true user behavior as multiple
user interests are represented as single vector. So, in another approach, a user profile
is represented as multiple vectors with each vector corresponding to a separate user
interest category. Number of user’s interests to be included in the profile are either
specified as fixed number or by using a similarity threshold. One keyword vector
per interest instead of single keyword is represented by Chen and Sycara [7]. This is
a more accurate method of user profile construction.

Semantic net user profiles are created by adding the keywords to a network of
nodes. This profile is more accurate than keyword-based as it eliminates the
ambiguity and synonymy in natural language. Concept-based profiles use available
taxonomies to represent weighted concept hierarchies. These profiles are con-
structed by mapping the extracted keywords to the existing concepts in taxonomy.
If the same concept is shown again, then its weight is increased by one.

3 Related Work

An extensive study for identifying scope, applicability, and state of the art in
applying semantics to WP is undertaken by Singh and Anand [12]. Semantically
enhanced and ontological profiles are found [13–15] more appropriate for repre-
senting the user profile. Ontological profile allows powerful representational
medium along with associated inference mechanism for user profile creation.
A brief review of work on semantically enhanced and ontological dynamic user
profiles is given below.

A generic ontology-based user modeling architecture (OntobUM) for knowledge
management had been proposed by Razmerita et al. [16]. Ontology-based user
modeling architecture has three different ontologies namely user, domain, and log
ontologies. User ontology structures the different characteristics of users and their
relationships. Domain ontology defines the domain and application-specific con-
cepts and their relationships. Log ontology defines the semantics of the user
interaction with the system.

An ontology-based user profile creation by unobtrusively monitoring user
behavior and relevance feedback has been proposed by Middleton et al. [14]. The
cold start problem is addressed by using external ontology to bootstrap the rec-
ommendation system. This work considers only is-a type relationship in ontology
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and may be further extended to include other types of relationships in ontology.
Further, there is scope for using external software agents and adding contextual
information in task modeling. The techniques for the improvement of ontological
user profile have been investigated by Trajkova and Gauch [17]. The authors
investigated that ranking the concepts in the profiles by number of documents
assigned to them rather than by accumulated weights provides better profile
accuracy. The ordering of the concepts was also considered along with detecting
non-relevant concepts and pruning them from the profile. But, this work does not
include user’s contextual and temporal information in user profile. In an approach,
user context is modeled by using ontological profiles in Web search. The existing
concepts in domain ontology are assigned implicitly derived interest scores [18].
A spreading activation algorithm has been used for maintaining and incrementally
updating the weights based on the user’s ongoing behavior. This approach may be
further improved by observing the ontological profile over time for ensuring the
true requirements of user as seen from interest scores. A dynamic model for user
modeling by applying clustering techniques on Web usage data off-line has been
proposed by Saeed et al. [19]. This model is adjusted periodically through new
transaction and thus solves the problem of maintaining the accuracy of user model.
But this does not use software agents and ontology.

A hybrid approach is adopted by Bhowmick et al. [13] by considering the
features of static and dynamic user profiling techniques. Static user profile specifies
the user’s interest in a much focused manner, and dynamic user profiling adds the
feature of adaptability into it. But this approach is limited to the school
curriculum-related topics and also does not consider context and location while
generating recommendations. Sosnovsky and Dicheva [15] had combined together
research from two different fields—user modeling and Web ontology—to demon-
strate how recent semantic trends in Web development can be combined with the
modern technologies of user modeling. They have also highlighted the use of
software agents and ontology. Users’ behavior and characterization of users’ needs
for context-aware applications had been analyzed by Skillen et al. [20]. The cre-
ation of a user profile ontology for context-aware application personalization within
mobile environments was described. An approach for personalizing the Web using
user profile ontology has been proposed by Vigneshwari and Aramudhan [21].
These ontologies are created dynamically using the server log file through classi-
fication and clustering techniques. A global ontology is also created by identifying
the word pairs that have occurred in most of the documents. An automatic mech-
anism for ontology creation which is found useful in WP was proposed by Singh
and Anand [12]. A multi-agent-based knowledge-oriented personalized search
engine framework was suggested by Middleton [14].

Some other works on generating user profile dynamically are given by Hawalah
and Fasli [18], Li et al. [22], Vigneshwari and Aramudhan [21]. A strategy for
maintaining the LTI and STI of the user through user topic tree and Page-History
Buffer (PHB) had been proposed by Li et al. [22]. Although the study considers the
dynamic adaption of user profile, it does not use software agents to automate the
tasks in user modeling. A multi-agent approach to solve this has been proposed by

A Multi-agent Framework for Context-Aware Dynamic User … 5



Hawalah and Fasli [18] for building a dynamic user profile that is capable of
learning and adapting to user behavior. But, it does not consider the contextual
information in recommendations. An agent-based Web search personalization
approach using dynamic user profile has been proposed by Li et al. [22]. The user
query is optimized using user’s profile preferences and the query-related synonyms
from the WordNet ontology. The search results obtained from a set of syntactic
search engines are combined to produce the final personalized results. However,
this approach is limited to Web search personalization. In another work, Woerndl
and Groh [23] has proposed a framework for multi-agent-based personalized
context-aware information retrieval from distributed sources considering the pri-
vacy and access control. An agent-based interface is proposed which optimizes the
user query using WordNet and user profile preferences and fetches the personalized
search results from various search engines like Google, Yahoo. Although it includes
the contextual information, it does not describe the detailed implementation of
various agents and also does not include temporal aspects in context.

A critical analysis of the literature reveals that many research attempts have been
made in using software agents and ontology for dynamic profile creation consid-
ering contextual information. Some of these studies are oriented toward search
results personalization, while generic UM approaches do not consider contextual
information. So, there is a need to consider some issues like adding the contextual
information for creating dynamic user profile efficiently. This work aims to propose
a framework for agent-oriented context-aware dynamic user profiling for person-
alized recommendations for the user. Our contribution in this work may be sum-
marized as follows:

1. A novel agent-based technique has been developed for maintaining LTI and STI
at client-side layer. User activities at his desktop are monitored by an agent and
then incorporated in STI.

2. A novel agent-based approach has been developed for user context identification
at client-side layer.

3. A novel agent-based approach has been developed for dynamic user profiling
for WP.

The next section describes the proposed framework in detail.

4 Proposed Framework for Multi-agent-Based Dynamic
User Profiling

The core idea for user profiling is based on the assumption that some characteristics
of individual user affect the usefulness of recommendations. This framework
considers three main dimensions of user modeling as given below:
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• Background: This includes the basic information about the user.
• Interest directed user information: Information about multiple sites browsed and

search queries by user helps in determining user’s interest dynamically.
• Context: Spatial and temporal context plays an important role in generating

useful recommendations to users. A user may choose different recommendations
at different locations at different points of time in a day.

Various components of this approach are distributed and autonomous, which is
the motivation behind using intelligent agents in it. These agents can communicate
asynchronously and work simultaneously without interfering with other agents.
This framework comprises of two layers namely client-side layer and server-side
layer for collecting various types of data useful for profile creation. These layers
work on client side and server side, respectively. These help in the automation of
complex and tedious processes involved in user profiling and in efficient execution
of the various tasks with reduced computation time. The high-level architecture of
the proposed work is given in Fig. 1.

Three agents, at client side, gather the information about user namely user
context identification agent (UCIA), user behavior tracking agent (UBTA), and user
desktop agent (UDA). Detailed working of these agents is given in Sect. 5. These
agents collect the data, and this information is sent to the agents working at server
side.

Fig. 1 High-level architecture of proposed framework
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There are three agents working at server side namely user query analyzer agent
(UQAA), profile manager agent (PMA), and cluster agent (CA). Detailed working
and description of these agents are given in Sect. 5. These agents process the
explicit and implicit information about the user and apply text processing and
clustering techniques for generating and storing user profile. They also apply the
semantic technologies for user profiling and generating better recommendations.

The next section explains in detail the flow of information, purpose of each
agent, and their algorithms.

5 Detailed Description of Framework

The proposed multi-agent framework comprises of three agents at client side and
three agents at server side as shown in Fig. 2

Fig. 2 Detailed view of architecture of proposed framework
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5.1 Client-Side Agents

Various agents operating at client side are as follows:

– UCIA: Temporal information about the user is collected from system date and
time settings. It receives the location data of the user from current Wi-fi/IP
addresses utilizing the available location databases. Whenever the user enters a
query in browser and selects the context, this agent copies this query for later
analysis. It maintains a table containing keywords searched, context of search
along with date and time of search.

– UDA: This agent is responsible for monitoring the user activities on desktop. It
monitors the applications and files opened and used by user. It maintains a list of
this usage along with time spent on them by the user, in a specified folder to
maintain user privacy. This helps in observing the potential interest areas of the
user.

– UBTA: This agent is responsible for summarizing user behavior and creating
user profile based on short-term and long-term interests of the user. For this, it
analyzes and processes tables maintained by UCIA and UDA. This agent also
estimates the user’s interest in Web pages by considering the five parameters
namely text selection, text tracking, link clicking, link pointing, and scrolling.
Detailed procedure can be seen from [24]. Filtered Web pages are then classified
as STI and LTI based on their usage occasionally or daily. This agent is also
responsible for communicating user’s STI and LTI to server-side agent for their
incorporation in user profile.

5.2 Server-Side Agents

– PMA: This agent is responsible for managing dynamic profile of the user by
collaborating with UBTA of particular user. It receives LT and ST interests of a
user from UBTA and maintains it in its database. Further, it also analyzes online
WSB of the user, recorded on server side by UQAA, and keeps user profile
updated.

– UQAA: This agent analyzes keywords of queries received from a particular user
or IP address. It also saves the Web pages scrolled by the user using search
engine or by requesting particular URL, along with time spent on each page. It
also records hyperlinks accessed from one page to the other.

– CA: This agent is responsible for clustering the users based on similar interest
areas so that similar recommendations may be provided to them. It works on the
user profile database maintained by the PMA.

The algorithms for various agents involved in the framework are given in
Figs. 3, 4, 5, 6, 7 and 8.
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Fig. 3 User context identification agent

Fig. 4 User desktop agent
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Fig. 5 User behavior tracking agent
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Fig. 6 Algorithm for checking user’s degree of interest on Web page

Fig. 7 User query analyzer agent

Fig. 8 Profile manager agent
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6 Flow Diagram of the Proposed Work

The flow diagram given in Fig. 9 illustrates the working of the proposed frame-
work. UCIA, UDA, and UBTA work simultaneously on client side to gather the
information about user’s contexts and interests periodically.

1. UCIA accesses the client machine and is responsible for performing two tasks:

1:1 It extracts the time, location, and searched keywords and stores them in
table.

1:2 It passes this information to PMA which stores the contextual information in
user profile database.

2. UBTA accesses the client machine to collect the browsing history of user. It
performs the following tasks:

2:1 It extracts the various parameters from browser cache and stores them into
USER_INTEREST table.

2:2 It accesses the USER_INTEREST table and identifies the user degree of
interest in Web page/file by using isInteresting() function. It also identifies
the STI and LTI from USER_INTEREST table and prepares a database
WSB for storing short-term and long-term interests.

Fig. 9 Flow diagram of the
proposed framework
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2:3 It sends the database WSB to PMA after receiving a request from PMA to
access WSB.

3. UDA accesses the files in a specified folder in client machine and extracts
various parameters.

3:1 It stores this information in USER_INTEREST table.

4. PMA sends a request to UBTA to access WSB.

4:1 PMA sends a request to UQAA to access the information from
USERY_QUERY table.

4:2 PMA sends the USER_PROFILE database to CA after receiving a request
from CA.

4:3 PMA creates and updates a database named USER_PROFILE for storing
user profile.

5. UQAA accesses server-side machine to access Web server logs. It parses the
information contained in the log files.

5:1 It stores this information in a table named USER_QUERY.
5:2 It sends the USER_QUERY to PMA.

6. CA sends a request to PMA for accessing the USER_PROFILE database.

6:1 After its request is authenticated, it is given access to USER_PROFILE
database.

6:2 Using USER_PROFILE database, CA creates the clusters of users on var-
ious parameters like time, location, and interests.

7. Recommendations are given from server side to client considering STI, LTI, and
other contextual parameters.

7 Conclusion and Future Work

This study proposes a framework for multi-agent-based dynamic user profile
generation considering contextual information. The proposed framework uses a
number of autonomous software agents for automating the various tasks in profile
generation. Detailed algorithms for working of each of the agents have been
described along with flow of information between system components. Use of
automated agents makes the proposed system more efficient than other available
methods. The current work may be further extended by comparing and specifying
various mechanisms for detailed representation of the user profile. Further, the
actual implementation of the framework can be undertaken in future research.
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Implementation of Equivalence
of Deterministic Finite-State Automation
and Non-deterministic Finite-State
Automaton in Acceptance of Type 3
Languages Using Programming Code

Rinku, Chetan Sharma, Ajay Kumar Rangra, Manish Kumar
and Aman Madaan

Abstract An automaton is used where information and materials are transformed,
transmitted, and utilized for performing some processes without direct involvement
of human. A finite automaton (both deterministic and non-deterministic) is used to
recognize a formal regular language. In this paper, we will represent the acceptance
of a formal regular language (Type 3 according to Noam Chomsky) by both
deterministic and non-deterministic automaton. We are using a simple algorithm to
implement finite-state automaton in a middle-level language and demonstrate that
deterministic finite-state automation provides a best and unique solution in com-
parison to non-deterministic finite-state automaton. More important that if a prob-
lem solved by Non-deterministic finite state automation can be easily solved using
equivalent deterministic finite state automaton.

Keywords Finite-state automaton � Formal regular language � Deterministic
Non-deterministic � Equivalence
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1 Introduction

The word ‘formal’ means that all the rules for the language are explicitly stated in
terms of what string of symbols can occur, and a formal language can be viewed as
a set of all strings permitted by the rules of formation. Finite automatons are the
simplest model of an automatic machine. If we see the history of designing of the
automatic machines, the first calculating device was the abacus first time used in
China. Abacus was used to perform some arithmetic operations like addition,
multiplication on positive integers. This was the first initiation toward the designing
of calculating devices. Further, we found several enhancements, and presently, we
have numerous calculating devices. Today, all automatic machines are designed
based on some kind of models. One great example of this machine is the computer
system and finite automation are its abstract model.

Finite automaton is mainly used for modeling the reactive systems. System
which changes its actions, outputs, and conditions/status in reply to reactions from
within/outside it is known as reactive system. A reactive system is a
situation-driven/control-driven system continuously having to react to external and/
or internal reaction. In general, finite automatons are useful models to explain
dynamic behaviors of reactive systems.

Automaton (finite) consists of a finite memory called input tape, a read-only
head, and a finite control. The input is written on tape, and head reads one symbol at
a time on the tape and moves forward into next state and goes on until the last
symbol of input string. The movement of head and transition into next state are
decided by finite control. When input is read, the finite automaton decided the
validity or acceptability of the input by acceptance or rejection. It does not write its
output on the tape, which is a limitation of this model.

The input tape is divided into compartments, and each compartment contains 1
symbol from the input alphabets. The symbol ‘$’ is used at the leftmost cell, and the
symbol ‘W’ is used at the rightmost cell to indicate the beginning and end of the
input tape. It is similar to read-only file in a computer system, which has both
beginning and end.

2 Finite Acceptors

Inputs are transformed into outputs with help of an information processing device.
With a device, only two alphabets are associated: A is taken as input for com-
municating, and alphabet B is taken as output for receiving answers. Let us consider
a device that accepts input as English sentence and outputs the corresponding
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sentence in French language. Once whole input is read out, then each input alphabet
is processed step by step, and if after reading last alphabet of input string we reach
to final state, then the output is yes and we can say A* is accepted else rejected. By
the above procedure, A* is divided into two subparts: The ‘true’ subset is called as
machine accepted language, and the ‘no’ subset is called as machine rejected
language. The device that operates such thing is called as acceptor. The mathe-
matical model is described below:

Finite automaton is of two types:

• DFA
• NDFA.

Deterministic finite acceptor A is explained with five tuples of information:
A = (R, Q, S, d, F), R consists of a finite alphabet, a finite set Q of states, and a

function: Q � R ! Q, defined as the transition function and a set F of acceptance
states. The set Q contains an element s and a subset F, and the set of acceptance
states.

3 Algorithm to Implement DFA

Implementation of Equivalence of Deterministic Finite-State … 19



4 Programming Code to Implement DFA and NFA
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5 Regular Languages or Type 3 Grammars

Type 3 languages are described by Type 3 grammars. The LHS of a Type 3
grammar is a single non-terminal. The RHS is empty or consists of a single ter-
minal, or it can have a single terminal which is followed by a non-terminal. Type 3
grammars are represented by the productions A ! aB or A ! a. Type 3 languages
are recognized using finite-state automata (FA). The following is an example of a
regular grammar:

A ! aA A ! e A ! bB B ! bB B ! e A ! c

Implementation of Equivalence of Deterministic Finite-State … 21



6 Equivalence of NFA to DFA on Acceptance of Regular
Language

The given above code shows the logical programming implementation of
deterministic as well as non-deterministic automaton along with its equivalence.

Now there is some example executed based on the above-given algorithm and
code with some test cases.
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7 Example of NFA to DFA with Test Cases

Consider an NFA with few states along with some inputs 
shown in figure

Equivalent DFA for above NFA can be created easily as 
per the algorithm 

8 Algorithm for Conversion of NFA to DFA

Let Mn = (Q, R, d, q0, F) be NFA which identifies any language L then equivalent
DFA Md = (Q, R, d′, q′0, F′) which satisfies the respective conditions recognizes L.
Q = 2Q i.e. the set of all subsets of Q.

To obtain equivalent DFA, we follow the following procedure.

Step 1: Initially Q = Ø.
Step 2: {q0} is the initial state of the DFA M and Put q0 into Q.
Step 3: For each state q in Q following steps are needed: add this new state, add

d (q,a) = U p ε q d(p, a) to d, where d on the right-hand side (R.H.S) is
that of NFA Mn.

Step 4: Repeat step 3 till new state are there to add in Q; if there is new state
found to add in Q, then process is terminated. All the states of Q which
contain accepting state of Mn are accepting state of M.

Important: Not reachable states are not included in Q (Not reachable means
states which are not reached from initial state).
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8.1 Test Case 1 for NFA and Its Equivalent DFA

NFA
Input : aaabbaab
Standard Output : Final State (i.e q2, q3)
Output : q2,q3

DFA
Input : aaabbaab
Standard Output : Final State (i.e C, D, E)
Output : D

Test case 2:
Input : baabab
Standard Output : Final State (i.e q2, q3)
Output : q3
NFA

DFA
Input : baabab
Standard Output : Final State (i.e C, D, E)
Output : D

9 Result and Conclusion

In this paper, we have discussed distinction between deterministic and
non-deterministic finite-state automaton. Using a simple algorithm, we can imple-
ment a deterministic as well as non-deterministic finite-state automaton in an
executable format to find the solution of various problems. Here, we have also
discussed the equivalence of deterministic and non-deterministic finite-state
automaton with the use of various examples. This example shows the concern of
non-deterministic finite-state automaton and gives equivalent deterministic
finite-state automaton along with some suitable test cases to be measured. This
concluded that non-deterministic finite-state automation may have different solution
of given problems, but deterministic finite-state automaton provides the best unique
solution to find the solution to a problem.
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A Multi-factored Cost- and Code
Coverage-Based Test Case Prioritization
Technique for Object-Oriented Software

Vedpal and Naresh Chauhan

Abstract Test case prioritization is a process to order the test cases in such a way
that maximum faults are detected as earlier as possible. It is very expensive to
execute the unordered test cases. In the present work, a multi-factored cost- and
code coverage-based test case prioritization technique is presented that prioritizes
the test cases based on the percentage coverage of considered factors and code
covered by the test cases. For validation and analysis, the proposed approach has
been applied on three object-oriented programs and efficiency of the prioritized
suite is analyzed by comparing the APFD of the prioritized and non-prioritized test
cases.

Keywords Object-oriented testing � Test case prioritization � Cost- and code
coverage-based testing � Multi-factors-based test case prioritization

1 Introduction

Testing is one of the important phases of the software development life cycle. The
testing of the software consumes a lot of time and efforts. Presently, the cost of
testing the software is increasing very rapidly. According to finding of the sixth
quality report [1], the share of the testing budget is expected to reach 29% by 2017.
Every software industry mainly concerns the reduction of the testing cost and
detection of the bug by taking the minimum time. For delivering the quality soft-
ware, it is necessary to detect all the possible errors and fix them. There are various
factors that indicate the quality of the software. These factors are functionality,
correctness, completeness, efficiency, portability, usability, reliability, integrity,
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maintainability, etc. Due to the advancement of technology and expectation of the
customer, it is very challenging task to deliver the quality software within allocated
budget.

The quality of the software also depends on the skills and experience of the
developer. Nowadays, various languages are used by the developer. Every language
has various features which provide the different functionalities. Many packages are
also available in the markets which are directly imported in the software. If the
different features of the language and packages are not used efficiently, then
error-prone software may be produced. If the developers are not aware of the
conditions of the software developed, then it will surely produce the bug.
Sometimes, the implemented functionality is error-free, but it may consume more
memory and execution time. High consumption of the memory and execution time
affects the quality of the software. So there should be a technique to identify the
factors which are most capable of introducing the error, increasing the execution
time of software, and consuming more memory. The test case prioritization should
be done in a way that the maximum errors can be detected as earlier as possible.

In this paper, a test case prioritization technique is presented. The proposed
technique prioritizes the test cases on the basis of the cost and code covered by the
test cases. To calculate the cost of the path, various factors are considered. For
experimental validation and analysis, the proposed approach has been applied on
the various examples that were implemented in the C++ language. The results show
effectiveness of the proposed approach.

2 Related Work

The size of the test suits is increased as the software evolves. Test cases are used to
test the existing program. If the software gets modified due to the addition of new
functionality, new test cases may be added to the existing test cases. There are many
constraints on the industry like resource, time, and cost. So, it is important to
prioritize the test cases in a way that probability of error detection is higher and
earlier. In this section, an overview of various researchers is discussed.

Shahid and Ibrahim [2] proposed a new code-based test case prioritization
technique. The presented approach prioritizes the test cases on the basis of the code
covered by the test case. The test cases that covered the maximum methods have the
highest probability to detect the errors earlier. Abdullah et al. [3] presented the
findings of the systemic review conducted to collect evidence testability estimation
of object-oriented design. They concluded that testability is a factor that predicts
that how much effort will be required for testing the software.

Huda et al. [4] proposed an effective quantification model of object-oriented
design. The proposed model uses the technique of multiple linear regressions
between the effective factors and metrics. Structural and functional information of
object-oriented software has been used to validate the assessment of the effec-
tiveness of the factors. The model has been proposed by establishing the correlation
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between effectiveness and object-oriented design constructs. The quantifying ability
of model is empirically validated.

Chhikara and Chhillar [5] presented a set of metrics. The presented metrics are
used to order the programs based on their complexity values. They concluded that
there should be compromise among internal attributes of software to maintain the
higher degree of reusability. Patwa et al. [6] presented the factors of coding phase
that effect the testing of object-oriented software. These factors are programmer and
tester skills, programmer and tester organization, development team size, program
workload (stress), domain knowledge, and human nature (mistake or work omis-
sion). Analysis of factors and place of these factors according to their impact on the
software are identified by using the relative weight method and ANOVA test.

Bruntink et al. [7] analyzed the relation between classes and their JUnit test
cases. They demonstrated a significant correlation between the class-level metrics
and test-level metrics. They also discussed how various metrics can contribute to
testability. They conducted the experiments using the GQM and MEDEA frame-
work. The results are evaluated using Spearman’s rank-order correlation coefficient.

Malviya and Singh [8] presented some observation on maintainability estimation
model for object-oriented software in requirement, design, coding and testing
phases. The presented work is about increasing the maintainability factors of the
MOOD metrics.

Hao et al. [9] presented a unified test case prioritization approach. The presented
approach includes two models. They showed that there is a spectrum of test case
prioritization techniques. The spectrum is generated by the model that resides
between the techniques using purely total or purely additional strategies. They
proposed extensions to enable the use of probabilities that test cases can detect
errors for methods and use the dynamic coverage information in place of static
coverage information.

3 Proposed Work

The presented approach prioritizes the test cases on the basis of the cost and the
coverage of the code covered by the test case. For accurately finding out the cost of
the test case, some factors are considered in Table 1. The proposed approach works
at two levels. At the first level, all the considered factors existed in the source code
are identified. After identification and counting the factors, all independent paths of
the source code are resolute; then, the value of the cost of each path is determined
on the basis of the coverage of the identified factors. Test cases are selected cor-
responding to independent paths. The cost of the test case can be calculated by
using Formula 1. The code coverage of test case is determined by counting lines of
code executed by the test case. At the second level, pairs of cost and code value of
each test case are created. In this way by using the value of the cost and code
coverage, the test cases are prioritized. The following scenario is used for the
prioritization of the test cases:
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(1) Highest code coverage and cost will have highest priority.
(2) Second priority should be given to test case that has highest cost value.
(3) Third priority should be given to test case that has highest code coverage.
(4) Test cases with the equal code coverage and cost should be ordered.

The overview of the proposed approach is shown in Fig. 1.
The cost covered by the test case can be calculated by applying the Formula 1 as

given below:

CostðTiÞ ¼ SFðTiÞ=TF ð1Þ

where SF is the sum of the factors covered by the ith test case, and TF is the sum of
the all existing factors in source code.

Table 1 Proposed factors S. No. Proposed factor

1 Operators

2 Variables

3 External system call

4 Predicate statement

5 Assignment statement

6 Use of libraries/packages

7 Virtual function

8 Exception handling

Non prioritized test cases

Determine all factors existing in source pro-
gram and factors which are being covered by 
individual test cases  

Execute the test cases in prioritized order

Prioritize the test cases using calculated value 
of cost and code coverage

Calculate the cost and code covered by each 
test cases

Fig. 1 Overview of the
proposed approach
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3.1 Considered Factors for Prioritized Test Cases

Table 1 shows the considered factors that are used to prioritize the test cases. The
factors are considered by the structural analysis of the program. The considered
factors may affect the testing process in terms of consumption of memory, exe-
cution time, and the possibility of introducing the error in program.

These are factors related to object-oriented program affecting the prioritization of
test cases. There are a total of eight object-oriented software-related factors included
in this work. The algorithm of the proposed approach is given in Fig. 2.

4 Result and Analysis

For the experimental validation and evaluation, the proposed approach has been
applied on the three programs. The programs are implemented in the C++ lan-
guage. For the experimental analysis, intentionally faults are introduced in the
programs. The program one has 170 lines of code, program [10] two has 361 lines
of code, and program three has 48 lines of code.

Table 2 shows the various factors covered by the test cases, Table 3 shows the
line of code covered by the test cases, Table 4 shows the calculated cost of all test
cases that are used to test the software, and Table 5 shows the various pairs of cost
and code covered by the test cases.

The prioritizing order of test cases as determined by the proposed approach is
TC6, TC2, TC1, TC4, TC8, TC5, TC3, TC7.

4.1 Faults Detected by Test Cases in Non-Prioritized Order

The faults are identified in the non-prioritized order as shown in Table 6.

Let T be is the list of non prioritized test cases and T’ be the list of the prioritized test cases. 

While ( T not empty)

Begin

Step 1.  Identify and Count all the considered factors that are used in the source code.

Step 2.  Determine the factors and line of code being covered by the test cases. 

Step 3.  Calculate the cost by applying the formula on test cases.

Cost (Ti) = SF(Ti) / TF

Where SF is the sum of factors covered by the test case and TF is the sum of the factors in the source code

End

Step 4. Determine the all possible pairs of the code coverage value and cost value of each test cases          

Pair  = ( Cost , Code Coverage)

Step 5. Prioritized the test cases in the following scenarios

(1) Highest the value of cost and code covered by the test case have highest priority

(2) Second priority should be given to test case that has highest cost value.

(2) Third priority should be given to test case that has highest code coverage.

(3) Test cases with the equal value of the code coverage and cost should be prioritized in the random order.

Create T’ the list of prioritize test cases.

Fig. 2 Algorithm of the proposed approach

A Multi-factored Cost- and Code Coverage-Based Test Case … 31



Table 2 Factors covered by test cases

Factors TC1 TC2 TC3 TC4 TC5 TC6 TC7 TC8

Operators 4 4 0 0 1 7 0 0

Variable 3 3 1 4 2 3 1 4

Native method 0 0 0 0 0 0 0 00

Control statement 0 1 0 0 0 2 0 0

Assignment 3 2 0 0 1 2 0 0

SF 10 10 1 4 4 12 1 4

Table 3 Line of code covered by test cases

TC1 TC2 TC3 TC4 TC5 TC6 TC7 TC8

Line of code 36 42 31 36 34 48 31 36

Table 4 Calculated cost of test cases

TC1 TC2 TC3 TC4 TC5 TC6 TC7 TC8

Factor coverage
(TFC)

10 10 1 4 4 12 1 4

Total factors (TF) 35 35 35 35 35 35 35 35

Cost 28.57 28.57 2.85 11.42 11.42 34.28 2.85 11.42

Table 5 Pairs of the cost and
code coverage by test cases

S. No. Test case Pairs

1 TC1 (36, 28.57)

2 TC2 (42, 28.57)

3 TC3 (31, 2.85)

4 TC4 (36, 11.42)

5 TC5 (34, 11.42)

6 TC6 (48, 34.82)

7 TC7 (31, 2.85)

8 TC8 (36, 11.42)
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4.2 Faults Detected by Test Cases in Prioritized Order

Table 7 shows the faults detected by the test cases when they executed in prioritized
order.

For simplicity of the approach, the faults are detected for only one program.

4.3 Comparison of APFD Graphs Prioritized
and Non-prioritized Order of Test Cases for Three
Programs

Figure 3 shows the comparison of APFD graphs for program one, Fig. 4 shows the
comparison of APFD graphs for program two, and Fig. 5 shows the comparison of
APFD graphs for program three. The test cases are executed in prioritized order
obtained after applying the proposed approach and non-prioritized approach [11, 12].

Table 6 Faults detected by test cases in non-prioritized order

TC1 TC2 TC3 TC4 TC5 TC6 TC7 TC8

F1 * * * * * * * *

F2 * *

F3 *

F4 *

F5 *

F6 *

F7 *

F8 *

F9 *

F10 *

Table 7 Faults detected by test cases in prioritized order

TC6 TC2 TC1 TC4 TC8 TC5 TC7 TC3

F1 * * * * * * * *

F2 * *

F3 *

F4 *

F5 *

F6 *

F7 *

F8 *

F9 *

F10 *
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4.4 Effectiveness of the Proposed Approach

Effectiveness of the proposed approach is measured through APFD metric, and its
value is shown in Table 8 [13]. The APFD value of prioritized order of test cases
obtained by applying the proposed approach is better than random ordering of test
cases. Therefore, it can be observed from Table 8 prioritized test cases has higher
fault exposing rate than the non-prioritized test cases.

Fig. 3 Comparison of APFD detected by random and prioritized test cases for program one

Fig. 4 Comparison of APFD detected by random and prioritized test cases for program two
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5 Conclusion

In the proposed approach, a test case prioritization technique for object-oriented
software is presented. The approach prioritizes the test cases based on coverage of
determined cost and lines of code. It works at two levels. At the first level, cost and
code covered by the test cases are determined. Costs are calculated by using the
proposed factors that are covered by the test case. At the second level, test cases are
prioritized on the basis of determined cost and code covered by the test case. For
experimental validation and evaluation, it has been applied on three object-oriented
programs. The experimented results show that the proposed approach leads to
improve the rate of fault detection early in comparison with non-prioritized order of
test cases. The significant characteristic of the proposed approach is that it helps to
reduce the testing cost by detecting the faults in short time.

Fig. 5 Comparison of APFD detected by random and prioritized test cases for program three

Table 8 Compared result of test cases for prioritized and non-prioritized order

Case study Non-prioritized test cases (APFD) (%) Prioritized test cases (APFD) (%)

Program one 57 70

Program two 55 72

Program three 37 62
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A Novel Page Ranking Mechanism
Based on User Browsing Patterns

Shilpa Sethi and Ashutosh Dixit

Abstract Primary goal of every search engine is to provide the sorted information
according to user’s need. To achieve this goal, it employs ranking techniques to sort
the Web pages based on their importance and relevance to user query. Most of the
ranking techniques till now are either based upon Web content mining or link
structure mining or both. However, they do not consider the user browsing patterns
and interest while sorting the search results. As a result of which, ranked list fails to
cater the user’s information need efficiently. In this paper, a novel page ranking
mechanism based on user browsing patterns and link visits is being proposed. The
simulated results show that the proposed ranking mechanism performs better than
the conventional PageRank mechanism in terms of providing satisfactory results to
the user.

1 Introduction

The World Wide Web is an interlinked collection of trillions of Web documents
accessed via Internet. To retrieve the desired information from such a huge col-
lection, Web search engines can be used [1]. The basic components of every search
engine are: crawler, indexer, user interface, and query processor. The Crawler
browses the Web automatically at a specified interval, downloads the Web page
from different Web servers, and provides the information to indexer. The indexer
further indexes Web documents in search engine database. The query processor
executes the user query on search engine database and finds the documents which
matches with the user query and ranks them according to some relevance factors.
Many ranking algorithms have been proposed in past. Among them, PageRank
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(PR) [2, 3], Weighted PageRank (WPR) [4], and Hypertext Induced Topic Search
(HITS) [5], PageRank based on link visit (PRLV) [6] are some of the popular
ranking algorithms. All these algorithms are based on Web mining concept.

Web mining is a branch of data mining techniques that discover the useful
patterns from Web documents. Web content mining (WCM), Web structure mining
(WSM), and Web usages mining (WUM) are three main categories of Web mining.
[7, 8] PR, WPR, and HTTS are purely based on Web structure mining, whereas
PRLV is based on Web structure as well as Web usages mining. Table 1 gives the
overview of these Web mining techniques. The proposed mechanism captures the
user interest in an efficient way by applying the concept of Web usages and Web
structure mining.

The rest of the paper is organized as follows: In next section, Web structure
mining and popular algorithms of this area have been discussed. Section 3
describes the proposed ranking mechanism in detail with example illustrations.
Section 4 depicts the complete working of proposed system. Concluding remarks
are given in Sect. 5.

2 Related Work

This section describes an overview of Web structure mining and some popular
PageRank algorithms with examples illustration. Web structure mining means
generating the link summary of Web pages and Web server in the form of Web
graph by using the concept of hyperlink topology between different documents as
well as within the same document [8]. A Web graph is directed labeled graph where
nodes represent the Web pages and edges represents the hyperlinks between the

Table 1 Overview of web mining techniques

Features WCM WSM WUM

Mining focus Within the document Within as well as
between the
documents

User navigational
patterns

Input data Txt, HTML documents Hyperlinks Query logs,
server log files

Representation
of data

Bags of words for
unstructured data HTML tags
for semistructured data,
ontology

Structured
summary of web
pages in the form
of web graph

Relational tables

View of data Semi- and unstructured structured Event triggers

Method NLP and machine learning Proprietary
algorithms

Personalization
algorithms,
association rules,
NLP
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pages. There are many algorithms based on Web structure mining. Some of them
which form the basis of proposed work are discussed in following sections.

2.1 PageRank

The PageRank algorithm was developed by Google and named after Larry Page,
[3]. The link structure of Web page is used to find out the importance of a Web
page. The importance of a page P can be obtained by evaluating the importance of
pages from which the page P can be accessed. Links from these pages are called as
inbound links. According to this algorithm, if the inbound links of a page are
important, then its outbound links also become important. The PageRank of a page
P is equally divided among its outbound links which further propagated to pages
corresponding to these outbound links. The PageRank of a page X can be calculated
by Eq. (1) as follow

PRðXÞ ¼ ð1� dÞþ d
PRðP1Þ
OðP1Þ þ PRðP2Þ

OðP1Þ � � � PRðPnÞ
OðPnÞ

� �
ð1Þ

where:

• P1, P2, … Pn represent the inbound links of page X
• O(P1), O(P2) … O(Pn) are no. of outbound links of page P1, P2 … Pn,

respectively
• d is the damping factor which is a measure of probability of user following

direct link. Its value is usually set to 0.85.

To explain the working of PR method, Let us take a small Web structure as
shown in Fig. 1a consisting of four pages, namely P1, P2, P3, and P4, where page P1
is inbound link of page P2 and P4, page P2 is inbound ink of page P4 and P3, P3 is
inbound link of P1, P2, and P4, and P4 is inbound link of P1. According to Eq. (1),
PageRank of page P1, P2, P3, and P4 can be computed as follows:

(a) (b)

Fig. 1 a Sample web structure, b sample web structure with link visits and link weight
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PR Pið Þ ¼ 1dð Þþ d PR P3ð Þ=3þ PR P4ð Þ=1ð Þ½ � ð1aÞ

PR P2ð Þ ¼ 1� dð Þþ d PR P1ð Þ=2þ PR P3ð Þ=3ð Þ½ � ð1bÞ

PR P3ð Þ ¼ 1� dð Þþ d PR P2ð Þ=2ð Þ½ � ð1cÞ

PR P4ð Þ � 1� dð Þþ d PR P1ð Þ=2PR P2ð Þ=2þ PR P3ð Þ=3ð Þ½ � ð1dÞ

Initially considering the PageRank of each page equal to 1 and taking the value
of d = 0.85, calculating PageRank of each page iteratively until their vales becomes
stable as shown in Table 2.

From Table 2, it may be noted that PR(P1) > PR(P4) > PR(P2) > PR(P3).
These PR values are extracted by crawler while downloading a page from Web
server, and these values will remain constant till the Web link structure will not
change. In order to obtain the overall page score of a page, the query processor adds
the precomputed PageRank (PR) value associated with the page with text matching
score of page with the user query before presenting the results to the user.

2.2 Page Ranking Algorithm Based on Link Visits (PRLV)

Duhan et al. [6] proposed the extension of PageRank method in which the
PageRank of a page is computed on the basis of no. of visits to Web page. They
pointed out that traditional PR method evenly distributes the PageRank of page
among its outgoing links, whereas it may not be always the case that all the
outgoing links of a page hold equal importance. So, they proposed a method which
assigns more rank to an outgoing link that is more visited by the user. For this
purpose, a client side agent is used to send the page visit information to server side
agent. A database of log files is maintained on the server side which store the URLs
of the visited pages, its hyperlinks, and IP addresses of users visiting these
hyperlinks. The visit weight of a hyperlink is calculated by counting the distinct IP
addresses clicking the corresponding page. The PageRank of page ‘X’ based upon
visit of link is computed by the Eq. (2)

Table 2 Calculation of
PageRank by PR method

Steps PR(P1) PR(P2) PR(P3) PR(P4)

1 1.2805 2.1205 0.575 1.2805

2 1.4863 0.9422 1.052 1.8434

3 2.0147 1.0795 0.5504 1.4799

4 1.5639 1.1622 0.6088 1.6209

5 1.7000 0.9871 0.6439 1.4725
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PRðXÞ ¼ ð1� dÞþ d
X

Pi€IðXÞ

PRðPiÞ � LðPi;XÞ
TLðPi;OðPiÞÞ ð2Þ

Where:

• PR(X) is PageRank of page X calculated by Eq. (1).
• I(X) is set of incoming links of page X.
• L(Pi, X) is no. of link visits from Pi to X.
• TL(Pi, O(Pi)) is total no. of user visits on all the outgoing links of page Pi.

Let us consider the same hyperlinked structure as shown in Fig. 2 with no. of
visits and visit weight (written in bracket) shown in Fig. 3. By taking the value of
d = 0.85, the PageRank based on visit of link can be easily obtained by using
Eq. (2) and iteration method as shown in Table 3.

By comparing the results of PR with PRLV, it is found that rank order of pages
has been changed. By using PRVOL, PRVOL(P1) > PRVOL(P2) > PRVOL
(P4) > PRVOL(P3). A critical look at the available literature indicates that although
dividing the PageRank of a page among its outgoing links based on link visit solved
the problem of finding the importance of a page within the Web, it has been
observed that the user who visits on a particular page may not necessarily find the
page useful. Therefore, the time spent and action performed such as print, save may
be considered as vital parameter while determining the relevance of a page with
respect to the user. The proposed ranking mechanism discussed in the next section
overcomes the above shortcomings by incorporating the user page access infor-
mation to the link structure information of a Web page.

Fig. 2 Proposed system

A Novel Page Ranking Mechanism Based on User Browsing Patterns 41



3 Proposed Page Ranking Mechanism

An efficient search model based on user page access information is being proposed
here as shown in Fig. 2. It consists of four main components: search engine
interface, PPF calculator, query processor, and DB builder. The detailed description
of each component is given in subsequent sections.

3.1 Search Engine Interface

The user enters the query at search engine interface. It passes these query words to
query processing module and sends a signal ‘something to record’ to PPF calcu-
lator. At the end of search operation, it receives the sorted list of documents from
query processor to present back to the user. When the user clicks a page in the result
list, it sends the hit(click) information to its corresponding Web server which in turn
stores this information in server log files.

Www

Crawler

Page Extractor

Indexer

Fetched

pages
URL to fetch

Pages

Parsed page

Information

URL Frontier

Database

Page information

Www

Crawler

Page Extractor

Indexer

Fetched

pages
URL to fetch

Pages

Parsed page

Information

URL Frontier

Database

Page information

Fig. 3 DB builder

Table 3 Calculation of
PageRank by PRLV method

Steps PRVOL
(P1)

PRVOL
(P2)

PRVOL
(P3)

PRVOL
(P4)

1 1.141 0.560 0.256 0.569

2 0.669 0.944 0.209 0.622

3 0.708 0.392 0.250 0.822

4 0.884 0.408 0.191 0.352

5 0.476 0.464 0.193 0.333
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3.2 PPF Calculator

After receiving the signal ‘something to record’ from search engine interfaces, it
observes and records certain facts about the activity of user on a particular page. For
this, it assigns the page probability factor (PPF) to each page clicked by the user.
The page probability factor PPF(Pi) can be computed as per the equation given in
(3)

PPF Pið Þ ¼ CLICKwt Pið ÞþTIMEwt Pið ÞþACTIONwt Pið Þ ð3Þ

where:

• CLICKwt(Pi) denotes the importance of page Pi with respect to all the pages
clicked by user ui for query qi in the current search session.

• TIMESCORE(Pi) denotes the time spent by user ‘u’ on the page Pi
• ACTIONwt(Pi) denotes the action performed on the page Pi

The computation of each of these factor used in Eq. (3) is given below.
Calculation of click weight on page Pi: When a user clicks a page, the click

weight of page P increases as if the user votes for this page [9]. For any more
clicking by the same user, the click weight of page will not be affected. To find the
importance of page P with respect to query q, the click weight is defined by Eq. (4)
given below.

CLICKwtðPiÞ ¼ C
CLICKðq; �; uÞj j ð4Þ

where

• click(q, *, u) denotes the total no. of clicks made by user u on all the pages for
query q in current session.

• C is no. of vote for a page. It is set to 1 for clicked pages and 0 otherwise.

Let us consider a user clicked three pages P1, P2 … P10. Click weight of each
clicked page can be computed by Eq. (4) as shown below. The CLICKwt of all
other pages is set to zero as they did not get any click from user.

CLICKwtðP1Þ ¼ 1
1þ 1þ 1

¼ 0:33 ð4aÞ

CLICKwtðP2Þ ¼ 1
1þ 1þ 1

¼ 0:33 ð4bÞ

CLICKwtðP5Þ ¼ 1
1þ 1þ 1

¼ 0:33 ð4cÞ
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Calculation of time weight on page P: Time is also an important factor as more
time the user spent on something, more he is interested in it [10]. Time weight of
document Pi is computed by analyzing its relevancy w.r.t document p whose view
time is maximum. For query q in current session as given in Eq. (5). Let us consider
the user spent 3 min, 2 min, and 9 min on page P1, P2, and P5, respectively. The
time weight of page P1, P2, P5 can be computed by Eq. (5).

TIMEwtðPiÞ ¼ Time spentðPiÞ
Highest Time SpentðPÞ ð5Þ

TIMEwtðP1Þ ¼ 3
9
¼ 0:33 ð5aÞ

TIMEwtðP2Þ ¼ 2
9
¼ 0:22 ð5bÞ

TIMEwtðP5Þ ¼ 9
9
¼ 1 ð5cÞ

Calculation of action weight on page Pi: Action that user may carry on any
Web document is listed in Table 4 along with the weights. The weight is assigned
according to the relevancy of the action where relevancy is determined based on
user feedback in response of a survey. It is observed in the survey that if someone is
printing the page means, it has higher utility at present, saving is less scored as the
user will require it later on, bookmark come next, and sending comes at last in
priority list as page is used by some other user. If a user performs more than one
action, then only the higher weight value is considered. For example, if user per-
fume printing as well as saving, then only the printing weight is assigned to the
page.

Let us consider the user takes no action on page P1 and P2 but performs the save
action on page P5. So, ACTIONwt(P5) = 0.3, ACTIONwt(P1) = 0, and
ACTIONwt(P2) = 0. This PPF information related to each clicked page is updated
in search engine database. Initially, PPF of all pages is set to zero. It is computed
and updated every time; a user selects the page in the result list.

Table 4 Action weight Action Weight

Print 0.4

Save 0.3

Bookmark 0.2

Send 0.1

No action 0
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3.3 DB Builder

This component is responsible for extracting the pages from www and storing their
information into search engine database. The main subcomponents are as follows:
page extractor, crawler, and indexer as shown in Fig. 3. The working of each
component is discussed in following subsections.

Crawler: It extracts the URL from the URL frontier and downloads the pages at
specified interval [11] from the different Web server. URL frontier is a queue that
contains URLs of the pages that need to be downloaded. The structure of URL
frontier is shown in Fig. 6. The downloaded pages are passed to page extractor.
Table 5 gives description of different fields of URL frontier.

Page extractor: It parses the fetched page and divides it into no. of terms. All
the nonfunctional terms such as at, on, the are removed. It stores the term infor-
mation related to parsed page in Term_info table. It also extracts the link infor-
mation of page and stores it into Link_info. The structure of Term_info and
Link_info is shown in Fig. 4. The different fields of Term_info and Link_info are
described in Table 6.

Indexer: It first calculates the link weight of a page using Eq. (2) by taking the
link information from Link_info then indexes every term of parsed page in search
engine database. The structure of database is shown in Fig. 6. The page probability

Table 5 URL frontier description

Field Description

URL URL of the page yet to be downloaded by the crawler, e.g., http://www.snapdeal.
com/ domain name system

Priority The numeric value based on revisit interval of a page assigned by the crawler

Depth The numeric value indicates how deep the crawler visits the hyperlinks of a page
and downloads them

Server
name

The web server name of the URL. For example, in the above-mentioned URL,
the server name is snapdeal.com

URL FRONTIER     
URL priority depth Server name

PAGE REPOSITORY

DATABASE SCHEMA
Term Doc_ID frequency Term position Link weight PPf

Link_info

URL Doc_ID depth In_lnk Hit_coumt Out _lnk Page address

Term_info
term Doc ID frequency Term posion

Fig. 4 Data structures for used by DB builder
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factor, PPF, of each new page is initially set to zero and updated by PPF calculator
when ever the page is clicked by user in result list. Let us consider the sample data
shown in Table 7 for understanding the organization of information in search
engine database. The information is stored as vocabulary (terms list) and postings as
shown in Fig. 5.

Table 6 Description of page repository

Field Description

Term The word extracted from page

Doc_ID A unique number or alphanumeric no. is assigned to each page such as D1, D2,
D3

Frequency No. of occurrences of term in page

Position It is a numeric value which tells the position of term in the page; e.g., graphics at
53rd position indicates that it is 53rd term of the parsed page Di

URL The URL of the page being parsed

Depth The depth of URL

In_lnks The URL of incoming link

Hit_count The no. of link visit from incoming URL to parsed page URL

Out_lnks URL of outgoing links

Page
address

It specifies the memory location of page on the server site

Table 7 Organization of data in search engine database

Term Doc ID Frequency Position Link_weight PPF

Prime D3 5 4, 12, 23, 56 7 4.5

Prime D8 3 7, 45, 89 9 7

– – – – – –

Factors D3 6 5, 13, 24, 57, 79, 99 7 4.5

Minister D8 3 8, 46, 90 9 7

Fig. 5 Organization of information in search engine database
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As shown in Table 7, the term ‘Prime’ occurs at four different places: 4, 12, 23,
and 56 in document D3 in row1. The link_weight of D3 is 7, and PPF score is 4.5.
Likewise, the information about the other terms is also stored.

3.4 Query Processor

It executes the user query on search engine database and fetches the pages whose
text matches with the query terms. It calculates the overall_page_score of each
selected page by adding the precomputed Link_weight to PPF and returns the
sorted list of pages to search engine interface. The algorithm of query processor is
shown in Fig. 6.

4 Example

Let us consider the scenario depicted in Fig. 7 to have a complete understanding of
proposed page ranking mechanism.

5 Conclusion

In this paper, an efficient page ranking mechanism based on user browsing pattern
has been presented. These patterns are used to deduce the importance of a page with
respect to other candidate pages for a query. The technique is automatic in nature,

Fig. 6 Algorithm for query processor
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and no overhead is involved at the part of user. The technique does not create each
user profile; instead, collective interests are used to find the relevancy of a page. So,
optimized approach is adopted. The technique proves to provide more relevant
results as compared to regular search engine.
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Indexing of Semantic Web for Efficient
Question Answering System

Rosy Madaan, A. K. Sharma, Ashutosh Dixit and Poonam Bhatia

Abstract Search engine is a program that performs a search in the documents for
finding out the response to the user’s query in form of keywords. It then provides a
list of web pages comprising of those keywords. Search engines cannot differentiate
between the variable documents and spams. Some search engine crawler retrieves
only document title not the entire text in the document. The major objective of
Question Answering system is to develop techniques that not only retrieve docu-
ments, but also provide exact answers to natural language questions. Many
Question Answering systems developed are able to carry out the processing needed
for attaining higher accuracy levels. However, there is no major progress on
techniques for quickly finding exact answers. Existing Question Answering system
is unable to handle variety of questions and reasoning-based question. In case of
absence of data sources, QA system fails to answer the query. This paper inves-
tigates a novel technique for indexing the semantic Web for efficient Question
Answering system. Proposed techniques include manual constructed question
classifier based on <Subject, Predicate, Object>, retrieval of documents specifically
for Question Answering, semantic type answer extraction, answer extraction via
manually constructed index for every category of Question.
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1 Introduction

Question Answering (QA) is a technology that aims at retrieving the answer to a
question written in natural language from the large collections of documents.
Indexing is a technique of formation of indexes for the fast retrieval of the infor-
mation needed by the Question Answering system to answer the query of the user.
The user in the question categorization module selects the category of the Question
which makes the system understand that it has to search in that particular category
index; we have different index for different category of the Question.

2 Related Work

The evolution of the QA system was through closed domain because of their less
complexity. Previously used QAs were BASEBALL and LUNAR. BASEBALL [1]
QA gives information about the US baseball league for one year. LUNAR QA gives
information about the geographical analysis of rocks given by the Apollo moon
missions. Both QA systems were very powerful in their own domains. LUNAR was
examined at a lunar science, and it was able to answer approximately 90% of the
questions in its domain posed by people who are not trained on this system. The
common feature of all these systems is that they had knowledge database or
knowledge systems that were implemented by experts of the chosen domain.

SHRDLU [2] was a Question Answering system that has been developed by
Terry Winograd. It was basically developed to offer for the user to ask the robot
questions. Its implementation was done using the rules of the physics encoded in
computer programming. The Question Answering systems developed to interface
with these expert systems produced more repeatable and valid responses to ques-
tions within an area of knowledge. The system answered questions related to the
Unix OS. It had a knowledge base of its domain, and its target is to phrase the
answer to accommodate various types of users. LILOG [2] is a closed-domain
Question Answering system and is basically a text understanding system. This
system gives tourism information in a German city. Other system also helps the
system in linguistic and computational processing.

QUALM (story understanding system) [3] works through asking questions about
simple, paragraph length stories. QUALM [3] system includes a question analysis
module that links each question with a question type. This question type guides all
further processing and retrieval of information (see Table 1).

Kupiec (a simple WH question model) [3] Question Answering system performs
similar function but it rather solves simpler who question models to build a QA
system. This QA used the interrogative words for informing the kinds of infor-
mation required by the system. Table 2 lists the Question categories and Answer
type.
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AnswerBus Question Answering system [4] is an open-domain Question
Answering system based on sentence-level Web information retrieval. It accepts
users’ natural language questions in English, German, French, Spanish, Italian and
Portuguese and provides answers in English. It can respond to users’ questions
within several seconds. Five search engines and directories (Google, Yahoo,
WiseNut, AltaVista and Yahoo News) are used to retrieve web pages that contain
answers. AnswerBus takes a user question in natural language, i.e. in English.
A simple language recognition module will determine whether the question is in
English, or any other five languages. If the question language is not in English,
AnswerBus will send the original question and language information about the
question to AltaVista’s translation tool and obtain the question that has been
translated into English and accordingly answer is provided to the user.

AskMSR Question Answering system [3] is to take the query as input and
rewrite the query into the form the system can support. The rewrites generated by
the system are simple string-based manipulations. AskMSR does not use a parser or
part-of-speech tagger for query reformulation, but use a lexicon for a small per-
centage of rewrites, in order to determine the possible parts of speech of a word as
well as its semantic variation. It created the rewrite rules and associated weights
manually for the current system, and it may be possible to learn query to answer
reformulations and their weight [4–6].

Query Reformulation in AskMSR is done as follows: Given a question, the
system generates a number of weighted rewrite strings which are likely substrings
of declarative answers to the question. For example, “When was C discovered?” is
rewritten as “C was discovered”. We search through the collection of documents in
search of such patterns. Since many of these string rewrites will result in no
matching documents, we also produce less decisive rewrites that have a much
greater chance of finding matches. For each query, we generate a rewrite which is
not having any stop word in the resultant query [7, 8].

Table 2 Kupiec question
categories

Question type Answer type

Who/whose Person

What/which Thing, Person, location

Where Location

When Time

How many Number

Table 1 QUALM question
categories

Question type Example question

Causal antecedent How did the cloud formed?

Goal orientation Rohan left for what reason?

Causal consequent What happened after John left?

Disjunctive Was Rohan or Mary here?

Verification Did Rohan leave?
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3 Proposed Architecture

This Question Answering system is a system that is developed with an objective to
answer question posed by a user in a natural language [9, 10]. The architecture of
this system is shown in Fig. 1. The following are the functional modules of the
proposed system:

• Query interface,
• Query processing,
• Document retrieval processing,
• Result processing.

The query interface is a dialogue to the Question Answering system that the
user’s natural language can be entered into and the output is given to the user. The
knowledge base of this system consists of a stop words list, a synonym knowledge
base, a Question Answer database (in the form of documents), a question term
(index words), technology information knowledge database.

3.1 Query Interface Module

Query interface in Question Answering system is the module responsible for
executing the query given by the user. It receives input queries in the form of plain
text, parses and optimizes them and completes the execution of the query by
performing different techniques on the query to retrieve the answer to the query
posed by the user [11, 12]. So, the user query is the query posed by the user in plain
text which is considered as a string of words.

3.2 Query Processing Module

Query processing is done in the manner as shown in Fig. 2.

Question processing Question Categorization Indexing Module

Document Answer Reformulation

Query interface

Fig. 1 Proposed architecture
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a. Identification of the query: This component is used to identify the type of the
query entered by the user.

b. Tokenization of the query: In the first step, query is tokenized into bag of words
or string of words.

c. Stop word Removal: Removing stop word is necessary to improve the efficiency
of the query. Adjusting the stop word list to the given task can significantly
improve results of the query.

3.3 Question Categorization Module

In this module, user has to select the category of the Question, i.e. who, what, when
so that the system can identify the expected answer to the user query [13].

3.4 Question Analysis Module

Question analysis (see Fig. 3) is also referred to as “Question Focus”. Classifying
the question and knowing its type are not enough for finding answers to all
questions. The “what” questions in particular can be quite ambiguous in terms of
the information asked by the question. It reduces the ambiguity, analyses the
Question and identifies its focus which is necessary [14, 15]. For example, if the
user enters the query “Who is the Founder of C”, focus must be on the “founder”
and “C”.

See Fig. 3 for Question analysis.

3.5 Question Categorization

Question categorization improves the performance of the retrieving the answer by
the Question Answering system. If the category the user selected is “who”, then the

Identify Query 
Type

Tokenized                
Query

Removal of 
Stop Words

Semantic 
Mapping

Indexing

Synonym 
Matching

Who 
index

What 
index

When 
index

How 

Fig. 2 Query processing framework
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expected answer can be name of person or some organization. Table 3 lists the
questions along with their type.

3.6 Semantic Mapping in Question Answering System

Dealing with difficult question involves the identification of semantic mapping of
the query. Firstly, we need to recognize the answer type that is expected which is an
affluent semantic structure. Secondly, we need to identify the Question class and
patterns. Thirdly, we need to model the scenario that what sort of information is
needed by the query.

Three concepts are needed to identify the answer type:

a. Question class.
b. Relationship between the subject and object, i.e. <Subject, Predicate, Object>.
c. Semantic mapping of the Question.

Let us take a question: What is the description of C? For this question, by
knowing only the category of the question it is difficult to judge the answer to the
query; we have to create a semantic relation between the query and the answer type.
Query formulation is done on the basis of <Subject, Predicate, Object> “Subject”
tell what contains the paragraph of the “object” C description judges the relation-
ship between the subject and the object [16].

Fig. 3 Question analysis

Table 3 Question
categorization

Question Type

Who discover C who

Who is the founder of C who

Who found C who

Who develop C who

Who invented C who

What is the history of C what

History of C –
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3.7 Indexing Module

Indexing is a technique of formation of indexes for the fast retrieval of the information
needed by the Question Answering system to answer the query of the user [17]. The
user in the question categorization module selects the category of the Question which
makes the system understand that it has to search in that particular category index; we
have different index for different category of theQuestion. The indexingmodule helps
the QA system to locate the terms with the document id for fast processing. The
indexing technique used in the QA system is manually locating the term with the
document id. With the indexing module, the QA system identifies the matched doc-
ument related to the query term for finding the candidate answers. After the identi-
fication of the matched documents, result processing module will process the result
back to the user interface. Table 4 shows a general index.

3.8 Result Processing Module

After the documents are indexed, the documents having the matched query answers
are processed to the query processor and finally the output of the query is given to
the user. Figure 4 shows the process how result processing module works.

The proposed algorithm is shown in Fig. 5.
Algorithm for query processing is shown in Fig. 6.

Table 4 General index Term Document ID

Founder Doc1

C Doc1, Doc2

Dennis Ritchie Doc1

General purpose Doc2

Result processing
Data 
Processed

Indexed Documents Finding 
Documents

Matched Doc.

Fig. 4 Result processing module

Step 1: Take query as input as entered by the user
Step 2: Identify the category of the question.

Step 3: a) If category=”Who” then check with who-index.
b) If category=”What” then check with what-index.
c) If category=”When” then check with when-index.
d) If category=”Why” then check with why-index.
e) If category=”how” then check with how-index.
f) If category=”Where” then check with where-index.

Step 4: If category=”not found” then check with main-index.
Step 5: Return the candidate answer generated by matching the documents.

Fig. 5 Proposed algorithm of
result processing module
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4 Experimental Evaluation

The approaches taken have given satisfactory results up to a great extent. There are
many types of question for which the answers are relevant and accurate. There is a
scope of improvement in many areas but things have been achieved as per the
proposed work. Whenever you want to know about a question “who is the founder
of C?” you will be expecting the name of the person or an organization as the
category of the Question is who. The answer will contain the name of the person
and some description about the person. Snapshot of the proposed system is shown
in Fig. 7.

This Question Answering system is able to answer a variety of questions
accurately. As can be seen in the snapshots, the answers are formatted according to
the Question requirements. This section calculates the relevancy of various answers.

It is worth noting that the answers follow a true positive result orientation, i.e. all
the relevant results are coming. In some cases, other relevant information that might
be useful is also coming in results. Performance is calculated on the basis of
relevant result given by the system. Formula for calculating the performance is:

Step 1: Query=Input.
Step 2: Split query into Tokens.
Step 3: Check for Stop words

a) If found remove them.
Step 4: Set terms as tokens and return
Step 5: Identify the Subject, Predicate, Object for the query to find the relationship bet ween the subject and object.
Step 6: If term in the query does not match with the index term then find the synonym of the query term and replace the synon ym with the 
query term in the index.
Step 7: Identify the number of documents that match the query terms.
Step 8: Processing of result for the match documents is done. 
Step 9: Processed Result is given to the query interface.

Fig. 6 Algorithm: query processing

Fig. 7 Snapshot of the proposed system
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Performance% ¼ Answer processed by the systemð Þ= Expected relevant answerð Þ
� 100

Let us take examples of some questions in Table 5:
Apart from this Question like:

a. Question: How to become self-educated?

Answers expected are:

1. Stepwise method to perform the task.

Accuracy from answers from this method entirely depends on the user experi-
ence. If those results meet the user expectation, then it is 100% else it cannot be
computed.

b. Question: Convert metre to centimetre?

Answers expected are:

1. Conversion technique comes in the category of “how”.

QA System Accuracy = 1/1*100 = 100%
This method relies on the current conversion data, so accuracy is 100%. See

Fig. 8 for the plot of system accuracy.

Table 5 Example questions, expected answer type(s) and QA system accuracy

Question Expected answer type(s) QA system
accuracy

Who is the founder of C? 1. Name of the person
2. Name of the organization

2/2*100 = 100%

What is description of C? 1. Description about the topic 1/1*100 = 100%

Where is Qutab Minar
situated?

1. Location (i.e. city, state, country)
2. Location compared to other locations

2/2*100 = 100%

When did India got
independence?

1. Date and the place
2. Also some description about the past
3. Information about the condition when the
event takes place

2/3*100 = 66.6%

Which holiday fall on
December 31?

1. All the holidays which fall on that date. 1/1*100 = 100%

When was Mahatma Gandhi
born?

1. Birth date 1/1*100 = 100%

What event happened on 26
January?

1. All the event happened on that date 1/1*100 = 100%
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5 Conclusions and Future Scope

This Question Answering system is above its counterparts in giving relevant
answers to many type of questions. By selecting the category of Question for the
query, the indexing retrieval is done at a fast rate. As seen by the results and the
views of the users, these facts have come out as its bright feature. Information about
a person, word, location, birth date, death date, holidays, event, etc., available to the
user is accurate and relevant to the need of the particular user, and according to the
survey, many users are satisfied by it. The algorithm designed for the retrieval is
fast in most of the cases. It is getting faster day by day. System’s main aim was to
have index retrieval fast so as to improve the complexity of the Question. QA
system mapping of the query into <S,P,O> and creating the relationship between
the subject and object improve the efficiency of the Question Answering system. By
first selecting the category of the question QA system able to know what type of
answer is expected from the user. These things conclude that the proposed Question
Answering system is fast, efficient and relevant up to a great extent. Further work
can be done to improve the quality of the results and on reasoning-type questions.
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A Sprint Point Based Tool for Agile
Estimation

Rashmi Popli and Naresh Chauhan

Abstract In agile environment, the software is developed by self-organizing and
cross-functional teams. Agile promotes ad hoc programming, iterative, and incre-
mental development and a time-boxed delivery approach. Agile is always flexible
to changes. Estimation approaches of agile are very different from traditional ones.
However, research involving estimation in agile methodologies is considerably less
advanced. This paper focuses on the estimation phase of agile software develop-
ment which probably ranks as the crucial first step. Poor decisions related to esti-
mation activity can cause software failures. In agile environment in order to support
estimation, some delay-related factors are proposed that can delay the release date
of the project and also a new Sprint-point based estimation tool (SPBE) is designed
and developed in excel. The proposed tool is based on the Sprint-point based
Estimation Framework and place major emphasis on accurate estimates of effort,
cost, and release date by constructing detailed requirements as accurately as
possible.

Keywords Agile software development � Agile alliance � Sprint-point
Planning poker � Agile estimation

1 Introduction

Agile software development (ASD) methodology is presently considered as the
main methodology for software development in organizations [1]. The word “agile”
means flexible and responsive. The ASD has the ability to survive in rapid changing
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environment. ASD is a lightweight approach to most aspects of software devel-
opment in contrast to traditional methods of producing applications.

1.1 Estimation

Estimation of size, effort, cost, and duration of an agile software project is a
complicated task. Exact estimations of software are critical for software developers
and management. Ignorance of estimation approaches causes dangerous effects like
exceeding budget of project, not delivered on time, poor quality, and not right
product [2, 3]. Popular agile methods are expert opinion, planning poker, analogy
based, top-down approach, and bottom-up approach [1], etc. But these methods are
not so efficient because in expert opinion the result is always based on the obser-
vation of expert and his/her experience. Similarly analogy-based method depends
on the historical data or on previous projects. However in absence of historical data
or in case it is a new project, it becomes difficult to estimate by existing agile
estimation methods. Therefore, there is a need of some estimation tool that cal-
culates estimates in agile environment effectively.

2 Sprint-point based Estimation Framework in SPBE
Tool

2.1 Sprint Estimation

When planning about first sprint, at least 80% of the backlog items are estimated to
build a reasonable project map. These backlog items consist of user stories grouped
in sprints and user stories based on estimation is done using story points. When a
software developer estimates that a given work can be done within 10 h, it never
means that work will be completed in 10 h. Because no one can sit in one place for
the whole day and there can be a number of factors that can affect story points and
hence decrease the velocity. To estimate cost and time, it is a big challenge [4].

To resolve this problem, the concept of Sprint-point is proposed. A Sprint-point
basically calculates the effective story points. Sprint point is an evaluation or
estimation unit of the user story instead of story point. By using Sprint points, more
accurate estimates can be achieved. Thus, the unit of effort is Sprint Point
(SP) which is the amount of effort, completed in a unit time.

In the proposed Sprint-point based Estimation Framework, requirements are first
gathered from client in the form of user stories. After requirement gathering, a user
story-based prioritization algorithm is applied to prioritize the user stories.
Consequently, story points in each user story are calculated and uncertainty in story
points is removed with the help of three types of story points proposed. Then, these
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story points are converted to sprint-points based on the proposed agile estimation
factors. Afterwards, sprint-point based estimation algorithm is applied to calculate
cost, effort, and time in a software project.

If there is requirement of regression testing in agile, then defect data is gathered
based upon the similar kinds of projects, which is used to calculate rework effort
and rework cost of a project. Finally, the sprint-point based estimation algorithm
using regression testing is applied to calculate the total cost, effort, and duration of
the project.

This Sprint-point based Estimation Framework as shown in Fig. 1 performs
estimation in scrum using below steps:

Step 1: User stories are prioritized by using User story-Based Prioritization
Algorithm (will be discussed in Sect. 2.2).
Step 2: Uncertainty in story point is removed (will be discussed in Sect. 2.3).
Step 3: Story points are converted into sprint-points by considering agile delay
factors. Delay factor is being proposed that affects the user stories and thus affects
the cost, effort, and duration of a software project. Sprint-point based estimation is
done by using the proposed Sprint-point based estimation using delay-related
factors (will be discussed in Sect. 2.4).

2.2 User Story-Based Prioritization Algorithm

In agile software development method, the requirements from the customer are
taken in the form of user stories. The proposed prioritization rule is “Prioritize the

Fig. 1 User stories
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user stories such that the user stories with the highest ratio of importance to actual
effort will be prioritized first and skipping user stories that are “too big” for current
release” [5].

Consider the ratio of importance as desired by client to actual effort done by
project team (I/E) as in Formula 1.

Prioritization of user stories ¼ Importance of user stories
Effort per user stories

ð1Þ

2.3 Managing Uncertainty in Estimating User Stories

The technique of managing uncertainty in estimation reduces uncertainty by fol-
lowing approach of reducing uncertainty in estimating user stories [6].

2.4 Sprint-Point Based Estimation Using Delay-Related
Factors

Looking toward the various unaddressed problems of estimation, a new
Sprint-point based Estimation Framework in agile has been proposed that helps to
estimate the accurate cost, time, and effort [7, 8].

In this project, some delay-related factors have been proposed that can affect the
estimation of cost and effort of the project. These factors are as below:

(1) Complexity
(2) Security
(3) Technical Ability
(4) Expected Ambiguity in Detail
(5) Expected Changes in Environment
(6) Team Members Responsibilities Outside the Project

Algorithm 1 Sprint-point based Estimation Framework Algorithm

• Identify the delay-related factors which effect the effort in scrum environment
where

P ¼ p1; p2; . . .pi; . . .pnf g where 1 < i <= n

• Identify the unadjusted value of story points (UVSP) related to each level in
scrum environment

where UVSP = {p1 + p2 + p3 + ��� + pn}
where Li (1 <= i <= 3)
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• Compute the estimated story points (ESP) as

ESP ¼ BSPþ 0:1 UVSPð Þ
where BSP is baseline story points

• Compute velocity from first iteration as

Velocity = ESP/story point completed in one iteration

• Compute new velocity by considering delay-related factors

V ¼ velocity � d
• Estimated Development Time (EDT) = ESP/Velocity (in Days)
• Release Date = Start date + EDT

In the proposed algorithm, firstly the delay-related factors in agile scrum envi-
ronment are calculated on the basis of which the UVSP is determined. With the help
of UVSP, the story points are estimated. These estimated story points are then used
in the calculation of the development time and the release date of the project.

2.5 Sprint-Point Based Estimation Tool

As agile projects are of small duration, so the team has not so much amount of time
to apply the mathematical algorithms. To resolve this issue, a new sprint-point
based estimation tool (SPBE) is designed and developed in Excel to automate the
Sprint-point based Estimation Framework. The proposed SPBE tool for estimation
place major emphasis on accurate estimates of effort, cost and release date by
constructing detailed requirements as accurately as possible. This tool is used as a
vehicle to validate the feasibility of the project. The proposed tool is a set of
individual spreadsheets with data calculated for each team separately. The esti-
mation tool is created to provide more accuracy in velocity calculations, as well as
better visibility through burn down charts on all stages including planning, tracking,
and forecasting. The proposed estimation tool first decides the priority sequence of
user stories that dictates the implementation order. The priority of user story is
decided based on the importance of user stories to the client and the effort of the
scrum team. After prioritization product, backlog is prepared which is the most
important artifact for gathering the data. After selecting a subset of the user stories,
the sprint backlog is prepared and the period for the next iteration is decided.
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2.5.1 Contents of SPBE Tool

The SPBE tool contains the components. There is a separate spreadsheet for each
component as in Table 1 like release summary, capacity management, product
backlog, sprint backlog, sprint summary, defect, work log, and metric analysis. The
backlog sheet contains all the user stories. The sprint summary sheet contains the
information about the sprint like release date, start date.

2.6 Case Study

All the proposed approaches have been numerically analyzed on a case study
named as enable quiz. The user stories of case study are in Table 2. As agile
projects are of small duration so the team has not so much amount of time to apply
the mathematical algorithms for estimation of cost, effort, and time. For resolving
this problem, a new Sprint–point based estimation tool (SPBE) has been designed
and developed to automate the Sprint-point based Estimation Framework. The

Table 1 Contents of SPBE tool

S.
No.

Spreadsheet
name

Description

1. Release
summary

This spreadsheet contains the information about the overall planned
and realized size of each release

2. Product
backlog

This spreadsheet lists all the user stories in prioritized order

3. ESP-product
backlog

This spreadsheet lists all the user stories and the story points in each
user story

4. TSP-product
backlog

This spreadsheet lists all the user stories and the sprint-points in
each user story

5. Estimation
summary

This spreadsheet calculates the total estimated effort, cost, and time
for the release

6. Sprint backlog This spreadsheet is a list of tasks identified by the scrum team to be
completed during the particular sprint

7. Sprint
summary

This spreadsheet contains information like start date, end date of
sprint

8. Defect This spreadsheet describes the summary of defects, bug status, bug
assignee, and bug reporter and also the date of bug creation

9. Worklog This spreadsheet involves the various resources involved in the
project and also the type of work allocated to them

10. Metric
analysis

This spreadsheet shows the various metrics like rework effort, defect
density ratio, effort variance

68 R. Popli and N. Chauhan



proposed SPBE tool for estimation places major emphasis on accurate estimates of
effort, cost and release date by constructing detailed requirements as accurately as
possible [9–11]. This tool may be used as a vehicle to validate the feasibility of the
project.

2.7 Results

By using delay-related factors, decelerated velocity is calculated on the basis of
which effort and cost is calculated. For simplicity, only 10 user stories are taken.
The project start date is assumed as January 1, 2014, and initial velocity is 5 SP/day.
The delay-related factors are taken at medium level. By using the Sprint-point based
estimation tool the following results as shown in Table 3 are calculated.

The snapshots of the results in SPBE tool are as in Figs. 1, 2 and 3.

Table 2 User stories of case study

Story Importance (I) Effort (E) I/E

1. As a manager, I want to browse my
existing quizzes

10 7 10/7 = 1.42

2. As a manager, I can make sure that I am
subscribed to all the necessary topics for my
skills audit

4 3 4/3 = 1.33

3. As a manager, I can add additional
technical topics to my quizzes

1 16 1/16 = 0.0625

4. As a manager, I want to create a custom
quiz bank

8 8 8/8 = 1

5. As a manager, I want to create a quiz so I
can use it with my staff

5 4 5/4 = 1.25

6. As a manager, I want to create a list of
students from an Excel file so I can invite
them to take the quiz

7 5 7/5 = 1.4

7. As a manager, I want to create a list of
students online

6 8 6/8 = 0.75

8. As a manager, I want to invite a set of
students

3 8 3/8 = 0.375

9. As a manager, I want to see which
students have completed the quiz

9 6 9/6 = 1.5

10. As a manager, I want to see how the
students scored on the test so I can put in
place a skills improvement program

2 16 2/16 = 0.125
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Table 3 Results

Unadjusted value (UV). All the six factors at medium level so
UV = 6

UVSP = 6*6 = 36

Total user stories 10

BSP 300

Project start date 1st January, 2014

Estimated story points (ESP) = BSP + 0.1 (UVSP) 300 + 0.1 (36) = 303.6

Initial velocity 5 SP/Day

AvgVF = Average of VF of all the 6 factors 0.95667

Decelerated velocity (DV) = V * AvgVF 5 * 0.95667 = 4.78330 SP/
Day

Estimated development time (EDT) = ESP/DV 303.6 * 8/
4.78330 = 507.76 h

Project end date 14 Jan 2014

Fig. 2 Capacity planning for release
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3 Conclusion

The main focus of this paper is to propose a new sprint point based estimation tool
which improve accuracy of release planning and monitoring. The estimation tool is
created to provide more accuracy in velocity calculations, as well as better visibility
through burn down charts on all stages including planning, tracking, and fore-
casting. This tool is used as a vehicle to validate the feasibility of the project. The
approach developed is really simple and easy to understand and can be effectively
used for release date calculation in agile environment. By this method, release date
of small and medium size project can be calculated efficiently.

References

1. Cockburn, A.: Agile Software Development, Pearson Education. Asia Low Price Edition
(2007)

2. Stober, T., Hansmann, U.: Agile Software Development Best Practices for Large Software
Development Projects. Springer Publishing, NewYork (2009)

3. Awad, M.A.: A comparison between agile and traditional software development methodolo-
gies. Unpublished doctoral dissertation, The University of Western Australia, Australia (2005)

4. Maurer, F., Martel, S.: extreme programming. rapid development for web-based applications.
IEEE Internet Comput. 6(1), 86–91 (2002)

5. Popli, R., Chauhan, N.: Prioritizing user stories in agile environment. In: International
Conference on Issues and Challenges in Intelligent Computing Techniques, Ghaziabad, India
(2014)

Fig. 3 Priortized product backlog

A Sprint Point Based Tool for Agile Estimation 71



6. Popli, R., Chauhan, N.: Managing uncertainity of story-points in agile software. In:
International Conference on Computing for Sustainable Global Development, BVICAM,
Delhi (2015)

7. Popli, R., Chauhan, N.: Sprint-point based estimation in scrum. In: International Conference
on Information Systems and Computer Networks, GLA University Mathura (2013)

8. Popli, R., Chauhan, N.: Impact of key factors on agile estimation. In: International Conference
on Research and Development Prospects on Engineering and Technology (2013)

9. Cohn, M.: Agile Estimating and Planning. Copyright Addison-Wesley (2005)
10. Popli, R., Chauhan, N.: An agile software estimation technique based on regression testing

efforts. In: 13th Annual International Software Testing Conference in India, Bangalore, India
(2013)

11. Popli, R., Chauhan, N.: Management of time uncertainty in agile environment. Int. J. Softw.
Eng. and Applications 4(4) (2014)

72 R. Popli and N. Chauhan



Improving Search Results Based
on Users’ Browsing Behavior Using
Apriori Algorithm

Deepika, Shilpa Juneja and Ashutosh Dixit

Abstract World Wide Web (WWW) is decentralized, dynamic, and diverse. It is
growing exponentially in size. To improve search results, various ranking methods
are being used. Due to vast information on the Web, there is a need to build an
intelligent technique that automatically evaluates Web pages that are of user
interest. In this paper, interest of a user in a particular Web page can be estimated by
his browsing behavior without incurring additional time and effort by the user. It
can also adapt to changes in user’s interests over time. A page ranking mechanism
is being proposed which takes user’s actions into account. For this, a Web browser
has been developed to store user’s behavior. Apriori algorithm is applied on the
data collected by Web browser which results in most frequent actions out of all
actions. A calculated confidence value has been used to calculate weight of the Web
page. Higher the weight, higher the rank.

Keywords World wide web � Apriori algorithm � Browsing behavior
Actions � Web browser � PageRank

1 Introduction

With the advent increase in information over the Web, people are now more
interested and inclined toward Internet to get their data. Each user has its own
interest and accordingly his expectations from search engine vary. Search engines
play an important role in getting relevant information. Search engines use various
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ranking methods like HITS, PageRank but these ranking methods do not consider
user browsing behaviors on Web. In this paper, a PageRank mechanism is being
devised which considers user’s browsing behavior to provide relevant pages on the
Web. Users perform various actions while browsing. These actions include clicking
scrolling, opening a URL, searching text, refreshing, etc., which can be used to
perform automatic evaluation of a Web page and hence to improve search results.
The actions have been stored in a database; an algorithm named Apriori has been
applied upon these actions stored in database to calculate weight of a particular
Web page. Higher the weight higher will be the rank of that page.

1.1 Introduction to Apriori Algorithm

Apriori algorithm [1] is an algorithm used in mining frequent itemsets for learning
association rules. This algorithm is designed to operate on large databases con-
taining transactions, e.g., collection of items purchased by a customer. The whole
point of an algorithm is to extract useful information from large amount of data.
This can be achieved by finding rules which satisfy both a minimum support
threshold and a minimum confidence threshold.

The support and confidence can be defined as below:

– Support count of an itemset is number of transactions that contain that itemset.
– Confidence value is the measure of certainty associated with discovered pattern.

Formally, the working of Apriori algorithm can be defined by following two
steps:

i. Join Step

– Find the frequent itemsets, i.e., items whose occurrence in database are greater
than or equal to the minimum support threshold;

– Iteratively find frequent itemsets from 1 to k for k-itemsets.

ii. Prune Step

– The results are pruned to find the frequent itemsets.
– Generate association rules from these frequent itemsets which satisfy minimum

support and minimum confidence threshold.

2 Related Work

In order to get relevant results, a search engine has to modify their searching
pattern. Crawlers are the module of search engine which are responsible for
gathering Web pages from the WWW. There are many design issues related to
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designing of crawler [2]. Crawlers search on the basis of content or structure of a
Web page [3]. But here, after getting Web pages from the crawler, now it is
responsibility of search engine to show the users according to his interest. To show
the results to the user, its interest should be taken into consideration. Users’
browsing behavior actions should be involved for showing results. Much work has
been done in this area. Some are discussed below:

Ying [4] classified the users’ browsing behavior into three categories:

(a) Physical Behavior like eye rotation, heart rate changes.
(b) Significant behavior like save page, print page, open.
(c) Indirect behaviors like browsing time, mouse–keyboard operation.

According to this paper, indirect behaviors are most important in analyzing the
user interest.

Morita and Shinoda [5], Konstan [6], and Claypool et al. [7] conclude that user
spend much time on the page which is of his interest. The longer the user spends
time on some page, the more interested he is in the page.

On contrary, Weinreich et al. [8] found that in nearly 50% cases user spend
much time in deciding whether to move to the next page or not rather in reading the
content. It showed that time spent alone cannot be the important action in con-
sidering users’ interest.

Goecks and Shavlik [9] proposed an approach for an intelligent Web browser
that is able to learn a user’s interest without the need for explicitly rating pages.
They measured mouse movement and scrolling activity in addition to user browsing
activity (e.g., navigation history). It shows somewhat better result as compared to
the previous work.

Xing et al. [10] suggested that some actions like scrolling, mouse clicking should
be included in the total browsing time. They worked on user browsing history and
analyze documents which user has visited. On analysis he concludes that browsing
time and printing are important actions in showing users’ interest.

Tan et al. [11] focused on user behavior to optimize the structure of network and
Web site server configuration. By analyzing user browsing behavior, they found
what type of information should broadcast instead of all. Thus, improving Internet
usage and reducing Internet overhead. In this, users’ browsing behavior was used
for utilizing network resources in efficient manner.

Yang et al. [12] proposed personalized teaching software based on students
interest. Students’ interest was calculated by analyzing their browsing behavior. By
knowing their interest, they developed the software and cater the need of students in
efficient way.

From the above literature survey, it may conclude that existing system does not
give relevant results in terms of users’ interest. Many works has been done in this
area. Many researchers worked on users’ interest by analyzing their browsing
behavior on Web pages [13, 14]. Some concluded browsing time has great impact
in showing users’ interest while some take such type of patterns that showed users’
interest. But most of them do not consider enough behavior patterns.
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3 Working Methodology

The main purpose of proposed approach is to find relevant pages by estimating
user’s interest implicitly. The proposed technique starts by developing a Web
browser to record user’s actions [2]. Actions include duration on Web page, number
of mouse clicks, number of key ups and down, save, print, number of scrollbar
clicks, reload, save, open URL, stop loading, add to favorites, back, forward, copy,
search text, hyperlink, active time duration, etc. The proposed browser also pops up
a window at the time of closing the Web page that asks the user to rate that Web
page. Whenever user performs above-mentioned actions, their details will be stored
in database. Apriori algorithm will then be applied on above-collected data. This
algorithm will result in most frequent actions and confidence values of subsets of
frequent actions. The values satisfying minimum confidence threshold will be used
to calculate weight of the Web page. The flow of proposed work is shown in Fig. 1.

The detailed description of each step is discussed below:

Step 1: Developing User Interface: A Web browser was proposed in first
step. Normally, a Web browser does not store actions performed by a user, whereas
the proposed Web browser automatically stores various actions performed by dif-
ferent users. When a user opens this browser a unique id is provided to him and his
actions get stored in accordance with his id.
Step 2: Storing Actions performed by user in database: All actions performed
by user get stored in database. A user can view summary of all actions by clicking
on “User Stats” on the interface. User stats show the frequency of every action that
is performed by different users.

Storing actions per-
formed by users in data

Applying Apriori algo-
rithm

Calculating page 

Applying Rank

Developing user inter-
face (Web Browser)

Fig. 1 Structure of proposed
approach
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Step 3: Applying Apriori: Apriori is applied on stored actions to get most frequent
actions. For each page, most frequent patterns are generated. These patterns are then
used for calculating the page weight.
Step 4: Calculate Page Weight and PageRank: After applying Apriori on actions,
frequent patterns are obtained. Confidence values of each pattern are taken to
calculate page weight. Confidence value can be calculated as per Eq. (1):

Confidence value ¼ support count most frequent actionð Þ=support count ðsub
set of most frequent actionÞ

ð1Þ

where support count of an itemset is number of transactions that contain that
itemset.

Based on the confidence value of each subset, the weight can be calculated by
the following formula:

Pwt ¼ C1 þC2 þC3 þ . . .. . .. . .::þCi ¼
X

Ci ð2Þ

where C1, C2, C3…. are the confidence values of subsets of frequent occurring
actions which satisfy minimum confidence threshold.

Step 5: Apply Rank: Higher the page weight, higher its rank. It means the weight
of the page which is calculated from above step is considered for PageRank. The
page which has highest weight is assigned higher rank.

4 Example

In this section, an example is taken to show the working of proposed work. For this,
actions performed by 40 users on two pages page P1, page P2 were stored in
database. Database also stored number of times users visited those pages at different
times. Users perform actions on those pages according to their needs. Their actions
will be stored in a database. Apriori will be applied on those actions. For applying
Apriori, minimum support of 20% and minimum confidence threshold of 60% were
considered. Result of Apriori shows that most frequent actions on P1 were save as,
add to favorites, number of scrollbar clicks, and most frequent actions on another
page P2 were number of mouse clicks and print. With the help of this, the confi-
dence values of pages were calculated.

Step 1: A Web browser is developed to store the user actions. The interface of
proposed Web browser is shown in Fig. 2.
Step 2: All the actions performed by 40 users get stored in database and screenshot
of which is shown in Fig. 3.
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Fig. 2 Proposed bowser

Fig. 3 Storing actions in database
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Step 3: After applying Apriori on stored actions, frequency of actions can be
calculated and then find out frequent patterns. The snapshot of this step is shown in
Fig. 4.
Step 4: The confidence value of a page is calculated by putting the values in
Eq. (1): First of all, we will calculate confidence values of most frequent actions of
page P1.
C1 = sc {Save As, Add to Favorites, Number of Scrollbar Clicks}/sc {Save
As} = 2/2 = 100%
C2 = sc {Save As, Add to Favorites, Number of Scrollbar Clicks}/sc {Add to
Favorites} = 2/6 = 33%
C3 = sc {Save As, Add to Favorites, Number of Scrollbar Clicks}/sc {Number of
Scrollbar Clicks} = 2/4 = 50%
C4 = sc {Save As, Add to Favorites, Number of Scrollbar Clicks}/sc {Save As,
Add to Favorites} = 2/3 = 67%
C5 = sc {Save As, Add to Favorites, Number of Scrollbar Clicks}/sc {Save as,
Number of Scrollbar Clicks} = 2/2 = 100%
C6 = sc {Save As, Add to Favorites, Number of Scrollbar Clicks}/sc {Add to
Favorites, Number of Scrollbar Clicks} = 2/3 = 67%

Secondly, we will calculate confidence values of most frequent actions of page P2

C1′ = sc {Number of Mouseclicks, Print, Add to Favorites}/sc {Number of
ouseclicks} = 2/3 = 67%
C2′ = sc {Number of Mouseclicks, Print, Add to Favorites}/sc {Print} =
2/6 = 33%
C3′ = sc {Number of Mouseclicks, Print, Add to Favorites}/sc {Add to Favo
rites} = 2/4 = 50%
C4′ = sc {Number of Mouseclicks, Print, Add to Favorites}/sc {Number of
Mouseclicks, Add to Favorites} = 2/2 = 100%

Fig. 4 Frequency of actions
performed by users
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C5′ = sc {Number of Mouseclicks, Print, Add to Favorites}/sc {Number of
Mouseclicks, Print} = 2/4 = 50%
C6′ = sc {Number of Mouseclicks, Print, Add to Favorites}/sc {Print, Add to
Favorites} = 2/3 = 67% (Table 1)

Since minimum confidence threshold is 60%, confidence values C2, C3, C2′,
C3′, C5′ will be rejected in page weight calculation.

Therefore, weight of page P1 is calculated as per Eq. (2):
Pwt = C1 + C4 + C5 + C6 = 1+0.67 + 1+0.67 = 3.34
Weight of page P2 is:
Pwt′ = C1′ + C4′ + C6′ = 0.67 + 1+0.67 = 2.34

Step 5: Since page P1 has higher weight than page P2, rank of page P1 will be
higher.

Page weight by Hit Count will be calculated by taking average of frequency of
their visit on a particular page. Table 2 shows page weight of P1, P2 by Apriori,
and Hit Count.

Star rating is calculated by user by explicitly asking while closing the Web page.
By the use of Table 2, we can give a graphical representation in Fig. 5 which

shows the comparison between page weights calculated by both Apriori and Hit
Count.

It is observed that Apriori is performing better than Hit Count as proposed work
calculates higher relevance score. By explicitly asking users’ interest also shows
that proposed method predicts more accurate interest than Hit Count method.

Table 1 Confidence values
of subsets of most frequent
actions

Confidence values Selection

C1 = 1 ✓

C2 = 0.33 ✕

C3 = 0.5 ✕

C4 = 0.67 ✓

C5 = 1 ✓

C6 = 0.67 ✓

C1′ = 0.67 ✓

C2′ = 0.33 ✕

C3′ = 0.5 ✕

C4′ = 1 ✓

C5′ = 0.5 ✕

C6′ = 0.67 ✓
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5 Conclusion

In this proposed approach, users’ browsing behavior is used to find relevant pages.
While past researches consider on user visit history and observing their time spent
on a Web page, whereas above-mentioned mechanism shows that there are other
user browsing behavior can also be consider to find the user’s interest. The pro-
posed mechanism identifies several implicit indicators that can be used to determine
a user’s interest in a Web page. In addition to previously studied implicit indicators,
several new implicit indicators are also taken into consideration. The indicators
examined are complete duration on a Web page, active time duration, search text,
copy, print, save as, reload, number of key up and down, number of mouse clicks,
number of scrollbar clicks, add to favorites, hyperlink, back, and forward. These
implicit indicators prove to be more accurate than any indicator alone. To show that
proposed results are more accurate, explicit indicator is also used to find more
relevant pages. The explicit indicator used here is by asking from user to rate the
page according to its interest, and then comparison is done with proposed work.
The comparison shows that proposed is much closer to explicit indicators and is
more accurate.
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Performance Efficiency Assessment
for Software Systems

Amandeep Kaur, P. S. Grover and Ashutosh Dixit

Abstract Software quality is a complex term. Various researchers have various
different views for defining it. One common point in all is that quality is required
and is indispensable. It should not only be able to meet the customer requirements
but should exceed it. Customers not only mean the external customers but the
internal ones too. Performance efficiency characteristic is one of the vital software
quality characteristics. If we improve the performance efficiency, then it will def-
initely have a positive effect on the software quality. In this paper, we have iden-
tified various sub-characteristics that can affect the performance efficiency of the
software and proposed a performance efficiency model. We assessed the perfor-
mance efficiency of the software systems by using one of the multi-criteria decision
making (MCDM) methods, namely analytical hierarchy process (AHP). Results
suggest that the proposed model is consistent and may be used for comparing the
software system.
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1 Introduction

As per IEEE Std 610.12-1990, IEEE Standard Glossary of Software Engineering
Terminology, “Software Quality” is defined as the degree to which a system,
component, or process meets specified requirements and customer needs [1]. This
definition was modified in IEEE Std 1633-2008, IEEE Recommended Practice on
Software Reliability. It defines “Software Quality” as

1. The totality of features and characteristics of a software product that bears on its
ability to satisfy given needs, such as conforming to specifications.

2. The degree to which software possesses a desired combination of attributes.
3. The degree to which a customer or user perceives that software meets his or her

composite expectations.
4. The composite characteristics of software that determine the degree to which the

software in use will meet the expectations of the customer.

This definition of software quality not only covers the objective but also the
subjective part of quality. But one thought-provoking question that arises is that
“Who is the Customer?”. First thing that comes to the mind is the external cus-
tomers. That is, those people who are external to the organization and who receive
our product (software) and services. Another category of customers who are often
forgotten or taken for granted are the internal customers. These are the people in the
next phase of the software development life cycle and who are the internal cus-
tomers of our work done.

Quality cannot be added later into the system as an afterthought. Rather, it needs
to be built into the system from the very beginning. For building the software
quality, we need to build an efficient system in terms of not only time and resources
but efficiency of the code should also be a parameter. That is, we need to consider
the expectations of not only external customers but also our internal customers.

2 Related Work

Inadequate quality of the software systems may lead to many problems like difficult
maintenance, low performance efficiency, low reusability or frequent program
change. From time to time, several researchers have proposed various software
quality models in order to measure the quality of the software products. Latest
software quality standard is ISO/IEC 25010 which was prepared by ISO/IEC JTCI
after technically revising the earlier software quality model ISO/IEC 9126-1:2001.
Various amendments were made in order to address the weaknesses of ISO/IEC
9126 in the newly revised quality model division ISO/IEC 2501n [2].

As per this latest International Standard ISO 25010, software product quality
model enumerates eight characteristics. These characteristics are further subdivided
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into sub-characteristics which can be measured internally or externally [3]. Briefly,
these quality characteristics are as follows:

1. Functional suitability: “the degree to which the software product provides
functions that meet stated and implied needs when the software is used under
specified conditions.” It consists of functional completeness, functional cor-
rectness, and functional appropriateness as its sub-characteristics.

2. Reliability: “the degree to which software product performs specified functions
under specified conditions for a specified period of time.” It consists of maturity,
fault-tolerance, recoverability, and availability as its sub-characteristics.

3. Usability: “the degree to which software product can be used by specified users
to achieve specified goals with effectiveness, efficiency, and satisfaction in a
specified context of use.” It consists of appropriateness, recognizability, learn-
ability, operability, user error protection, user interface aesthetics, and accessi-
bility as its sub-characteristics.

4. Security: “degree to which a software product protects information and data so
that persons or other products or systems have the degree of data access
appropriate to their types and levels of authorization.” It consists of confiden-
tiality, integrity, non-repudiation, accountability, and authenticity as its
sub-characteristics.

5. Performance Efficiency: “the capability of the software product to provide
appropriate performance, relative to the amount of resources used, under stated
conditions.” It consists of time behavior, resource utilization, and capacity as its
sub-characteristics.

6. Maintainability: “the degree of effectiveness and efficiency with which a soft-
ware product can be modified by the intended modifiers.” It consists of mod-
ularity, reusability, analyzability, modifiability, and testability as its
sub-characteristics.

7. Portability: “the degree of effectiveness and efficiency with which a software
product can be transferred from one environment to another.” It consists of
adaptability, installability, and replaceability as its sub-characteristics.

8. Compatibility: “the degree to which the software product can exchange infor-
mation with other software products and/or perform its required functions, while
sharing the same hardware or software environment.” It consists of co-existence
and interoperability as its sub-characteristics [2].

One major amendment done by ISO 25010 software quality model is in relation
to efficiency characteristic of the software quality.

Earlier in ISO 9126 model, efficiency characteristic was one of the six software
quality characteristics and was defined as “the capability of the software product to
provide appropriate performance, relative to the amount of resources used, under
stated conditions.” It consists of time behavior, resource utilization, and efficiency
compliance as its sub-characteristics.

Later in ISO 25010 model, efficiency was renamed to performance efficiency
and capacity sub-characteristic was added to it along with time behavior and
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resource utilization. Capacity as per ISO 25010 is the degree to which the maxi-
mum limits of a product or system parameter meets requirements.

3 Proposed Performance Efficiency Model

Performance is an indication of the responsiveness of a system to execute specified
actions in given time interval. Performance efficiency can be defined as the per-
formance relative to the amount of resources used under the stated conditions.

David Parnas quoted “For much of my life, I have been a software voyeur,
peeking furtively at other people’s dirty code. Occasionally, I find a real jewel, a
well- structured program written in a consistent style, free of kludges, developed so
that each component is simple and organized, and designed so that the product is
easy to change.”

Writing an optimized code has a positive effect on performance in terms of less
response time, increased throughput, reduced memory consumption, and reduced
network bandwidth consumptions.

According to Pressman “More books have been written about programming
(coding) and the principle and concepts that guide it than about any other topic in
the software process.”

Sommerville also identified efficiency as one of the four generalized attributes
which is not concerned with what a program does, but how well the program does it
[4].

3.1 Performance Efficiency in Quality Models

Various software quality models have been reviewed in order to understand the
perspective for taking the performance efficiency as a characteristic for defining the
quality.

In 1977, Jim McCall identified three main perspectives (product revision, pro-
duct transition, and product operations) for characterizing the quality attributes of a
software product and considered efficiency as one of the quality factors under
product operations. It defined one or more quality criteria for each quality factor, in
order to assess the overall quality of software product. According to McCall’s
quality model, the quality criteria for efficiency are execution efficiency and storage
efficiency [5].

In 1978, Barry Boehm proposed a software quality model with seven quality
attributes according to the three fundamental uses (As-is utility, maintainability, and
portability) of the software which may affect the quality of the software product. It
identified efficiency as a quality attribute under As-is utility. According to Boehm’s
quality model, the factors that affect efficiency are accountability, device efficiency,
and accessibility [3].
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In 1993, ISO 9126 software quality model was proposed and composed of six
quality characteristics in relation to the internal and external quality. It identified
efficiency as one of the quality characteristics and specifies three quality attributes
that affect the efficiency of software are time behavior, resource behavior, and
efficiency compliance [6].

In 2009, Kumar extended the ISO/IEC 9126 quality model and proposed
aspect-oriented programming-based software quality model, viz aspect-oriented
software quality (AOSQUAMO) model. It added code reducibility as a
sub-characteristic under efficiency quality characteristic. Hence, the quality attri-
butes that affect the efficiency according to AOSQUAMO model are time behavior,
resource behavior, and code reducibility [7].

In 2011, although in ISO/IEC 25010 the problems related to efficiency were
addressed, but still one area is untouched [2].

Use of solid coding techniques and good programming practices while devel-
oping high-quality optimized code plays an important role in software quality and
performance. Code written while consistently applying well coding standard and
proper coding techniques is not only an optimized code in terms of time, effort, cost
(resources) but also is easier to comprehend and maintain. Hence, it will serve the
expectation of our internal customers. The missing point in ISO 25010 model is that
while estimating efficiency of software, no weightage is given to how efficiently
code is written and how much optimized it is.

In this section, we propose a performance efficiency model as performance
efficiency is a vital part for improving the software quality (Fig. 1).

4 Assessment of the Proposed Performance Efficiency
Model

Analytic hierarchy process (AHP) method is one of the multi-criteria decision
making (MCDM) methods that was developed by Dr. Thomas L. Saaty so as to
make decisions in an organized and structured manner. Hence, AHP method works
as a decision support tool that is used to solve various complex decision problems
[8, 9].

Fig. 1 Proposed performance efficiency model
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AHP is a four-step process:

Step 1: Define the problem and state the goal or objective.
Step 2: Define the criteria/factors that affect the goal or objective, and structure
them into levels and sub-levels (Fig. 2).
Step 3: Use paired comparisons of each criterion with respect to each other, and
find the matrix with calculated weights, eigenvectors, and consistency measures
(Table 1).

Saaty advised consistency index (CI) and consistency ratio (CR) as two mea-
sures for verifying the consistency of the comparison matrix [10].

CI Consistency Indexð Þ ¼ kmax� nð Þ
n� 1

and CR Consistency Ratioð Þ ¼ CI
RI

As per Saaty, for n � 5, i.e., for 3 � 3 matrix if Consistency Ratio is greater
than 0.05: for 4 � 4 matrix if Consistency Ratio is greater than 0.08 and for all
larger matrixes If Consistency Ratio is greater than 0.1 than our set of judgment is
inconsistent.

Step 4: Synthesize the rank of alternatives until final choice is made.

Fig. 2 Problem
decomposition

Table 1 Comparison matrix C1 C2 *** *** *** Cn

C1 w1/w1 w1/w2 … … … w1/wn

C2 w2/w1 w2/w2 … … … w2/wn

*** … … … … … …

*** … … … … … …

*** … … … … … …

Cn wn/w1 wn/w1 wn/wn

where C1, C2 … Cn denote the criteria and w1, w2 … wn their
calculated weights
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5 Case Study

Step 1: Structuring the hierarchy for performance efficiency (Fig. 3).
Step 2: Calculating weights for each criterion.

Next step after decomposing the performing efficiency characteristics into a
hierarchy of sub-characteristics, namely time behavior, optimized code, resource
utilization, and capacity is to calculate the weights corresponding to these
sub-characteristics. For this, a survey was conducted in which ten participants from
software industry background participated [11, 12]. A survey form composed of six
comparisons was provided to each participant. It constituted of pairwise comparison
of the sub-characteristics. The participants were asked to assign a relative value in
the range of 1–9 for every pairwise comparison. After collecting the same input
from the participants, the mean value is calculated and shown in Fig. 4.

Step 3: Eigenvector and eigenvalue calculation.

Eigenvector is calculated by squaring the comparison matrix and then calcu-
lating the row sum which is then normalized.

I Iteration

The iteration is repeated till the time difference between the current eigenvector
and previous eigenvector becomes negligible (Figs. 5 and 6).

Fig. 3 Hierarchy for performance efficiency

Fig. 4 Comparison matrix with calculated weights
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II Iteration

See Figs. 7 and 8.

III Iteration

After the third iteration, the difference between the current and the previous
eigenvector is approaching to zero. Hence, these values can be accepted as our final
values (Figs. 9 and 10).

Fig. 6 Row sum matrix and
eigenvector

Fig. 7 Squaring the A2 matrix

Fig. 5 Squaring the A matrix

Fig. 8 Row sum matrix, eigenvector, and difference

Fig. 9 Squaring the A4 matrix
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Step 4: Consistency measures calculation

According to Saaty, matrix A is consistent matrix if kmax � n and consistency
ratio (CR), the ratio of consistency index to random matrix, is significantly small,
i.e., less than 10%. If not, then there is still scope of improvement in consistency.
As for our case study, an equal to four hence to be consistent kmax should be greater
than or equal to four (Fig. 11).

Consistency index ðCI) ¼ (kmax n)
n� 1

¼ (4:2125� 4)
4� 1

¼ 0:0708

And

Consistency Ratio ðCR) ¼ CI
RI

¼ 0:070833
0:9

¼ 0:0787

Now as kmax is 4.2125 which is greater than 4 and consistency ratio is 0.0787
which is less than 0.1, hence matrix A is consistent.

6 Conclusion and Future Scope

In this paper, we assess the performance efficiency characteristic of the software
systems. Firstly, we identified the criterion/factors that could affect the performance
efficiency and structured them into levels and proposed the performance efficiency
model. After this, in order to assess the proposed model, we conducted the survey.
Ten participants from software industry background participated in the survey. We
applied AHP method for insuring the consistency of the proposed performance
efficiency model. Result showed that the chosen quality sub-characteristics are
consistent and the relative ranking of the quality attributes for performance efficacy

Fig. 10 Row sum matrix,
eigenvector, and difference

Fig. 11 Eigenvalues, k, and
kmax
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is in the order of time behavior, optimized code, resource utilization, and then
capacity. In future, this model may be used for comparing the performance effi-
ciency of different software systems.
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Impact of Programming Languages
on Energy Consumption for Sorting
Algorithms

Tej Bahadur Chandra, Pushpak Verma and Anuj Kumar Dwivedi

Abstract In today’s scenario, this world is moving rapidly toward the global
warming. Various experiments are performed, to concentrate more on the energy
efficiency. One way to achieve this is by implementing the sorting algorithms in
such a programming language which consumes least amount of energy which is our
current area of research in this paper. In this study, our main goal is to find such a
programming language which consumes least amount of energy and contributes to
green computing. In our experiment, we implemented different sorting algorithms
in different programming languages in order to find the most power-efficient
language.

Keywords Programming language � Sorting algorithms � Power consumption
Joulemeter

1 Introduction

Energy efficiency is a critical aspect in battery-operated devices like sensor nodes,
Internet of things (IoT) devices, and many other devices engaged in space research
operations. As data size grows in battery-operated devices, so does the power
consumption, and it ultimately reduces the device’s uptime. Not only is the hard-
ware blamed for energy consumption, however, the software is equally responsible
for same. We, on this paper, focus on the energy consumption of three standard
programming languages, Visual Basic 6.0, Java, and C#.Net by implementing four
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sorting algorithms, bubble sort, insertion sort, selection sort, and Quick sort. We
simulate the energy consumption of sorting algorithms when implemented in dif-
ferent programming languages in order to come up with energy-efficient
programming.

Our interest area in this paper is to promote green computing by coming up with
such programming languages and sorting algorithms into limelight which require
least energy.

2 Related Works

The IT industries have been focusing on energy efficiency of hardware and evolved
their devices for better efficiency [1]. Green computing is the
environmental-friendly use of available computing resources without sacrificing
performance [2]. A very few researches have been performed in this field due to
constrained hardware resources and extensive cost. Researchers had concluded that
the most time and energy-efficient sorting algorithm is Quick sort [3]. It is also
found that the energy consumption greatly depends on time and space complexity
of the algorithms [4]. A programmer can develop application-level energy-efficient
solutions if he uses energy-efficient language [5]. Algorithms also have great impact
on the energy consumption and ultimately on green computing [6]. Several
researches have already been performed on hardware and concluded that home
server hardware together with well-tuned, parallelized sorting algorithms can sort
bulk amounts of data and is noticeably more energy-efficient than older systems [7].
Bunse, C. concluded that, different software has the different energy payload; also,
his studies show that different algorithms have different energy requirements [8].

3 Role of Programming Language in Energy Efficiency

A lot of researches had already been performed to gain the energy efficiency which
mostly focuses on algorithm designs, hardware architectures (VLSI designs),
operating systems, and compilers, etc., but investigations show that the program-
ming language design and good programming practice may be one perspective to
reduce power consumption [9]. Distinct programming languages handle the same
situation differently and require discrete number of operations to accomplish the
same task. In general, compiled language is typical to code but runs faster; on the
other hand, interpreted languages are easier to program but take longer to run. There
is some difference in the energy consumption between different loops (such as For
Loop andWhile Loop) when the number of operations needed in increasing the loop
counter variables and checking termination conditions are significant between the
two alternatives. Energy consumption by an application can be further cut down by
using ‘vector operations’ in a vector register where possible. Code execution time
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can also be reduced by taking advantage of multiple threads and cores, resulting in
increased idle time that in turn leads to power conservation. The inefficient codes
force the CPU to draw more from the processor and consume more electricity [10].
Performance-to-power relationship can be improved by loop unrolling. Use of
idle-power-friendly programming language implementations and libraries may
improve the power saving [11]. Based on several researches, researchers estimated
that between 30 and 50% energy savings can be achieved by selecting
energy-aware software solutions and even more could be achieved by proper
combination of both software and hardware [12].

4 Sorting Algorithms

It is a very efficient way which helps in performing important task of putting the
element list in order. For example, sorting will arrange the elements in ascending or
descending [13]. When it comes to battery-operated devices, use of energy-efficient
sorting is a prime requirement. The text follows contains the sorting algorithms that
were used in our research. Table 1 shows the complexities of various sorting
algorithms.

4.1 Bubble Sort

It is a simple algorithm, which begins at the start of the data, bubbles the largest
element to the end of the data set on each pass, and in next cycle it repeats the same
with one reduced cycle [14].

Table 1 Sorting algorithm complexity

Sorting name Average case Worst case Best case Stability

Bubble O(n^2) O(n^2) O(n) Yes

Insertion O(n^2) O(n^2) O(n) Yes

Quick sort O(nlog n) O(n^2) O(n log(n)) No

Selection O(n^2) O(n^2) O(n^2) No
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4.2 Selection Sort

It is also referred as comparison sort, is best known for its simplicity, and has pretty
good performance over complicated algorithms. It is not as good as insertion sort
which works in a similar way as the selection sort [15].

4.3 Insertion Sort

Insertion sort separates the data list into two parts: one part which is in sorted
section and the other which is in the unsorted section. When a new element is
inserted, all the existing elements are required to be shifted to right [16].

4.4 Quick Sort

The Quick sort is an advanced form of Quick sort. Some modifications are made in
the internal loops of Quick sort to make it very well optimized and short. It is also
abbreviated as Median Hybrid Quick sort.

5 Programming Language

It is a specially designed instruction set that is used to represent algorithms in
machines’ understandable format and control its behavior. There exist many dif-
ferent programming languages that suit to different environments. Being a pro-
grammer, it is very essential to focus on the latest programming trends that
contribute to power conservation. Following are some computer languages that are
used in our study [17].

5.1 Java [18]

Java is a platform-independent, open-source programming language mainly
designed to operate on the distributed environment of the Internet. It uses all the
best parts of C and C++ by introducing many new things in it. Microsoft version of
Java is known as visual J++.
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5.2 Visual Basic 6.0

It provides a complete GUI-based high-level integrated programming environment
for developing Windows application. It is based on event-driven programming and
is derived from language called BASIC. Visual Basic provides easy application
development by using structured programming approach and can be easily
debugged and modified [19].

5.3 C#.Net

C# is a modern language which is type-safe and completely object-oriented pro-
gramming language from Microsoft. C# embodies both the power of C++ and
comfort of Visual Basic. C# uses C++ as base while incorporating features that
make it familiar to Java programmers. C# is designed to work on Microsoft plat-
form [20].

6 Experimental Setup

Here in this study, we used a simulator tool named “Joulemeter” [21] from
Microsoft Corporation to simulate power consumption of various sorting algo-
rithms implemented in three languages: Java, C#.NET, and Visual Basic 6.0.

We used Intel Core i5 and 4th generation CPU with Windows 8.1 (Version
6.3.9600) operating system to perform our experiment. Figure 1 shows the model
for experimental setup.

Joulemeter Installed and 
Simulated on the system

Integer & Double Data List

Power Consumption ReportAll Sorting Algorithms 
Programs Installed

OS: Windows 8.1 Version 6.3.9600
Processor: Intel Core i5, 4th Gen.

Fig. 1 Experimental setup for calculation of power consumption
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– Joulemeter

It is a software tool which was introduced by Microsoft. It is used to view the
overall power consumption by the whole system and also the key components
which are to be monitored. The user has to calibrate the Joulemeter in order to
estimate the power consumption of an idle system. After the calibration, the total
power consumption can be monitored and obtained by adding up values (in watt)
for duration of interest. It can also be converted to other units like kW h/W h by
using the following conversion:

1 kWh ¼ 1000 W� 1 h
¼ 1000 W � 3600 s
¼ 3; 600; 000 J:

i:e: Watt ¼ J/s:
Thus; 1 Joule ¼ 1=3; 600; 000 kWh: 3½ �

– Sorting Algorithm Programs

In our study, we implemented four sorting algorithms in three different lan-
guages: Visual Basic 6.0, C#.Net, and Java. All these sorting programs provide
sorting on both integer and double data sets with sixty thousand elements.

7 Experimental Run

In our experiment, we have compared the four sorting algorithms implemented in
three different languages on the basis of their power consumption over sixty
thousand integer as well as double data elements. We performed four test runs on
same data set and took their average to find average power consumption per second
on each programming language for all sorting algorithms discussed here. To verify
which programming language requires lesser amount of energy for which sorting
algorithm, we plotted a bar graph.

8 Experimental Result and Analysis

After comparing the above sorting algorithms implemented in different program-
ming languages over sixty thousand data for both integer and double data types.
The values are calculated on the basis of power consumption represented in Watt
per second.

98 T. B. Chandra et al.



In Fig. 2a, b, we noted that different programming languages consume different
amount of power for each sorting algorithm and also the power consumption
depends on selection of sorting algorithms.

In Fig. 3a, b, we observed that in case of sorting the elements of double data type
also, Java is most power efficient and Visual Basic consumes more power.

Fig. 2 a Average power consumed for integer data set (in W/s). b Average power consumed for
integer data set (in W/s)
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9 Conclusion

Our research enlightens on such measurements and calculations, which results in
selection of such programming language which consumes least power and leads to
increased uptime of battery-operated devices and ultimately results in green com-
puting. In this paper, we mainly focus on the power efficiency of programming
languages used to implement sorting algorithms. Based on our experiment, we
found that Java is most power-efficient programming language while Visual Basic
6.0 consumes more power than the other two languages which are used in our
study. Also, sorting the data elements of type double consumes more power than
that of data set of integer type.

Fig. 3 a Average power consumed for double data set (in W/s). b Average power consumed for
double data set (in W/s)
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Crawling Social Web with Cluster
Coverage Sampling

Atul Srivastava, Anuradha and Dimple Juneja Gupta

Abstract Social network can be viewed as a huge container of nodes and rela-
tionship edges between the nodes. Covering every node of social network in the
analysis process faces practical inabilities due to gigantic size of social network.
Solution to this is to take a sample by collecting few nodes and relationship status
of huge network. This sample can be considered as a representative of complete
network, and analysis is carried out on this sample. Resemblance of results derived
by analysis with reality majorly depends on the extent up to which a sample
resembles with its actual network. Sampling, hence, appears to be one of the major
challenges for social network analysis. Most of the social networks are scale-free
networks and can be seen having overlapping clusters. This paper develops a robust
social Web crawler that uses a sampling algorithm which considers clustered view
of social graph. Sample will be a good representative of the network if it has similar
clustered view as actual graph.

Keywords Social graph � Sampling � Social web crawler � OSNs

1 Introduction

Social networks provide an open platform to analyse and understand the behaviour
of users, their interaction patterns and propagation of information. An explosive
growth of Online Social Networks (OSNs) has assured possibility of prominent
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outcomes of social network analysis. Facebook, a social networking site, crossed
1.3 billion monthly active users and Twitter, also called SMS of Internet,
284 million monthly active users putting 500 million tweets per day [1, 2].

Although OSNs provide easily available data for analysis, the size of OSNs is
gigantic that hinders researchers to understand the structure of graphs. Huge size of
OSNs brings two major challenges: first, it is difficult to collect complete graph.
Reasons being, the administrator of the network is not willing to give data or the
users on the site have different restrictions on visibility of their data. Time required
to acquire complete graph makes it impossible. Secondly, if somehow the data of
complete graph is gathered at one place, it requires expensive and well-equipped
computers and large overhead in terms of time, storage and computation [3].
Alternatively, sampling of graph suggests a prominent and inexpensive solution.
A subset of graph is considered representative of the original graph. A good
sampling cuts short the scale of the original graph, yet maintains its characteristics.

While sampling can, in principle, draw accurate results in comparatively very
small observations, the accuracy majorly depends on the representativeness of the
sample. Recent work in the area of sampling focuses on resemblance of statistical
properties a sample holds. Sampling algorithms are based on the facts that nodes are
connected to one another via some relationship in social graph. Hence, a sample of
social graph can be collected easily by crawling. Earlier efforts in sampling were
made with the techniques like BFS/Snowball-type approaches [4]. These algorithms
are fed with seed node (starting point), and then connected nodes are explored
recursively. But these techniques came up with a well-known anomaly called
biasing. Sample collected through these techniques may be biased towards
high-degree nodes due to which the sample exhibits poor statistical properties [5].
Recent work focuses on unbiased sampling techniques mostly based on random
walks [6–11] in the social network.

2 Related Work

Several sampling algorithms have been proposed for social graph sampling. These
algorithms can be put into two categories: first, which focuses on nodes and second,
which focuses on edges. In algorithms in former category, the sampling
decision-making process is executed on nodes, e.g., BFS [4, 12], MHRW [4, 9, 10]
and UGDSG [13]. The latter class of algorithms acquires edges in sample and nodes
as the end points of the edges are selected, e.g., FS [13].

BFS has been used widely to study user behaviour of OSNs [4] and analysing
topological characteristics of social graphs [14]. But BFS suffers from biasing [4,
14]. It visits nodes with higher degree more frequently. Due to which BFS obtains
higher local clustering coefficient than the original ones [paper].

MHRW is based on Markov Chain Monte Carlo (MCMC) model that selects
random nodes’ samples according to degree probability distribution of the nodes [9,
10]. MHRW designs a proposal function based on probability distribution which is
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randomly accepted or rejected. Probabilities are modified during transition by
which sample achieves convergence at probability distribution. Selection of next
node from the current node is made on the basis of another independent event, i.e.,
random number generation, p, from uniform distribution U(0, 1). If p < probability
ratio of current node and proposed node, then proposed node is selected as next
node. So if degree of the proposed node is small (small chance to be selected), there
will be a high probability that the proposal will be accepted. MHRW was originally
designed for undirected graphs. Another method USDSG [ ] is developed that is
based on MHRW and works with directed graphs. USDSG considers all the uni-
directional edges as bidirectional edges. To apply UGDSG, a directed graph is
changed to symmetric graph. This methodology is also used in Frontier Sampling
(FS) [1]. FS is an edge sampling algorithm based on Random Walk. FS selects one
node v as seed node from set of seed nodes S, with the probability defined as:

P vð Þ ¼ kvP
u2S kv

An edge (v, w) is selected uniformly from node v’s outgoing edges, and v will be
replaced with w in the set of seed nodes. Edge (v, w) is added to the sample. FS
does not perform well if clustering coefficient is small [13].

Corlette et al. [15] proposed event-driven sampling that focuses active part of the
network. Event-driven sampling is similar to the process used by various search
engines to refresh their repository by including new Web pages and eliminating
expired ones. However, multigraph sampling [16] considers social network dis-
tributed in clusters. The sampling is carried out on multiple relations among users in
social network.

3 Problem Description

Generally, social Web crawling has distinct steps; crawler starts with seed node,
explores and collects its directly connected nodes, selects few of explored nodes as
sample for further exploration, and this process is repeated. After fetching any
information of one node completely, crawler needs next node to crawl and that is
selected by sampling algorithm.

Almost every social network is scale-free and can be seen as unevenly formed;
i.e., the network is denser at some places and sparse at others. These denser portions
can be considered as clusters or people/actors in these denser portions exhibit some
kind of similar characteristics, e.g., same workplace, same hometown, same study
place or same country or same continent. Hence, social network is not uniform but
it is collection of overlapping clusters (few clusters can be stand-alone also).

We consider a social graph G ¼ V ;Eð Þ, where V is collection of nodes and E is
collection of edges representing associations among nodes. Due to scale-free per-
sona of social graphs, we can consider the graph has several overlapping clusters

Crawling Social Web with Cluster Coverage Sampling 105



CL1;CL2;CL3. . .CLk such that G ¼ S
1� i� k CLi. There is a possibility that few of

these clusters may not be overlapping of completely disjoints. Here, clusters can be
said former form of communities or less-restricted communities. There is a greater
possibility that each community that is excavated from sample of the graph defi-
nitely has a parent cluster. Let graph Gs ¼ Vs;Esð Þ be the sample of graph
G. Co1;Co2;Co3. . .:Com be the communities detected in Gs, such that
Gs ¼

S
1� j�m Coj. Then, following predicate is always true

8j½Coj ! 9i½CLi is parent of Coj�;where; 1� j�m and 1� i� k

Here, we propose an algorithm that focuses on the above-stated fact with
assumption that there is no disjoint cluster in the social graph. The sample reflects
almost exact overlapping clustered view of original network only if the above
predicate holds.

4 Cluster Coverage Sampling (CCS) Methodology

A crawling framework proposed in this paper uses adaptive sampling which aims at
potential limitations or challenges evident in several existing sampling algorithms
which will be discussed along with the explanation of proposed framework. The
crawling framework is briefly shown in Fig. 1. The framework assumes that the
social graph is undirected, crawler is interested in only publically available infor-
mation, and graph is well connected (graph can be disconnected if it has stand-alone
clusters which will be ignored by the crawler). Social Web is apparently huge and is
in the form of overlapping clusters which is demonstrated by intersecting bubbles in
the social Web cloud.

Social Web is clustered which overlaps by having common actors. The crawler
while digging into the network and collecting sample must ensure that it touches
every cluster. Crawler starts with a seed node and proceeds further by hoping to its
friends (directly connected nodes). In Fig. 1, social Web is shown having clusters
which overlap. Crawler can start at any cluster to which seed node belongs.

Crawling proceeds further with following algorithms:

Algorithm 1
Crawler Snð Þ

Input: Seed_Node Sn.
Start

Perform login with credentials of Sn;
Initialize Sample_Date_Set and Sparse_Data_Set;
Cn½ �  Sn;
Crawling Cn½ �ð Þ;

End
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As shown in Algorithm 1, crawler enters in the network via seed node Sn. Most
of the OSNs require username and password, provided to the crawler to login. Two
data sets are maintained by the framework. First, Sparse_Data_Set that contains
every node explored by the crawler and identified links between them. Out of many
explored nodes, few are selected for further exploration. Connectivity among nodes
is known for only those nodes which are visited by the crawler. Thus,
Sparse_Data_Set contains many nodes among which the relationship status is not
known and hence considered unrelated nodes (there may exist connectivity in real
network). Therefore, another data set, Sample_Data_Set is also maintained that
contains only those nodes among which the relationship is known. Cn½ � is the list of
nodes, which will be crawled by the crawler next.

Algorithm 2
Crawling Cn½ �ð Þ

Input: Nodes_To_Crawl_List Cn½ �.
Start

Update (Sample_Date_Set, Cn½ �, Sparse_Data_Set);

Fig. 1 Crawler framework based on CCS
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While Cn½ �!emptyð Þ
{

Pn  Select_&_Remove Cn½ �ð Þ; //Pn is current node being
processed.

E_Nodes  Find_Friends Pnð Þ;
Competing_Nodes  Find_Redundency(E_Nodes, id_Table);
Update (Sparse_Data_Set, Competing_Nodes); //nodes explored

and their connections are saved.
Cond_Table  Fetch_Attr_Values Pnð Þ;

}
EXP  Expression_Generator(Cond_Table);
Cn½ �  Sample_Nodes (Competing_Nodes, EXP);
Crawling Cn½ �ð Þ; //Recursive call.

End

Algorithm 2 exploits actual crawling process. List of sampled nodes Cn½ � is fed
to crawling process. Nodes contained in Cn½ � are visited by the crawler one by one
so these nodes are stored in Sample_Data_Set. E_Nodes contains direct friends of
the node currently being visited by the crawler. E_Nodes may contain redundancy
if sampled nodes have common friends or sampled nodes have friends which have
already been sampled. id_Table contains every node sampled by the crawler so far.
Such redundancies are eliminated in Competing_Nodes. Sparse_Data_Set is
updated with every new node their connections explored through current node
being processed, Pn.

Cond_Table contains attributes of user (node) and their possible values which
are refined along with the crawling. For instance, suppose Facebook is being
crawled. Any user in the network has attributes like ‘Lives in’, ‘Work’, ‘Study
Places’. Possible values of such attributes have huge range as it depends on cluster
of the gigantic social graph which the crawler is in. As the crawling process
proceeds and crawler visits nodes, attributes (if found any new) and their possible
values (if found any new) are updated. Selection expression EXP is generated on
attributes and their values in Cond_Table. Nodes which satisfy EXP are sampled
next.

EXP is a Boolean expression. It contains several attributes with their one pos-
sible value ANDed or ORed, thereby forming a nested Boolean expression. One
combination of attribute and its value is considered as an ‘Atom’ (Atomk can be
defined as ATTRk ¼¼ Valuej ATTRkð Þ� �

; 1� j� total num of possible values
of ATTRk). AND and OR (Between_Atom_Op_List) are binary operators, used
between atoms, and NOT (On_Atom_Op_List) is unary operator used on any Atom
optionally. Values of attributes Between_Atom_Operator and On_Atom_Operator
are selected randomly. Algorithm 3 is used to generate (first time) and update EXP.
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Algorithm 3
Expression_Generator(Cond_Table)
Start

k = 0;
while(k < Num_Of_Attributes(Cond_Table))
{

Atomk  Select Value ATTRkð Þ;
On Atom Opk  Select Op On Atom Op Listð Þ;
Between Atom Opk  Select Op Between Atom Op Listð Þ;
Update(EXP, On Atom Opk , Atomk, Between Atom Opk);

}
Return EXP;

End

Algorithm 4 represents how next nodes are selected from Competing_Nodes.
Number of nodes to be sampled is limited by a threshold value which is decided by
the size of Competing_Nodes. Nodes are selected randomly from
Competing_Nodes but only those nodes which satisfy EXP are sampled. If the
algorithm fails to find desired number of nodes which satisfy EXP, it completes
requirement by randomly selecting remaining number of nodes from
Competing_Nodes.

Algorithm 4
Sample_Nodes (Competing_Nodes, EXP)
Start-

s_count = 0; r_count = 0; //To count number of sampled nodes and
randomly selected nodes

while(s_count < Threshold(Competing_Nodes) & r_count < SizeOf
(Competing_Nodes))

{
r_count ++;
Pn  RandomSelect_&_Remove (Competing_Nodes); //Pn is

current node being processed
If(Pn holds EXP)
{

s_count ++;
add(Node_List, Pn);
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}
}
while(s_count < Threshold(Competing_Nodes))
{

Add(Node_List, RandomSelect_&_Remove(Competing_Nodes));
s_count ++;

}
Append(id_Table, Node_List);
Return Node_List;

End

Let us assume that the crawler has sampled nodes of cluster 2 of social graph
shown in Fig. 1. Nodes lying in the area of cluster 2 that is not overlapped by any
other cluster have similar characteristics and probably can satisfy the current
EXP. If EXP is altered at few Atoms, there might be a possibility that nodes lying in
the area of cluster 2 overlapped by any other cluster (1, 3, 4, 7 or 8). By sampling
nodes lying in overlapping area of clusters, crawler migrates from one cluster to
other cluster. Hence, the sample will have nodes covering almost every cluster of
the social network rather than having nodes of just few adjacent clusters.

5 Experiments and Result Analysis

The proposed model in this paper has been tested on a synthetic social network
created on local server. The synthetic network has identical characteristics as any
other social network in terms of power law of degree distribution, clustering
coefficient, etc. The synthetic social network is created using logs of e-mail con-
versations of students and faculty members in YMCA UST, Faridabad, India. The
nodes in synthetic social network exhibit some inherent attributes such as place of
birth, place of work, education, political orientation, birthday. These attributes of
each user and their values are used for creating Boolean expression EXP. The
description of the data set is shown in Table 1.

The attributes of each node in the network are created anonymously. The
algorithm is executed on the network in two phases. In first phase, the algorithm is
executed for some time and paused. First sample is gathered that is called sample 1.
Then algorithm is resumed again and another sample is gathered as sample 2.
Table 2 shows statistics of sample 1 and sample 2.

Table 1 Data set statistics Data set statistics

Nodes 1539

Edges 20,234
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The collected samples are analysed against degree distribution and compared
with the original network to ensure if the samples collected represent the original
network. Degrees of nodes in the networks are normalized by the median of the
degrees; therefore, complete degree distribution falls in range of 0–2.

Normalized Degreej ¼
Degreej

M

where M is median of degrees in the network and 1� j� total number of nodes.
Degree distribution is shown in Fig. 2. X-axis denotes degree distribution and y-

axis denotes fraction of nodes. The graph clearly represents that the original net-
work as well as the two samples follows power law of degree distribution that is
first evidence of correctness of the algorithm.

Figure 3 shows original network. Figures 4 and 5 represent sample 1 and sample 2,
respectively. It is clearly evident the original network is clustered which overlaps.
Similar overlapping clustered view can be seen in sample 1 and sample 2.

In Fig. 6, the Normalized Mean Square Error (NMSE) for a node degree has
been taken as a metric to demonstrate the behaviour of the sampling algorithms on a
bar graph. For the estimation of node degree distribution, we need to first calculate
the NMSE of node degree k, using the below-given formula [13]

Fig. 2 Degree distribution of samples and original network

Table 2 Samples statistics Sample Nodes Edges

Sample 1 257 1332

Sample 2 513 4442
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NMSE kð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E ĥk � hk

� �2
� �s

hk

where ĥk is the estimation of hk based on the sampled graph. NMSE kð Þ metric is
defined in order to show the difference between the degree distribution of the

Fig. 3 Original social network

Fig. 4 Sample 1
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sampled graphs and the original one. The lower the NMSE value of an algorithm,
the better is the performance of the sampling algorithm in the social network graph.

Above analysis clearly shows that algorithm proposed in this paper tends to
migrate from one cluster to another. Therefore, we had taken two clusters at dif-
ferent intervals to make sure if the algorithm is leaving one cluster and getting into
other. It also implies that the representation extent of cluster is directly proportional
to the time for which the algorithm is run if the size of the graph is finite. But
evidently, we have gigantic online social network whose size is near to infinite. In
that case, we can set a threshold on the number of nodes crawled. When sufficient
number of nodes and their relationship edges has been gathered, the algorithm can
be stopped. The collected sample will have clustered view similar to the original
network, thereby giving maximum possible representation of the network.

Fig. 5 Sample 2

Fig. 6 NMSE comparison graph
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6 Conclusion and Future Scope

This paper presents a crawler that works on cluster coverage sampling algorithm for
selection of next node. The algorithm benefits clustered structure of most of the
social networks. The algorithm is tested on a synthetic network that has clustered
structure like many social networks and scale-free distribution of nodes. The results
are promising. As future prospect, the algorithm is to be tested on some online
social network like Facebook. Social graph dynamism is also a burning area in the
field of social network analysis. Cluster coverage sampling algorithm also shows
promising possibilities of its application in tackling social graph dynamism.
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Efficient Management of Web Data
by Applying Web Mining Pre-processing
Methodologies

Jaswinder Kaur and Kanwal Garg

Abstract Web usage mining is defined as the application of data mining tech-
niques to extract interesting usage patterns from Web data. Web data provides the
information about Web user’s behavior. Pre-processing of Web data is an essential
process in Web usage mining. This is used to convert the raw data into processed
data which is necessary for Web mining task. In this research paper, author pro-
posed the effective Pre-processing methodology which involves field extraction,
significant attributes selection, data selection, and data cleaning. The efficient
proposed methodology improves the quality of Web data by managing missing
values, noise, inconsistency, and incompleteness which is usually found attached
with data. Moreover, obtained results of pre-processing will be further used in
frequent pattern discovery.

Keywords Web log file � Web server � Web usage mining � Pre-processing
Data cleaning

1 Introduction

Data mining is a process of discovering interesting and useful pattern from raw
data, also known as knowledge discovery in databases. This technology analyzes
the data and helps to extract useful information. It is used in various areas such as
retail industry, intrusion detection, and financial data analysis. Generally, Web
mining is used in World Wide Web that continues to grow both in the huge volume
of traffic and the size and complexity of Web sites, where it is difficult to identify
the relevant information present in the Web [1]. In the proposed model, researcher
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used Microsoft Excel and SQL Developer software to perform the pre-processing
process. Through this process, raw Web log data is transformed to processed data.
The main objective of this model is to remove irrelevant data and improve data
quality.

Author has organized this paper in following sections: In Sect. 2, researcher
reviewed the pre-processing related work. Section 3 gives a description of the
proposed model of pre-processing technique. Section 4 shows experimental results
of the effective proposed system. Section 5 concludes the discussion.

2 Literature Review

Web usage mining provides useful information in abundance which makes this area
interesting for research organizations and researchers in academics. Rathod [2]
focuses on the pre-processing tasks that are data extraction and data filtering which
were performed on combined log file; in this, one of the popular platform ASP.NET
2010 is used to implement the above tasks. Priyanka and Ujwala [3] proposed two
algorithms for field extraction and data cleansing; latter is used in removing the
errors and inconsistencies and improves the quality of data. Ramya et al. [4]
explored the concept of merging of log files from different servers and is used in
data pre-processing process, after which, data cleaning removes request concerning
non-analyzed resources. Prince Mary et al. [5] clarified that people are more
interested in analyzing log files which can offer more useful insight into Web site
usage, thus data cleaning process is used in data analysis and mining. Data cleaning
involved the following steps such as robot cleaning, elimination of failed status
code, elimination of graphics records, videos. Chintan and Kirit [6] proposed novel
technique that was more effective as compared to existing techniques, data
extraction, data storage, and data cleaning technique included in data pre-processing
to convert the Web log file in database. During data cleaning, only noise is removed
from log file. Ramesh et al. [7] stated that data pre-processing is a significant
process of Terror Tracking using Web Usage Mining (TTUM), which was effec-
tively done by field extraction, data cleaning, and data storage tasks. Pooja et al. [8]
explored the records which are not suitable for identifying the user’s navigational
behavior, such as access from the Web robot, e.g., Googlebot, access for images
and access for audio files. These records are removed during data cleaning module.

3 Data Pre-processing on Web Log File

Web usage mining is a significant part of Web mining. It is used to extract user’s
access patterns from Web data over WWW in order to understand the user’s
browsing behavior, and it helps in building of Web-based applications. Web usage
mining depends on different source of data such as Web Server Side, Proxy Side,
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and Client Side. Generally, raw Web log contains irrelevant, noisy, incomplete,
duplicate, and missing data. Data pre-processing is the most important phase of
Web usage mining in order to clean Web log data for discovering patterns.

The log files are stored in the Web server and may suffer from various data
anomalies such data may be irrelevant, inconsistent, and noisy in nature. In the
present research work, the researcher removes the said anomalies by following data
pre-processing steps as shown in Fig. 1.

3.1 Field Extraction

The server’s log entry contains different fields like IP address, date and time,
request and user agent that should be separated out before applying data cleaning
process. Field extraction is the process to separate the fields from single entry of the
log file.

Fig. 1 Proposed system for pre-processing
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Researcher performed field extraction process on log file using Microsoft Excel
which is explained as follows.

Open Microsoft Excel, using open option select the log file, use characters such
as space or comma as delimiter to separate each field. These separated attributes are
stored in different heading according to the input Web log file such as IP address,
username, date, request, status code, referrer. Now, this file can be saved with .xls
extension, this concludes the field extraction process.

3.2 Significant Attributes Selection

Researcher had analyzed the Apache Web server log file and obtained the important
attributes of Web log files which were IP address, date, time, request line, or URI
stem, status code, referrer, and user agent [9]. These attributes provide valuable
information about visitor’s behavior, traffic pattern, navigation paths, Web browser,
errors, etc.

Using the above analysis, only significant attributes which were identified are
selected for further processing.

3.3 Data Selection

When a Web server receives a HTTP Request, it returns back a HTTP Response
code to the client. These HTTP status codes are three-digit numbers such as 1xx,
2xx, 3xx. All these records with the status code below 200 and above 299 are not
used for analysis.

Filtering of records is done in Microsoft Excel sheet which was obtained after
significant attributes, by keeping records with status code >=200 and status code
<=299.

3.4 Data Cleaning

Data cleaning is the fourth step of pre-processing to remove irrelevant records.
Following three kinds of records are required to be removed.

a. Records having duplication.
b. Records with missing value.
c. Access for images, audio files, video files, and css files; they are identified by

checking extensions in request field such as .gif, .mp3, .avi. In addition to this,
the records with irrelevant information created by spiders, crawlers, Web robots
like Googlebot, can be found in request or user agent field.
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3.4.1 Remove Duplicacy

In Microsoft Excel file, select range of the cell then select Data tab and perform
‘Remove Duplicates’ in Data Tools Group to remove the duplicate records.

3.4.2 Missing Value

Find out the blank cell with the help of Find and Replace dialog box. Remove these
tuples.

3.4.3 Noise

After removing missing value, obtained Microsoft Excel file is imported in
Oracle SQL Developer remove noise from log file.

Proposed procedure:

Step 1: Create new database connection in Oracle SQL Developer.
Step 2: Under this new database connection, using SQL command create a database
table.
Step 3: Import obtained Microsoft Excel file after removing missing value into this
newly created database table.
Step 4: Using SQL command, remove noise present in the request field and user
agent field such as images, audio files, video files, page style files, and robots.
Completion of this will create a database table having processed data.
Step 5: Save and close the SQL Developer.

After performing all the above steps, processed data will be used for further
analysis and interpretation of frequent pattern.

4 Results and Interpretation

In this section, effectiveness and efficiency of the proposed model mentioned above
are proved, and researcher has applied several experiments with the Web log file.
Apache Web log file is used and is from April 08, 2012, to July 08, 2012, with a file
size of 958 kB at the beginning.

Researcher performed experiments on a 2.40 GHz Intel Core processor,
4.00 GB RAM, 64-bit Windows 2007 Home Premium Operating System, SQL
Developer 4.1.0, and Java SE Development Kit JDK 8. Oracle SQL Developer
4.1.0 is a free Oracle database integrated development environment (IDE). SQL
Developer provides GUI to help the DBA and database; user saves time while
performing the database task. Oracle database 10g, 11g, 12c is supported by SQL
Developer and requires Java-supported platforms (OS) for operation.
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Figure 2 shows Web log file imported in Microsoft Excel. Each field is separated
by using space character as delimiter. As explained different attributes are stored in
separate headings. Initial Web log file entries were 6000.

According to the analysis, only six attributes are significant out of nine attributes
those are IP address, date and time, request, status code, referrer, and user agent
attributes. These six attributes help in identifying the user navigational behavior and
are of at most importance for Web usage mining. Outcomes from Web usage
mining are implemented to enhance the characteristics of Web-based applications.
After performing the data selection step, only 3674 rows were left.

First step in data cleaning removes duplicate records from log file. Thus, 11
duplicates values were identified and 3663 unique values remain. During second
step, the fields with missing values were deleted as this does not provide any useful
information for Web mining. Total 23 cells containing missing value in this log file
were deleted. 3640 tuples are left on completion of this step.

In addition to above, researcher found noise in log file such as .gif, robot, and
Web spider, example of which is ‘GET/icons/compressed.gif.’

In Fig. 3, Microsoft Excel file is imported in SQL Developer to perform further
action; SQL Query is executed to remove noise from Web log file such as .gif, .rm, .
mp4, robot, and spider. Result obtained contains only 2458 rows.

Finally, pre-processed Web log file is obtained. Furthermore, this processed file
will be used in analysis and interpretation of frequent pattern of log file.

According to Table 1, this clearly indicates that the application of pre-processing
on the Web log file helps in removing irrelevant data and improves the quality of
data.

Fig. 2 Imported Web log file in Microsoft Excel
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5 Conclusion

In the present research work, the researcher has taken raw Web log file for its
empirical analysis and concludes that data pre-processing is an essential step to
remove anomalies; lies in data for the purpose. The researcher has proposed data
pre-processing methodology which improved the quality of data. After applying the
said methodology, the procedure proves that only six attributes are significant out of
nine available attributes and similarly out of 6000 original instances only 2458 are
meaningful. The resultant itemset surely will be useful for the discovery of frequent
pattern.
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Fig. 3 Processed database table after pre-processing

Table 1 Resultant data set size after data pre-processing

Raw Web log
file

Significant attribute
selection

Data
selection

Data
cleaning

Result
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A Soft Computing Approach to Identify
Multiple Paths in a Network

Shalini Aggarwal, Pardeep Kumar and Shuchita Upadhyaya

Abstract This paper presents a modified technique to generate the probability table
(routing table) for the selection of path for an ant in AntNet algorithm. This paper
also uses the concept of probe ant along with clone ant. The probe ant identifies the
multiple paths which can be stored at destination. Overall purpose of this paper is to
get an insight into the ant-based algorithms and identifying multiple optimal paths.

Keywords AntNet � ACO � ABC � Probe ant � Clone ant � Link goodness

1 Introduction

Routing is an important aspect in computer networks as it controls the traffic
between one node to another depending on various parameters. Routing is the basic
process for determining the performance of a network in terms of quality and
quantity. For performing routing, routers are required. The basic purpose of routers
is to update the routing table via an algorithm. Most of the traditional routing
algorithms transmit the data by minimizing the cost function which may be dis-
tance, delay, jitter, etc. They find the shortest path which may become congested
over time and/or may become expensive later on. Sometimes, a path which is better
on the basis of more than one metric such as distance, delay, bandwidth, jitter is
required. Then sometimes, there is a trade-off between those metrics. Therefore, it is
necessary to get an optimal solution based on more than one metric.
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For getting such optimal solution, nowadays a number of studies are going on to
identify routing alternatives using heuristic techniques. One of such techniques is
Ant Colony Optimization (ACO). In ant-based routing, the artificial ants, while
moving from source to destination, deposit some artificial pheromone in terms of
numeric value and store some information in the form of routing table at the
intermediate nodes. This information is used by newly generated ants for accepting
or rejecting a path. Another important aspect of routing is increasing need of
multi-path routing. The main reason for the need of multi-path routing is the data
transmission in Internet. When a video or audio streaming is required, very high
bandwidth is required. With single path routing, it might not be possible, hence
arise the need of multi-path routing. When multi-path routing is combined with
multi-metric routing, it becomes a perfect candidate for use of heuristic techniques.
Therefore, ACO can prove to be a very effective technique for this type of routing.

2 Related Work

According to [1], an ant not only finds the shortest path for searching its food
source but also conveys this shortest path to other ants. In the ACO, this intelli-
gence of ants is intermixed with various optimization techniques to identify opti-
mum routes in a computer network. In this paper, various mechanisms to solve the
problem to identify optimum path using ACO were explained and compared with
different traditional algorithms of routing.

This paper throws light on a critical review in four different groups for applying
ACO in routing, which are (i) Ant-Based Control (ABC) Systems, (ii) AntNet
System, (iii) Ant System with other variations, and (iv) Multiple Ant Colony
Systems.

Schoonderwoerd et al. [2, 3] applied ACO to routing in telecommunication
networks based on circuit-switching. The algorithm was termed as Ant-Based
Control (ABC). In the ABC algorithm, all the nodes in a network follow various
features [2] such as capacity, probability of being a destination, pheromone table,
and routing table, on the basis of which criteria for choosing next node is decided.
But the main problem of Schoonderwoerd et al. approach is that it can only be
applied when the network is symmetric in nature.

For packet-switched networks routing, Caro and Dorigo’s [4–6] designed
AntNet Routing. Although it is inspired by ACO meta-heuristic, yet have additional
changes as desired for a network.

In [7], a new version of AntNet was generated and was named as AntNet-FA or
AntNet-CO. In this version, backward ants performed a number of tasks such as,
(a) estimating the trip time using various metrics, (b) updating local traffic statistics,
and (c) determining and depositing the pheromone for estimating the probability of
reinforcement. As backward ants are using real-time statistics for determining the
amount of reinforcement, the information for routing was found to be more correct

124 S. Aggarwal et al.



and up-to-date. The results of this version are found to be better than
AntNet algorithm which are proved by experiment performed in this paper.

Oida and Sekido [8] proposed Agent-based Routing system (ARS) in which they
suggested for supporting various types of bandwidth requirement, the forward ants
move in a network, which is based on bandwidth constrained. The probability of
selection of outgoing link depends on routing table as well as bandwidth
constraints.

Although adaption has been proved to be one of the better techniques for
identifying the optimum paths, but one of the major problems that can be attached
with AntNet is stagnation [9]. Due to this problem, local optimum solution might be
obtained and diversity of the population might also be lost. In this paper, the
concept of multiple ant colonies was applied to the packet-switched networks.
Upon comparison with AntNet algorithm with evaporation, it was found that by
using multiple ant colonies throughput can be increased. No improvement was
found in delay. But the basic problem was the need of large resources for multiple
ant colonies.

3 AntNet Routing Algorithm

In an AntNet algorithm [1], an ant explores the path and updates the routing and
probability tables, so that other ants can use the tables to know which path is better
than others. Some statistical traffic model is also used to help the ants to identify the
better path.

A routing table is maintained which is a local database. The routing table
contains information about all possible destinations along with probabilities to
reach these destinations via each of the neighbours of the node.

Another data structure that each node carries is termed as local traffic statistics.
This structure follows the traffic fluctuations as viewed by the local node.

The AntNet algorithm as proposed by Di Caro and Dorigo is dependent on two
types of ants named as forward ant and backward ant. The forward ant collects the
information regarding the network, while the backward ant uses this information to
update the routing tables on their path.

Working of the algorithm is given as follows:

(i) Initially to generate a routing table, a forward ant is initiated from every node
towards the destination node after a fixed time interval to find low-cost path
to that node and load status of the network is also explored, and accordingly,
priorities of the paths are set. These priorities are used by the forward ants to
transmit the data.

(ii) The forward ants store the information about their paths in a stack.
(iii) At each node, decision is made to select a node for reaching towards des-

tination with the help of probabilities using pheromone values. The nodes
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which are unvisited are only considered for selection or from all the
neighbours in case all of them have found to be previously visited.

(iv) When the forward ant moves towards destination, if at any time any cycle is
detected, all the nodes in that cycle’s path are popped. Also all of the
information about them is also deleted.

(v) When the forward ant reaches its destination, then it generates another ant
named as backward ant. It transfers all of its memory to it and dies.

(vi) The backward ant as its name indicates will travel to the opposite direction
that of forward ant. The backward ant uses stack formed by forward ant and
pops the element in the stack to reach the source node. The backward ant use
high-priority queues to reach source so that information can be quickly
transmitted to the source node. The information collected by forward ant is
stored in the routing table by the backward ants.

(vii) The backward ant basically updates the two data structure, i.e. routing table
and the local traffic model for all the node in its path for all entries starting
from the destination node.

Limitations of AntNet Routing
AntNet has performed very well as compared to the traditional routing algorithms
as visible from various experiments performed by different researchers. But still
there are problems associated with the algorithm. This algorithm takes into account
the probabilities to identify the path for destination. As more and more pheromone
will be deposited on that path, most or all of the traffic will travel through the same
path, and hence making that path congested. Also as probability of that path is very
high, other path may never be explored, and hence, the diversity of solution may be
lost. This basically is the problem of stagnation [1]. Although some work has been
done on stagnation, but still a lot of effort is required to make this algorithm better.

4 Proposed AntNet Modifications

In this work, a new type of forward ant named as probe ant [10] along with its clone
is proposed. The probe ants are generated to replace the forward ants from source
node to explore the path. The probe and clone probe ants are generated depending
on the paths selected at a particular node. Only a little additional overhead is
required for generating clone ants. The multiple paths are selected according to the
probabilities in the pheromone table and a threshold value of bandwidth. These
probe and clone ants [11] will reach to the destination according to proposed
strategy. The advantage will be that instead of one optimal path more than one
optimal path are identified. The paths will be identified only with the help of a
single ant, other ants being the clone ant. The major advantage of this technique is
saving of the overhead taken by number of forward ants in AntNet algorithm.
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The proposed modifications are briefly explained below:
The structure of probe ant is defined as follows:

S D I Aid PT MB TD HC

Structure of Probe Ant

Here,

S Source node,
D Destination node,
I Intermediate node from which ant has arrived recently,
Aid Ant Identification Number
PT Path Traversed so far
MB Minimum Bandwidth of the path traversed
TD Total Delay of the path
HC Hop Count

In this work, a threshold bandwidth is considered. Any link having bandwidth
less than that threshold value is discarded. The remaining links are considered for
the purpose of identifying the multiple paths. The process works in a similar
manner to AntNet algorithm, except that queue length is taken into account for
selecting a path in case of AntNet algorithm, while in the proposed work, two
metrics, i.e. delay and bandwidth, are considered for selecting a path. Another
important difference in this case is that instead of selecting a single path, multiple
(quite similar) paths are being selected for data transmission. Various paths are
identified at the destination and stored in an array and from these paths some
optimal paths are chosen using some intelligent approach. For selecting the paths
based on two metrics, a new metric named as link goodness is proposed and is
denoted by GL. The value of GL can be calculated with the help of following
formula:

GL ¼ a
DL þ 1

þ 1� að Þ � BL

where

DL Delay of a Link,
BL Bandwidth of a Link

a is a constant having value between 0 and 1, i.e. 0 < a < 1.
At each node, two tables named as pheromone table and routing table will be

maintained. The pheromone table will be initialized with equal pheromone value
distributed to each link from a node except the discarded link. The second table is
the routing table consisting of probabilities for selecting the next node in the path.
The structure of both the tables is as shown below:
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Destination nodes

Neighbouring nodes s11 s12 … s1n
s21 s22 … s2n
.
.
.

.

.

.

.

.

.

.

.

.

sl1 sl2 … sln
Pheromone table

In the above table, snd is the pheromone value of link from node n when des-
tination node is d. The snd value lies in the interval [0, 1] and sums up to 1 (as the
probabilities can not exceed 1) along each destination column:

X

n2Nk
snd ¼ 1; d 2 1;N½ �;Nk ¼ neighbours kð Þf g

The routing table can be represented as follows:

Destination node

Neighbour nodes 1 2 … n

1 p11 … p1n
2 p21 p22 …

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

l pl1 … pln
Routing table

In the above table, blank cells indicate that particular neighbour node is dis-
carded for a particular destination.

Psd = probability of creating a probe ant at node s with node d as destination.
At each node i, a probe ant computes probability Pijd of selecting neighbour node

j for moving towards its destination d by adding sijd * Gij to the pheromone value
sijd and then subtracting this value dividing equally from each of the remaining
valid neighbours. This process must be followed for each of the neighbours in
parallel.

Using these probabilities, multiple paths from source to destination can be
identified, and the information about paths will be stored in probe ants. At desti-
nation, paths can be stored in an array of paths. From this array, some of the better
paths on the basis of various metrics can be found using some intelligent approach.
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5 Conclusion

In this paper, a modified approach for generating the probabilities for routing table
has been proposed. In this approach, the probabilities have been calculated of the
basis on two metrics instead of a single metric. Another important feature that has
been used in this paper is the use of a threshold value of bandwidth. Only one ant
will be generated at the source, while other ants will be the clone ants with a little
additional overhead. With the help of this technique, multiple paths can be gen-
erated which can be stored at destination via probe ants. These paths can be further
refined using some intelligent approach, and multiple paths for a better transmission
of data packets can be identified.
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An Efficient Focused Web Crawling
Approach

Kompal Aggarwal

Abstract The amount of data and its dynamicity makes it very difficult to crawl the
World Wide Web (WWW) completely. It is a challenge in front of researchers to
crawl only the relevant pages from this huge Web. Thus, a focused crawler resolves
this issue of relevancy to a certain level, by focusing on Web pages for some given
topic or a set of topics. This paper deals with survey of various focused crawling
techniques which are based on different parameters to find the advantages and
drawbacks for relevance prediction of URLs. This paper formulates the problem
after analysing the existing work on focused crawlers and proposes a solution to
improve the existing focused crawler.

Keywords Focused crawler � Page relevance � Web crawler

1 Introduction

World Wide Web (WWW) contains a large amount of information, and every
second, new information is added such that the Web size is of order tens of billions
of pages. Web crawler is the most important component of search engine. It con-
tinuously downloads pages, and these pages are indexed and stored in database. So,
it becomes very difficult for a crawler to crawl entire Web and keep its index fresh.
Because of limitation of various computing resources and time constraints, focused
crawlers are developed. A focused crawler is web crawler that downloads only
those Web pages which are considered to be relevant for specific topic or set of
topics.

A focused crawler can be implemented in various ways [1]. Some of the
approaches are shown below.
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Priority-Based Focused Crawler In a priority-based focused crawler, the priority
queue is used for storing retrieved pages instead of a normal queue. The priority is
assigned to each page based on a function which uses various factors to score a
page. Thus, in every iteration, a more relevant page is returned.

Structure-Based Focused Crawler In structure-based focused crawlers, to eval-
uate the page relevance, we have to take into account the Web page structure. The
strategy used is predefined formula for computation of page relevance score. After
that, link relevance score can be predicted, and then from the queue of URLs to be
crawled, the authority score is determined. The priority is determined from rele-
vance score and authority sore.

Context-Based Focused Crawler To avoid filtering out unwanted data,
context-based focused crawler tries to understand the context of the user’s needs by
interacting with user and comprehending the user profile. The crawler then gets
adapted to such contexts and uses them for future search requests.

Learning-Based Focused Crawler Learning-based focused crawler is a new
approach based on learning. It is used for improving relevance prediction in focused
Web crawler. First of all, a training set is built. The purpose of training set is to train
the system, and it contains four relevance attribute values: URL, parent page,
anchor text, and surrounding text relevancy. Secondly, classifier (NB) is trained by
using training set. The trained classifier is used for predicting the relevancy of URL
which is still unvisited [2, 3].

The architecture of focused Web crawler is shown in Fig. 1. URL queue is
initialized with a list which is not visited and maintained by a crawler and starts off
with seed URLs. The module Web page downloader extracts URLs from the queue
which is used for storing URLs and retrieves the pages as specified by retrieved

Web page 
downloader

Parser & 
Extractor

Relevance 
Calculator

Topic filter

Topic Specific 
Weight Table

Irrelevant 
table 

URL 
Queue

Relevant  
Page DB

Web

Relevan Irrelevant

Seed URL’sFig. 1 Architecture of
focussed web crawler
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URL from the Internet [4]. The parser module retrieves various information such as
the text, terms, and the out links URLs from the page which is being downloaded.
The relevance calculator module calculates relevance of the parsed page with
respect to topic, and relevance score is assigned to URLs. Topic filter module
determines whether the page content which is being parsed is related to topic
specified or not. If the parsed page is found to be relevant, the URLs retrieved from
it will then be updated in the queue which is used for storing URLs; otherwise, page
will be discarded and added to the irrelevant matrix.

2 Related Work

De Bra et al. [5] proposed “fish search” for predicting page relevance in which the
system takes as input a set consisting of seed pages and search query, and it
considers only those Web pages whose content matches a given search query and
their neighbourhoods (pages pointed to by these matched pages). Fish-search
algorithm treats Web as a directed graph where Web page is considered as node,
and hyperlink can be taken as edge, so the way of searching is similar to the search
operation in directed graph. For each node, we have to judge whether the node is
relative or irrelative (1 represents relevant, and 0 represents irrelevant). In the
fish-search algorithm, for storing URL of page to be searched, a list is maintained. If
the fish finds a relevant page based on query, it continues to look for more links
from the same page. If the page is not found to be relevant, then his child receives a
low score. The various URLs have different priority; the higher priority URL will
be stored at the front of the list and will be searched earlier in comparison with
others. It associates a relevance score in a discrete manner (1 stands for relevant; 0
or 0.5 stands for irrelevant). The drawback of the fish-search algorithm is that the
differentiation among priority that exists among the pages in the list is very low.

Michael et al. [6] proposed shark search which is the modification made to fish
search. In this algorithm, a child derives a discounted score from its parent. The
inherited discounted score is combined with a value which is based on anchor text
that exists around the link in the Web page. One improvement is that it replaces
binary with fuzzy score. Binary value of document relevance can be relevant or
irrelevant. “Fuzzy” score is a score lying between 0 (no similarity) and 1 (perfect
“conceptual” match). It uses a vector space model [7] for calculating the relevance
score in which the similarity between a search string and a document is a function
of the distance existing among the vectors. The cosine similarity measure is
commonly used measure for this purpose. But this algorithm neglects information
of link structure.

Batra [1] proposes a method based on link scoring in which the crawler also
checks and crawls the unvisited links up to a certain threshold that is included in
irrelevant pages. The various approaches have been suggested by many researchers
which are based on link analysis; for example, one of effective focused crawling
which is based on both content and link structures has been proposed. This crawling
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method is based on URL score, links, and anchor scores. The link scores can be
calculated by the crawler using the following equation and a decision is made
regarding fetching of pages as specified by links or not. The link score can be
calculated as [1, 8]:

LinkScore ið Þ ¼ URLScore ið ÞþAnchorscore ið Þþ LinksFromRelevantPageDBðiÞ
þ Relevance p1ð Þ½ þRelevance p2ð Þþ � � � þRelevance pnð Þ�:

LinkScore (i) represents score of link i, URLScore(i) is the relevance that exists
between the HREF information of i and the topic keywords, and AnchorScore(i) is
the relevance that exists between the anchor text of i and the topic keywords.

LinksFromRelevantPageDB(i) is the number of links from relevant crawled
pages to i; Pn is the ith parent page of URL n. Parent page is a page from which a
link was extracted. Thus crawler spends some time on crawling relevant pages and
also crawl relevant pages, those are children of an irrelevant page.

In a crawling process, the effectiveness of the focused crawler [8] can be
determined from the speed of the crawling process and not only from the maximum
amount of fetched relevant pages. The speed of a crawler is determined from the
number of inserted URLs which are considered to be relevant.

Therefore, URL optimization mechanism is used by the crawler to select relevant
links which helps for the removal of certain links whose link scores lie below a
predefined threshold. For URL optimization, two methods used for evaluating
relevant pages link score are used.

• Same as above equation which is used for irrelevant pages.
• Naive Bayes (NB) classifier which is used to compute link scores [2, 8].

Diligenti et al. [9] proposes a method based on link analysis of forward links and
backward links of the page. In this method, priority value is assigned to Web page
based on Pvalue which is the difference between FwdLnk and BkLnk. The priority
is directly proportional to the page having the highest Pvalue.

Pvalue ¼ FwdLnk � BkLnk

The URLs had been classified in the above categories by using the parameters
backward link count (BkLnk) and the forward link count (FwdLnk). The values of
forward link count (FwdLnk) can be calculated by the server after returning the
number of links in the page after parsing it and without downloading it. The values
of BkLnk can be calculated by the server after calculation of how many pages are
referring to this page by using the existing database which is built by various
crawler machines. After that, the crawler will sort the list of URLs according to
descending order of Pvalue of URLs received from the repository. This sorted list of
URLs will be sent to maintain quality of crawling. This method gives weightage to
current database and helps in building a database of higher-quality indexed Web
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pages even when the focus is on crawling the entire Web. This method would also
be used for broken links, growing and matured stage of databases. A URL having
zero value for FwdLnk and nonzero value of BKLnk is assigned low priority as
Pvalue will always be negative [9].

Kaur and Gupta [10] proposed weighted page rank method, in which weight of
Web page is calculated on the basis of the number of incoming and outgoing links,
and the importance of page is dependent on the weight. The relevancy comes out by
using this technique is less as page rank is calculated on the basis of weight of the
Web page calculated at the time of indexing [2].

This algorithm is an updated version of page rank as important pages have been
assigned more value instead of dividing the page rank value commonly among all
outgoing links of that page [11].

The weighted page rank is thus given by:

PR uð Þ¼ 1� dÞ= Dj j þ d PR V1ð ÞWin V1; uð ÞWout V1; uð Þþ � � � þPR Vnð ÞWin Vn; uð ÞWout Vn; uð Þð Þ

where Win(v, u) = weight of link(v, u) can be calculated on the basis of number of
inlinks of page u and the number of inlinks of all reference pages of page v Wout(v,
u) = weight of link(v, u) can be calculated on the basis of number of outlinks of
page u and the number of outlinks of all reference pages of page v PR(u) = page
rank of page u.

Pal et al. [4] proposed a method for construction of topic-specific weight table.
The topic name had been given to GoogleWeb search engine, and based on the topic,
first few results are retrieved. Each word had been assigned weight by wi = tf * df,
where tf is term frequency and df is document frequency After assigning weights to
each word, their weights had been normalized by using the following equation

Wiþ 1 ¼ Wi=Wmax

where Wmax stands for the maximum weight that can be assigned to any keyword
and Wi + 1 stands for the new weight assigned to every keyword. The page rele-
vancy is calculated with the help of topic specific weight table and by using cosine
similarity measure.

Kleinberg [12] proposes a method called Hyperlink-Induced Topic Search
(HITS). It calculates the hubs as well as authority values of the relevant pages. The
result given is the relevant as well as important page.

HIT is a link analysis algorithm for rating Web pages. The page which is pointed
to many other pages is represented as good hub, and the page that was linked by
many different hubs represented a good authority.

Selecting seed URL set is based on authority of Web pages. The rank is cal-
culated by computing hub and authorities score. Authority score determines the
value of the page content. Hub score determines the value of page links to other
pages.
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When comparing two pages having approximately the same number of citations,
if one of these has received more citations from P1 and P2, which are counted as
important or prestigious pages, then that page relevance becomes higher. In other
words, having citations from an important page is better than from an unimportant
one [13, 14].

Fujimura et al. [15] proposes Eigen Rumor Algorithm to solve the problem of
increasing number of blogs on the Web. It is a challenge to the service providers to
display quality blogs to users [13].

• The page rank algorithm decides very low page rank scores for blog entries so
rank score cannot be assigned to blog entries according to their importance.

• The rank score can be provided to every blog by weighting the hub scores, and
authority of the bloggers is dependent on the calculation of eigenvector.

• It is mostly used for blog ranking not for ranking the web pages.

3 Proposed Method

The proposed focused crawler starts with a seed URL. It does not download the
page, instead it parses the page to extract the URLs and words of interest into that
page [16].

To determine the importance of the page being parsed, the weight of keywords/
search string in whole Web page is calculated corresponding to the every keyword
in the topics specific weight table. As occurrence of same words at various locations
of a page has different importance and representing different information [17]. So,
relevance of the page being parsed can be decided by considering its each com-
ponent. For example, the title text is more informative for expressing the topic
covered in a page as compared to the common text.

Here, we are computing the weight of oulinks/hyperlinks by the same procedure,
i.e. to crawl an relevant page which is children of an irrelevant page [18, 19]. If the
level of relevance crosses predefined threshold, only then the page will be down-
loaded and will be extracted and repository is updated with the page. The page will
be discarded otherwise.

In this way, we save the bandwidth after discarding an irrelevant page and
network load is reduced.

To obtain the overall weight (wkp) of keyword k in page p, the weights of
keyword in different locations of page p can be added as shown below:

wkp = wkurl + wkt + wkb

wkp = l weight of keyword k in page p
wkurl = weight assigned to keyword k based on page URL
wkt = weight assigned to keyword k based on page title
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wkb = weight assigned to keyword k based on page body
wko = weight assigned to keyword k based on page outlinks

furl = frequency of search string in url
fb = frequency of search string in body
ft = frequency of search string in title

Wurl = predefined weight of URL
Wb = predefined weight of body text
Wt = predefined weight of title text

Proposed Algorithm

1. Start
2. Add Seed URL to Queue
3. Pick URL from queue
4. Fetch the page
5. Parse the page
6. while (queue is not empty)
{
If (search string or keyword present in URL)
wkurl = furl*wurl
else
Return 0
If (search string or keyword present in title)
wkt = ft*wt
Else
Return 0
If (search string or keyword present in the body)
wkb = fb* wb
Else
Return 0
wkp = wkurl + wkt + wkb
If (wkp > threshold_value)
{
Add to output.
}
Insert all outlinks into the queue
}
7. Stop
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4 Conclusion

Hence, by using the concept of page weight, we completely scan Web pages and
compute the page weight. In this way, we can improve the efficiency of Web
crawler, as URL list produced as output by this method is of great importance than
traditional Web crawling method.
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A New Log Kernel-Based Possibilistic
Clustering

Meena Tushir and Jyotsna Nigam

Abstract An unsupervised possibilistic (UPC) algorithm with the use of validity
indexes has already been proposed. Although UPC works well, it does not show a
good accuracy for non-convex cluster structure. To overcome this limitation, we
have proposed a kernel version of UPC with a conditionally positive-definite kernel
function. It has the ability to detect clusters with different shapes and convex
structures because it transforms data into high-dimensional space. Our proposed
algorithm, the kernelized UPC-Log(UKPC-L), is an extension of UPC, by intro-
ducing log kernel function, which is only conditionally positive-definite function.
This makes the performance of our proposed algorithm better than UPC in case of
non-convex cluster structures. This has been demonstrated by the results obtained
on several real and synthetic datasets. We have compared the performance of UPC
and our proposed algorithm using the concept of misclassification, accuracy and
error rate to show its efficiency and accuracy.

Keywords Fuzzy c-means � Kernel functions � Possibilistic c-means
Conditionally positive-definite function

1 Introduction

Clustering [1, 2] is commonly used as one of the analytical techniques in the fields
of pattern recognition, modelling of system, image segmentation and analysis,
communication, data mining and so on. It sorts out the group of N observations or
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data points into C groups or data clusters (number of clusters), and the objects in
each group are more identical to one another than those in other groups. Data
clusters on which clustering is to be performed can be well separated, continuous or
overlapping. On the basis of cluster type, there are predominantly two types of
clustering: hard and fuzzy. Traditional (hard) clustering has a constraint to it that
each point of the dataset is restricted to only one cluster. The conception of fuzzy
clusters was proposed by Zadeh [3]. It included the notion of partial membership
where a data point in a dataset can simultaneously belong to more than one cluster.
It gave rise to the thought of probabilistic theory in clustering. Clusters, which are
well separated or continuous, give suitable results when processed with hard
clustering techniques but sometimes objects in a cluster overlap each other and
belong simultaneously to several clusters. Compared with hard clustering, fuzzy
clustering has a superior clustering performances and capabilities. The membership
degree of a vector xk to the ith cluster (uik) is a value in the interval [0, 1] in fuzzy
clustering. This idea was first introduced by Ruspini [4] and used by Dunn [5] to
construct a fuzzy clustering method based on the criterion function minimization.
This approach was generalized by Bezdek to fuzzy c-means algorithm by using a
weighted exponent on the fuzzy memberships. Although FCM is a very competent
clustering method, its membership does not always correspond well to the degrees
of belonging of the data, and it carries certain constraints. The results of FCM may
tend to be inaccurate in a noisy environment. Many spurious minima are generated
due to the presence of noise in the datasets, which further aggravate the situation.
FCM does not provide any method to handle this complication. To reduce this
weakness to some extent, Krishnapuram and Keller [6] proposed possibilistic c-
means algorithm. PCM uses a possibilistic approach, which uses a possibilistic
membership function to describe the degree of belonging. It determines a possi-
bilistic partition matrix, in which a possibilistic membership function measures their
absolute degree of typicality of a point in a cluster. In contrast to FCM, possibilistic
approach appeared to be more resilient to noise and outliers. PCM has a necessity to
predefine the number of clusters and is sensitive to initializations, which sometimes
generates coincident clusters. The condition to define the optimal c is termed as
cluster validity. To overcome the limitations imposed by FCM and PCM, many
new algorithms have been proposed which comprise of the ability to generate both
membership and typicality for unlabelled data [7, 8]. However, it is inferred from
the observations that these algorithms tend to give not so good results for
unequal-sized clusters. In 2006, a novel fuzzy clustering algorithm called unsu-
pervised possibilistic clustering algorithm (UPC) was put forward by Yang and Wu
[9]. Unsupervised clustering can determine the number of clusters with the help of
their proposed validity indexes. The objective function of UPC integrates the FCM
objective function with two cluster validity indexes. The parameters used in UPC
are easy to manoeuvre. UPC has many credits, like most enhanced visions, it only
works for the convex cluster structure of the dataset. UPC fails to give desirable
results when processed on non-convex structures of datasets. The kernel-based
unsupervised algorithm proposed in this paper is an extension to the UPC. The data
points in the proposed method (UKPC-L) are mapped to a higher dimensional space
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by kernel function, and the culminating clustering partition is obtained by opti-
mizing the objective function of UKPC-L. The experimental results exhibit better
results when compiled with the proposed kernel-based unsupervised algorithm.

The remainder of this paper is organized as follows. Section 2 provides back-
ground information on the fuzzy c-means, possibilistic c-means and unsupervised
possibilistic clustering. In Sect. 3, the kernel-based approach and kernel trick are
highlighted. In Sect. 4, the proposed kernelized version of UPC clustering model is
formulated. Section 5 highlights the potential of the proposed approach through
various synthetic and real datasets. Concluding remarks are presented in Sect. 6.

2 Literature Work

2.1 Fuzzy C-Means Clustering (FCM)

Most methodical clustering algorithms for clustering analysis are based on the
optimization of basic c-means function. In datasets clustering the similarity norm
used to group the object, which are identical in nature, is defined by the distance
norm. A large family of clustering algorithms and techniques complies with the
fuzzy c-means functional formulation by Bezdek and Dunn:

J U;Vð Þ ¼
Xc
i¼1

Xn
k¼1

umik xk � vik k2 ð1Þ

It is applicable to wide variety of data analysis problems and works well with
them. FCM algorithm assigns membership values to the data points, and it is
inversely related to the relative distance of a point to the cluster centres in the FCM
model. Each data point in FCM is represented by xk and vi represents the centre of
the cluster. Closeness of each data point to the centre of the cluster is defined as
membership value uik. m is the weighting exponent who determines the fuzziness of
the resulting clusters and it ranges from [1, ∞].

The cluster centres and membership values are computed as

vi ¼
Pn

k¼1 u
m
ikxkPn

k¼1 u
m
ik

ð2Þ

uik ¼ 1Pc
j¼1

xk�vi
xk�vj

� � 2
m�1

ð3Þ

For a given dataset X = {x,…, xn}, the fuzzy c-means algorithm partitions X into
C fuzzy subsets by minimizing the objective function given above. It satisfies the
condition:
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Xc
i¼1

uik ¼ 1

There are some limitations to the fuzzy c-means clustering method. Firstly, since
it is based on fixed distance norm, it has a limitation that this norm forces the
objective function to prefer clusters of certain shape even if they are not present in
the data. Secondly, it is sensitive to noise and there is a requirement to predefine the
number of clusters.

2.2 Possibilistic C-Means Clustering (PCM)

PCM works with the viewpoint of possibility theory. According to possibility
theory, the membership values can be interpreted as the degree of compatibility or
possibility of the points belonging to the classes. In variance to PCM, fuzzy pos-
sibilistic c-means clustering simultaneously produces both typicality and mem-
bership values. Due to low typicality, outliers are eliminated from the algorithm.

The objective function of PCM is [9]

Pm T ;V ;X; cð Þ ¼
Xn
i¼1

Xc
k¼1

tmikd
2
ik þ

Xc
i¼1

ci
Xn
k¼1

1� tkið Þm ð4Þ

where tik is the typicality value for data point xk whose cluster centre is vi, dki is the
distance measured between xk and ci, and c denotes a user-defined constant. c is
greater than zero with the value of i lying in the range of 1 to c. PCM uses
approximate optimization for additional conditions. The typicality of data point xk
and the centre of cluster vi can be obtained by the following equations

tki ¼ 1

1þ dki
ci

� � 1
m�1

; 8i ð5Þ

vi ¼
Pn

k¼1 t
m
ikxkPn

k¼1 u
m
ik

ð6Þ

PCM does not hold the probabilistic constraint that the membership values of the
data point across classes sum to one. It overcomes sensitivity to noise and over-
comes the need to specify number of clusters. However, there are still some dis-
advantages in the PCM, i.e. it depends highly on a good initialization and it tends to
produce coincidental clusters which are undesirable. The KPCM uses the KFCM to
initialize the membership and avoids the above-mentioned weakness of the PCM.
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2.3 Unsupervised Possibilistic C-Means Clustering (UPC)

In 2006, Yang and Wu proposed a new possibilistic clustering algorithm called
unsupervised possibilistic clustering (UPC) [9]. The objective function of UPC is an
extension to FCM objective function with partition coefficient (PC) and partition
entropy (PE) validity indexes to make it robust to noise and outliers.

The objective function of UPC is

Jupc U;Vð Þ ¼
Xc
i¼1

Xn
j¼1

umij d
2
ij þ

b
m2

ffiffiffi
c

p
Xc
i¼1

Xn
j¼1

umij log u
m
ij � umij

� �
ð7Þ

where m is the fuzzy factor and c is the cluster numbers. The first term is identical to
FCM objective function. The second term is constructed by analogue of PE and PC
validity indexes.

Parameter b is the sample covariance defined as:

b ¼
Pn

j¼1 xj � �x
�� ��
n

where �x ¼
Xn
j¼1

xj
n

ð8Þ

Minimizing the objective function with respect to uij and setting it to zero, we get
equation for membership value, i.e.

uij ¼ exp �m
ffiffiffi
c

p
xj�vi
�� ��2
b

 !
; i ¼ 1; . . .; c; j ¼ 1; . . .; n ð9Þ

Minimizing the objective function with respect to vi, we get equation for
membership value cluster centres, i.e.

vi ¼
Pn

j¼1 l
m
ij xjPn

j¼1 l
m
ij

ð10Þ

3 Kernel-Based Algorithm

3.1 Kernel-Based Approach

A kernel function is generalization of the distance matrix that measures the distance
between two data points as the data points are mapped into high-dimensional space
in which they are more clearly separable [10, 11]. We can increase the accuracy of
algorithm by exploiting a kernel function in calculating the distance of data points
from the prototypes.
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Kernel trick:
The kernel trick is a very interesting and powerful tool. It provides a bridge from

linearity to nonlinearity to any algorithm that can express solely on terms of dot
products between two vectors.

Kernel trick is interesting because that mapping does not need to be ever
computed. The “trick” is wherever a dot product is used, it is replaced with a kernel
function. The kernel function denotes an inner product in feature space and is
usually denoted as:

K x; yð Þ ¼ U xð Þ;U yð Þh i

Given an unlabelled dataset X ¼ x1; . . .; xnf g in p-dimensional space Rp, let U
be nonlinear mapping function from this input space to high-dimensional feature
space H:

U : Rp ! H; x ! U xð Þ

The dot product in high-dimensional feature space can be calculated through
kernel function K xi; xj

� �
, in the input space Rp

K xi; xj
� � ¼ U xið ÞU xj

� � ð11Þ

Some examples of kernel function are as follows:

Example 1 (Linear kernel): k x; yð Þ ¼ xTyþ c

Example 2 (Polynomial kernel): K xi; xj
� � ¼ xi:xj þ c

� �d where c � 0; d 2 N

Example 3 (Gaussian basis kernel):

K xi; xj
� �

: exp � xi � xj
�� ��2

2r2

 !
where r[ 0

Example 4 (Hyperbolic tangent (sigmoid) kernel):

K x; yð Þ ¼ tanh axT þ c
� �

:

4 Proposed kernelized UPC-Log Algorithm

To further improve UPC, we have used a log kernel function. Log kernel function is
conditionally positive-definite function, i.e. it is positive for all values of greater
than 0. We named our proposed algorithm as UKPC-L.
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Conditionally positive definite function:
Let X be a non-empty set. A kernel K is called conditionally positive definite if

and only if it is symmetric and

Xn
j;k¼1

cjckK xj; xk
� �� 0 ð12Þ

For n � 1; c1,…, cn 2 R with
Pn

j¼1 cj ¼ 0 and

x1; . . .; xn 2 X

The log kernel function that we have proposed for our algorithm is:

K x; yð Þ ¼ log 1þ axj � vi
�� ��2� �

ð13Þ

Using our log kernel function, the objective function and the distance for
UKPC-L clustering is as follows:

JUKPC�L ¼
Xc
i¼1

Xn
j¼1

umij D
2
ij þ

b
m2

ffiffiffi
c

p
Xc
i¼1

Xn
j¼1

umij
�

log umij � umij
�

ð14Þ

where

D2
ij ¼ U xið Þ � U við Þk k2¼ �2 log 1þ a xj � vi

�� ��2� �
ð15Þ

b ¼ �2
Pn

j¼1 logð1þ a xj � vi
�� ��2Þ

n
ð16Þ

Minimizing the objective function with respect to vi, we get equation for cluster
centres

vi ¼
Pn

j¼1 u
m
ij xj

1

1þ a xj�vik k2
� �� 	

Pn
j¼1

umij

1þ a xj�vik k2
� � ð17Þ

Minimizing the objective function with respect to uij and setting it to zero, we get
equation for membership value

uij ¼ exp
2m

ffiffiffi
c

p
b

log 1þ a xj�vi
�� ��2� �� 	

ð18Þ
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The general form of our proposed algorithm is as follows:

*Fix the number of clusters C; fix(m) > 1; set the learning rate a;
*Execute a FCM clustering algorithm to find initial U and V;
*Set iteration count k = 1;
Repeat
Calculate objective function J(u, v) using (14).
Compute b using (16).
Update vi using (17).
Update uik using (18).
Until a given stopping criterion, i.e. convergence precision e is satisfied.

5 Experimental Results

To demonstrate the efficiency and performance of our proposed algorithm, we
applied the kernelized UPC-L and UPC to a number of widely used datasets. We
used datasets with varying shapes, orientation and number of data points. The
real-life datasets used in the experiments are Iris dataset and Seed dataset. For our
experiments, we have chosen: m = 2, a = 2, e = 0.00001 and max_iter = 100.

5.1 Synthetic Datasets

1. Gaussian Random Data with Noise: The dataset generated is spherical with
unequal radii. There are four clusters and, the data points in each cluster are
normally distributed over two-dimensional space. Analysing the Fig. 1 closely,
our proposed algorithm gives desired results with cluster centres located at their
prototypical locations, while in the cases of UPC the cluster centres are slightly
shifted from the ideal locations.

The respective covariance matrices are:

0:40
00:8


 �
,

0:40
00:8
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,

0:40
00:8
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and

10
01


 �
The respective means for each cluster using the UPC clustering technique and

our proposed algorithm are given as:
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(i)Clustering by UPC 

(ii) Clustering by UKPC-L 
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Fig. 1 Clustering by a UPC.
b UKPC-L
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To show the effectiveness of our proposed algorithm, we also compute the error
using:

E� ¼ Videal � V�j jj j2

where * is UPC/UKPC-L.EUPC = 0.00126 and EUKPC-L = 0.00029. Clearly we can
see from error results that our proposed algorithm is better than UPC.

2. R15 spherical dataset: The next dataset consists of identical-sized spherical
dataset with 15 clusters. UPC has misplaced all the inner cluster prototypes. Our
proposed algorithm clusters the data points in the best way with all cluster
centres at the required positions.

The shift in the centres is clearly visible in Fig. 2.

3. Random Gaussian dataset without noise: The next dataset is a typical convex
cluster dataset. In this dataset, the UPC algorithm detects only four clusters
taking all as convex shapes, whereas our proposed algorithm detects five
clusters and hence proves to work well all shapes as well (Fig. 3).

5.2 High-Dimensional Real Datasets

We now study the performance quality and efficiency of our proposed clustering
algorithm on a few real datasets, namely Iris dataset and Seed dataset. The clus-
tering results were concluded using Huang’s accuracy measure [12] with the fol-
lowing formula:

r ¼
Pk

i¼1 ni
n

ð19Þ
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where ni is the number of data occurring in both the ith cluster and its corre-
sponding true cluster, and n is the number of data points in the dataset. According to
this measure, a higher value of r indicates a better clustering result with perfect
clustering yielding a value r = 1. Error has been calculated by using the measure:
E = 1 − r

(i) Clustering by UPC 

(ii) Clustering by UKPC-L 
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Fig. 2 Clustering by a UPC.
b UKPC-L using R15 dataset
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(i) Clustering by UPC 

(ii) Clustering by UKPC-L 
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Fig. 3 Clustering by a UPC.
b UKPC-L
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1. Iris dataset: This is a four-dimensional dataset containing 50 samples each of
three types of Iris flowers. One of the three clusters (class 1) is well separated
from the other two, while classes 2 and 3 have some overlap. We made several
runs of UPC and our proposed method when these algorithms are initialized
with FCM terminal prototypes. Table 1 compares the algorithms based on the
optimization efficiency as judged by the above equation.

As can be seen in the Table 1, UPC has the higher error value with 12 samples
assigned to incorrect labels. Comparing it with our proposed method, our algorithm
shows better accuracy of 93.33% making only ten errors.

2. Seed dataset: This is a multivariate dataset with 7 attributes (dimensions) and
210 instances. The examined dataset comprised kernels belonging to three
different varieties of wheat with 70 elements each.

As seen clearly from the Table 2, our proposed algorithm misclassifies only 23
elements into incorrect classes with 89.04% accuracy, which is slightly more effi-
cient compared to UPC which misclassifies 25 elements.

6 Conclusions

In this paper, we have proposed a conditionally positive-definite log kernel-based
possibilistic clustering. It performs well for different-shaped datasets, thereby
overcoming the limitation of previously proposed unsupervised algorithm in terms
of efficiency. Compared to UPC, our proposed method selects more desirable
cluster centroids, thereby increasing the clustering accuracy. To check the accuracy
of our algorithm, we have applied it on various real and synthetic datasets, and our
proposed algorithm gives better performance results on various performance criteria
like misclassification, accuracy and error rate.

Table 2 Number of misclassified data, elapsed time, accuracy and error using UPC and UKPC-L

Clustering algorithm Misclassifications Elapsed time Accuracy (%) Error (%)

UPC 25 0.28 88.57 11.42

UKPC-L 23 0.29 89.04 10.95

Table 1 Number of misclassified data, elapsed time, accuracy and error using UPC and UKPC-L

Clustering algorithm Misclassifications Elapsed time Accuracy (%) Error (%)

UPC 12 1.50 92.0 8.0

UKPC-L 10 0.71 93.3 6.6
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Fuzzy c-Means Clustering Strategies:
A Review of Distance Measures

Jyoti Arora, Kiran Khatter and Meena Tushir

Abstract In the process of clustering, our attention is to find out basic procedures
that measures the degree of association between the variables. Many clustering
methods use distance measures to find similarity or dissimilarity between any pair
of objects. The fuzzy c-means clustering algorithm is one of the most widely used
clustering techniques which uses Euclidean distance metrics as a similarity mea-
surement. The choice of distance metrics should differ with the data and how the
measure of their comparison is done. The main objective of this paper is to present
mathematical description of different distance metrics which can be acquired with
different clustering algorithm and comparing their performance using the number of
iterations used in computing the objective function, the misclassification of the
datum in the cluster, and error between ideal cluster center location and observed
center location.

Keywords FCM clustering � Euclidean distance � Standard euclidean distance
Mahalanobis distance � Minkowski distance � Chebyshev distance
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1 Introduction

Clustering is a technique of finding similar characteristic data among the given set
of data through association rules and classification rules resulting into separation of
classes and frequent pattern recognition. Clustering is basically knowledge dis-
covery process whose result can be used for future use, in various applications.
A good cluster definition involves low interclass similarity and high intra-class
similarity. In order to categorize the data, we have to apply different similarity
measure techniques to establish a relation between the patterns which will group the
data into different clusters with a degree of membership. In clustering, we have to
evaluate a good distance metrics, in order to have high intra-class similarity. Several
clustering algorithms with the different distance metrics have been developed in the
past, some of them are used in detecting different shapes of clusters such as
spherical [1], elliptical [2], some of them are used to detect the straight lines [3, 4],
algorithms focusing on the compactness of the clusters [2, 5]. Clustering is a
challenging field of research as it can be used as a separate tool to gain insight into
the allocation of data, to observe the characteristic feature of each cluster, and to
spotlight on a particular set of clusters for more analysis. Focusing on the proximity
measures, we can find some work that compares a set of distance metrics; therefore,
these could be used as guidelines. However, most of the work includes basic
distance metrics as Grabusts [6] compared Euclidean distance, Manhattan distance,
and Correlation distance with k-means on Iris dataset, similarly Hathaway [7]
compared distance with different values of p, Liu et al. [8] proposed a new algo-
rithm while changing the Euclidean distance with Standard Mahalanobis distance.

In this paper, we are presenting the survey of different distance metrics in order
to acquire proximity measure to be followed by the clustering criterion that results
in the definition of a good clustering scheme for dataset. We have included
Euclidean distance, Standard Euclidean distance, Mahalanobis distance, Standard
Mahalanobis distance, Minkowski distance, and Chebyshev distance and compared
on the criteria of accuracy and misclassification, location of center which to our
knowledge have not been discussed in such detail in any of the surveys till now.

The remainder of this paper is sectioned as follows. Section 2 provides related
work which includes detail of fuzzy c-means algorithm and overview of different
distance metrics, and Sect. 3 includes experimental results on different data types
including synthetic and real datasets. Section 4 concludes the review.

2 Related Work

2.1 Fuzzy c-Means Algorithm

The notion of fuzzy sets was developed by Zadeh [9] is an attempt to modify
exclusive clustering on the basis of their probability of any parameter on which
clusters have been developed, which was further extended by Bezdek et al. [3] as
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fuzzy c-means algorithm (FCM) is the most widely used algorithm. This approach
partitions a set of data fx1; . . .; xng � Rs into c-clusters based on a similarity
computed by the least square function of Euclidean distance metrics. The objective
function of FCM is

JFCMðX : U;VÞ ¼
Xc
j¼1

XN
i¼1

ðuijÞm xi � vj
�� ��2; 1\m\1 ð1Þ

where m > 1 is a fuzzification parameter, vj 2 RS is a cluster center, uij 2 ½0; 1� is a
degree to which data x belongs to cluster, defines partition matrix. xi � vj

�� ��2 is a
Euclidean distance metrics. The partition matrix uij is a convenient tool for repre-
senting cluster structure in the data, where the fuzzy partition has constraintPc

i¼1 uij ¼ 1. The most effective method of optimization of Eq. (1) is by alternative
optimization method used in conventional FCM. The equation of vj and uij can be
referred from [3].

2.2 Distance Measures

Important component of clustering algorithm is similarity measurement between the
data points. There are different measures which have been used with different
clustering algorithms in order to have clusters with desired properties. Some dis-
tance measures we will discuss are

2.2.1 Euclidean Distance

The Euclidean distance is the most intense similarity measure which is used widely
in FCM. This formula includes two objects and compares each attribute of indi-
vidual item with other to determine strength of relativity with each other. The
smaller the distance is greater the similarity. The equation for Euclidean distance is

dx;v ¼
�
ðx1 � viÞ2 þðx2 � viÞ2. . .ðxn � viÞ2 ð2Þ

Euclidean distance as a measure of similarity, hyperspherical-shaped clusters of
equal size are usually detected [10]. However, Euclidean distance degrades the
performance in the presence of noise in the dataset. This is because the object to
center dissimilarity term in (1) can place considerable membership to the outlying
data and due to membership constraint.
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2.2.2 Standard Euclidean Distance

The Standard Euclidean distance can be squared in order to place progressively
greater weight on objects that are farther apart. In this case, the equation becomes

d2x;v ¼ ðx1 � viÞ2 þðx2 � viÞ2. . .ðxn � viÞ2 ð3Þ

This distance metrics is frequently used in optimization problems in which
distances only have to be compared. Clustering with the Euclidean Squared dis-
tance is faster than clustering with the regular Euclidean distance.

2.2.3 Mahalanobis Distance

Mahalanobis distance is a measure of the distance between a given point and a
distribution. It is a multi-dimensional generalization of the act of determining the
number of standard deviations that a point x is away from the mean of the distri-
bution. The equation of the Mahalanobis distance is given by

dx;v ¼
�
xk � við ÞA�1 xk � við Þ ð4Þ

In (4), A is a covariance matrix of data. The Mahalanobis distance is better
adopted where the cluster required are nonspherical in shape. In [2], Cai has dis-
cussed in clustering algorithm, a modified Mahalanobis distance with preserved
volume was used. It is more particularly useful when multinormal distributions are
involved.

2.2.4 Standard Mahalanobis Distance

In Standard Mahalanobis distance, covariance matrix is replaced by correlation
matrix. The equation of the Standard Mahalanobis distance is represented by

dx;v ¼
�
xk � við ÞR�1 xk � við Þ ð5Þ

In (5) R is a correlation matrix. In [8], Liu et al. has proposed new algorithm
giving FCM-SM, normalizing each feature in the objective function, and all
covariance matrix becomes corresponding correlation matrix.

2.2.5 Minkowski Distance

Minkowski distance termed as Lp is a generalized metric that includes special cases
of p and introduced three distance metrics with p = 1(Manhattan distance), p = 2
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(Euclidean distance), and p = 1 (Chebyshev distance). The Minkowski distance of
order p between data points and center points is represented by

dx;v ¼
Xn
i¼1

xi � vik kp
 !1=p

ð6Þ

In [1, 2], different function of Minkowski distance with different value of p has
been implemented with FCM showing results on relational and object data types.

2.2.6 Chebyshev Distance

Chebyshev distance (L1) is a distance metric specified on a vector space where the
given two vectors are separated by a distance which is the largest of their differ-
ences measured along any coordinate dimension. Essentially, it is the maximum
distance between two points in any single dimension. The Chebyshev distance
between ant two points is given by (7)

dx;v ¼ max xi � vij j ð7Þ

3 Experiments’ Results

The purpose of the experimental part was to test the operation of the FCM algo-
rithm by applying different distance metrics on synthetic and real dataset. We used
datasets with wide variety in the shape of clusters, numbers of clusters, and count of
features in different data point. FCM is an unsupervised clustering so the number of
clusters to group the data was given by us. We choose m = 2 which is a good
choice for fuzzy clustering. For all parameters, we use e = 0.001, max_iter = 200.

3.1 Synthetic Datasets

3.1.1 X12 Dataset

The first example involves X12 dataset as given in Fig. 1 contains two identical
clusters with one outlier which is equidistant from both the clusters. We know FCM
is very sensitive to noise, so we do not get the desired results. To show the
effectiveness of different distance metrics, we have calculated the error E�, by sum
of the square of the difference between calculated center and the ideal center with
every distance metrics as given in Eq. (8).
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Different Volume Rectangle Dataset
By changing the volume of clusters in a pattern, we observe the effectiveness of

different distance metrics. Figure 2 shows the representation of dataset with two
identical clusters of different volume, ideal cluster center are defined by VRD.

Table 1 shows that for X12 dataset, best results are shown with Euclidean dis-
tance, Minkowski distance, and Chebyshev distance but number of iterations used
by Minkowski distance are more. The Standard Mahalanobis distance and
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Mahalanobis distance also show optimal results but Standard Euclidean distance
shows poor results. Similarly in Different Volume Rectangle dataset, Minkowski
distance and Chebyshev distance perform best as compared to other distance
metrics. The highest number of iterations is used by Mahalanobis distance. The
Standard Euclidean distance shows worst result with this dataset also. Both the
above data comprises of clusters forming compact clouds that are well separated
from one another, thus sum of squared error distance outperforms as compare to
other distance and Standard Euclidean distance shows poor results. Mahalanobis
distance due to calculation of covariance matrix for the data does not show accurate
result.

E� ¼ V12ðidealÞ � V12ðdistÞk k2 ð8Þ

V12ðidealÞ ¼ �3:3400 0
3:3400 0

� �
VRDðidealÞ ¼ 5 0

16 �1

� �

3.2 High-Dimensional DataSets

We now examine the defined evaluation criteria with some well-known real data-
sets, namely Iris dataset, Wine dataset and Wisconsin dataset. We are going to
analyze the clustering results using Huang’ s accuracy measure (r) [11].

r ¼
Pk

i¼1 ni
n

ð9Þ

where ni is the number of data occurring in both the ith cluster and its corre-
sponding true cluster, and n is the number of data points in the dataset. According to
this measure, a higher value of r indicates a better clustering result with perfect
clustering yielding a value of r = 1.

We made several runs of FCM with different distance metrics and calculated the
misclassification, accuracy, number of iterations on all the three high-dimensional
datasets. Here in Table 2, we find that how the algorithm shows different values of
misclassification over the three datasets with the change of distance metrics. In this,
we can see Chebyshev distance is giving good result with Iris and Breast Cancer
dataset with an accuracy of 90 and 96% respectively, Standard Euclidean distance is
giving best result with Wine dataset with an accuracy of 91%, however number of
iterations used is very high.
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4 Conclusions

We described various distance metrics for FCM and examined the behavior of the
algorithm with different approaches. It has been concluded from results on various
synthetic and real datasets that Euclidean distance works well for most of the
datasets. Chebyshev and Minkowski distances are equally suitable for clustering.
Further exhaustive exploration on distance metrics needs to be done on various
datasets.
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Noise Reduction from ECG Signal Using
Error Normalized Step Size Least Mean
Square Algorithm (ENSS) with Wavelet
Transform

Rachana Nagal, Pradeep Kumar and Poonam Bansal

Abstract This paper presents the reduction of baseline wander noise found in ECG
signals. The reduction has been done using wavelet transform inspired error nor-
malized step size least mean square (ENSS-LMS) algorithm. We are presenting a
wavelet decomposition-based filtering technique to minimize the computational
complexity along with the good quality of output signal. The MATLAB simulation
results validate the good noise rejection in output signal by analyzing parameters,
excess mean square error (EMSE) and misadjustment.

Keywords ECG signal � ENSS algorithm � LMS algorithm � Wavelet transform
EMSE � Misadjustment

1 Introduction

Electrocardiographic (ECG) signals are very low amplitude signals around 1 mV.
ECG signal can be corrupted with either noises named as baseline wander (BW) or
power line interface (PLI) noises. These two noises badly degrade the ECG signal
quality and generate a resembling PQRST waveform and remove some tiny features
which are important for diagnosis. ECG is commonly more affected by Baseline
Wander (BW), which is the reason behind varying electrode skin impudence,
patient’s breath, and movement. This noise is a kind of sinusoid signal with random
frequency and phase. Baseline wander reduction is very important step to process
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ECG signal. Finally, the work presents here with aim to find the clean signal from the
undesired noisy signals so that the out coming signal can be used for easy diagnosis.

There are so many techniques used to enhance the quality of the signal in the
research papers [1–9], those were used both adaptive and non-adaptive models.
There were so many adaptive filters proposed for canceling noise from ECG signal.
These adaptive filters minimize the error between the noisy ECG signal (considered
as the primary input) and a reference signal which is somehow correlated with the
noise present in primary ECG signal. To track the dynamic variations of the ECG
signals, Thakor et al. [1] give the concept of an adaptive recurrent filter structure
which acquired the impulse response of normal QRS. To track the QRS complexes
in ECG signals with few parameters, an adaptive system has been proposed which
is based on the Hermite functions [2]. To update the coefficient of the filter, there is
always a need to have an adaptive algorithm. The task of this adaptive algorithm is
to minimize the error obtained after subtracting the output of the filter and the
addition of main signal and noise. The researcher also analyzed the error conver-
gence when the reference input is deterministic signal. One of that kind works has
been published by Olmos et al. [3], where they had derived the expression for
steady-state misadjustment taking ECG as input signal. Costa et al. [4] proposed
noise resilient variable step size LMS algorithm which is specially designed for
biomedical signals. A software approach has also been developed by Brouse et al.
[5] for detecting noises from ECG signal using wavelet decomposition of signals.
But hardware implementation of this approach becomes costly for biomedical
applications. So there are several adaptive algorithms, and there modification has
been published [10–13].

This paper contributes by implementing error normalized step size least mean
square (ENSS-LMS) algorithm with the help of wavelet transforms. In this paper,
the adaptive structure of ENSS is presented to eliminate the baseline wander noise
from ECG signals. MIT-BIH database is used to implement and analyze the per-
formance of weight updating algorithm (ENSS) to eliminate the baseline wander
noise from ECG signals. MATLAB simulations have been done to indicate sub-
stantial improvements of the quality if ECG signals by obtaining the good value of
EMSE and misadjustment.

This paper is organized as follows: Sect. 2 gives the proposed Implementation of
ENSS algorithm along with wavelet transform. Section 3 shows the simulation
results. Section 4 concludes the work.

2 Proposed Implementation

2.1 ENSS Algorithm-Based ANC System

Adaptive noise cancellation is a technique used to remove the noise from the input
signal. Figure 1 shows the primary input signal x(n) which is basically the addition
of original signal with some noise. If an original signal is say s(n) and noise signal
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say N1(n), then primary input x(n) becomes x(n) = s(n) + N1(n). There is also a
reference signal taken which is related to the noise added with the original signal.
The reference noise signal N(n) will pass through a filter whose coefficient will be
updated through ENSS-LMS algorithm.

2.2 1-D Wavelet Transform (Haar Wavelet Transform)

It has been seen that a signal is decomposed in terms of its sinusoids for spectral
analysis, but it has also found that decomposing the signal in terms of its com-
ponents for different frequency band spectrum is very good to reduce the com-
plexity of transform like wavelet transform [14]. So we use discrete wavelet
transform for spectral analysis of signal using a set of basic function defined in both
frequency and time domain. Here we are using ‘Haar’ wavelet [15]. Haar wavelet is
basically a sequence of rescaled square-shaped integral function on the unit interval
represented in terms of an orthonormal function. It is generally used for the analysis
of signals which suddenly changes [16]. The mother wavelet function for Haar
wavelet is defined as:

XW 0; 0ð Þ
X/ 0; 0ð Þ

� �
¼

1ffiffi
2

p 1ffiffi
2

p
1ffiffi
2

p 1ffiffi
2

p

" #
x 0ð Þ
x 1ð Þ

� �
or X ¼ Hn;0x ð1Þ

Its inverse function is defined as

x ¼ HTX ð2Þ
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Fig. 1 Block diagram of
proposed ENSS-based ANC
system
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2.3 ENSS-LMS Algorithm

Error normalized step size least mean square (ENSS) is an algorithm where instead
of filter input the step size parameters vary. The step size parameters vary as a
nonlinear function of the error vector. In error normalized step size algorithm, the
variable step size is inversely proportional to the squared of the error vector. Also in
this algorithm, the number of iteration and the length of the error vector are equal.
The equation for updating the weights of ENSS is:

W nþ 1ð Þ ¼ W nð Þþ l

1þ l enk k2 e nð Þx nð Þ ð3Þ

where

enk k2¼
Xn�1

i¼0

e2 n� ið Þ ð4Þ

is the squared of the error e nð Þ, which is used for the estimation of it for its entire
updating. The step size equation is now defined as:

W nþ 1ð Þ ¼ W nð Þþ 1
1
l þ enk k2 e nð Þx nð Þ ð5Þ

As the length of error vector e(n) is equal to the number of iterations say n, the
proposed variable step size µ(n) becomes nonlinear decreasing function of n. So,
enk k2 will be increasing function of n. Also, µ(n) is an increasing function of the

parameter µ [17].

2.4 Implementation Steps

1. Import the ECG signal in the program to workspace which is x(n); we consider
this ECG signal with noise.

2. Following that baseline wander noise file is also imported from workspace, we
call it as reference noise signal and denoted by N(n).

3. A correlated noise is generated by passing the noise signals through a
parameterized filter of some order.

4. Wavelet Transform of principle signal and baseline wander noise both will be
taken. So the output of 1-D wavelet box shown in Fig. 1 is x nð ÞW tð Þ for
primary signal and N1 nð ÞW tð Þ for reference signal.

5. Weights, error, and other variables are initialized.
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6. Now the wavelet coefficient obtained from signals will be processed through
the FIR Wiener filter.

7. The step size is determined using its limit equation (3), where the error will be
calculated by Eq. (5).

8. Output of the filter is calculated by multiplying the baseline noise signal with
the computed tap weight. So Eq. (3) becomes

W nþ 1ð Þ ¼ W nð Þ þ
�

l

1þ l enk k2 e nð ÞN1nÞW nð Þ
�
: ð6Þ

9. The output of filter acts as a complementary to the noise present in the signal
which when added to the corrupted signal cancels a part of the noise. This
negative addition gives desired response from the ANC system.

10. The desired signal is a cleaned signal. This cleaned signal which when sub-
tracted from the principal signal gives us an error signal.

11. The error signal is fed back into tap weight computing equation via ENSS-LMS
algorithm using Eq. (3).

12. Finally, the inverse 1-D wavelet transform has been taken to get the final signal
using Eq. (2).

The resulted signal is the clean ECG signal.

3 Simulation Results

The work presented here used database of 3600 samples of the ECG signal. This
has been collected from the benchmark MIT-BIH arrhythmia database [18]
(recording nos 101, 102, 103). The non-stationary real baseline wander noise is
obtained from MIT-BIH Normal Sinus Rhythm Database (NSTDB). The arrhyth-
mia database consists of ECG recordings obtained from 47 subjects (men and
women of different age-groups). The recording has 11-bit resolution over a 10 mV
range with 360 samples per second per channel. The performance of algorithm is
evaluated in terms of EMSE and misadjustment as shown in Table 2.

After getting the database, the ECG recording (records 101, 102, 103), add
baseline wander noise to generate primary signals. As shown in Fig. 1, wavelet
transform of primary signal (addition of normal ECG and baseline wander) has
been taken. Figure 2 shows the wavelet transform of primary signal using ‘Haar’
wavelet with level 1 decomposition. After this export the coefficient of wavelet to
MATLAB workspace.

Now as per Fig. 1, the wavelet transform of reference noise needs to be taken
using ‘Haar’ wavelet with level 1 decomposition. Figure 3 shows the wavelet
decomposition of reference noise signal using wavelet 1-D transform. The coeffi-
cient of wavelet transform can be now export to MATLAB workspace for further
processing.
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The wavelet decomposition allows the temporal addition of the ECG signal and
left the ECG signal with only one-fourth of the input signal size. Now the reference
signal will be passed through a FIR filter designed. The output of the filter will be
subtracted from the primary signal x(n) [after wavelet decomposition it becomes sig
(n)], and an error signal has been generated, which will again fed back to the filter
via ENSS-LMS algorithm [using Eq. (1)] to update the weights of filter. Finally,
inverse wavelet transform is taken to get the cleaned signal shown in Fig. 4.

To validate the clean ECG signal shown in Fig. 4, the parameters EMSE and
misadjustment have been analyzed (refer Table 1). It is clear from Table 2 that
when recording 101 has been taken as input signal with noise, the EMSE reduced to
−30.665 dB which is great reduction as compared to LMS algorithm with value

Fig. 2 Wavelet
decomposition of primary
signal (ECG+ baseline
wander noise)

Fig. 3 Wavelet
decomposition of reference
noise signal (baseline wander
noise)
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−7.788 dB for same recording for step size parameter µ = 0.025. Now increasing
the step size parameter with value µ = 0.05, the value of EMSE reduced to
−34.257 dB and to −18.752 dB for LMS algorithm so as misadjustment too. For
step size parameter µ = 0.1, EMSE has value −39.710 (ENSS) against −30.407 in
case of LMS algorithm. To validate the model, the experiment was repeated for
other ECG database recording too named as 101, 102, and many more. But because
of space constraint, only the results of three recordings have been shown in
Tables 1 and 2.

Fig. 4 Final ECG signal output after taking inverse wavelet transform

Table 1 EMSE and misadjustment values for different recorded ECG signals for ENSS-LMS
algorithm

ENSS Record 101 Record 102 Record 103 Average

EMSE
(dB)

M EMSE
(dB)

M EMSE
(dB)

M EMSE
(dB)

M

µ = 0.025 −30.665 0.5142 −31.543 0.5150 −31.658 0.6265 −30.666 0.5519

µ = 0.05 −34.257 0.9337 −35.252 0.9299 −34.743 0.9501 −34.746 0.9379

µ = 0.1 −39.710 0.7555 −41.324 0.8258 −42.101 0.7563 −41.045 0.7792

Table 2 EMSE and misadjustment values for different recorded ECG signals for LMS algorithm

LMS Record 101 Record 102 Record 103 Average

EMSE
(dB)

M EMSE
(dB)

M EMSE
(dB)

M EMSE
(dB)

M

µ = 0.025 −7.788 0.908 −6.952 0.992 −7.129 0.912 −7.289 0.937

µ = 0.05 −18.752 0.846 −17.842 0.878 −18.521 0.855 −18.371 0.859

µ = 0.1 −30.407 −8.919 −29.107 −8.990 −30.203 −8.23 −29.905 −8.890
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4 Conclusion

Wavelet decomposition-based method for improving the quality of ECG signal by
removing baseline wander noise has been proposed in this paper. The simulation
results show the effectiveness of this technique by decreasing the EMSE and
misadjustment. Analyzing the result shown in Tables 1 and 2, we can say that
stablishing the wavelet-based adaptive noise cancellation system with ENSS
algorithm, taking ECG signal as input gives better results than LMS stablished
ANC system. The average value of EMSE from recordings 101, 102, 103 gives
−30.66 dB than −7.289 dB (LMS) for µ = 0.025. Similar for misadjustment, the
average value is 0.5519 (ENSS) than 0.937 (LMS) value for µ = 0.025. Overall
even for other values for µ = 0.025, the proposed method behaves better and can be
used as a performance optimization tool in biomedical signal processing.
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A Novel Approach for Extracting
Pertinent Keywords for Web Image
Annotation Using Semantic Distance
and Euclidean Distance

Payal Gulati and Manisha Yadav

Abstract The World Wide Web today comprises of billions of Web documents
with information on varied topics presented by different types of media such as text,
images, audio, and video. Therefore along with textual information, the number of
images over WWW is exponentially growing. As compared to text, the annotation
of images by its semantics is more complicated as there is a lack of correlation
between user’s semantics and computer system’s low-level features. Moreover, the
Web pages are generally composed of contents containing multiple topics and the
context relevant to the image on the Web page makes only a small portion of the
full text, leading to the challenge for image search engines to annotate and index
Web images. Existing image annotation systems use contextual information from
page title, image src tag, alt tag, meta tag, image surrounding text for annotating
Web image. Nowadays, some intelligent approaches perform a page segmentation
as a preprocessing step. This paper proposes a novel approach for annotating Web
images. In this work, Web pages are divided into Web content blocks based on the
visual structure of page and thereafter the textual data of Web content blocks which
are semantically closer to the blocks containing Web images are extracted. The
relevant keywords from textual information along with contextual information of
images are used for annotation.
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1 Introduction

WWW is the largest repository of digital images in the world. The number of
images available over the Web is exponentially growing and will continue to
increase in future. However, as compared to text, the annotation of images by
means of the semantics they depict is much more complicated. Humans can rec-
ognize objects depicted in images, but in computer vision, the automatic under-
standing the semantics of the images is still the perplexing task. Image annotation
can be done either through content-based or text-based approaches. In text-based
approach, different parts of a Web page are considered as possible sources for
contextual information of images, namely image file names (ImgSrc), page title,
anchor texts, alternative text (ALT attribute), image surrounding text. In the
content-based approach, image processing techniques such as texture, shape, and
color are considered to describe the content of a Web image.

Most of the image search engines index images using text information associated
with images, i.e., on the basis of alt tags, image caption. Alternative tags or alt tag
provides a textual alternative to non-textual content in Web pages such as image,
video, media. It basically provides a semantic meaning and description to the
embedded images. However, the Web is still replete with images that have missing,
incorrect, or poor text. In fact in many cases, images are given only empty or null
alt attribute (alt = “ ”) thereby such images remain inaccessible. Image search
engines that annotate Web images based on content-based annotation have problem
of scalability.

In this work, a novel approach for extracting pertinent keywords for Web image
annotation using semantic distance and Euclidean distance is proposed. Further, this
work proposes an algorithm that automatically crawls the Web pages and extracts
the contextual information from the pages containing valid images. The Web pages
are segmented into Web content blocks and thereafter semantic correlation is cal-
culated between Web image and Web content block using semantic distance
measure. The pertinent keywords from contextual information along with semantic
similar content are then used for annotating Web images. Thereafter, the images are
indexed with the associated text it refers to.

This paper is organized as follows: Sect. 2 discusses the related work done in
this domain. Section 3 presents the architecture of the proposed system. Section 4
describes the algorithm for this approach. Finally, Sect. 5 comprises of the
conclusion.

2 Related Work

A number of text-based approaches for Web image annotation have been proposed
in recent years [1]. There are numerous systems [2–6] that use contextual infor-
mation for annotating Web images. Methods for exacting contextual information
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are (i) window-based extraction [7, 8], (ii) structure-based wrappers [9, 10],
(iii) Web page segmentation [11–13].

Window-based extraction is a heuristic approach which extracts image sur-
rounding text; it yields poor results as at times irrelevant data is extracted and
relevant data is discarded. Structure-based wrappers use the structural informa-
tion of Web page to decide the borders of the image context but these are not
adaptive as they are designed for specific design patterns of Web page. Web page
segmentation method is adaptable to different Web page styles and divides the
Web page into segments of common topics, and then each image is associated with
the textual contents of the segment which it belongs to. Moreover, it is difficult to
determine the semantics of text with the image.

In this work, Web page is segmented into Web content blocks using
vision-based page segmentation algorithm [12]. Thereafter, semantic similarity is
calculated between Web image and Web content block using semantic distance
measure. Semantic distance is the inverse of semantic similarity [14] that is the less
distance of the two concepts, the more they are similar. So, semantic similarity and
semantic distance are used interchangeably in this work.

Semantic distance between Web content blocks is calculated by determining a
common representation among them. Generally, text is used for common repre-
sentation. As per the literature review, there are various similarity metrics for texts
[13, 15, 16]. Some simple metrics are based on lexical matching. Prevailing
approaches are successful to some extent, as they do not identify the semantic
similarity of texts. For instance, terms Plant and Tree have a high semantic cor-
relation which remains unnoticed without background knowledge. To overcome
this, WordNet taxonomy as background knowledge is discussed [17, 18].

In this work, the word-to-word similarity metric [19] is used to calculate the
similarity between words and text-to-text similarity is calculated using the metric
introduced by Corley [20].

3 Proposed Architecture

The architecture of proposed system is given in Fig. 1. Components of proposed
system are discussed in following subsequent subsections.

3.1 Crawl Manager

Crawl manager is a computer program that takes the seed URL from the URL
queue and fetches the Web page from WWW.
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3.2 URL Queue

URL queue is a type of repository which stores the list of URLs that are discovered
and extracted by crawler.

3.3 Parser

Parser is used to extract information present on Web pages. Parser downloads the
Web page and extracts the XML file of the same. Thereafter, it convert XML file
into DOM object models. It then checks whether valid images are present on the

Fig. 1 Proposed architecture
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Web page or not. If valid image is present on the Web page, then the page is
segmented using visual Web page segmenter; otherwise, next URL is crawled.
The DOM object models which contain page title of Web page, image source, and
alternative text of valid images present on the Web page are extracted from the set
of object models of the Web page.

3.4 Visual Web Page Segmenter

Visual Web page segmenter is used for the segmentation of Web pages into Web
content blocks. By the term segmentation of Web pages means dividing the page by
certain rules or procedures to obtain multiple semantically different Web content
blocks whose content can be investigated further.

In the proposed approach, VIPS algorithm [12] is used for the segmentation of
Web page into Web content blocks. It extracts the semantic structure of a Web page
based on its visual representation. The segmentation process has basically three
steps: block extraction, separator detection, and content structure construction.
Blocks are extracted from DOM tree structure of the Web page by using the page
layout structure, and then separators are located among these blocks. The
vision-based content structure of a page is obtained by combining the DOM
structure and the visual cues. Therefore, a Web page is a collection of Web content
blocks that have similar DOC. With the permitted DOC (pDOC) set to its maximum
value, a set of Web content blocks that consist of visually indivisible contents is
obtained. This algorithm also provides the two-dimensional Cartesian coordinates
of each visual block present on the Web page based on their locations on the Web
page.

3.5 Block Analyzer

Block analyzer analyses the Web content blocks obtained from segmentation.
Further, it divides the Web content blocks into two categories: image blocks and
text blocks. Web blocks which contain images are considered as image blocks and
rest are considered as text blocks.

3.6 Nearest Text Block Detector

Nearest text block detector detects the nearest text blocks to an image block. For
checking closeness, Euclidean distance between closest edges of two blocks is
calculated. Distance between two line segments is obtained by using Eq. (1):
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Euclidean Distance ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � x1Þ2 þðy2 � y1Þ2

q
ð1Þ

After the distance is calculated between each image block pair and text block
pair, the text blocks whose distance from image block is below the threshold are
assigned to that image block. In this way, each image block is assigned with a group
of text blocks which are closer in distance with that image block.

3.7 Tag Text Extractor

In the proposed approach, tag text extractor is used for extracting text from the
HTML tags. Parser provides the DOM object models by parsing a Web page. If the
image present on this Web page is valid, i.e., it is not a button or an icon, which is
checked by valid image checker, are extracted from metadata of image like image
source (Imgsrc), alternative text (Alt). Page title of the Web page which contains
this image is also extracted.

3.8 Keyword Extractor

In this work, keyword extractor is used to extract keywords from the metadata of
images and page title. Keywords are stored into a text file which is further used for
obtaining semantically close text blocks by calculating semantic distance.

3.9 Semantic Distance Calculator

Semantic distance calculator is used to determine the semantic correlation among
the Web content blocks. As lexical matching between words does not provide better
results, here the words are matched with concepts in a knowledge base and concept
to concept matching is computed using WordNet.

Before computing text similarity between image metadata and text blocks,
preprocessing of the text blocks is done. After preprocessing process, sentence
detection is done. Then tokenization is done, and finally, a part of speech tagging is
done for all the words using NLP. At last, stemming of the terms is done and
thereafter, terms are mapped to WordNet concepts.

The similarity of text is calculated using Corley’s approach. In this method, for
every noun (verb) that belongs to image metadata, the noun (verb) in the text of text
blocks with maximum semantic similarity is identified according to Eq. 2.
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simLin ¼ 2:IC LCSð Þ
IC Concept1ð Þþ IC Concept2ð Þ ð2Þ

Here LCS is the least common subsumer of the two concepts in the WordNet
taxonomy, and IC is the information content that measures the specificity for a
concept as follows:

ICðconceptÞ ¼ � logPðconceptÞ ð3Þ

In Eq. 3, P(concept) is the probability of occurrence of an instance of concept in
a large corpus. For the classes other than noun (verb), a lexical matching is per-
formed. The similarity between two texts T1 (text of image metadata), T2 (text of
text blocks) is calculated as:

sim T1; T2ð ÞT1¼
P

wi2T1 maxSim wi; T2ð Þ:idf wið Þ
P

wi2T1 idf wið Þ ð4Þ

where idf(wi) is the inverse document frequency [19] of the word wi in a large
corpus. A directional similarity score is further calculated with respect to T1. The
score from both directions is combined into a bidirectional similarity as given in
Eq. 5:

sim T1; T2ð Þ ¼ sim T1; T2ð ÞT1 :sim T1; T2ð ÞT2 ð5Þ

This similarity score has a value between 0 and 1. From this similarity score,
semantic distance is calculated as follows:

distsem T1; T2ð Þ ¼ 1� sim T1; T2ð Þ ð6Þ

In this way, semantic distance is calculated among image block and its nearest
text blocks. The text block whose semantic distance is less is the semantically
correlated text block to that image block.

3.10 Text Extractor

Text extractor is used to extract text from text blocks present on the Web page. Text
of semantically close text block obtained in the previous step is extracted and
buffered. This text along with the text extracted from image metadata and page title
of Web page is used to extract frequent keywords.
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3.11 Keyword Determiner

In this work, keyword determiner is used to extract keywords from the text stored in
a buffer. Frequent keywords are determined by applying a threshold on the fre-
quency count of keywords. Keywords whose frequency is above the threshold are
extracted and used for annotating images.

3.12 Image Annotation

Page title of Web page, image source of image, alternative text of image, and
frequent keywords extracted in the previous step—all of these describe the image
best.

4 Algorithm

The algorithm for proposed system is automatic image annotation. This algorithm
takes the URL of Webpage as input and provides the description of the Web page as
output.

This algorithm is used here for annotating images present on the Web page.
Firstly, parsing is done to extract page title, Img_Src, Alt Text of image. Secondly,
Web page segmentation is performed using VIPS algorithm. Then validity of image
is checked and for valid images find nearest text blocks using the algorithm given
below. For closer text block list, semantic distance is calculated using bidirectional
similarity between blocks. Then keywords are extracted from the semantically close
text block. These keywords are used for image annotation process.

Automatic_Image_Annotation (Description of image)

Begin

Parse the Web page (URL)

If contain valid image

Text1 = Extract Page_Title, Img_Src(valid image),

alt( valid image)

Web_Page_Segmentation (URL)

For each valid image_block

Text_block_list = Find_Nearest_text_block

(ImageBlock Cartesian Coordinates, Text Blocks

Cartesian Coordinates)

least_distance = some_big_number;

For each text block in Text_block_list

Distance = Find_semantic_distance (Text Block, Text1 )
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If (least_distance > distance)

{

Least_distance = Distance

Return idtext ;

}

Extract keywords from text block ( idtext )

End

End

Algorithm for obtaining nearest text blocks is find nearest text blocks. It takes
image blocks and text blocks as input and provides a list of nearest blocks as output.
This algorithm collects the nearest text blocks to an image block present on the Web
page using closest edge Euclidean distance between Web content blocks. It uses the
Cartesian coordinates of Web content blocks to calculate Euclidean distance.

Find_Nearest_Text_Block (List of Nearest Text Blocks)

Begin

For each Text Block

{

Distance = calculate Euclidean distance

between image block and text block

If (distance < threshold)

{

Put the id of text block in a list

}

}

End

5 Conclusion

This paper presents algorithm for the novel approach for extracting pertinent
keywords for Web image annotation using semantics. In this work, Web images are
automatically annotated by determining pertinent keywords from contextual
information from Web page and semantic similar content from Web content blocks.
This approach provides better results than method of image indexing using Web
page segmentation and clustering [21], as in existing method context of image, it is
not coordinated with the context of surrounding text. This approach will provide
good results as closeness between image and Web content blocks is computed using
both Euclidean distance and semantic distance.
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Classification of Breast Tissue Density
Patterns Using SVM-Based Hierarchical
Classifier

Jitendra Virmani, Kriti and Shruti Thakur

Abstract In the present work, three-class breast tissue density classification has
been carried out using SVM-based hierarchical classifier. The performance of
Laws’ texture descriptors of various resolutions have been investigated for differ-
entiating between fatty and dense tissues as well as for differentiation between
fatty-glandular and dense-glandular tissues. The overall classification accuracy of
88.2% has been achieved using the proposed SVM-based hierarchical classifier.

Keywords Breast tissue density classification � Texture feature extraction
Hierarchical classifier

1 Introduction

The most commonly diagnosed disease among women nowadays is breast cancer
[1]. It has been shown that high breast tissue density is associated with high risk of
developing breast cancer [2–10]. Mortality rate for breast cancer can be increased if
detection is made at an early stage. Breast tissue is broadly classified into fatty,
fatty-glandular, or dense-glandular based on its density.

Various computer-aided diagnostic (CAD) systems have been developed by
researchers in the past to discriminate between different density patterns, thus
providing the radiologists with a system that can act as a second opinion tool to
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validate their diagnosis. Few studies have been carried out on Mammographic
Image Analysis Society (MIAS) dataset for classification of breast tissue density
patterns into fatty, fatty-glandular, and dense-glandular tissue types [3–10]. Among
these, mostly the studies have been carried on the segmented breast tissue
(SBT) and rarely on fixed-size ROIs [3–10]. Out of these studies, Subashini et al.
[6] report a maximum accuracy of 95.4% using the SBT approach, and Mustra et al.
[9] report a maximum accuracy of 82.0% using the ROI extraction approach.

The experienced participating radiologist (one of the authors of this paper)
graded the fatty, fatty-glandular, and dense-glandular images as belonging to typical
or atypical categories. The sample images of typical and atypical cases depicting
different density patterns are shown in Fig. 1.

In the present work, a hierarchical classifier with two stages for binary classi-
fication has been proposed. This classifier is designed using support vector machine
(SVM) classifier in each stage to differentiate between fatty and dense breast tissues
and then between fatty-glandular and dense-glandular breast tissues using Laws’
texture features.

2 Methodology

2.1 Description of Dataset

The MIAS database consists of total 322 mammographic images out of which 106
are fatty, 104 are fatty-glandular, and 112 are dense-glandular [11]. From each
image, a fixed-size ROI has been extracted for further processing.

2.2 Selecting Regions of Interest

After conducting repeated experiments, it has been asserted that for classification of
breast density, the center area of the tissue is the optimal choice [12]. Accordingly,

Fig. 1 Sample of mammographic images from MIAS database, a typical fatty tissue ‘mdb132,’
b typical fatty-glandular tissue ‘mdb016,’ c typical dense-glandular tissue ‘mdb216,’ d atypical
fatty tissue ‘mdb096,’ e atypical fatty-glandular tissue ‘mdb090,’ f atypical dense-glandular tissue
‘mdb100’
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fixed-size ROIs of size 200 � 200 pixels have been extracted from each mam-
mogram as depicted in Fig. 2.

2.3 Proposed Method

Computer-aided diagnostic systems involve analysis of mammograms through
computers which can be used by the radiologists as a second opinion tool for
validating their diagnosis as these systems tend to improve the diagnostic accuracy
by detecting any lesions that might be missed during subjective analysis [1, 3–10,
13, 14]. The block diagram is shown in Fig. 3.

Feature Extraction Module The texture descriptor vectors (TDVs) derived from
Laws’ texture analysis using Laws’ masks of resolutions 3, 5, 7, and 9 have been
used in the present work for design of SVM-based hierarchical classifier.

Feature Classification Module Support vector machine classifier has been
extensively used for classification of texture patterns in medical images [1, 14–19].
In the present work, two binary SVM classifiers arranged in a hierarchical frame-
work have been used for three-class breast tissue density classification. The SVM
classifier is implemented using LibSVM library [20].

Fig. 2 ROI extraction
protocol for mammographic
image ‘mdb216’ with ROI
marked
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3 Results

Various experiments were conducted to obtain the classification performance of
Laws’ texture features using hierarchical classifier built using two stages of binary
SVM classifiers.

3.1 Classification Performance of Laws’ Texture Features
Using Hierarchical Classifier

In this work, the performance of TDVs derived using Laws’ masks of length 3, 5, 7,
and 9 is evaluated using SVM-based hierarchical classifier. The results obtained are
shown in Table 1.

From Table 1, it can be observed that OCA of 91.3, 93.2, 91.9, and 92.5% is
achieved for TDV1, TDV2, TDV3, and TDV4, respectively, using SVM-1
sub-classifier, and OCA of 92.5, 84.2, 87.0, and 90.7% is obtained for TDV1,
TDV2, TDV3, and TDV4, respectively, using SVM-2 sub-classifier.

The results from Table 1 show that for differentiating between the fatty and
dense breast tissues, SVM-1 sub-classifier gives best performance for features
extracted using Laws’ mask of length 5 (TDV2), and for further classification of
dense tissues into fatty-glandular and dense-glandular classes, SVM-2 sub-classifier
gives best performance using features derived from Laws’ mask of length 3
(TDV1). This analysis of the hierarchical classifier is shown in Table 2. The OCA
for hierarchical classifier is calculated by adding the misclassified cases at each
classification stage.

Fig. 3 Proposed classification system
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Table 1 Performance of TDFVs derived from laws’ texture features using hierarchical classifier

TDV (l) Classifier CM OCA (%)

F D

TDV1 (30) SVM-1 F 43 10 91.3

D 4 104

SVM-2 FG DG 92.5

FG 48 4

DG 4 52

TDV2 (75) SVM-1 F D 93.2

F 43 10

D 1 107

SVM-2 FG DG 84.2

FG 39 13

DG 4 52

TDV3 (30) SVM-1 F D 91.9

F 43 10

D 3 105

SVM-2 FG DG 87.0

FG 41 11

DG 3 53

TDV4 (75) SVM-1 F D 92.5

F 44 9

D 3 105

SVM-2 FG DG 90.7

FG 46 6

DG 4 52

Note TDV: texture descriptor vector, l: length of TDV, CM: confusion matrix, F: fatty class, D:
dense class, FG: fatty-glandular class, DG: dense-glandular class, OCA: overall classification
accuracy

Table 2 Performance analysis of hierarchical classifier

Classifier TDV (l) CM CA (%) Misclassified
cases

OCA
(%)

F D

SVM-1 TDV2
(75)

F 43 10 93.2 (11/
161)

19/161 88.2

D 1 107

SVM-2 TDV1
(30)

FG DG 92.5 (8/
108)FG 48 4

DG 4 52

Note TDV: texture descriptor vector, l: length of TDV, CM: confusion matrix, F: fatty class, D:
dense class, FG: fatty-glandular class, DG: dense-glandular class, CA: classification accuracy,
OCA: overall classification accuracy
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4 Conclusion

From the exhaustive experiments carried out in the present work, it can be con-
cluded that Laws’ masks of length 5 yield the maximum classification accuracy of
93.2% for differential diagnosis between fatty and dense classes and Laws’ masks
of length 3 yield the maximum classification accuracy 92.5% for differential
diagnosis between fatty-glandular and dense-glandular classes. Further, for the
three-class problem, a single multi-class SVM classifier would construct three
different binary SVM sub-classifiers where each binary sub-classifier is trained to
separate a pair of classes and decision is made by using majority voting technique.
In case of hierarchical framework, the classification can be done using only two
binary SVM sub-classifiers.
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Advances in EDM: A State of the Art

Manu Anand

Abstract Potentials of data mining in academics have been discussed in this paper.
To enhance the Educational Institutional services along with the improvement in
student’s performance by increasing their grades, retention rate, maintain their
attendance, giving prior information about their eligibility whether they can give
examination or not based on attendance, evaluating the result using the marks,
predicting how many students have enrolled in which course and all other aspects
like this can be analyzed using various fields of Data Mining. This paper discusses
one of this aspect in which the distinction has been predicted based on the marks
scored by the MCA students of Bharati Vidyapeeth Institute of Computer
Applications and Management, affiliated to GGSIPU using various machine
learning algorithms, and it has been observed that “Boost Algorithm” outperforms
other machine learning models in the prediction of distinction.

Keywords Distinction prediction � Machine learning � Boost algorithm

1 Introduction

Every sector, every organization maintains large amount of data in their databases
and powerful tools are designed to perform data analysis, as a result mining of data
will result in golden chunks of “Knowledge.” There are many misnomers of data
mining like knowledge mining, knowledge discovery from databases, knowledge
extraction, and pattern analysis that can be achieved using various data mining
algorithms like classification, association, clustering, prediction. Data mining
approach plays a pivot role in decision support system (DSS).

Educational data mining [1] is promising as a research area with a collection of
computational and psychological methods to understand how students learn. EDM
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develops methods and applies techniques from statistics, machine learning, and data
mining to analyze data collected during teaching and learning [2–4]. In this paper,
machine learning classification models have been used to predict distinction of
students using marks of nine subjects that a student of MCA third semester scored
in their End term exams of GGSIPU. Various subjects whose marks are considered
in student dataset used for predicting distinction are theory of computation, com-
puter graphics, Java programming, data communication and networking, C# pro-
gramming, computer graphics laboratory, Java programming laboratory, C#
programming laboratory, general proficiency. There are totally 112 records with 15
input variables. Some of the considered features like marks of all subjects, per-
centage, and distinction have higher importance than others like name, roll no. in
predicting distinction. The student dataset is used by various machine learning
models namely decision tree model, AdaBoost model, SVM model, linear model,
neural network model [5].

2 Materials and Methods

2.1 Dataset and Its Features

In total, 112 student records having 15 input variables have been considered for
data analysis. These student records are the original results of MCA students of the
third semester in 2014, at Bharati Vidyapeeth Institute of Computer Applications
and Management from GGSIPU. Table 1 describes the subjects associated with
each code in the student dataset. In Table 2, student dataset sample is shown.
Table 3 shows the correlation between each feature. In this, total marks scored by
every student are calculated and then the percentage has been evaluated. Depending
upon the percentage, the distinction has been set to 0 or 1.

Table 1 Features description Feature Subject title

201 Theory of computation

203 Computer graphics

205 Java programming

207 Data communication and networking

209 C# programming

251 Computer graphics laboratory

253 Java programming laboratory

255 C# programming laboratory

261 General proficiency
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2.2 Feature Measurement

In this analysis of distinction prediction, some of the basic calculations have been
performed in the student dataset using simple method. First total marks have been
evaluated by the summation of every mark scored by each and every student,
followed by the calculation of percentage for each and every record. Then, the
distinction has been marked as 0 or 1 based on the percentage a student has scored.
If the percentage is greater than or equal to 75%, then the distinction is marked as 1
else it is marked as 0.

3 Methodology

The methodology is described in Fig. 1. In the first step, the result of MCA students
of the third semester has been taken as the primary data for the prediction of
distinction. After this, various features like their total of marks, percentage, and
distinction have been evaluated by considering distinction as target value. The
removal of extra fields was carried out which were not required in distinction
prediction, while different algorithms were applied on the student dataset. There
were totally 15 input variables, out of which 9 variables have been passed as an
input to dataset for evaluation. Then, different algorithms have been applied on
student dataset. In the fifth step, different models were trained and tested on the
dataset with their default parameters. Finally, the evolution of the model is done on
accuracy and sensitivity.

Table 2 Sample dataset

Roll_No. Name 201 203 205 207 209 251 253 255 261

311604413 SANGEETA SINHA 55 60 67 53 66 78 84 80 81

411604413 PAWAN 50 66 62 73 60 80 83 80 78

511604413 GIRISH SHANKAR 33 63 62 72 52 78 86 82 78

611604413 TANU 55 76 75 82 73 78 89 84 70

Table 3 Correlation between
each feature

Roll_No. Total Percentage Distinction

311604413 624 69.33333 0

411604413 632 70.22222 0

511604413 606 67.33333 0

611604413 682 75.77778 1
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3.1 AdaBoost Algorithm

Adaptive boosting is a machine learning algorithm used in combination with other
learning algorithms to improve their performance that represents final output of the
boosted classifier which is represented by the output of the other learning algo-
rithms (“weak learners”) which is combined into a weighted sum.

Algorithm: Adaptive Boost pseudocode

Set uniform example weights.
for Each base learner do
Train base learner with weighted sample.
Test base learner on all data.
Set learner weight with weighted error.
Set example weights based on ensemble predictions.
end for

3.2 Feature Importance Using AdaBoost Algorithm

The AdaBoost is used to find the importance of each feature. To train a boosted
classifier, AdaBoost algorithm is used. The basic representation of Boost classifier
is as follows:

FTðxÞ ¼
XT

t¼1

ftðxÞ

where each ft is a weak learner that takes an object x as input and returns a
real-valued result indicating the class of the object. Predicted object class is iden-
tified with the sign of the output obtained with the weak learner.

Student  Data Collection

Feature Measurement

Distinction Prediction using various Algorithm

Data Cleansing

Train & Test the predictive Model

Result Analysis

Fig. 1 Methodology used
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For each sample in the training set, an output or hypothesis is produced by weak
learner. While executing this algorithm, the main focus should be on the mini-
mization of the resulting t-stage Boost classifier which is achieved with the
selection of weak learner and by assigning a coefficient at.

Et ¼
X

i

E Ft�1ðxiÞþ athðxiÞ½ �

Here, Ft�1ðxÞ is the boosted classifier that has been built up to the previous stage
of training, EðFÞ is some error function, and ftðxÞ ¼ athðxÞ is the weak learner that
is being considered for the addition to the final classifier.

3.3 Machine Learning Methods

Four machine learning models [5, 6] for distinction prediction have been used.
Rattle has been used where all these models are available. The idea about this
model is discussed below:

(a) Decision tree: It uses a recursive partitioning approach [7].
(b) Support vector machine: SVM searches for so-called support vectors which are

data points that are found to lie at the edge of an area in space which is a
boundary from one class of points to another.

(c) Linear model: Covariance analysis, single stratum analysis of variance, and
regression are evaluated using this model.

(d) Neural net: It is based on the idea of multiple layers of neurons connected to
each other, feeding the numeric data through the network, combining the
numbers, to produce a final answer (Table 4).

Table 4 Parameters used for different algorithms

Model Parameter setting

Decision tree Min split = 30, max depth = 40, min bucket = 7

SVM Kernel radial basis

LM Multinomial

Neural net Hidden layer nodes

Boost Max depth = 30, min split = 20, no. of trees = 50
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4 Model Evaluation

Classifier’s performance has been measured using various parameters like accuracy,
sensitivity, ROC. Sensitivity Si for the class i can be defined as the number of
patterns correctly predicted to be in class i with respect to the total number of
patterns in class i. Consider p number of classes, and the value Cij of size
p * p represents the number of patterns of class i predicted in class j, then accuracy
and sensitivity can be calculated as follows:

Accuracy ¼
P

i¼1;p CiiP
i¼1;p

P
j¼1;p Cij

Sensitivity ¼ CiiP
j¼1;p Cij

5 Experimental Result

This section deals with the analysis on prediction result of all the four machine
learning classification models on the testing dataset. In Figs. 2 and 4, Precision
parameter has been plotted for ada, SVM and verified for all other models. In

Fig. 2 Precision versus recall
using ada algorithm
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Figs. 3 and 5, sensitivity has been observed. Another parameter predicted vs
observed also been plotted (Fig. 6).

Fig. 3 Sensitivity versus
specificity using ada
algorithm

Fig. 4 Precision versus recall
using svm algorithm
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6 Conclusion and Future Scope

In this work, various machine learning classification models are explored with input
variables to predict the distinction of students. The result indicates that Boost
Algorithm outperforms the other classification models.

Fig. 5 Sensitivity versus specificity using svm algorithm

Fig. 6 Predicted versus observed using ada as well as svm
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This work can be extended by inclusion of more parameters such as combining
the distinction and attendance record of student to predict that “if a student atten-
dance record is good, does it actually enhance the academic performance or not”
and then different categories of student based on these parameters can be made that
can be further used with some classification models. In this paper, individual
models are applied on the dataset to predict the distinction, and we can also use
ensemble approach.
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Proposing Pattern Growth Methods
for Frequent Pattern Mining on Account
of Its Comparison Made
with the Candidate Generation and Test
Approach for a Given Data Set

Vaibhav Kant Singh

Abstract Frequent pattern mining is a very important field for mining of associ-
ation rule. Association rule mining is an important technique of data mining that is
meant to extract meaningful information from large data sets accumulated as a
result of various data processing activities. There are several algorithms proposed
for having solution to the problem of frequent pattern mining. In this paper, we have
mathematically compared two most widely used approaches, such as candidate
generation and test and pattern growth approaches to search for the better approach
for a given data set. In this paper, we came to conclusion that the pattern growth
methods are more efficient in maximum cases for the purpose of frequent pattern
mining on account of their cache conscious behavior. In this paper, we have taken a
data set and have implemented both the algorithms on that data set; the experi-
mental result of the working of both the algorithms for the given data set shows that
the pattern growth approach is more efficient than the candidate generation and test
approach.

Keywords Association rule mining � Candidate generation and test
Data mining � Frequent pattern mining � Pattern growth methods

The research work is small part of supplementary work done by the author beside his base work
on RSTDB an AI supported Candidate generation and test algorithm.
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1 Introduction

With the increase in the use of computer, there is a situation where we are accu-
mulating huge amount of data every day as a result of various data processing
activities. The data that we are gaining can be used for having competitive
advantage in the current scenario where the time to take important decisions has
gone down. Today the need for systems that can help the decision makers to make
valuable decision on the basis of some patterns extracted from historical data in
form of some reports, graphs, etc., has increased. The branch of computer science
that is in concern with the subject is data mining. Data mining is branch of com-
puter science that is developed to combine the human’s power of detecting patterns
along with the computers computation power to generate patterns. The branch is
having its utility in designing of decision support systems that are efficient enough
to help the decision makers to make valuable decisions on time.

Data mining is used for a wide range of applications such as finance, database
marketing, health insurance, medical purpose, bioinformatics, text mining, biode-
fense. There are several data mining tools that help the designer of the system to
simulate such systems such as Intelligent miner, PRW, Enterprise miner, Darwin,
and Clementine. Some of the basic techniques used for the purpose of data mining
are association rule mining, clustering, classification, frequent episode, deviation
detection, neural network, genetic algorithm, rough sets techniques, support vector
machine, etc. For each of the above-mentioned techniques for data mining, there are
algorithms associated which are used for implementation of each paradigm. In this
paper, we are concerned with the association rule mining.

1.1 Association Rule Mining

An association rule is an expression of the form X ! Y, where X and Y are the sets
of items. The intuitive meaning of such a rule is that the transaction of the database
which contains X tends to contain Y. Association depends basically on two things:

• Confidence.
• Support.

Some of the algorithms used for finding of association rules from large data set
include Apriori algorithm, partition algorithm, Pincer-Search algorithm, dynamic
item set counting algorithm, FP-tree growth algorithm. In this paper, we have taken
into account two types of approaches for mining of association rules. First is
candidate generation and test algorithm and second approach is pattern growth
approach. The two approaches are concerned with extraction of frequent patterns
from large data sets. Frequent patterns are patterns that occur frequently in trans-
actions from a given data set. Frequent pattern mining is an important field of
association rule mining.
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2 Literature Survey

In [1], Han et al. proposed the FP-tree as a pattern growth approach. In [2], Agarwal
et al. showed the power of using transaction projection in conjunction with lexi-
cographic tree structure in order to generate frequent item sets required for asso-
ciation rules. In [3], Zaki et al. proposed algorithm that utilizes the structural
properties of frequent item sets to facilitate fast discovery is shown. In [4], Agarwal
and Srikant proposed two algorithms for the purpose of frequent pattern mining
which are fundamentally different. Empirical formula used in the paper showed that
the proposed algorithm proved to be handy as compared to the previously proposed
approaches. In [5], Tiovonen proposed a new algorithm that reduces the database
activity in mining. The proposed algorithm is efficient enough to find association
rules in single database. In [6], Savasere et al. proposed algorithm which showed
improvement in the input–output overhead associated with previous algorithms.
The feature proved to be handy for many real-life database mining scenarios. In [7],
Burdick et al. proposed algorithm showed that the breakdown of the algorithmic
components showed parent equivalence pruning and dynamic reordering were quite
beneficial in reducing the search space while relative compression of vertical bit-
maps increases vertical scalability of the proposed algorithm whereas reduces cost
of counting of supports. In [8], Zaki and Gonda proposed a novel vertical repre-
sentation Diffset. The proposed approach drastically reduces the amount of space
required to store intermediate results. In [9, 10], the author proposed a new algo-
rithm RSTDB which also works on the candidate generation and test mechanism.
The algorithm is having a new module that makes it more efficient than the previous
approach. In [11], a study of some of the pattern growth methods along with
description of the new algorithm RSTDB for frequent pattern mining is shown. In
[12], the algorithm RSTDB is compared from FP-tree growth algorithm. In [13], a
cache conscious approach for frequent pattern mining is given. In [14, 15], can-
didate generation and test approach for frequent pattern mining is given. In [16],
RSTDB is proposed as an application.

3 Experiment

In this paper for comparing the two approaches, we have taken two algorithms
Apriori as a representative of candidate generation and test mechanism and FP-tree
as representatives of pattern growth approach, since these two algorithms are the
base algorithm that explains to the two approaches in best. In this section, we took
Table 1 to explain the difference of the two algorithms. Table 1 is having 15
records and 9 distinct records having lexicographic property.
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In this section, we will consider one transaction database of Table 1 capable of
holding 15 records and 9 distinct items A, B, C, D, E, F, G, H, I. We will see the
working of both algorithms for the purpose of evaluation of FP-tree from the side of
pattern growth methods as a more cache conscious effort. The minimum support for
the transaction database is fixed at 20%, i.e., minimum of threshold value of 3 is
required to be frequent. Here, now in Fig. 1, we have shown the working of the two
approaches for the given data set according to Han and Kamber [17].

4 Result and Discussion

The total number of counters required for the finding of frequent item set in Apriori
algorithm which is candidate generation and test approach is more.

If the number of counters is more, this implies that the total amount of space
required will be more in the case of Apriori approach. Also for generation of
candidate set at each step of the Apriori algorithm, the whole transaction database is
to be scanned. Whereas in the case of FP-tree, once f-list is generated only once
each record is to be scanned. Beside the above advantages, FP-tree structure could
be accommodated in the memory and fast referencing is possible. The comparison
we are making is for a small data set which shows difference in efficiency. Think in
real-time scenario where the size is very large. The efficiency of the FP-tree would
be far better than Apriori.

Table 1 Transaction
database consisting of 15
records and 9 distinct items

Transaction ID Item set

T100 BDFG

T101 E

T102 EFG

T103 CEG

T104 BDH

T105 BC

T106 H

T107 DEG

T108 ACEG

T109 CEG

T110 BCI

T111 AEFH

T112 BCD

T113 EFH

T114 BFGI
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5 Conclusion

Considering to the fact that today’s data mining algorithms are keener on having the
data set required for computation in the main memory to have better performance
outcome. From Table 2, it is clear that the amount of space required by the Apriori
algorithm violates to need of the current scenario where time takes the peak
position. From the above example of working of Apriori and FP-tree, it is clear that
execution of Apriori will require considerable large amount of space compared to
FP-tree. Thus, FP-tree employing tree structure easily fitting to the cache can be a
better option despite of the complexity present. Thus, we propose that FP-tree
which is a cache conscious effort as the size of the tree is good enough to reside in
the memory for complete computation. As already discussed that we have taken
FP-tree as a representative of the pattern growth algorithm and Apriori as a rep-
resentative of the candidate generation and test algorithm, the result obtained is

Apriori Algorithm a Candidate
Generation and Test algorithm

FP-Tree Algorithm a Pattern Growth
approach

Fig. 1 Comparison of the working of the two algorithms in terms of space consumed for
evaluation of frequent patterns
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meant to give a general idea of the two approaches and also the result guides us that
we should go for pattern growth approach when selecting algorithm for frequent
pattern mining, which is also clear from its working that it is more cache conscious
compared to the other one. Beside the above facts derived from the working of the
two approaches, some positives which are drawn of Apriori algorithm are the
simplicity of implementation which is very important and the approaches which are
similar to candidate generation and test are easily understandable.
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A Study on Initial Centroids Selection
for Partitional Clustering Algorithms

Mahesh Motwani, Neeti Arora and Amit Gupta

Abstract Data mining tools and techniques allow an organization to make creative
decisions and subsequently do proper planning. Clustering is used to determine the
objects that are similar in characteristics and group them together. K-means clus-
tering method chooses random cluster centres (initial centroid), one for each cen-
troid, and this is the major weakness of K-means. The performance and quality of
K-means strongly depends on the initial guess of centres (centroid). By augmenting
K-means with a technique of selecting centroids, several modifications have been
suggested in research on clustering. The first two main authors of this paper have
also developed three algorithms that unlike K-means do not perform random
generation of the initial centres and actually produce same set of initial centroids for
the same input data. These developed algorithms are sum of distance clustering
(SODC), distance-based clustering algorithm (DBCA) and farthest distributed
centroid clustering (FDCC). We present a brief survey of the algorithms available in
the research on modification of initial centroids for K-means clustering algorithm
and further describe the developed algorithm farthest distributed centroid clustering
in this paper. The experimental results carried out show that farthest distributed
centroid clustering algorithm produces better quality clusters than the partitional
clustering algorithm, agglomerative hierarchical clustering algorithm and the hier-
archical partitioning clustering algorithm.
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1 Introduction

K-means [1–4] is a famous partition algorithm which clusters the n data points into
k groups. It defines k centroids, one for each cluster. For this k, data points are
selected at random from D as initial centroids.

The K-means algorithm has a drawback that it produces different clusters for
every different set of initial centroids. Thus, the quality of clusters formed depends
on the randomly chosen set of initial k centroids [5]. This drawback of K-means is
removed by augmenting K-means with some technique of selecting initial cen-
troids. We discuss in Sect. 2, the different such modifications published in the
literature on modified K-means algorithm. These proposed algorithms do not per-
form random generation of the initial centres and do not produce different results for
the same input data. In Sect. 3, we discuss the farthest distributed centroid clus-
tering algorithm followed by its experimental results in Sect. 4. Section 5 contains
conclusion, and finally, Sect. 6 has bibliography.

2 Study on Initial Centroid Selection for Clustering
Algorithms

An algorithm proposed in [6] partitions the given set of points to be clustered in a
cell. This cell is divided into two cells with the help of cutting plane. The cells are
divided one at a time till they are equal to the number of clusters to be formed. The
k initial centroids for the K-means algorithm are the centres of these k cells. The
method proposed in [7] analyses the distribution and probability of data density to
find the initial centroids. The given input dataset is divided into smaller parts in
order to minimize the memory requirement needed for storing the given dataset.
This results in superior clustering results from the refined initial centroids in
comparison to randomly chosen initial centroids in K-means algorithm.

A global K-means clustering algorithm in [8] adds the cluster centre incre-
mentally. It also performs several executions of the K-means algorithm which are
equal to the size of the data set. An improved version of K-means proposed in [9]
evaluates the distance between every pair of data points in order to determine the
similar data points. Based on this determination of data points, initial centroids are
finally chosen. This method creates better clusters in comparison to K-means
algorithm.

The method in [10] distributes the initial centroids in order to widen the dis-
tances among them. An efficiently enhanced K-means method proposed in [11] uses
a heuristic function. This function is chosen in a manner to perform less number of
distance calculations. This helps in improving the execution time of the K-means
algorithm. In this method, the determination of initial centroids is similar to that of
the K-means algorithm. Thus, after every execution of the algorithm, it produces
different clusters just like in the K-means algorithm. A smaller time complexity
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results in this method in comparison to K-means algorithm. By embedding hier-
archical clustering into K-means clustering, a new algorithm [12] is proposed for
finding the initial cluster centres.

The algorithm proposed in [13] selects the position of initial centroids calculated
from the farthest accumulated distance metric between each data point and all
previous centroids. A data point which has the maximum distance is thus selected
as initial centroid. In the paper [14], the method of selection of the first initial
centroid is from the given set of points which are going to be clustered. The
remaining initial centroids are selected from rest of the points. The probability of
selecting each of this point is proportional to square of the distance between this
point and its nearest initial centroid.

The initialization method proposed in [15] depends on reverse nearest neighbour
(RNN) search and coupling degree. RNN takes a query point p and fetches all
points in a given dataset whose nearest neighbour is p. The coupling degree
between neighbourhoods of nodes is defined as the amount of similarity between
the objects. This method deals with three main sets: candidate set (CS), represen-
tative set (RS) and centroids set. The centroid initialization method proposed in [16]
is based on the graph theory of Kruskal algorithm [17]. This algorithm uses the
Kruskal algorithm to generate the minimum spanning tree of the all clustering
objects at first and then deletes (k − 1) edges according to the order of their
weights. The K-mean values of objects in each connected sub-graph that is obtained
are then taken as the initial clustering centres. Simulation experiment shows that
this method gives better accuracy and clustering quality in comparison with
K-means algorithm.

The method in [18] partitions the dataset into blocks so as to compress the
dataset. The K-means is applied on this compressed dataset, to get the k points that
are used as the initial centroids for the K-means on the full dataset. The method in
[19] constructs a Voronoi diagram from the given data points. For a set of n points
in a m-dimensional space, the Voronoi diagram [20] of these set of points is the
division of the space into n cells in such a way that each point belongs to only one
cell. The initial centroids are chosen from the points which lie on the Voronoi
circles.

Teaching learning-based Optimization algorithm proposed in [21] has two steps.
The first step explores the search space and finds the near-optimal cluster centres
which are then evaluated by a function. The cluster centres with the minimum
function values are taken in the second step as initial centroids for the K-means
algorithm. The algorithm proposed in [22] defines two measures for refining initial
clustering centres, to measure a point’s local density. The clustering centre with
local maximal density for each cluster is produced with the help of these mea-
surements. After refinement, the K-means clustering algorithm converges to a better
local minimum. Experiments demonstrate the efficiency of the proposed algorithm.
The method in [23] takes the data and finds the high-density neighbourhoods from
it. The central points of the neighbourhoods are now chosen as initial centroids for
clustering. The high-density neighbourhoods are found by neighbourhood-based
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clustering [24]. A filtering method is used to avoid too many clusters from being
formed.

A heuristic method is used in [25] to find a good set of initial centroids. The
method uses a weighted average score of dataset. The rank score is found by
averaging the attribute of each data point. This generates initial centroids that
follow the data distribution of the given set. A sorting algorithm is applied to the
score of each data point and divided into k subsets. The nearest value of mean from
each subset is taken as initial centroid. This algorithm produces the clusters in less
time as compared to K-means. A genetic algorithm for the K-means initialization
(GAKMI) is used in [26] for the selection of initial centroids. The set of initial
centroids is represented by a binary string of length n. Here n is the number of
feature vectors. The GAKMI algorithm uses binary encoding, in which bits set to
one select elements of the learning set as initial centroids. A chromosome repair
algorithm is used before fitness evaluation to convert infeasible chromosomes into
feasible chromosomes. The GAKMI algorithm results in better clusters as compared
to the standard K-means algorithm.

Sum of distance clustering (SODC) [27] algorithm for clustering selects initial
centroids using criteria of finding sum of distances of data objects to all other data
objects. The algorithm uses the concept that good clusters are formed when the
choice of initial k centroids is such that they are as far as possible from each other.
The proposed algorithm results in better clustering on synthetic as well as real
datasets when compared to the K-means technique. Distance-based clustering
algorithm (DBCA) [28] is based on computing the total distance of a node from all
other nodes. The clustering algorithm uses the concept that good clusters are formed
when the choice of initial k centroids is such that they are as far as possible from
each other. Once some point d is selected as initial centroid, the proposed algorithm
computes average of data points to avoid the points near to d from being selected as
next initial centroids.

The farthest distributed centroid clustering (FDCC) algorithm [29] uses the
concept that good clusters are formed when the choice of initial k centroids is such
that they are as far as possible from each other. FDCC algorithm proposed here uses
criteria of sum of distances of data objects to all other data objects. Unlike
K-means, FDCC algorithm does not perform random generation of the initial
centres and produces same results for the same input data. DBCA and FDCC
clustering algorithms produce better quality clusters than the partitional clustering
algorithm, agglomerative hierarchical clustering algorithm and the hierarchical
partitioning clustering algorithm.
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3 Developed Farthest Distributed Centroid Clustering
Algorithm

3.1 Basic Concept

The algorithm selects a good set of initial centroids such that the selected initial
centroids are spread out within the data space as far as possible from each other.
Figure 1 illustrates the selection of four initial centroids C1, C2, C3 and C4. As is
evident, there are four clusters in the data space. The proposed technique selects a
point d as the first initial centroid using a distance criteria explained in Sect. 3.2.
Once this point d is selected as initial centroid, the proposed technique avoids the
points near to d from being selected as next initial centroids. This is how C1, C2,
C3 and C4 are distributed as far as possible from each other.

3.2 Farthest Distributed Centroid Clustering Algorithm

Let the clustering of n data points in the given dataset D is to be done into k clusters.
In farthest distributed centroids clustering (FDCC) algorithm, the distance of each
data point di = 1 to n in the given dataset D is calculated from all other data points
and these distances are stored in a distance matrix DM. Total distance of each data
point di = 1 to n with all other data points is calculated. The total distance for a
point di is sum of all elements in the row of the DM corresponding to di. These
sums are stored in a sum of distances vector SD. The vector SD is sorted in
decreasing order of total distance values. Let P-SD is the vector of data points
corresponding to the sorted vector SD; i.e., P-SD [1] will be the data point whose
sum of distances (available in SD [1]) from all other data points is maximum, and

Fig. 1 Illustration of
selecting a good set of initial
centroids
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P-SD [2] will be the data point whose sum of distances (available in SD [2]) from
all other data points is second highest. In general, P-SD [i] will be the data point
whose sum of distances from all other data points is in SD [i].

The first point d of the vector P-SD is the first initial centroid. Put this initial
centroid point in the set S of initial centroids. To avoid the points near to d from
being selected as next initial centroids, variable x is defined as follows:

x ¼ floor n=kð Þ ð1Þ

Here, the floor (n/k) function maps the real number (n/k) to the largest previous
integer; i.e., it returns the largest integer not greater than (n/k).

Now discard the next x number of points of the vector P-SD and define the next
point left after discarding these x numbers of points from this vector P-SD, as the
second initial centroid. Now discard the next x number of points from this vector
P-SD and define the next point left after discarding these x numbers of points from
this vector P-SD, as the third initial centroid. This process is repeated till k numbers
of initial centroids are defined. These k initial centroids are now used in the
K-means process as substitute for the k random initial centroids. K-means is now
invoked for clustering the dataset D into k number of clusters using the initial
centroids available in set S.

4 Experimental Study

The experiments are performed on core i5 processor with a speed of 2.5 GHz and
4 GB RAM using MATLAB. The comparison of the quality of the clustering
achieved with FDCC algorithm [29] is made with the quality of the clustering
achieved with

1. Partitional clustering technique. The K-means is the partitional technique
available as a built-in function in MATLAB [30].

2. Hierarchical clustering technique. The ClusterData is agglomerative hierarchical
clustering technique available as a built-in function in MATLAB [30]. The
single linkage is the default option used in ClusterData to create hierarchical
cluster tree.

3. Hierarchical partitioning technique. CLUTO [31] is a software package for
clustering datasets. CLUTO contains both partitional and hierarchical clustering
algorithms. The repeated bisections method available in CLUTO is a hierar-
chical partitioning algorithm that initiates a series of k − 1 repeated bisections to
produce the required k clusters. This effectively is the bisect K-means divisive
clustering algorithm and is the default option in CLUTO named as Cluto-rb.

Recall and precision [32] are used to evaluate the quality of clustering achieved.
Recall is the percentage of data points that have been correctly put into a cluster
among all the relevant points that should have been in that cluster. Precision is the
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percentage of data points that have been correctly put into a cluster among all the
points put into that cluster.

Three real datasets, namely Corel5K, Corel (Wang) and Wine, are used in the
experiments [33]. Corel5K is a collection of 5000 images downloaded from
Website [34]. We have formed ten clusters of these images using K-means,
ClusterData, Cluto-rb and FDCC algorithm. Corel (Wang) database consists of 700
images of the Corel stock photo and is downloaded from Website [35] and contains
1025 features per image. We have formed ten clusters of these images using
K-means, ClusterData, Cluto-rb and FDCC algorithm. The wine recognition dataset
[36] consists of quantities of 13 constituents found in three types of classes of wines
of Italy. The dataset consists of 178 instances. The number of instances in class 1,
class 2 and class 3 are 59, 71 and 48, respectively. We have formed three clusters of
these images using K-means, ClusterData, Cluto-rb and FDCC algorithm.

Table 1 Average recall and average precision for real datasets

Algorithm Corel5K Corel (Wang) Wine

Recall
(%)

Precision
(%)

Recall
(%)

Precision
(%)

Recall
(%)

Precision
(%)

FDCC 30.02 38.2 100 100 41.67 72

K-means 20.02 33.3 60.7 86.71 33.67 61

ClusterData 10.08 41 100 100 25.37 47

Cluto-rb 23.02 30.32 33.29 27.91 39.67 69
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Fig. 2 Average recall for real
datasets
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Fig. 3 Average precision for
real datasets
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The average recall and precision using these algorithms is shown in Table 1. The
graphs plotted for average recall and average precision in percentage using these
techniques is shown in Figs. 2 and 3, respectively. The results show that the recall
and precision of FDCC are better than that of K-means, ClusterData and Cluto-rb.
Hence, the FDCC algorithm produces better quality clusters.

5 Conclusion

The initialization of k data points determines quality of clustering of K-means. The
random selection of k initial centroids is the weakness of K-means. Several algo-
rithms are developed to overcome this weakness of K-means algorithm. These
algorithms select a good set of initial centroids to be used by K-means. We have
discussed several such algorithms available in the literature. We have also discussed
farthest distributed centroid clustering algorithm developed by the first two authors
of this paper. The experimental results show that farthest distributed centroid
clustering algorithm produces better quality clusters than the partitional clustering
algorithm, agglomerative hierarchical clustering algorithm and the hierarchical
partitioning clustering algorithm.
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A Novel Rare Itemset Mining Algorithm
Based on Recursive Elimination

Mohak Kataria, C. Oswald and B. Sivaselvan

Abstract Pattern mining in large databases is the fundamental and a non-trivial
task in data mining. Most of the current research focuses on frequently occurring
patterns, even though less frequently/rarely occurring patterns benefit us with useful
information in many real-time applications (e.g., in medical diagnosis, genetics). In
this paper, we propose a novel algorithm for mining rare itemsets using recursive
elimination (RELIM)-based method. Simulation results indicate that our approach
performs efficiently than existing solution in time taken to mine the rare itemsets.

Keywords Apriori � Frequent pattern mining � Rare itemset mining
RELIM � Maximum support

1 Introduction

With huge influx of data in every real-world application, data analysis becomes
important and data mining helps in effective, efficient, and scalable analysis by
uncovering many hidden associations among data which otherwise cannot be
interpreted and is useful at the same time. Data mining is the non-trivial process of
extraction of hidden, previously unknown and potentially useful information from
large databases [1, 2]. It differs from retrieval tasks in the fact that knowledge
(patterns) can be discovered through data mining. Pattern mining being a basic data
mining task enables to extract hidden patterns from set of data records called
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transactions. The various data mining techniques involve association rule mining
(ARM), classification, clustering, and outlier analysis. ARM is the process of
finding frequent itemsets/patterns, associations, correlations among sets of items or
objects in transactional databases, relational databases, and other information
repositories [1].

The motivation for ARM emerged from market basket analysis, which is a
collection of items purchased by a customer in an individual customer transaction
[2], for example a customer’s visit to a grocery store or an online purchase from
Amazon.com. Huge collections of transactions are received from them. An analysis
of the transaction database is done to find frequently occurring sets of items, or
itemsets, that appear together. Frequent pattern (itemset) mining (FPM) is an
important and non-trivial phase in ARM followed by rule generation [1]. Let I ¼
fi1; i2; i3; . . .; img be a set of items, and a transaction database
TD ¼ T1; T2; T3; . . .; Tnh i, where Ti i 2 1. . .n½ �ð Þ is a transaction containing a set of
items in I. The support of a pattern X, where X is a set of items, is the number of
transactions containing X in TD. A pattern (itemset) X is frequent if its support is not
less than a user-defined minimum support(min supp = a). FPM algorithms con-
centrate on mining all possible frequent patterns in the transactional database.

The second phase is relatively straightforward compared to the first phase.
Algorithms for ARM have primarily focused on the first phase as a result of the
potential number of frequent itemsets being exponential in the number of different
items, although the actual number of frequent itemsets can be much smaller. Thus,
there is a need for algorithms that are scalable. Many efficient algorithms have been
designed to address these criteria first of which was Apriori [2]. It uses prior
knowledge which is “all non-empty subsets of a frequent itemset must also be
frequent.” A rule is defined as an implication of the form X ) Y where X, Y � I
and X \ Y = ∅. The sets of items (for short itemsets) X and Y are called antecedent
and consequent transactions containing only X of the rule, respectively. A rule
which satisfies a minimum confidence threshold is said be an interesting rule. The
rule X ) Y satisfy confidence c, where

c ¼ Number of transactions containing both X and Y
Transactions containing only X

:

The paper is organized as follows. Related studies are presented in Sect. 2.
Section 3 presents the proposed algorithm. Section 4 explains the proof of cor-
rectness of our algorithm. Details of the datasets, results, and performance dis-
cussion are given in Sect. 5. Section 6 concludes with further research directions.

1.1 Rare Itemset Mining

The current literature on mining is focused primarily on frequent itemsets only. But
rare itemsets too find their place of high interest sometimes, especially in cases of
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biomedical databases. The above description applies to a vast range of mining
situations where biomedical data are involved [3]. For instance, in pharmacovigi-
lance, one is interested in associating the drugs taken by patients to the adverse
effects the latter may present as a result (safety signals or drug interactions in the
technical language of the field). A nice motivation given by Szathmary et al. is
given below [4]. Given a database of drug effects on patients, rare itemset mining
helps us in decoding the adverse effects of drugs on patients which may be rare but
drastic. Mining on such data for frequent itemsets provides us with associations
such as “{drug} [ {A},” where {A} is an itemset describing a kind of desirable
effect. These frequent associations mean that a drug is working in the expected right
way, whereas in case if it is a rare association, it represents an effect of drug which
is abnormal, possibly undesirable. Discovering rare itemsets and rare association
rules deriving from rare itemsets is particularly useful in the field of biology and
medicine. Rare events deserve special attention because they have their own
importance in a database full of hidden knowledge. In these examples, there lies the
motivation of extracting the hidden rare itemsets within a database.

An itemset X� x1; . . .; xnf g is a rare itemset (RI) if 0 < support(X) � maximum
support(max supp). An itemset X is non-present itemset (NPIs) if support (X) = 0.
Moreover, all rare itemsets are infrequent but not all infrequent itemsets (IFI) are
rare, i.e., RI � I F I. min supp differentiates between frequent itemsets (FIs) and
infrequent itemsets(IFIs). So, max supp used for finding RIs will be less than min
supp used for finding FIs, in fact 0 < max supp < max supp. If max supp = 0, set of
RIs will be ∅ and if max supp = min supp − 1, then RI = IFI. If we take a rela-
tively higher value for max supp, then the cardinality of RIs will be more compared
to smaller value of max supp. Mining all possible rare itemsets is termed as rare
itemset mining.

If X is a RI, then X 0 � X 2 RI;NPIf g and the subsets of X may or may not be
RI. For example, if X ={a, b, c} is an RI with a support of 1 and {a, b, c, d} is
present in the database, then {a, b, c, e} is not present in the database. So it is
evident that {a, b, c, d} � X and is a RI and its support will also be 1, and {a, b, c,
e} � X is not present in database, so its support will be 0. {a, b} is a subset of X,
but it may or may not be a RI, i.e., support({a, b}) � support(X). The proposed
work employs efficient strategies to mine rare itemsets in a time-efficient manner
using RELIM algorithm, designed for FIM by Borgelt et al. [5]. The paper focuses
on exhaustive listing of all the RIs present in the database subject to a value of max
supp.

2 Related Work

The scarce literature on the subject of rare itemset mining exclusively adapts the
general levelwise framework of pattern mining around the seminal Apriori algo-
rithm to various forms of the frequent pattern algorithms like FP-growth, ECLAT,
H-mine, Counting Inference, RELIM [2, 5–8]. A detailed survey of seminal
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FP-based algorithms can be seen in [9]. These methods provide with a large itemset
search space and associations, which are not frequent. But these associations will be
incomplete either due to restrictive definitions or high computational cost. Hence,
as argued by [10], these methods will not be able to collect a huge number of
potentially interesting rare patterns. As a remedy, we put forward a novel and
simple approach toward efficient and complete extraction of RIs. Mining for RIs has
received enhanced focus of researchers, and in the recent past, few algorithms have
been proposed.

Apriori-inverse algorithm by Y. S. Koh et al. uses the basic Apriori approach for
mining sporadic rules (rules having itemsets with low support value and high
confidence) [11]. This algorithm was the seminal work for RI mining. Laszlo
Szathmary et al. proposed two algorithms, namely MRG-Exp, which finds minimal
rare itemsets (mRIs) with a naive Apriori approach and a rare itemset miner
algorithm (ARIMA) which retrieves all RIs from mRIs [3]. Rarity algorithm by
Luigi Troiano et al. implements a variant Apriori strategy [12]. It first identifies the
longest rare itemsets on the top of the power set lattice and moves downward the
lattice pruning frequent itemsets and tracks only those that are confirmed to be rare.
Laszlo Szathmary et al. have proposed Walky-G algorithm which finds mRIs using
a vertical mining approach [3]. The major limitation of the existing algorithms is
that they work with the assumption that all itemsets having support <min supp form
the set of RIs. This notion states that all IFIs are RIs, while this is not the case. All
IFIs may or may not be RIs, but all RIs are IFIs. RIs are those IFIs which are
relatively rare.

The other limitation with the present algorithms is that they propose to find mRIs
only; none of the algorithms except ARIMA and take into consideration the
exhaustive generation of set of RIs. As these algorithms use Apriori levelwise
approach, so generating the exhaustive set of RIs would be a very space and time
expensive approach as is evident from the paper by Luigi Troiano et al., in which
the authors took subsets of the benchmark datasets to analyze results of ARIMA
and rarity algorithms [12]. Since the number of RIs produced is very large, the
memory usage and execution time are high for such exhaustive RI generation. The
proposed algorithm overcomes the repeated scan limitation of Apriori-based
approaches based on the recursive elimination (RELIM) algorithm.

3 Proposed Rare Itemset Mining Algorithm

We introduce the RELIM algorithm for exhaustive generation of rare itemsets from
given database. Like RELIM for frequent itemsets, this algorithm follows the same
representation for transactions. In the first scan of the database, the frequencies of
each unique item present in each transaction of database are calculated. The items
are sorted in ascending order according to their frequencies. Items having same
frequencies can be in any order. The relim prefix list for each item is initialized with
their support value taken to be 0 and suffix-set list to ∅. The next step is to reorder
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the items in each transaction according to the ascending order got in the previous
step. This step takes one more pass over the database. After sorting the transaction,
P = prefix[T′]; i.e., first item of the transaction is taken as the prefix for the sorted
transaction T and the remaining items are taken as suffix-set for the transaction.
Then the, suffix-set to suffix-set list of prefix P is inserted in relim prefix list for
each transaction.

After populating the relim prefix list with all of the sorted transactions, iteration
through the relim prefix list in the order of ascending order of frequencies of each
unique item found in step 1 is done. For each prefix P in relim prefix list, and for
each suffix-set S(i) in the suffix-set list S of P, generate all of the possible subsets
except empty set and store the subsets prefixed with P in a hashmap along with its
support value. If a generated subset already exists in hashmap, its associated value
is incremented. Now let P′ = suffix-set(S(i)) is the prefix item of the suffix-set S(i).
The suffix-set from the suffix-set list of prefix P is removed. Let S(i) = suffix-set(S
(i)). S(i) to prefix P is added in the relim prefix list, and its corresponding support is
incremented by 1. Once iteration through the suffix-set list of prefix P is over, all the
candidate rare itemsets in a hashmap are obtained and on pruning the hashmap, and
the rare itemsets prefixed with P are generated. Subset generation is done based on
an iterative approach, and a hashmap data structure is used in the process of pruning
itemsets to optimize on implementation.

3.1 Illustration

After scanning database and counting frequencies of unique items, seven unique
items in sorted order remain, as shown in Fig. 1. Then, a prefix list of seven items is
generated with initial support of 0. Now in next pass, the transactions in the order of
frequencies of prefixes are sorted, and for each sorted transaction T and its prefix,
suffix-set[T] is inserted into the suffix-set list of prefix[T] in the relim prefix list. In
this case, the first transaction {a, d, f} is converted to {f, a, d} and {a, d} being the
suffix-set of the transaction is stored in suffix-set list of prefix f. The relim prefix list
is populated with all the transactions and the recursive.

Algorithm 1 RELIM-based RI Efficient Pruning-based RELIM
based-Mining of Rare Patterns.

Input: D, max supp

Output: RI’s with support � max supp.

Method:

Scan D once and retrieve all frequent 1-length itemsets in Fi .

Sort Fi in ascending order to get F’ .
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for f 2 F’ do

P ← prefix(f); P .support ← 0

P .suffixsetlist

Fig. 1 Illustration for RELIM-based RI mining
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end for

call sort transaction and addto prefixlist();

for each prefix P 2 P REFI X LI ST do

candidate [P ] ← P .support

for each suffixset.SS 2 P .suffixsetlist do

call calc support candidate subsets(SS, P);

P’ ← prefix(SS)

P .suffixsetlist ← P .suffixsetlist – SS

P .support–; SSʹ ← suffix(SS)

if SSʹ = ∅ then

Pʹ .suffixsetlist ← P .suffixsetlist [SSʹ
Pʹ.support ++;

end if

end for

Rp ← prune candidatelist() //Set of RI’s with prefix P

end for

Procedure sort transaction and add to prefixlist(): Find the sorted transac-
tion and add it to the prefix list

Method:

for each transaction T 2 D do

T’ ← ∅

for each item I 2 F’ do

if (I 2 T) then

T 0  [ I
end if

end for

P’ ← prefix (T’); SSʹ ← suffix(T’)

P .suffixlist ← P .suffixsetlist [SSʹ
P .support ++;

end for

Elimination of each prefix is carried out. The first prefix is g with support
(number of suffix-sets in the suffix-set list) of 1 and the only suffix-set being {e, c,
b}. Now all possible subsets of this suffix-set are generated except empty set which
are {b}, {c}, {e}, {e, b}, {e, c}, {b, c}, {e, c, b}, and their supports are calculated
and are inserted in the candidate list. Candidate list is pruned, and RIs are retained.
In this case, all the subsets generated of prefix g are rare.
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After generating RIs, an extension for prefix g is created and all the suffix-sets of
g as transactions are listed, and the same is inserted into extended relim prefix list
for prefix g. The only suffix-set of g is {e, c, b}.

Procedure calc support candidate subsets(SS, P): Find the support of can-
didate subsets

Method:

sub ← ∅

sub ← generate subsets(SS); //

Generate subsets of all items in suffixset and add it to a set of subsets

sub.

for each set S 2 sub do

Candidate[P [ S] ++;

end for

Procedure prune candlist(): prune the candidate list of rare itemsets

Method:

R ← ∅

m ← count of RI’s

for i ← 0 to candidate.end do

if value [candidate.at(i)] � max supp 	 # transactions then

m + + ; R ← R [ candidate.at(i)

end if

end for

Return R

So prefix[{e, c, b}] = e, and suffix-set[{e, c, b}] is {c, b}. Hence, suffix-set {c,
b} is added to prefix e suffix-set list, and support for e is incremented to 1 in the
extended relim prefix list for prefix g. After populating this extended relim prefix
list, the suffix-sets in the extended prefix list are added to the corresponding relim
prefix list and the support values are added from the extended prefix list to the relim
prefix list. So {c, b} is added to the suffix-set list of e, and support for e is
incremented. This process happens for every prefix in the main relim prefix list.
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4 Proof of Correctness

Lemma 1 The ascending order sorting of transactions leads to the generation of
RIs with prefix tp collectively.

Proof After sorting transactions in an ascending order of frequencies of unique
itemsets, we ensure in relim data structure that all transactions with prefix P are in
the suffix-set list of P. So generating all subsets of each suffix-set of P will generate
candidate itemsets with prefix P only and the sorting ensure that P will not be a part
of any suffix-sets of subsequent prefixes.

Lemma 2 Let X� x1; . . .; xnf g is a rare itemset, then X 0 � X is also a rare itemset
or a non-present, where X 0� x1; . . .; xnf g.
Proof If support (X) = s and Y superset of X, then support (y) � s. The range for
support (y) is 0 � support(y) � s. So either superset of RI is rare or its support is
0 and is non-present. This is the monotonicity property of Apriori lattice.

5 Simulation Results and Discussion

Simulation experiments are performed on an Intel Core i5-3230 M CPU 2.26 GHz
with 4 GB main memory and 500 GB hard disk on Ubuntu 13.04 OS Platform and
are implemented using C++ 11 standard. The standard frequent itemset mining
(FIMI) dataset is taken for simulation [13]. Results presented in this section are over
Mushroom dataset which contains 8124 transactions with varying number of items
per transaction (maximum 119). The detailed results are tabulated in Table 1. In the
simulation for this algorithm, various combinations of number of items per trans-
actions and number of transactions of mushroom data set were used and the portion
of data used from mushroom dataset was truncated using the first item and first
transaction as pivot. There is a general trend, which we see that as we increase the
dimension of the portion we use for getting RIs out of the mushroom dataset, the
time taken to mine the RI increases.

Figure 2 highlights the comparison of natural logarithm of time taken to mine
RIs with varying number of items per transaction by keeping number of transac-
tions constant with RareRELIM and rarity algorithm approach. It can be clearly
seen that time taken to mine RIs increases when we increase items per transaction
keeping number of transactions constant. This is because of the fact that a larger
data set leads to more candidate item sets and hence more time taken to prune RI’s
from candidate sets. For example, for 60 items per transaction, log(time taken)
increases from 39.64 to 227.81 as we increase number of transaction from 1000 to
8124 for our approach.

Figure 3 showcases the comparison of natural logarithm of time taken to mine
RIs with varying number of items per transaction by keeping number of transac-
tions constant with RareRELIM and rarity algorithm approach. It can be clearly
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seen that in this case also, time taken to mine RIs increases when we increase
number of transactions keeping items per transaction constant because of the same
reason that as data set increases, more candidates are generated and hence more

Table 1 Detailed results for mushroom dataset for various max supp

max_supp
(%)

Time taken_RELIM-based
RI (s)

Time
taken_Rarity (s)

# Candidate RI # RI

#Items per transaction: 40 and no. of transactions: 5000

20 7.02 9.5472 23,549 23,286

10 6.957 9.46152 23,549 22,578

5 6.91 9.3976 23,549 20,382

2.5 6.864 9.33504 23,549 17,128

1 6.848 9.31328 23,549 14,162

#Items per transaction: 40 and no. of transactions: 8124

20 27.699 38.22462 785,887 785,847

10 27.409 37.82442 785,887 785,847

5 27.393 37.80234 785,887 785,575

2.5 30.701 42.36738 785,887 785,073

1 31.87 43.9806 785,887 781,829

#Items per transaction: 50 and no. of transactions: 5000

20 17.004 23.46552 101,283 101,016

10 17.05 23.529 101,283 100,176

5 17.035 23.5083 101,283 97,258

2.5 19.422 26.80236 101,283 90,828

1 16.77 23.1426 101,283 78,158

#Items per transaction: 50 and no. of transactions: 8124

20 28.938 40.80258 138,079 137,875

10 27.627 38.95407 138,079 137,109

5 28.065 39.57165 138,079 134,891

2.5 29.031 40.93371 138,079 128,895

1 28.314 39.92274 138,079 113,663

#Items per transaction: 60 and no. of transactions: 5000

20 150.4 212.064 851,839 850,662

10 147.108 207.42228 851,839 845,550

5 147.862 208.48542 851,839 826,958

2.5 147.489 207.95949 851,839 782,490

1 145.018 204.47538 851,839 692,178

#Items per transaction: 60 and no. of transactions: 8124

20 228.072 328.423.68 1,203,575 1,202,659

10 227.807 328.04208 1,203,575 1,198,659

5 232.191 334.35504 1,203,575 1,185,813

2.5 230.1 331.344 1,203,575 1,148,930

1 227.854 328.10976 1,203,575 1,050,463
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time is taken to prune RIs. For example, for 8124 transactions, log(time taken)
increases from 0.7 to 230.1 as we increase number of items per transaction from 25
to 60 for our approach. But in general, RareRELIM algorithm takes less time than
rarity algorithm because rarity approach takes into consideration candidate set and
veto list, and it generates both of them and uses both of them to classify an itemset
as rare or not. It takes more time to generate both candidate itemsets and veto lists.

Figure 4 highlights the comparison of number of RIs with varying support for a
fixed portion of mushroom data set, i.e., 60/8124 (items per transaction/number of
transactions). We see a general rise in trend of the graph because of the reason that,
as we keep on increasing the maximum support value used to filter out the RIs from
the database, the rarity of an itemset tends to increase and itemsets tend to be less
frequent. As can be seen from the graph, as we increase max supp value from 1 to
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20%, the value of log10 #RIs increases from 1,050,463 to 1,202,659, an increase of
14%, leading to the conclusion that we got more number of RIs at higher max supp
value.

6 Conclusion

The paper has presented a novel approach to mine rare itemsets, employing RELIM
strategy. Efficient pruning strategies along with a simple data structure have been
employed, and results indicate the significant decline in time taken to mine the rare
itemsets. Future work shall focus on reducing the storage space taken for generating
the RIs. Moreover, efforts shall be put in using the mined rare itemsets in other data
mining strategies.
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Computation of Various Entropy
Measures for Anticipating Bugs
in Open-Source Software

H. D. Arora and Talat Parveen

Abstract Bugs could be introduced at any phase of software development process.
Bugs are recorded in repositories, which occur due to frequent changes in source
code of software to meet the requirements of organizations or users. Open-source
software is frequently updated and source codes are changed continuously due to
which source code becomes complicated and hence bugs appear frequently. Bug
repair process includes addition of new feature, enhancement of existing feature,
some faults or other maintenance task. Entropy measures the uncertainty, thus
helpful in studying code change process. In this paper, bugs reported in various
subcomponents of Bugzilla open-source software are considered; changes are
quantified in terms of entropies using Renyi, Havrda–Charvat, and Arimoto entropy
measures of each component for all changes in components. A linear regression
model using SPSS is applied to detect the expected bugs in the Bugzilla sub-
components. Performance has been measured using goodness-of-fit curve and other
R-square residuals.

Keywords Entropy measure � Bug detection � Bugzilla � Open-source software

1 Introduction

Software goes under regular maintenance and updation with introduction of new
features, enhancement of existing features, and bug repair. Software use and
dependency has increased over a time it required almost everywhere in current time.
Ever-increasing user demand leads to tremendous changes in software, making it
complex over time. The process of maintenance is crucial phase in software
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development cycle. When software undergoes maintenance, main changes occurred
in source code are due to the introduction of new features, bug repair, and feature
enhancement. It is necessary to record to all the changes in source code in a
repository to access it in future for further study and understanding of code change
process. Frequent source code change makes it complex and thus faulty and
sometimes causes a failure. Software reliability and quality are affected by bugs
lying dormant or introduced at any phase in the software development cycle. Bugs
are introduced in the system by increased complexity of source code, advanced
release pressure, no communication, or miscommunication among active devel-
opers and bugs introduced during software development process. Bugzilla [1] is
most widely used bug-tracking system. It is the most commonly used bug reporting
system which assists in bug-fix process. It was released by ‘Netscape
Communications’ in 1998. Entropy is an important concept of information theory
which is defined as the measure of randomness/uncertainty/complexity of code
change. It tells us how much information is present in an event.

In this paper, we have developed an approach for predicting bugs in an
open-source software system using entropy measures. We have applied the simple
linear regression for predicting future bugs using entropy changes calculated using
bug-tracking data from Bugzilla [1]. We have predicted the bugs using three dif-
ferent generalizations of Shannon’s entropy [2], namely Renyi [3], Havrda–Charvat
[4], and Arimoto [5]. Further, we analysed our results with the R-square measure
calculated for each entropy measure. To do this work, we have taken our data from
the Bugzilla bug-tracking system and we considered the bug report in the Bugzilla
subsystem, arranged the data on yearly basis, and then applied simple linear
regression using SPSS. This paper is organized as follows:

2 Literature Review

Hassan [6] applied information theoretic approach of measuring the amount of
entropy as a measure of complexity of code change in a system, and he proposed to
quantify the code change process in terms of entropy. Six open-source software
systems FreeBSD, NetBSD, OpenBSD, KDE, KOffice, and PostgreSQL were
considered for evaluating entropy-based metrics. Entropy-based measures proved to
be better in prediction than the methods using number of changes and previous
bugs. Singh et al. [7] used Hassan’s [6] approach and applied entropy-based metrics
to predict the bugs using simple linear regression (SLR) and support vector
regression (SVR). Nagappan et al. [8] studied the effect of number of modified lines
on the defect density in windows vista. It is concluded that code churn is better
predictor than absolute churn. Ihara et al. [9] proposed bug prediction model which
studies base and state metrics using the eclipse project gives improved performance
than standard model. Maszczyk et al. [10], Shannon entropy in standard top-down
decision trees, and Tsallis and Renyi entropies for modified C4.5 decision trees are
compared for several data sets. They presented that this approach may be used in
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any decision tree and information selection algorithm. Menzies et al. [11] used
NASA Metrics Data Program (MDP) for his study and concluded that learning
algorithm used is more relevant than static source code metric. The effect of using
metrics such as McCabe, LOC, and Halstead is compared with algorithms such as
J48, OneR, and Naïve Bayes. Chaturvedi et al. [12] proposed a method of pre-
dicting the potential complexity of code changes in subcomponents of Bugzilla
project using bass model. This approach helps in predicting the source code
changes yet to be diffused in a system. D’Ambros et al. [13] have done extensive
bug prediction along with releasing data set on their website consisting of many
software systems. They have set a benchmark by comparing the approach devel-
oped by them with the performance of several existing bug prediction approaches.
Giger et al. [14] introduced in a bug prediction a metric with number of modified
lines using fine-grained source code changes (SCCs). Shihab et al. [15] proposed a
statistical regression model to study the eclipse open-source software. This
approach can predict post-release defects using the number of defects in previous
version, and the proposed model is better over existing PCA-based models.

3 Information Theoretic Approach

Information theory has become a keyword in current era which is characterized by a
quantitative approach to the notion of information. It is collection of statistics- and
probability-based mathematical theories. Information theory is a probabilistic
approach dealing with assessing and defining the amount of information contained
in a message. The concept of entropy in information theory was developed by
Shannon [16]. A measure of entropy known as Shannon’s entropy was defined in
Shannon [16]; in his research paper entitled ‘A mathematical theory of communi-
cation’, Shannon [16] proposed and investigated a mathematical model for com-
munication system. He suggested a quantitative measure of average amount of
information supplied by a probabilistic experiment. A systematic attempt to develop
a generalization of Shannon [2] entropy was carried out by Renyi [2] who char-
acterized a nonnegative and additive entropy of order a defined as follows:

H/ðPÞ ¼ 1
1� a

log
Xn
i¼1

pai

 !
ð1Þ

where a 6¼ 1; a[ 0;Pi � 0;
Pn

i¼1 Pi ¼ 1, a is a real parameter, n is the number of
files, and value of n varies from 1 to n. Pi is the probability of change in a file, and
the entropy is maximum when all files have same probability change, i.e. when
pi ¼ 1

n ; 8i 2 1; 2; . . .n. The entropy would be minimum when element k has prob-
ability say, Pi ¼ 1 and 8i 6¼ k;Pi ¼ 0. Havrda and Charvat [4] gave the first
non-additive measure of entropy called structural b-entropy. This quantity permits
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simpler axiomatic characterizations too. It reduced to Shannon [16] when b ! 1.
It lacks the additive property but satisfies the sum property and generalized
recursive property.

HbðPÞ ¼ 21�b � 1
� ��1 Xn

k¼1

pbk � 1

" #
ð2Þ

where b 6¼ 1; b[ 0—b is a real parameter.
Arimoto [5] defined generalized parametric entropy referred as c-entropy. It is

neither additive, nor satisfies recursive or sum property.

HcðPÞ ¼ 2c�1 � 1
� ��1 Xn

k¼1

p
1
c

k

 !c

�1

" #
ð3Þ

where c 6¼ 1; c[ 0—c is a real parameter. Many generalizations of Shannon’s
entropy [2] had been developed so far by researchers such as Renyi [3], Aczel and
Daroczy [17], Havrada and Charvat [4], Kapur [18], Arimoto [5], Sharma and
Taneja [19], and Tsallis [2]. We have limited ourselves to three generalization of
Shannon’s entropy measure for our study which are Renyi [3], Havrda and Charvat
[4], and Arimoto [5] entropy measure.

4 Basic Model for Entropy Measurement

In open-source software, source code changes frequently with the increasing
demand of new feature addition and bug repair process. Changes are recorded in a
repository, and complexity of source code increases with code change process.
Shannon’s entropy is used for studying code change process. Probability changes
for a specific file are calculated, and thus, entropy is calculated. Time period could
be considered in terms of year, half year, month, or a week [6].

For example, in a system let 14 changes be occurred in three different files over a
different time period. If File1 has two changes, File2 and File3 have one change in
time t1. Table 1 represents the total changes in each file for respective time period
t1, t2, and t3. For time period t1, total files in t1 = 4. Thus, probability of File1 for

Table 1 Changes in File1, File2, and File3 with respect to time period t1, t2, and t3

File1

File2

File3

t1 t2 t3
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t1 = 2/5 = 0.4, probability of File2 for t1 = 1/5 = 0.2, and probability of File3 for
t1 = 1/5 = 0.2. Similarly, probabilities for time periods t2 and t3 could be calcu-
lated. Using the probabilities found by above-mentioned method, entropies for all
time periods could be calculated. In this study, Renyi [3], Havrda–Charvat [4], and
Arimoto [5] entropies are calculated using Eqs. (1)–(3). When there would be
changes in all files, then the entropy would be maximum, while it would be min-
imum for most changes occurring in a single file.

5 Data Collection and Preprocessing

Bugzilla renders bug-tracking service to large number of organizations and projects.
It is open-source software. Apache Project, Code Magus, Eclipse, GCC, KDE,
NetBeans, Red Hat, W3C, and many other organization use public Bugzilla
installation. In this paper, components from the Mozilla subsystem are selected.
Bugzilla [1] is a bug-tracking system, and bug reports of few subcomponents are
considered for the study. Bugs are extracted from the CVS repository: http://
bugzilla.mozilla.org. We have considered subcomponents of Bugzilla project for
our study. Data extracted is arranged considering changes in files of subsystem on
yearly basis. In this paper, a fixed period as one year is taken from 2007 to July
2015. The number of files in each of these subsystems varied in the range of 21–157
files. Following subcomponents are selected, and a number of files in each com-
ponent [1] are mentioned along with them (Table 2):

The data is available in the repository, and the data is collected from the
repository and processed using following steps:

Step1 Select the project
Step2 Select the subsystem
Step3 Browse Bugzilla repository for tracking the bug reports
Step4 Collect the reported bug data from the repository for selected

subcomponents
Step5 Arrange the data year-wise and calculate entropy using Eqs. (1)–(3)
Step6 Apply simple linear regression model with bugs mðtÞ observed as

dependent and entropy HðtÞ calculated as independent variables.
Step7 Predict the future bugs using regression coefficients
Step8 Performance of the model is assessed through R2 and other statistical

performance measure

All changes in the subcomponents have been extracted by browsing the con-
current version repository of Bugzilla. Simple linear regression model is fitted for
predicting the future bugs using the entropy measure of the historical changes.
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6 Calculation of Arimoto, Havrda–Charvat, and Renyi
Entropy

In this paper, subcomponents of Bugzilla software are considered and entropy
variation in the system over a period of time ranging from 2007 to 2015 based on
number of bugs calculated is studied Renyi [3]. Havrda–Charvat [4], and Arimoto
[5] entropies are calculated based on data extracted for different subcomponents for
a, b, c ranging from 0.1 to 0.9, respectively. After collecting data for time period
varying from 2007 to 2015 for different files as discussed above, Renyi, Havrda–
Charvat, and Arimoto entropies are calculated using the calculated probabilities as
depicted in Eqs. (1)–(3), respectively, following the method as described in Sect. 4.
For Renyi, Havrda–Charvat, and Arimoto a, b, and c are ranging from 0.1 to 0.9,
respectively, as by the definition of these entropy measures the value parameter in
Eq. (1)–(3) must be greater than 0 and not equal to 1.

Figures 1, 2 and 3 depict the entropy change in various subsystems over the time
period ranging from 2007 to 2015 calculated using Renyi, Havrda–Charvat, and
Arimoto entropy measures, respectively. Renyi, Havrda–Charvat, and Arimoto
entropy decrease as we increase the value of a; b; c from 0.1 to 0.9.
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7 Analysis and Bug Prediction Approach

The simple linear regression [19] is a statistical approach which enables predicting
the dependent variable on the basis of independent variable which has been used to
fit the entropy measure as independent variable HðtÞ and bugs observed as
dependent variable mðtÞ using Eq. (4)

mðtÞ ¼ r0 þ r1 � HðtÞ ð4Þ

where r0 and r1 are regression coefficients. Once getting the regression coefficients
r0 and r1 value, we predict the future bugs by putting the value of regression
coefficients in Eq. (4). The simple linear regression model is used to study the code
change process [20]. SLR is fitted for independent variable HðtÞ and dependent
variable mðtÞ using Eq. (4). Here, mðtÞ represents the number of bugs recorded for
specified in the Bugzilla [1] subcomponent, namely XSLT, Reporter, XForms,
General, Telemetry Dashboard, Verbatim, Geolocation, MFBT, MathML,
X-Remote, Widget Android, and XBL. The regression coefficients r0 and r1 are
calculated by varying the value of a; b; c parameters in Eqs. (1)–(3) taking entropy
as independent variable and number of recorded bugs as dependent variable. We
varied the value of a; b; c from 0.1 to 0.9, respectively, for each entropy measure
and studied the effect of different entropy measure on bug prediction technique [21].
The values of R, R2, adjusted R2 standard error of estimate, and regression coef-
ficients for the entropy measures, namely Renyi [3], Havrda–Charvat [4], and
Arimoto [5] have been calculated by varying the parameter value in each entropy
measure from 0.1 to 0.9 from year 2007 to 2015 and illustrated in Table 3.

R value determines the correlation between set of observed and predicted data,
and its value lies between −1 and 1. R2 also known as coefficients of determination
determines the closeness of data to the fitted regression line, and it lies between 0
and 1. R-square estimates the percentage of total variation about mean, and its value
close to 1 explains that data fits the model appropriately. Adjusted R2 represents the
percentage of variation based only on the independent variables which are affecting
the dependent variable. The results of the simple linear regression are represented in
Table 3, the table represents the value of R, R2, adjusted R2, standard error of
estimate, and regression coefficients. The value of parameter a in Renyi’s entropy
[11] measure in Eq. (1) is varied from 0.1 to 0.9, and entropy is calculated for the
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time period varying from year 2007 to 2015. The entropy calculated is used to
predict the bugs using simple linear regression model in SPSS. The regression
coefficients and hence the predicted value for the future bugs are evaluated. It is
observed that as the value of a progresses from 0.1 to 0.9, a decline in the value of
R2 is observed, which reduces from 0.993 for a = 0.1 to 0.998 for a = 0.9. The
value of parameter b in Havrda–Charvat [4]’s entropy measure in Eq. (2) is varied
from 0.1 to 0.9 and entropy for the period varying from year 2007 to 2008 is
calculated. Then, the regression coefficients evaluated through SLR are used to
predict the bugs to be appeared in system. A decline in the value of R2 is observed
as the b progresses from 0.1 to 0.9. It is seen that for b = 0.1 the value of R2 is
0.991, while following continuous degradation as b value increases at b = 0.9, the

Table 3 Statistics and regression coefficients

Model Parameter R R2 Adjusted
R2

Std. error of the
estimate

Regression
coefficients

r0 r1
Equation 1
(a)

0.1 0.996 0.993 0.992 26.50367 −65.497 114.985

0.2 0.996 0.992 0.991 26.91679 −62.751 117.442

0.3 0.996 0.992 0.991 27.49703 −59.943 119.870

0.4 0.996 0.992 0.991 28.21549 −57.126 122.240

0.5 0.996 0.991 0.99 29.03881 −54.346 124.528

0.6 0.995 0.991 0.989 29.93830 −51.639 126.705

0.7 0.995 0.99 0.989 30.90207 −49.015 128.734

0.8 0.995 0.989 0.988 31.96744 −46.437 130.525

0.9 0.994 0.988 0.987 33.43824 −43.611 131.648

Equation 2
(b)

0.1 0.995 0.991 0.989 30.09957 −8.091 15.512

0.2 0.995 0.99 0.988 31.54890 −10.639 17.875

0.3 0.994 0.989 0.987 32.63041 −13.668 20.392

0.4 0.994 0.988 0.987 33.38173 −17.109 23.041

0.5 0.994 0.988 0.986 33.85169 −20.884 25.800

0.6 0.994 0.988 0.986 34.09773 −24.905 28.642

0.7 0.994 0.988 0.986 34.18984 −29.076 31.535

0.8 0.994 0.988 0.986 34.23875 −33.263 34.429

0.9 0.994 0.988 0.986 34.61405 −37.092 37.174

Equation 3
(c)

0.1 0.994 0.989 0.987 32.80168 −58.873 72.152

0.2 0.994 0.989 0.987 33.00622 −59.372 67.935

0.3 0.994 0.989 0.987 32.90916 −59.629 64.082

0.4 0.994 0.989 0.987 32.66821 −59.262 60.425

0.5 0.995 0.989 0.987 32.42818 −58.201 56.908

0.6 0.995 0.989 0.988 32.24788 −56.447 53.514

0.7 0.995 0.989 0.988 32.12785 −54.053 50.238

0.8 0.995 0.989 0.988 32.01330 −51.131 47.099

0.9 0.995 0.99 0.988 31.61755 −48.045 44.227
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R-square value is found to be 0.988. Similarly, for Arimoto [5] entropy in Eq. (3)
similar to SLR approach is applied as is mentioned above, and hence, the regression
coefficients are calculated. The predicted value is calculated, and hence, R2 value is
analysed. It is found that unlikely of Renyi [11] and Havrda–Charvat [4] entropy
measure analysis with SLR in Arimoto [5] as we increased the value of c from 0.1
to 0.9, the value of R2 improved at c = 0.9. The value of R2 was similar for c = 0.1
to 0.8, and it increased significantly at c = 0.9.

A graph of R-square against the parameter value ranging from 0.1 to 0.9 in
Eqs. (1)–(3) is plotted, and it is observed that the R-square value for the where
R-square value for bugs predicted by Renyi [3] entropy measure is close to 1. It is
observed that the simple linear regression approach predicts the future bugs with
precision. The value of R-square indicates that the Renyi [3] entropymeasure diffused
in simple linear regression approach as independent variable provides the best pre-
dicted value of future bugs.While best R-square values for bugs predicted byHavrda–
Charvat [4] and Arimoto [5] entropy are 99 and 99.1%, respectively. (Figure 4)

8 Result and Discussion

Goodness-of-fit curve has been plotted between observed and predicted values.
Goodness of fit for simple linear regression depicts the fitting of the observed bug
value with the predicted bug’s value. Simple linear regression method significantly
anticipates the future bugs using the number of bugs recorded from the subsystem
of open-source software and entropy measure in Eqs. (1)–(3) by determining the
regression coefficients. Figures 5, 6, and 7 represent this goodness-of-fit curve for
each entropy measure considered for our study, i.e. Renyi [3], Havrda–Charvat [4],
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and Arimoto [5]. The predicted value is calculated, and hence, R-square value is
analysed. It is found that in Renyi [3] and Havrda–Charvat [4] entropy measure
analysis, the value of R-square degraded from 99.3 to 98.9 and 99.1 to 98.8% with
the increase in value of parameter a and b from 0.1 to 0.9, respectively.

While in case of Arimoto [5] as we increased the value of c from 0.1 to 0.9, the
value of R-square improved at c = 0.9 from 98.7 to 98.8%. The value of R-square
was similar for c = 0.1 to 0.8, i.e. shows 98.7% variability, and it increased sig-
nificantly at c = 0.9 to 98.8% variability.

9 Conclusion

Software is affected by code change process which leads to increased code com-
plexity. Based on the data set statistics, Renyi [3], Havrda–Charvat [4], and
Arimoto [5] entropies are calculated for different values of parameter a, b, and c,
respectively, ranging from 0.1 to 0.9 in Eq. (1)–(3) for 12 subcomponents of
Mozilla open-source software (OSS). It is observed that Renyi [3], Havrda–Charvat
[4], and Arimoto [5] entropies lie between 0.4 and 1, 1.8 and 9, 0.7 and 3,
respectively. It could be analysed through Figs. 1, 2 and 3 that all entropy values
decrease as we increase the value of a from 0.1 to 0.9. We have considered a bug
prediction approach to predict the appearance of bugs in the OSS subsystem in
coming years; hence, through comparative analysis of the R2 value for each entropy
measure, it is observed that Renyi [3] entropy measure provides the best R2 value
99.3% for a = 0.1. Goodness-of-fit curve has been plotted and represented in
Figs. 1, 2, and 3. This study based on entropy measures is useful in learning the
code change process in a system. In the future, entropy measures could be used to
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predict bug occurrence in the software and thus complexity of code changes that
software has during a long maintenance period. In the future, our study could be
extended to predict the potential complexity/entropy of code changes that the
software will have during a long maintenance period.
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Design of Cyber Warfare Testbed

Yogesh Chandra and Pallaw Kumar Mishra

Abstract Innovations doing fine in a predictable, controlled environment may be
much less effective, dependable or manageable in a production environment, more
so in cyber systems, where every day there is new technology in malware detection,
zero-day vulnerabilities are coming up. Considering NCSP-2013, authors propose a
realistic cyber warfare testbed using XenServer hypervisor, commodity servers and
open-source tools. Testbed supports cyber-attack and defence scenarios, malware
containment, exercise logs and analysis to develop tactics and strategies. Further,
authors provide ways and means to train cyber warriors, honing their skills as well
as maturing attack and defence technologies on this testbed.

Keywords Virtualization � Hypervisor � Metasploit � Malware
Container

1 Introduction

National Cyber Security Policy (NCSP) was announced in July 2013 with a mission
to protect information and IT infrastructure in cyberspace, build capabilities to
prevent and respond to cyber threats, reduce vulnerabilities and hence damage from
cyber incidents through an arrangement of institutional structures, people, pro-
cesses, technology and their collaboration. One of the objectives is to generate
workforce of five lakhs cyber security professionals in coming five years through
capacity building, skill development, training and use of open standards for cyber
security [1]. National Institute of Standards and Technology (NIST) developed the
framework for improving critical IT infrastructure cyber security in Feb 2014.
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While NCSP addresses the high-level perspective, the NIST framework helps
organizations addressing actual cyber security risks.

The gap between threat and defence continues to expand as opponents use
increasingly sophisticated attack technologies. Cyber Defense Technology
Experimental Research (DETER) is an attempt to fill that gap by hosting an
advanced testbed facility where top researchers and academicians conduct critical
cyber security experiments and educational exercises. It emulates real-world
complexity and scale essential to evolve advance solutions to help protect against
sophisticated cyber-attacks and network design vulnerabilities [2] using Emulab
software [3].

Cyber Exercise and Research Platform (KYPO) project aims to create an
environment for R&D of new methods to protect critical IT infrastructure against
cyber-attacks. A virtualized environment is used for emulation of complex
cyber-attacks and analyse their behaviour and impact on the IT infrastructure [4].
Malware is a powerful, free and independent malware analysis service to the
security community [5]. DARPA is setting up a virtual testbed named National
Cyber Range to carry out virtual cyber warfare games for testing different scenarios
and technologies in response to cyber-attacks.

2 Testbed Requirements

Cyber security experiments involve two or more contestants, due to the adversarial
nature of the problem. Safe and isolated virtual network environment is needed to
be attacked and penetrated as a means of learning and improving penetration testing
skills. In conventional environment, investigator constructing the experiment is
fully aware of both sides of the scenario and all components of the experiment are
equally visible. This affects scenario realism and may foster experimental bias and
may not be able to handle present-day attacks.

Testbed should support on-demand creation of experimental scenarios and
advanced attack emulation. Scenarios generated are to be based on real-world
exploitations. The requirements are network-related, hosts-related, monitoring,
testbed control and deployment. The host monitoring set-up needs to get infor-
mation about the node performance. It is to monitor processor and memory uti-
lization, open connections, interface statistics and other characteristics of hosts.

3 Testbed Design

The testbed consists of four major systems, i.e. cluster of nodes and networks,
attack system, defence system and data logger and report generation.
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3.1 Design of Cluster

Testbed cluster comprises of many nodes in a laboratory connected using a pro-
grammable switch to construct any arbitrary topology. Some nodes may be used to
emulate required link characteristics using network emulator (Netem).

Citrix XenServer serves the objective regarding setting up of underlying
infrastructure for cyber warfare. Though the console is provided by XenCenter, but
it is limited in use and functionality. More sophistication and high fidelity in
creation of nodes and controlling them can be achieved through commercially
available tools such as Cloudstack. Using these tools, a number of virtual nodes are
created for both attack and defence system and testing them in requisite environ-
ment [6] (Fig. 1).

3.2 Composing Attack System

Based on the attacker objective, a number of sequences of attack in the form of
attack graphs may be generated. Each attack graph will be evaluated based on the
extent of objective achieved, time and resources used, the deception achieved and
ease of launch. Though open-source software OpenVAS can be explored, authors
have used Nessus framework for this and have found quite useful aid in generation
of attack graph. The best attack sequence may be executed by the specifically built

Fig. 1 Cyber warfare testbed
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actuator which will pick next node in the graph and launch particular attack on the
node. Individual attack tools such as LOIC for DDOS or hping for scanning can be
utilized by starters. For the attack system, Metasploit Community Edition [7] in
conjugation with Nmap and Wireshark may be used. Kali Linux (formerly
Backtrack) by Offensive Security contains several tools aimed at numerous infor-
mation security tasks, such as penetration testing, forensics and reverse engineering
[8]. Using these tools, a number of attack techniques may be tried and matured on
the cyber warfare testbed. Malware and malware generation tools can be sourced
from Websites like vxheaven.org [9].

3.3 Composing Defence System

Intrusion detection systems (IDSs) and system logs may be used to detect several
types of malicious behaviours that can compromise the security and trust of a
computer system. This includes network attacks against vulnerable services,
data-driven attacks on applications, host-based attacks such as privilege escalation,
unauthorized logins and access to sensitive files, and malware (viruses, Trojan
horses and worms). Provisions are given in IDS to configure rules according to the
experiment. Authors used Snort for network-based intrusion detection and OSSEC
for host-based intrusion detection. These will report various security-related system
activities and logs to central console, e.g. insertion/removal of external media,
changes in specified software. These alerts then can be correlated to have better
awareness of cyber situation.

Formulation of proper response in case of such attack based on situation
response technologies includes response recommenders that evaluate alternatives
and recommend responses in light of the mission and response managers and
actuators that implement the responses [10].

3.4 Data Logger and Report Generation

The data logger collects data in passive mode. There are no external linkages from
the data logger during a live experiment. Interactive access is allowed to this only
from report generation and post analyses modules. Depending on the experiment’s
risk rating, data collected by this module may have to be cleaned for malware
before it can to be used by others.

Data logger retrieves information about the performance. Several tools are
available under the various nomenclature, most popular being security information
and event management (SIEM). Authors have used system information gatherer and
reporter (SIGAR) for data logging and reporting. SIGAR API provides a portable
code for collecting system information such as processor and memory utilization,
open connections, interface statistics and other characteristics of hosts.
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4 Operational Configuration

4.1 Scenarios

The testbed will facilitate a scenario-driven exercise designed to emulate expected
player actions required to meet certain objectives. The exercise scenario may be
built using adversaries with credible capabilities. The scenario will be built around a
series of cyber-attack vectors that fall within the technical capabilities of the
adversary (Fig. 2).

4.2 Attack Emulation

Bandwidth amplification attack, phishing, malware propagation and infection sce-
narios may be enacted to understand emerging mobile worms, viruses and other
malware. Application layer DoS attacks such as Slowloris and Slow HTTP POST
rely on the fact that the HTTP protocol requires requests to be completely received
by the server before processing them. If an HTTP request is not complete, or if there
is a very low transfer rate, the server keeps its resources busy waiting for the rest of
the data. If the server keeps too many resources busy, this leads to denial of service.
These attacks can easily be emulated in the proposed testbed using SlowHTTPTest
tool. Malware containment may be achieved through virtualization, encryption and
zone-based security segmentations (VLANs). Initially, malware analysis could be
done in sandbox environment, before deploying it to the testbed.

Fig. 2 Operational diagram
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5 Analysis

A large number of exercises need to be conducted for various scenarios and their
objectives to generate volume of data. This data are then analysed for specific
objectives afterwards.

5.1 Identification of Measures of Effectiveness (MOEs)

Firstly, MOEs are identified, and the MOEs determine the attack strength, particular
to a specific node on specific network configuration. MOEs for attack may be
number of computers affected, data losses in terms of time and volume, target
identification, number of targets engaged, number of attempts/mechanisms used to
breach, targets missed, DOS induced in terms of time frame, number of routers
attacked/compromised, number of antivirus/antimalware defeated, number of OS
breached, number of Websites attacked, number of applications breached.
Similarly, MOEs for defence may be time delay in detection of attack, value of
asset before and after attack, data losses in terms of time and volume.

5.2 Vulnerability Analysis

Vulnerability analysis may be carried out using Common Vulnerability Scoring
Scheme (CVSS). CVSS provides open framework for communicating the charac-
teristics and severity of software vulnerabilities [11]. Authors have used this model
to define slightly modified base, temporal and environmental metric groups.

Cyber security prediction models may be developed using history and nature of
attack and models for assessment of system vulnerability, most probable attack,
most probable target system, attack strength and evaluation of defence techniques
for such attack [10].

5.3 Development of Strategy and Tactics

Statistical methods or data mining tools may be applied on data collected during
exercises to evolve better defence techniques and attack-resilient network topolo-
gies. Added to it is behaviour analysis, which will help prevention against advanced
persistent threat (APT), polymorphic malware, zero-day attacks, which otherwise
are almost impossible to detect. It includes behaviour of both, malware as well as
attacker. A good analysis of polymorphic malware from behavioural perspective
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has been carried out by Vinod et al. [12]. These analyses will help produce tactical
rule book for senior IT managers and chief information security officers (CISOs).

6 Conclusion

The main tools of cyber defence are not the switches, routers or operating systems,
but rather the cyber defenders themselves. The key benefits derived from the testbed
would be enhancement of skills on cyber warfare, formulation of cyber warfare
strategies and tactics, a training platform for the cyber warfare and analysis of
vulnerability of the existing network system.

Innovations doing fine in a predictable and controlled environment may be less
effective, dependable or manageable in a production environment. Without realistic,
large-scale resources and research environments, results are unpredictable. The
testbed as a mini-Internet emulates real-world complexity and scale.

The testbed can also host capture the flag (CTF) and attack–defence competi-
tions, where every team has own network with vulnerable services. Every team has
time for patching services and developing exploits. Each team protects own services
for scoring defence points and hack opponents for scoring attack points. Exercise
can take place on WAN and can be extended to multiple team configuration.

7 Future Scope

US military has indicated that it considers cyber-attack as an “Act of War” and will
include cyber warfare for future conflicts engaging its Cyber Command. In future, a
move from device-based to cloud-based botnets, hijacking distributed processing
power may be witnessed. Highly distributed denial-of-service attacks using cloud
processing may be launched. To counter such massive attacks, the testbed needs to
be realized at much larger scale. Hence, the testbed also needs to be migrated to
cloud platform [13]. Hybrid cloud solutions, e.g. OpenStack may be used as
infrastructure-as-a-service (IaaS). Further efficiency may be achieved by harnessing
operating system container technology. OS designed to run containers, such as Red
Hat Atomic Host, Ubuntu Snappy, CoreOS and Windows Nano, can complement
hypervisors, where containers (VMs without hypervisor) are lightweight virtual
machines which are realized by OS kernel.

There is scope for simulating human behaviour related to cyber security using
agent-based simulation toolkit. It will support for agent modelling of human
security behaviour to capture perceived differences from standard decision making.
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Performance Evaluation of Features
Extracted from DWT Domain

Manisha Saini and Rita Chhikara

Abstract The key task of Steganalyzer is to identify if a carrier is carrying hidden
information or not. Blind Steganalysis can be tackled as two-class pattern recog-
nition problem. In this paper, we have extracted two sets of feature vectors from
discrete wavelet transformation domain of images to improve performance of a
Steganalyzer. The features extracted are histogram features with three bins 5, 10,
and 15 and Markov features with five threshold values 2, 3, 4, 5, 6, respectively.
The performance of two feature sets is compared among themselves and with
existing Farid discrete wavelet transformation features based on parameter classi-
fication accuracy using neural network back-propagation classifier. In this paper, we
are using three Steganography algorithms outguess, nsF5 and PQ with various
embedding capacities.

Keywords Discrete wavelet transformation � Neural network � Steganography
Steganalysis � Histogram � Markov

1 Introduction

Steganography is a technique of information hiding in digital medium in such a way
that it is imperceptible to human eyes. According to the survey [1], it is found that
terrorists have been using Steganography techniques to pass information over Web
sites and auction sites over a period of time. Most widely used digital medium over
the Internet is image file in comparison with other digital objects. Steganography
hides information in spatial domain and transform domain. Main difference among
spatial and transform domain is that in spatial domain data embedding in pixels is
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done directly, whereas in transform domain images are first transformed [2, 3] to
discrete cosine transform (DCT) or discrete wavelet transform (DWT) domain and
then the message is embedded inside the image. So advantage of transform method
over spatial method is that it is more protected against statistical attacks.

The misuse of Steganography has led to development of countermeasures known
as Steganalysis [4]. The aim of forensic Steganalysis is to recognize the existence of
embedded message and to finally retrieve the secret message. Based on the way
methods are detected from a carrier, Steganalysis is classified into two categories:
target and blind Steganalysis. (i) Target/specific Steganalysis where particular kind
of Steganography algorithm which is used to hide the message is known and
(ii) blind/universal Steganalysis where the particular kind of Steganography tool
used to hide the message is not known.

In this paper, two sets of feature vectors are extracted from discrete wavelet
domain of images to enhance performance of a steganalyzer. The features extracted
are histogram features with three bins 5, 10, and 15 and Markov features with five
different threshold values 2, 3, 4, 5, 6, respectively. The performance of two feature
sets is compared with existing DWT features given by Farid [5] and with different
parameters among themselves.

The rest of the paper is divided in the following sections. Section 2 discusses
three Steganography algorithms outguess, nsF5, and PQ used in the experiment. In
Sect. 3, proposed DWT feature extraction method is explained. Section 4 discusses
neural network classifier used for classification. In Sects. 5 and 6, experimental
results and analysis is described in detail. Finally, the paper is concluded in Sect. 7.

2 Steganography Algorithms

Our experiment employs three steganography algorithms: Outguess, nsF5, and PQ.
Outguess [6] is an enhanced variant of Jsteg. It uses pseudorandom number gen-
erator (PRNG)-based scattering to obscure Steganalysis. Seed is required as addi-
tional parameter to initialize the pseudorandom number generator. nsF5 (no
shrinkage F5 [7]) is enhanced version of F5, proposed in 2007. This algorithm was
developed to improve the problem of shrinkage which exists in F5 algorithm by
combining F5 algorithm with wet paper codes (WPCs). In perturbed quantization
(PQ) algorithm [8], quantization is perturbed according to a random key for data
embedding. In this procedure, prior to embedding the data, on the cover–medium,
an information-reducing process is applied that includes quantization such as lossy
compression, resizing, or A/D conversion. PQ does not leave any traces in the form
that the existing Steganalysis method can grab.
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3 Proposed DWT Feature Extraction

On applying discrete wavelet transformation (DWT) [9] on each image from image
dataset, we obtain four different subbands at each level (up to level 3 decomposition
is done), and we have obtained 12 sub-bands (cA1, cH1, cV1, cD1 at Level 1; cA2,
cH2, cV2, cD2 at Level 2, and cA3, cH3, cV3, cD3 at Level 3, respectively) where
CA is approximation coefficients and rest three subbands (cH, cV, cD) are detailed
coefficients. Histogram and Markov features are extracted from the complete image,
and 12 subbands are obtained after applying DWT.

3.1 Histogram

Histogram [10] is an approach of summarizing data that are calculated on an
interval scale (either discrete or continuous). It partitions the range of feasible
values in a dataset into groups. Features of histogram are extracted by binning the
elements of all subbands into evenly spaced containers [11] and returning the
number of elements in each container. The values are thereafter normalized by
dividing each element by sum of all the elements.

H O ¼ H O=sum H Oð Þ ð1Þ

We have extracted features calculated from original image +12 subbands (13
subbands) by using three different bins 5, 10, and 15.

3.2 Markov

Markov features show the difference between absolute values of neighboring
coefficients. These features have been extracted in DCT domain by Pevný [12], but
we have extracted Markov features in DWT domain [11]. We have calculated four
difference arrays along horizontal, vertical, minor diagonal, and major diagonal
direction using formula:

Nh u; vð Þ ¼ N u; vð Þ � N uþ 1; vð Þ ð2Þ

Nv u; vð Þ ¼ N u; vð Þ � N u; vþ 1ð Þ ð3Þ

Nd u; vð Þ ¼ N u; vð Þ � N uþ 1; vþ 1ð Þ ð4Þ
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Nm u; vð Þ ¼ N uþ 1; vð Þ � Nðu; vþ 1Þ ð5Þ

From difference array, we have calculated four transition probability matrices
(TPMs) in horizontal, vertical, diagonal direction. We have extracted features from
HL and LH subbands and averaged the four transition probability matrices (TPMs)
to obtain features. We have applied different threshold values 2, 3, 4, 5, and 6,
respectively.

3.3 Existing DWT Farid Features

Farid proposed 72 feature set [5]; four features that are extracted from subbands are
mean, variance, skewness, and kurtosis formula which are shown below.

E xð Þ ¼ 1
n

Xn

k¼1

xk ð6Þ

Var xð Þ ¼ 1
n� 1

Xn

i¼1

xi � E xð Þð Þ2 ð7Þ

S xð Þ ¼ E
x� E xð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var xð Þp

 !3
2
4

3
5 ð8Þ

K xð Þ ¼ E
x� E xð Þffiffiffiffiffiffiffiffiffiffiffiffiffi

var xð Þp
 !4
2
4

3
5 ð9Þ

The image decomposition used in Farid paper is based on separable quadrature
mirror filters (QMFs) which contain vertical, horizontal, and diagonal subbands.
A total of 72 features are extracted from level 3 decomposition.

4 Neural Network Classifier

We have used neural network back-propagation classifier to classify images into
stego images and cover images [13]. Features extracted are given as input to input
layer, and then, input propagates through network to output layer. Output is cal-
culated and compared with target output. If actual output does not match with the
target output, then error is generated and propagated back. Weights are adjusted till
neural network classifier correctly classifies images.
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5 Experimental Results

We have created dataset of images consisting of 2,000 cover and 2,000 stego
images of various sizes which are resized into 640 � 480. Stego images are
obtained by applying three Steganography tools, Outguess, nsF5, and PQ. These
4000 images have been divided into training (2,800 samples), validation (600
samples), and testing (600 samples) sets. Features are extracted from image using
DWT transform domain. Then, features are fed to neural network back-propagation
classifier for detecting whether image is stego or clean image. The performance of
classifier is compared on the basis of parameter classification accuracy. Various
embedding capacities have been used to generate the dataset as shown in Table 1.

Accuracy of classifier is the fraction of test samples that are correctly classified.
Firstly, we have compared the performance of proposed features extracted from
wavelet domain among themselves and with existing DWT features. Next, exper-
iment evaluates histogram features with different bins and finally Markov features
with different threshold values.

Histogram features are extracted by binning the elements of all subbands into 5,
10, and 15 evenly spaced containers. Markov features are calculated after applying
different threshold values 2, 3, 4, 5, and 6, respectively, as shown in Table 2.

6 Analysis

Comparison between various histogram features on the basis of parameter classi-
fication accuracy with 20 hidden neurons in Outguess, nsF5, and PQ
Steganography algorithm is listed in Table 3. We can observe the following from
Table 3. (i) In Outguess Steganography algorithm, accuracy obtained with 5 bins

Table 1 Embedding
capacities

Images Outguess nsF5 (%) PQ (%)

1–500 16 � 16 10 10

501–1000 32 � 32 25 25

1001–2000 48 � 48 50 50

Table 2 Proposed histogram
features and Markov features

Histogram Markov

Bins [B] Features Threshold [T] Features

5 65 T = 2 25

10 130 T = 3 49

15 195 T = 4 81

– – T = 5 121

– – T = 6 169
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(65 features) is much higher than obtained with 10 bins (130 features) and 15 bins
(195 features). (ii) In nsF5 and PQ Steganography algorithm, we obtain equivalent
results with 5 bin, 10 bin, and 15 bin, respectively.

From the experimental results of Table 4, we found that accuracy obtained after
applying threshold value 5 is best in comparison with other threshold values in case
of Outguess, but in nsF5 and PQ Steganography algorithm threshold value 6 gives
more accuracy in comparison with others. Next, we evaluate the performance of the
proposed features with existing DWT features based on parameter classification
accuracy.

As shown in Fig. 1, we conclude that proposed histogram 65 features in DWT
domain give best accuracy in comparison with Markov 121 features and existing
Farid 72 DWT features for Outguess. This proves that this algorithm is more
sensitive to histogram features and with reduced number of features we are able to
obtain better accuracy.

We conclude from Figs. 2 and 3, that Markov 121 features are able to detect
nsF5 and PQ Steganography algorithm more efficiently. However, the limitation is
that histogram features (65) do not improve the accuracy much for these two
algorithms.

Table 3 Comparison of accuracy in % of histogram features with 20 hidden neurons

Outguess nsF5 PQ

5 bin 10 bin 15 bin 5 bin 10 bin 15 bin 5 bin 10 bin 15 bin

Training 99.78 98.89 98.28 51.32 52.5 51.17 87.53 91.03 90.8

Validation 99.66 98.66 97.16 48.33 52 52.33 89 90 89.6

Testing 99.3 97.8 97.83 50.33 49.6 49.33 89.66 89.16 89.5

Table 4 Comparison of
accuracy in % of various
threshold values with 20
hidden neurons

T = 2 T = 3 T = 4 T = 5 T = 6

Outguess

Training 61.142 64.214 72.107 71.75 71.35

Validation 63 62 66.667 70.166 71.66

Testing 59.166 60.666 69.334 70.667 70

nsF5

Training 87.5 92.142 93.214 95.785 96.714

Validation 87.166 90.166 92 92.833 93.667

Testing 87.166 89.166 90.667 93 94.667

PQ

Training 86.892 92.464 95.5 99 98.5

Validation 86.166 91.667 95 98 98.166

Testing 88.833 91.334 94.666 97 97.5
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7 Conclusion

We have created image dataset consisting of 2000 cover images downloaded from
various Web sites and digital photographs. Three Steganography algorithms
(1) Outguess (2) nsF5 (3) PQ have been applied to obtain three sets of 2,000 stego
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images. Various embedding capacities have been used to generate the datasets.
Three kinds of images with sizes of 16 � 16, 32 � 32, and 48 � 48 were
embedded in image using Outguess Steganography algorithm. Different embedding
ratio taken in nsF5 and PQ methods are 10, 25, and 50%. The reason for embedding
diverse % of information is to test the performance with different percentage of
information embedded. So total 4,000 images (cover plus stego) have been gen-
erated in each case. These 4000 images have been divided into training (2,800
samples), validation (600 samples), and testing (600 samples) by neural network
classifier. After dividing the dataset into training, validation, and testing, the pro-
posed DWT features (i) histogram, (ii) Markov are compared with existing
Farid DWT features. We have compared the histogram features with different bins
5, 10, and 15, respectively, and Markov features with different threshold values 2,
3, 4, and 5, respectively. All the experiments are performed with neural network
classifier. The results show 5 bins histogram features give best performance for
Outguess, and in nsF5 and PQ Steganography algorithm, we obtain equivalent
results with 5 bin, 10 bin, and 15 bin. Markov features with threshold value 5 gives
best performance for Outguess; in nsF5 and PQ Steganography algorithm, we get
better performance with Markov features with threshold value 6. Experimental
results indicate that outguess algorithm is more sensitive to histogram statistical
features and nsF5 and PQ can be detected with Markov statistical features. From the
experimental result, we can also conclude that proposed set of features gives better
performance in comparison with existing DWT features. Future work involves
(a) applying proposed features on different embedding algorithms. (b) Finding the
size of information hidden in a stego image.
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Control Flow Graph Matching
for Detecting Obfuscated Programs

Chandan Kumar Behera, Genius Sanjog and D. Lalitha Bhaskari

Abstract Malicious programs like the viruses, worms, Trojan horses, and back-
doors infect host computers by taking advantage of flaws of the software and
thereby introducing some kind of secret functionalities. The authors of these
malicious programs attempt to find new methods to get avoided from detection
engines. They use different obfuscation techniques such as dead code insertion,
instruction substitution to make the malicious programs more complex. Initially,
obfuscation techniques those are used by software developers to protect their
software from piracy are now misused by these malware authors. This paper intends
to detect such obfuscated programs or malware using control flow graph
(CFG) matching technique, using VF2 algorithm. If the original CFG of the exe-
cutable is found to be isomorphic to subgraph of obfuscated CFG (under exami-
nation), then it can be classified as an obfuscated one.

Keywords Obfuscation � Decompilation � Optimization � Graph isomorphism
Control flow graph

1 Introduction

The obfuscation is a technique to convert a program to a new different version,
while making their functionalities equal to each other [1]. Using this technique, the
malware writers make their code harder to understand. A lot of malware is being
designed every day and no full proof technique exists that can combat all of them.
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These malware authors try to find innovative techniques all the way for prevention
of their codes from malware detection engines or delaying the analysis process of
the malware, etc., by transforming their malicious programs into another format,
which will be much for reverse engineer [2], i.e., by changing the syntax and
making it more complex by using different obfuscation techniques.

Earlier, malware detectors were designed by using simple pattern-matching
techniques. Some malware was then easily detected and removed through these
antivirus software. These antivirus software maintain a repository of virus signa-
tures, i.e., binary pattern characteristics of the malicious codes, and is used to scan
the program for the presence of these fixed patterns. If the matches were found by
the detectors, they used to alert them as malwares. But, eventually the malware
writers learnt the weakness of these detectors, which is the presence of a particular
pattern (the virus signature) and then the writers started changing the syntax or
semantics of these malwares in such a way that, it would not get detected easily, but
the basic behavior and functionality of such malwares remained the same [3, 4].

Section 2 discusses disassembling. In Sect. 3, some obfuscation techniques are
listed out. Section 4 explains about control flow graphs. Finally, Sect. 5 proposes a
framework, followed by the explanation with an example, which includes disas-
sembly of suspected malware, its CFG generation, and matching. The last section is
about the conclusion of the paper with future targets.

2 Disassembly of Executables

The disassembling process aims at achieving a program as identical as to the
original program [5, 6]. Compilation process consists of translation process which
converts any high-level language (HLL) code to machine code [7]. Then, with the
help of linkers and loaders, executable code will be created. As we have the
executable of any malware, the next process will be disassembling the executable.
During this process, all the details regarding registers, individual instructions will
be trimmed away. Finally, the intermediate representation will be prepared by
replacing the jump instructions with loops and conditional statements, if available
[8, 9]. The automatically generated assembly code from the executable will be
lacking from significant comments, variable names, and function names used by the
code writer. Because, after a series of transformations, the machine-specific
metadata attached with the program semantics will be removed.

3 Obfuscation Techniques

Obfuscation was originally aimed at protecting programs against reverse engi-
neering, illegal modifications, and protecting software from illegal usage at the
stage of distribution (with the help of watermarks), but it has been broadly used by
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malware authors to defeat detection [2]. Some of the simple techniques are men-
tioned below, which can be used for obfuscating the code generally.

(a) Replacement of instructions with equivalent instructions: A technique in which
instructions in the original code are replaced by some other equivalent
instructions.

(b) By introducing dead code instructions: A technique in which a dead code is
inserted into the original code.

(c) Insert semantically NOP code: By this technique, a NO operation code will be
inserted in the original code to make the code lengthier as well as complex.

(d) Insert unreachable code: Some code will be inserted in the program, which is
never going to be executed. In some cases, jumping is introduced to bypass it
directly.

(e) Reorder the instructions: Technique which uses reordering of mutually
exclusive statements such that the syntax changes from the original code but the
output remains same.

(f) Reorder the loops: This technique reorders mutually exclusive loop statements
in the program.

(g) Loop unrolling: This technique uses by moving the loop, and the statements
written inside the loop body are rewritten as many number of times as the
counter value.

(h) Cloning methods: This technique uses in different parts of the program in
different ways, but for the same task.

(i) Inline methods: In this technique, the body of the method is placed into the
body of its callers and the method will be removed.

4 Control Flow Graph

The control flow is driven by the execution of instructions with having various
sequential instructions, conditional/unconditional jumps, function calls, returning
statements, etc., of the program. The control flow graph (CFG) corresponds to all the
possible paths, which must be covered during its execution of the program [10, 11].

4.1 Control Flow Graph Reduction

If the program is an obfuscated one, then various optimization techniques will be
used on the CFG to reduce the number of basic blocks (if possible) [11]. The
reduction of CFG can be done by concatenating consecutive instruction nodes, by
removing the loops and jumps to handle possible permutation of the code or by
merging consecutive conditional jumps.
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4.2 Control Flow Graph Matching

The aim is to develop a detection strategy based on control flow graphs. In this
paper, VF2 algorithm is used to find the subgraphs isomorphism [12]. For two
graphs G and G′, the algorithm goes down as a traversal of a tree data structure, and
at each step, we try to match the next node of G with one of the nodes of G′ and
stop after traversal of all the nodes of G′ (i.e., after finding a leaf). The matching is
done for all the possible combinations, and if it does not end completely, then the
graphs taken would not be isomorphic [13, 14].

5 Proposed Framework

To prove this framework, we perform the following steps:

Step 1. Get code of a simple program in high-level language, (in our case C
language). Obfuscate it several times in that particular high-level language
only, using one or more obfuscating transformations.

Step 2. Generate executables for both of these programs using C language
compiler.

Step 3. Decompile both of these executables to produce assembly language pro-
grams using any decompiler.

Step 4. Make basic block of codes from both of the assembly language programs.
Step 5. Construct control flow graph from the basic blocks for both of these

programs.
Step 6. Compare both of the CFGs for subgraph isomorphism using VF2

algorithm.

Since the obfuscated program is also derived from the original program, so both
the CFGs of the original and obfuscated programs should match. For justifying
correctness of the proposed framework, a simple C program has been taken for
experiment, which finds the factorial of a number.

5.1 Explanation

A simple factorial calculation program in C language as shown in Fig. 1 is taken
into consideration.

Thereafter, the above-mentioned program will be obfuscated, using various
obfuscation techniques, and after that the original code can be transformed as
Fig. 2.
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As, we can have the executable file of the malicious program, the executable
code of both the programs is taken for this testing. Next, with the help of disas-
semblers, the assembly codes will be generated, from the machine codes of both the
original and obfuscated programs (Fig. 3).

Then, the codes will be optimized by using by simply eliminating dead codes,
removal of global common sub-expression, removal of loop invariant codes,
eliminating induction variables, etc. Then, the control flow graph will be generated
from the assembly codes. The structure of the CFGs is shown below, to understand
the difference between both the CFGs, pictorially (Fig. 4).

By looking to all basic blocks and the jump, conditions, loops, and return
statements, the graphs are prepared from both CFGs (Fig. 5).

Both of these CFGs are matched for subgraph isomorphism using the VF2
algorithm. As a result, the following steps are performed while comparing both of
the graphs (Fig. 6).

Fig. 1 Snapshot of the
original HLL program

Fig. 2 Snapshot of obfuscated HLL program

Control Flow Graph Matching for Detecting Obfuscated Programs 271



Fig. 3 Assembly code after disassembling the executable of ‘fact.c’ program

Fig. 4 Assembly code after disassembling the executable of ‘obfuscated fact.c’ program
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Fig. 5 Snapshots of the structures of the CFGs of the original and obfuscated program

Fig. 6 Optimized CFGs G and G′ of the original and the obfuscated program
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(a) Both of the empty graphs G and G′ match
(b) Node A of G matches with A′ of G′
(c) Node B of G matches with B′ of G′
(d) Node C of G matches with C′ of G′
(e) Node D of G matches with D′ of G′
(f) Node E of G matches with E′ of G′

After reaching the leaf node of graph G, no more nodes are left in it and so it can
be declared that the graph G is isomorphic to a subgraph of graph G′. Thus,
according to the observation, the CFG of the original program comes out to be
isomorphic with a subgraph of the CFG of the obfuscated program. The result is as
per our expectations.

The above exercise establishes the fact that our proposed framework works well
as per its design and proved as it can be used for detection of advanced malware or
any other software, over which obfuscation techniques have been performed. On
the contrary, in existing systems only a comparison of the binary signature of both
the programs will be done. Due to application of several obfuscation techniques on
the original program, the binary pattern of the obfuscated program will vary hugely
with that of original program. So the obfuscated program will not be alerted as a
malware by existing antivirus engines.

6 Conclusion

In this paper, a framework has been proposed to detect the obfuscated programs or
malware using control flow graph matching technique. This framework is verified,
and its functionality has been proved through an example. After generating exe-
cutables from both original and obfuscated programs, disassembling has been done
on both the executables (as it is known that only malware executables were
available, not their source code). Next, both the assembly codes and constructed
CFGs of both executables have been optimized. Then, matching has been done
between these CFGs for subgraph isomorphism using VF2 algorithm and found to
be matched. This means, after obfuscating also, the proposed framework is able to
detect the program. The future expectations are to maintain a database of CFGs of
known malware and study matching issues (such as matching CFG of any new
suspected program with a huge database of CFGs). For this, better graph storage
and graph comparison techniques are to be implemented as continuation of this
paper.
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A Novel Framework for Predicting
Performance of Keyword Queries Over
Database

Mujaffar Husain and Udai Shanker

Abstract In fast-growing information era, business or commercial RDBMS pro-
vides huge data access in the form of distributed database, and this data can be
accessed by keyword queries very easily, because no need to know structured query
languages which is problem for almost end user, and they do not know SQL but
needs efficient result; with the help of keyword query interface (KQI), it is possible
but often has problem like low ranking quality, i.e., low precision values or recall
values, as shown in recent benchmarks. Because of ambiguity in keyword-based
search, query result needs improvement. Effectiveness of keyword query should be
decided based on query result. It attracts more improvement because huge data
creates more complication, and for efficient results, query should be appropriate.
Commercial database must support efficient approach to deal with such issues like
low precision value of result; by existing methods, precision value is low because of
ambiguous interpretation of queries, so in this paper, we try to rank the result
according to similarity score based on mathematical model to find proper ranking of
result to give efficient result of keyword-based queries.

Keywords Keyword query interface � Query effectiveness � Keyword query
Similarity score � Precision

1 Introduction

Keyword-based search was popularly useful for unstructured data but now going
popular day by day for RDBNS because of end user requirement, so this field has
attracted much efficient way to tackle problem related to keyword-based search.
So many researchers have suggested different approaches for such papers [1–5]
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have different methods to deal with Keyword based search. Keyword query inter-
face tries to find most appropriate and efficient result for each query. Each Keyword
query may have different result because of which exact prediction is not possible in
this scenario. We know day to day more users want to access data in all the forms
available on the network, so they need their desired result by just typing simple
keyword-based search because almost user does not aware about database lan-
guages. Different papers suggested different approach to deal with it like in papers
[6–9] suggested how to get efficient result by using keyword queries like selecting
top k result, semsearch- and index search-based results which is efficient to filter the
efficient result for given query. Some related introductory information given for the
different terminologies used in this paper is:

Structured Data: When data is stored in form of relational database and can
easily retrieve by structured query language (SQL), it is called structured data.
Unstructured data is some sort of data which is stored without any preimplemen-
tation logic in form of file, Web, etc., and cannot be retrieved easily [10]. Data
mining is organized for application in the business community because it is sup-
ported by three technologies that are now sufficiently nature.

• Huge data collection added millions pages everyday;
• Powerful supercomputers with great computation power;
• Efficient data mining algorithms for efficient computation.

Business databases are developing at huge rate. According to Google, daily,
millions of pages are added. Huge data creates complexity problems, so it needs
more efficient strategies to manage and access. Today, a great many pages included
in one day. In as indicated by a study, Internet every day included data of amount as
about from today 2000 years before information is accessible throughout the day.
The extra requirement for enhanced computational systems can now be met in a
savvy way with parallel multiprocessor PC innovation. Information mining calcu-
lations embody systems that have existed for at smallest 10 years, however have
1 min prior have been actualized as settled, trustworthy, intelligible apparatus that
always surpass more established factual techniques.

How much query is effective? “For any query, we can calculate how much query
is efficient and we can suggest other query instead of hard query if precision value is
low.”

2 Related Work

Today, many application works on both structured data and unstructured data
means where lots of users try to find answer to their queries with keyword search
only. Commercial relational database management systems (RDBMSs) are nowa-
days providing way for keyword queries execution, so for this type of query it is not
as simple as in SQL execution to get appropriate answer to the query, and so
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different approach like [1–9, 11, 12] is suggested by different researchers to get
appropriate answer by just executing keyword queries in structured database. As we
know, with the keyword queries, it is not possible to get exact answer, so ambiguity
creates more answer for same queries, and so researchers suggested the different
approach to rank the result according to relevance of result and also rank the
performance of the queries performing on particular databases.

2.1 Post-retrieval Methods

These are the methods that work after each executed keyword query and help to get
the efficient result.

2.2 Clarity Score Based

The strategies in view of the idea of clarity score accept that clients are occupied
with a not very many points, so they figure a question simple in the event that its
aftermath fit in with not very many topic(s) and along these lines, adequately
recognize capable from different archives in the combination [7].

2.3 Popularity Based

The basic idea of popularity raking is to find the pages that are popular and rank
them higher than other pages that contain specified keywords. This is mostly
working in unstructured like Web-based keyword search. Example for this imple-
mentation is that most search engine uses this strategy like Google, Bing, etc.

2.4 Challenges in Information Retrieve in Structured
Database with Keyword Query

Information retrieval is as much important as information because if we cannot get
required information from database, there is no need of storing data. We have
surveyed and have found the following big challenges:

• Proper interpretation of what a particular keyword query is hard.
• Ambiguity due to a Keyword Query, which type of information we want to

search it’s difficult to exactly find this.
• Information needed behind each keyword query may be different, but query may

be same.
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3 Proposed System

3.1 Objective

We study many methods used to get efficient result with the help of keyword query,
but each method has some certain problem in our work we try to improve the
performance of Keyword Query.

• Improve the performance of the keyword query on the basis of information
needed behind keyword query.

• We try to find the similarity score between document and keyword query and
rank the query as according to its performance which we calculate by precision
value and recall value.

• We can suggest a user if he wants some certain information, then which key-
word query will be useful.

In our proposed method, we create vector to map effectiveness of the query on
database or structured data. This based on terms in particular document.

Vector space model is very useful in calculating distance between query and
data. This model is used to deal with first unstructured data to get the appropriate
result by executing keyword queries. This model provides just talk with the doc-
ument set with the help of term present in the queries (Table 1).

With the help of this model, it is easy and effective to get ranking of the result as
relevance of the result for particular query. So this model provides some mathe-
matical calculation to get the efficient result in case of ambiguity in the interpre-
tation of the query.

By and by, it is less demanding to ascertain the cosine of the point between the
vectors, rather than the edge itself (Fig. 1):

cos h ¼ d2 � q
d2k k qk k ð1Þ

Table 1 Hierarchy of different model
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In above equation, (d2�q) is calculated as documents, d2k k is the norm of vector
d2, and qk k is the norm of vector q. The norm of a vector is calculated as such:

qk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

q2i

s
ð2Þ

In this model, documents and queries are represented as vectors.

dj ¼ w1;j;w2;j; . . .;wt;j
� �

q ¼ w1;q;w2;q; . . .;wn;q
� � ð3Þ

In the given mathematical model, we try to calculate the weight of each
matching text or word, and each document is represented in the form of algebraic
terms, and query is also represented in same manner. The model is known as term
recurrence backward record recurrence model. The weight vector for this particular
example is calculated as in this report d is

vd ¼ w1;d ;w2;d; . . .;wN;d
� �T

wt;d ¼ tft;d � log Dj j
fd0 2 Djt 2 d0gj j

where wt;d ¼ tft;d � log Dj j
fd02Djt2d0gj j.

And tft;d is frequency of term t in document d

log
Dj j

fd0 2 Djt 2 d0gj j

Fig. 1 Vector representation
of query and documents
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The above ratio gives inverse document frequency

Dj j

The term represents the total number of documents in document set;

fd0 2 Djt 2 d0gj j

The above parameter represents the total number documents in which term
t present.

Using the similarity based on cosine model for calculation of similarity score
between document dj and query q can be calculated as:

simðdj; qÞ ¼ dj � q
dj

�� �� qk k ¼
PN

i¼1 wi;jwi;qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 w

2
i;j

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 w

2
i;q

q ð4Þ

This is the method which is used to implement the keyword query ranking for
database. When we see this method compared to other method which is already
implemented, this method is performing very well and precision value is good.

This method is based on similarity-based score to get the efficient result (Fig. 2).

Step to get ranking module:

Example for method implementation by algebraic calculation:
Here is an improved case of the vector space recovery model. Consider a little

accumulation C that comprises in the accompanying three records:

d1: “tom cruise MIB”
d2: “tom hunk future”
d3: “cameroon diaz MIB”

Fig. 2 Ranking schema
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A few terms show up in two reports, some seem just in one archive. The
aggregate number of records is N = 3. Consequently, the idf values for the terms
are:

“cameroon log2 (3/1) = 1.584”
“diaz log2 (3/1) = 1.584”
“tom log2 (3/2) = 0.584”
“future log2 (3/1) = 1.584”
“MIB log2 (3/2) = 0.584”
“cruise log2 (3/1) = 1.584”
“hunk log2 (3/1) = 1.584”

In above document, we calculate the values of documents weight according to
the term frequency in each document based on log2 of the ratio of document terms
and whole document.

Presently, we reproduce the tf scores by the idf estimations of every term,
acquiring the accompanying grid of reports by terms: (All the terms seemed just
once in every report in our little accumulation, so the greatest quality for stan-
dardization is 1.)

For the all above document set, we execute query “tom cruise MIB”, and we
compute the tf–idf vector for the query and store the value for further calculation to
compute the final ranking list of the result (Tables 2 and 3).

Given the going with inquiry: “tom tom MIB”, we figure the tf–idf vector for the
query and calculate the term frequency to get the value get similarity score which is
helpful to get ranking of result. These query terms are now matched with document
set, and distance between query and document set is calculated.

For “q” 0 (2/2) * 0.584 = 0.584 0 (1/2) * 0.584 = 0.292 0 0
We compute the length of every report and of the inquiry (Table 4):
At that point the likeness qualities are:
As per the similarity values, the last request in which the reports are exhibited as

result of the inquiry will be: d1, d2, d3 (Table 5).

Table 2 Value for keyword in documents

Tom Cruise MIB Hunk Future Cameroon Diaz

d1 1 1 1 0 0 0 0

d2 1 0 0 1 1 0 0

d3 0 0 1 0 0 1 1

Table 3 Value for further calculation

Tom Cruise MIB Hunk Future Cameroon Diaz

d1 0.584 1.584 0.584 0 0 0 0

d2 0.584 0 0 1.584 1.584 0 0

d3 0 0 0.584 0 0 1.584 1.584
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4 Implementation and Discussion

The framework is implementing with the help of java, and query raking is effi-
ciently calculated by this implementation. We use the database MySQL to store the
data. We use two table name movie and actor. We access the data with the help of
java programming language. For example, we store data in actor table

insert into actor values (‘tom cruise’, ‘titanic’, ‘2000’);
insert into actor values(‘tom cruise’, ‘mission impossible’, ‘2002’);

After the execution of the queries, we can get ranking of the queries based on the
result (Fig. 3).

The method is performing very well, and precision is considerable (Fig. 4).
From this figure, we can conclude that our proposed scenario produces maxi-

mum precision values rather than our existing scenario. By using our method
proposed system achieves high precision values compared than base paper method
in existing system. For number of data values, it generates the higher precision
values in current scenario. Thus, we achieve the higher precision value for proposed
system rather than the existing system.

If we follow the keyword query suggestions, then we can get efficient result with
precision values near 0.8–0.9.

Table 4 Calculation of length of documents and query

Length of d1 = “sqrt((0.584)2 + (1.584)2 + (0.584)2) = 1.786”

Length of d2 = “sqrt((0.584)2 + (1.584)2 + (1.584)2) = 2.316”

Length of d3 = “sqrt((1.584)2 + (1.584)2 + (0.584)2) = 2.316”

Length of q = “sqrt((0.584)2 + (0.292)2) = 0.652”

Table 5 Final ranking

cosSim(d1, q) = (0 * 0 + 0 * 0 + 0.584 * 0.584 + 0 * 0 + 0.584 * 0.292 + 0.5
84 * 0 + 0 * 0/(1.011 * 0.652) = 0.776

cosSim(d2, q) = (0 * 0 + 0 * 0 + 0.584 * 0.584 + 1.584 * 0 + 0 * 0.292 + 0.8
4 * 0 + 0 * 0)/(1.786 * 0.652) = 0.292

cosSim(d3, q) = (1.584 * 0 + 1.584 * 0 + 0 * 0.584 + 0 * 0 + 0.584 * 0.292
+ 0 * 0 + 0 * 0)/(2.316 * 0.652) = 0.112

284 M. Husain and U. Shanker



5 Conclusion

In our work, we try to find the efficient result for the given keyword query based on
the ranking of the result calculated with our suggested mathematical model which
gives high precision value result as according to user needs. They are: Seeking

Fig. 4 Similarity score
calculation based on model

Fig. 3 Software for
predicting performance of
keyword queries over
databases
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quality is lower than the other framework, and dependability rate of the framework
is most minimal. Keeping in mind the end goal to defeat these downsides, we are
proposing the enhanced ranking calculation which is utilized to improve the
exactness rate of the framework. Moreover, we proposed the idea of
philosophy-based algebraic model apparatus for enhancing the top k efficient results
productivity. It is utilized for giving comparable words as well as semantic
importance for the given keyword query. From the efficient result, we are acquiring
the proposed framework is well powerful than the current framework by method for
exactness rated, nature of result, and effectiveness of our model. This model tries to
predict the effectiveness of the query on the database.
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Predicting and Accessing Security
Features into Component-Based
Software Development: A Critical
Survey

Shambhu Kr. Jha and R. K. Mishra

Abstract Software development communities have made the true venture to
software development through the concept of component-based software approach
and commercial off-the-shelf (COTS). Majority of the present software applications
have software components as the basic elements, and component-based software
development (CBSD) has been successful in building applications and systems.
However, the security of CBS for the software component is still not properly
noticed. Developing secure software is the accountability of all the stakeholders
involved with component-based software development model. The main challenge
is to access how much security we have achieved or how can we predict and
evaluate the security at the early stage of software development? Software security
has a very constructive impact on software productivity, maintainability, cost, and
quality. Therefore, more early we introduce and evaluate security into component-
based software more productivity and quality we can achieve. In this paper, efforts
are done to provide some suitable guiding principle to the software engineers in the
development of secure component-based software products. This paper also dis-
cusses the overview of requirement specification and analyzes the software archi-
tectures and design for developing secure component-based software products.
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1 Introduction

Components-based software is considered as a significant justification to many of the
challenges among software community [1]. It is accredited with improving the effi-
ciency, maintainability and reducing the development time and cost. Majority of
software development organizations have claimed significant benefits from it. Some
of the software developing organizations have implemented systematic reuse pro-
grams which have resulted in-house libraries of reusable components off-the-shelf
(COTS) [2, 3]. Other software developing organizations have supported their reuse
with component-based technologies and tools. Explosive popularity of the Internet
has resulted in a new situation for reusable software components. Consequently,many
organizations are spending much time in reusable component selection and its
retrieval since the choice of the appropriate components has a major impact on the
software project and finally the resulting products. Despite its never-ending potential,
both in terms of cost and in terms of quality of the product, the technology of software
reuse has not become as popular as expected. Regular survey has been conducted on
the component-based software development, and it was found that more than more
than 50% software companies around the world are using component-based approach
in its development. Current literature for CBSD approach mainly concerns on inte-
grating and reusability by acquiring existing component from the repository with
unknown security properties [3–5]. In most of the component-based development
approach, security is given the last priority, whereas functionality is given as top
priority. Therefore, the current component-based development process is miserably
lacking to develop secure software systems. Themain reason behind security lapses is
due to lack of trusted software components and producing software in a secure
manner. It is very important because individuals and organizations mostly depend on
software. Despite huge popularity of CBSD in the industry and the large number of
research publications about it in academia, CBSD still lacks fundamental formal
foundations for the requirement, composition, and verification of security require-
ments [6]. Current CBSD practices do not provide the essential requirements for
developing secure systems [7, 8]. Various surveys have been conducted, and it was
reported about various hurdles involved in the use of CBSD. Since the
component-based development approach is mainly based on interdependencies
among reusable software components which create troubles at the time of integrating
it, therefore, security characteristics of software components must be measured and
evaluated earlier in the CBSD life cycle.

2 Security Specification for Software Component

Software security requirements must be considered as basic fundamental steps for
the development of secure system [9]. It must be integrated into the development
process at very early requirement phase. Unfortunately, in most of the software
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development process including component-based approach, security features are
always given as a second choice. Functional manager of the software is always
concern about meeting the functional goals and objectives considering the com-
plexity, time, and budget constraints of the software projects. People from software
community including academicians, researchers, software developers specifically
component integrators, and other practitioners working in domain of component-
based development were contacted to express their views on security requirements
of component-based software [10]. Most of them have said that security goals
which are specified at the early development phase are unclear and given least
priority. During the early requirement specification of software development, only
very few selected component users are contacted and rest are simply ignored. We
can conclude the above observations as follow (Table 1).

Early requirement plans are most likely to change as the development process
proceeds, but early planning must help to ensure that major security requirements
are not ignored. If we can estimate and quantify the security requirement at the early
stage of development, we can have better control in managing and implementing it
at its highest level. The reason behind the difficulty in security requirement spec-
ification at the time of development of component-based software is the specific
security need of different component-based applications and the complex nature of
different operating environment under which same software components operate. In
component-based approach where same component has different level of security
requirement as it is used under different operating environment, component inte-
grators or users have to implement security requirements while designing appli-
cation program interface (API) at the time of integrating different software
component in different ways as component, in its entire lifetime, may go underuse
of different applications running in many types of environments and perform dif-
ferent task (Fig. 1).

Software component vendors are also playing major role in fulfilling the security
requirements of component-based software development. Component vendors
should apply various security mechanisms such as component certification, user
verification, access control, component encryption, and intrusion detection systems.
Each software component should thoroughly document before its actual use.
A software component might authenticate various security measures in particular

Table 1 General software security requirements

I Totally ignored about security goals due to various other project constraints like
development time, budget, and complexity in business process

II Specify vague security goals at early development phase of the software as they are
unclear about it

III Functional manager gives least priority to the security issues as he is more concern about
it

IV Specify commonly used security mechanisms as architectural constraints

V Many of the users who are playing major role with the software are not contacted about
security goals
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application in a specific operating environment, but that same component security
might not give the same performance in a completely different operating environ-
ment. The ability to produce highly secure and quality software applications within
the fixed time and budget remains a big challenge to most software development
companies. Any faults in the software or delay in its delivery will cause problems
for many stakeholders involved.

3 Architecture and Design for Secure Software
Component

Embedment of security attributes in component-based development is remaining a
huge challenge at the architectural design level. In the process of exploring the
architecture and early design aspects of software components to obtain awareness of
the embedding of security features in the CBSD process, we have met with various
experts from different industry and academia. An online survey was also conducted
through e-mail and other social media like LinkedIn, Twitter, Whatsapp, and
Facebook in form of questionnaires to all potential candidates. The potential can-
didates involved in the survey mainly included experts from industry including
software component vendors, component integrators, project managers of
component-based projects, academician from computer science and applications,
and Ph.D. research scholars who are conducting research in software quality
assessments. The questionnaires contain questions on the basis of component-based
software design processes and its software security features. Participants were
needed to share their professional view on the specified statements in the form of
question. Questionnaires were mainly of following types as presented in Table 2.

Evaluation

High Level 
Design 

Integration 
and Operation 

Selection

Common criteria for Security 
Assessment and Evaluation

Component 
search

Requirement
Definition

Fig. 1 Requirement centric security attributes
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After spending lots of time for compilation of data, it was observed that security
assessment for component-based software development must occur at the three
different levels as shown in Fig. 2.

Once all the functional or non-functional security requirements are precisely
identified and estimated, available COTS components must be evaluated to deter-
mine their suitability for use in the application being developed. Accessibility of a
component repository is advantageous for component integrator to select most
suitable component for development of specific application. While interpreting the
respondent’s feedback for category A questionnaires, it was observed that the
majority of the component integrators do not use a proper CBSD process for
developing software application. For category B, component documentation and
vendor reputation play more important role than any other factors. For category C,
majority of the participants have the same opinion on the concept of embedding
security activities at the component level rather than system level. High-risk factors
were associated with use of external component while developing in house appli-
cation. For category D, access control and applying encryption technique were
preferred by majority of the respondent.

Table 2 Category of questionnaires

Category Description

A Life cycle models used during development of software component repository and
component-based software

B Selection criteria used by CBS developer for selecting individual software
component

C Desired attributes of functional and non-functional security requirements by the
various stakeholders at application level

D Security feature incorporated by component integrator during design of application
program interface required to integrate various software component

Security Level
For

Component Based Software Development

Application Level

Interface Level

Component Level

Fig. 2 Level of security
needed in CBSD
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4 Proposed Framework for Security of Component-Based
Software

Development of secure and trustworthy component-based systems needs to address
the problem of security evaluation and prediction at the individual component level
and application level too. This research paper proposes a component security
framework for development of secure and trustworthy component-based applica-
tions. In the proposed framework, CBSD security criteria are broadly classified into
two categories which are named as

(i) functional security criteria, (ii) non-functional security criteria.
Functional security criteria evaluate and predict security mechanisms by con-

firming all valid user of the component before its actual use. Controlled navigation
of the component by the component user plays very important role, whereas
encryption of data at the time of intercomponent communication adds extra security
at application level. It also ensures data integrity at component level as well as
application level (Fig. 3).

The goal of these mechanisms is to help in estimating and predicting security
level of the proposed component-based software application to fulfill high-level
system’s non-functional security requirements. Similarly, non-functional security
criteria identify a system’s resilience and level of immunity to attack from outside

V. Conclusion Security Criteria for CBSD
Non Functional
Security 
Criteria

Functional
Security Criteria

User 
Authentication 

Access Control

Encryption and 
Data Integrity

System 
Resilence

Intrusion 
Detection

Level of 
Immunity to 
Attack 

Product
Documentation

Fig. 3 Security framework for CBSD
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agency. Outside agency may be hackers, crackers, or any so-called cyber terrorist
intending to perform some fraud or manipulation. We are considering majority of
the component as black box in nature; however, software components may be white
box and gray box in nature also. Encryption mechanism of the proposed framework
is more suitable for components which are white box in nature at the component
level, whereas same encryption mechanism can be applied at the level of inter-
component communication for the component which is black box in nature at the
application level. Access control methods provide guidelines to the component
integrators while selecting most suitable software components which can produce
high-quality component-based application. Component certification and docu-
mentation also play major role while establishing various security issues. While
proposing this framework, a survey was also conducted among the various com-
ponent user working at different level about component certification and docu-
mentation. It was observed that very few component vendors are properly working
on the issue of component documentation. Even the component certification issue is
unexplored. Out of 150 components selected as sample, less than 5% of compo-
nents were found thoroughly documented.

5 Conclusion and Future Scope

This paper is mainly discussing about challenges faced by software component
integrator while implementing various functional and non-functional security issues
at the time of component-based software development. It also talks about impact of
early security requirements specification during the development process of
component-based application. This paper certainly provides some guidelines to
component-based software developer about incorporating various security mecha-
nisms through prescribed security framework. It also discusses about security issues
at three different levels which include component level security, application level
security, and security applied at time of intercomponent communications.

Improvement of component documentation and standardization of component
certification is area of concern which can be considered as future scope for pre-
dicting and accessing security for component-based software development. More
accurate validation of proposed framework can also improve both functional and
non-functional security of component-based software development.
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Traditional Software Reliability Models
Are Based on Brute Force and Reject
Hoare’s Rule

Ritika Wason, A. K. Soni and M. Qasim Rafiq

Abstract This research analyses the causes for the inaccurate estimations and
ineffective assessments of the varied traditional software reliability growth models.
It attempts to expand the logical foundations of software reliability by amalga-
mating techniques first applied in geometry, other branches of mathematics and
later in computer programming. The paper further proposes a framework for a
generic reliability growth model that can be applied during all phases of software
development for accurate runtime control of self-learning, intelligent, service-
oriented software systems. We propose a new technique to employing runtime code
specifications for software reliability. The paper aims at establishing the fact that
traditional models fail to ensure reliable software operation as they employ brute
force mechanisms. Instead, we should work on embedding reliability into software
operation by using a mechanism based on formal models like Hoare’s rule.
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1 Introduction

Ensuring correct operation by implementing dependable software is the most
important challenge of software production today [1]. Accurate reliability assess-
ment not only optimizes the overall software life cycle costs but also allows for
efficient scheduling of resources for software [2]. It makes way for able perfor-
mance appraisal of operational software. Reliability assessments form the basis of
various activities like software project management, software feasibility and soft-
ware modification decision. Hecht [3] describes software reliability functions into
three major categories of measurement, estimation and prediction. Software relia-
bility “measurement” relies upon failure interval data obtained by executing the
software in its real operational environment [4]. Software reliability “estimation”
refers to determining software reliability based upon operation in some test envi-
ronment. Reliability “prediction” implies the practice of computing software reli-
ability measures from program data which does not include failure intervals and
takes into account factors like size and program complexity [5]. Diverse applica-
tions and importance of software reliability metrics can be strongly coupled to the
functions described above. For example, system engineering relies upon prediction;
project management upon estimation; and operational software management upon
measurement [6].

To ensure the above characteristics, many varied software reliability models
have been proposed since early 1970s [7]. A careful analysis of these models
reveals that they actually try to provide a mechanism for describing a random
process called failure either as a function of the number of failures experienced of
next time to failure [8]. For the past four decades, all these models have estimated
software reliability combining failure history data with their individual assumptions
as depicted in Table 1.

An analysis of the different classes of software reliability models as depicted in
Table 1 reveals that all the traditional reliability models suffer from what we may
call the “conditional applicability syndrome”. None of the existing software relia-
bility models are capable of maintaining and controlling software reliability
throughout the software life cycle. Though these models may be successful for a
particular software system under one operational environment, they may fail or
yield inaccurate estimates for the same software under different settings.

A major lacuna of all software dependability and reliability research is the
absence of a generic, intelligent, self-learning reliability estimation model. Despite
huge effort and volumes of work, we are still looking for a formal reliability
assessment model that can identify possible states the software may assume during
its life cycle to ensure accurate reliability “prediction”, precise reliability “estima-
tion” and correct reliability “measurement” once the software is operational [9, 10].

All the conventional models treat software as a black box and estimate
software reliability using complex statistical or mathematical functions which
have been borrowed from hardware reliability models [11]. Detailed analysis of the
history of software reliability estimation parameters reveals that all the common
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software reliability estimation parameters such as failure rate (k), hazard function
(k(t)), MTBF, MTTR, MTTF were initially suggested for the reliability prediction
of hardware products [12] and were simply fitted to the software process over-
looking the different nature of software versus hardware as well as their reliability.

Hence, it has been observed that the shortcomings of the existing software
reliability models have been the major cause of the unreliability of modern
software.

Major challenges of software reliability can be defined as the ability to achieve
the following [13]:

(i) Encompass heterogeneous runtime execution and operation mechanisms for
software components.

(ii) Provide abstractions that can identify, isolate and control runtime software
errors.

(iii) Ensure robustness of software systems.

Table 1 Applicability of traditional reliability models in different software development phases

S. No. Software
development
phase

Features Usable reliability
models

Drawbacks

1 Design phase Faults are detected by
other formal and
informal methods

None Absence of test cases
and failure data makes
all existing software
reliability models
unsuitable

2 Unit testing
phase

Test cases generated
module-wise from
input domain in
deterministic fashion.
In most cases,
programmer himself is
the tester

Fault seeding
models or input
domain-based
models

Test cases are not a
representative sample
of the actual
operational usage;
hence, estimates
obtained may not be
of much use

3 Integration
testing phase

Test cases generated
to verify the
correctness of the
partial or whole
system in either a
random or
deterministic fashion

Time between
failures, fault
seeding, failure
count and input
domain-based
models

Different reliability
estimation models
applicable under
diverse assumptions.
Choice of model
should be based on
operational
environment

4 Acceptance
testing phase

Inputs for operational
usage are generated to
verify software
acceptability

Fault count and
input
domain-based
models

Reliability model
based on operational
environment

5 Operational
phase

Allied, deterministic
user inputs instead of
random

Fault count models Reliability model
based on operational
environment
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Hence, it is time that the software engineering community learns from mistakes
of conventional reliability models and utilizes post-testing failure data to control
software operation at run-time [14, 15].

The above discussion implies that what is required is a more holistic approach,
integrating formal methods like Hoare’s logic and automata [16]. The key feature of
this approach shall be a shift of emphasis from probabilistic assumptions about the
reliable execution of software to actual runtime operation control [8, 12, 17, 18].
This paper proposes a general framework for a reliability model based on finite state
machines.

The remainder of this paper is designed as follows. Section 2 reviews some
popular software reliability models. Section 3 establishes the brute force nature of
all traditional SRGMs as the major cause of their inaccurate estimates. Section 4
discusses the viability of modelling reliability metrics using formal methods like
Hoare’s logic. Section 5 discusses the basic framework for a generic, intelligent,
self-learning reliability estimation model. Section 6 discusses the conclusion and
future enhancements for this study.

2 Software Reliability Measurement

Chow [7] was the first to suggest a software reliability estimation model. Since then
hundreds of models were applied for calculating reliability of different software
systems. However, with every model, the search for another model that overcomes
the limitations of its ancestors intensifies. Actually, none of the traditional reliability
models offer silver bullet for accurate reliability measurement for software. It is
observed that traditional reliability models are only trying to mathematically rep-
resent the interaction between the software and its operational environment. As
such most of these models are hence brute force as they are probabilistically trying
to estimate software reliability by fitting some mathematical model [7] onto the
software reliability estimation process. The limitation of traditional models along
with the growing size and complexity of modern software makes accurate reliability
prediction all the more hazardous.

As observed from Table 1, most of the software reliability models calculate
reliability based on failure history data obtained from either the testing or debug-
ging phase of software development [12]. However, difficulty lies in the quantifi-
cation of this measure. Most of the existing reliability models assess reliability
growth based on failure modes surfaced during testing and combine them with
different assumptions to estimate reliability [1, 2, 10]. Some of the well-known
traditional software reliability models can be classified according to their main
features as detailed in Table 2.

Tables 1 and 2 establish that all the existing reliability models have limited
applicability during software testing, validation or operational phases of the soft-
ware life cycle. However, the basic foundation of most software reliability growth
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models is often viewed doubtfully due to the unrealistic assumptions they are based
on, hence being the underlying cause of the reliability challenge of this century.

3 Brute Force Nature of Traditional Models

Despite decades of continual research and progress, software reliability remains a
term of aspiration. As the human society comes to rely heavily on powerful systems
that keep shrinking in size and growing in complexity, software systems have come
under harsh tectonic stresses due to the growing demand for reliable, distributed
systems. Despite more than half-a-century of advancement, the software industry
continues to strive for a mature engineering discipline to meet the reliability
demands of an information-age society [13]. The fundamental cause of this failure
is the fact that our basic approach to software construction is flawed. All traditional
software reliability estimation models demand more information about the software
than is actually known like failure rate. As a result, this produces dubious
assumptions about software resulting in misleading results. Having understood the
root cause of all our software quality problems, we now need to identify and debug
the mistakes of traditional reliability models in order to enable a befitting solution to
our software reliability crisis.

Table 2 Feature classification of traditional reliability models

S. No. Class Example Assumptions

1 Time between
failure/
deterministic
models

Jelinski–Moranda
de-eutrophication model; Goel–
Okumoto imperfect debugging
model; Littlewood–Verrall
Bayesian model

(i) Independent times between
failures
(ii) Equal probability of each fault
exposure
(iii) Embedded faults independent
of each other
(iv) Debugging and perfect fault
removal after each occurrence

2 Fault count
models

Goel–Okumoto NHPP model;
Musa’s execution time model;
Shooman exponential model;

(i) Independent testing intervals
(ii) Homogeneous testing during
intervals
(iii) Number of faults detected per
interval independent of each other

3 Fault seeding
models

Mills hypergeometric model (i) Seeded faults are randomly
distributed in the software with
equal probability of being
detected with native faults

4 Input
domain-based
model

Nelson model; Ramamoorthy
and Bastani model

(i) Known input profile
distribution
(ii) Random testing used
(iii) Input domain can also be
partitioned into equivalence
classes
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At this point, it would be logical to first understand the nature of computing.
A computer program in reality can be termed as a behaving machine (BM) or an
automaton that can detect modifications in its environment and effect alterations in
it just like our biological nervous system [13]. Such a universal behaving machine
(UBM) may be composed of a couple of elementary behaving entities called nodes
and an environment that can bring a change in the state of these nodes. The above
description maps to what we know of mathematically as a finite state machine
(FSM) [8, 17–19]. Hence, from the above discussion, we may conclude that at its
core all software behave as a finite state machine.

Unfortunately for the software world, traditional reliability models do not treat
the software as a tightly integrated collection of communicating entities that can
switch states upon environmental stimuli [20, 21]. The cause for this can be
attributed either to sheer ignorance or vested interest of ensuring oneself a lifetime
career as reliability engineer. All traditional models present a time-variant reliability
analysis of existing software by calculating reliability using brute force efforts for
generating assumptions and parameter values to be fitted onto a mathematical
model [1, 7]. However, the accuracy of the model assumptions and parameter
values is questionable.

From the long legacy of software failures, the software community has culti-
vated a belief that large, complex software are less reliable [9]. The belief strikingly
contrasts the human brain, the most dependable and complex system in the world,
with reliability scores of magnitude greater than that of any composite existing
software [13]. Hence, the human brain is a living proof of the fact that the reliability
of a behaving system does not have to be inversely proportional to its complexity.
The problem with the traditional reliability models lies in their way of quantifying
reliability. Most existing reliability models use either of the alternative way to
quantify reliability: failure intensity (expected number of failures per unit time) or
mean time to failure (MTTF, expected value of the failure interval) [1]. However,
both the estimates involve estimation of software reliability from failure data
obtained during testing and validation phases of software which may significantly
differ from the actual operational environment where the system may be actually
implemented.

The primary purpose of any software reliability model is to anticipate failure
behaviour that will be observed from the program at run-time [22]. This runtime
behaviour, however, changes rapidly with the implementation environment under
which a program operates and cannot be completely tracked during program test-
ing. Developer alliance can further diminish secure coding practices.

4 Perceiving Reliability with Hoare’s Logic

Uncertainty will continue to disrupt reliability of all our software systems, unless
we transition to some metric rooted firmly in science and mathematics [4, 9, 23].
Engineers have always relied on mathematical analysis to predict how their designs
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will behave in the real world [2]. Unfortunately, the mathematics that describes
physical hardware systems does not apply within the artificial binary universe of
software systems [2]. However, computer scientists have contrived ways to trans-
late software specifications and programs into equivalent mathematical expressions
which can be analysed using theoretical tools called formal methods [5, 15]. In the
current decade when reliable software is no longer just a negotiable option but a
firm requirement for many real-time, critical software systems, we need to become
smarter about how we design, analyse and test software systems.

Hoare’s logic/Floyd–Hoare logic is an axiomatic means of proving program
correctness which has been the formal basis to formally verify the correctness of
software [16]. However, it is rarely applied in actual practice. We propose devel-
opment of a reliability model that can control the traversed program path using an
underlying automata-based software representation and apply Hoare’s logic as the
basis to ensure correct runtime program execution [11]. Our approach performs
dynamic checking of software transition and instead of halting the program upon
failure state transition; we allow the program to continue execution through an
alternate path. Formal, Hoare’s logic-based software verification provides strong
possibility to establish program correctness [16]. However, practical use of this
logic is limited due to difficulties like determining invariants for iterations and side
effects of invoking subroutines (methods/functions/procedures) in different pro-
gramming languages.

Hoare’s logic based on predicate logic [16] defines a set of axioms to classify the
semantics of programming languages. It describes an axiom for each program
construct. These axioms are further applied to establish program correctness for
programs written in different programming languages.

We propose applying axioms of Hoare’s logic for ensuring reliable software
operation [16]. To clarify the same, we discuss the Hoare axiom for assignment:

Let x: = E be an assignment, then

Q Ejxð Þf gx :¼ E Qf g ð1Þ

Equation 1 states that x: = E is acceptable with respect to the particular
post-assertion Q and the derived pre-assertion Q(E|x).

Taking, Hoare’s axiom of assignment as basis, we propose an axiom of relia-
bility to be followed by each software transition.

x :¼ P
is acceptable with respect to the given post-state qi 2 Q and the previous

pre-state qj 2 Q
P jdð Þ. This implies that a given user input x is correct only if it

transforms the state of software under study to an acceptable post-state.
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5 Proposed Model Framework

Systems crash when they fail to expect the unexpected [2]. The unreliability of
software stems from the problem of listing and/or identifying all the possible states
of the program [13]. To conquer this limitation, we propose development of an
automata-based software reliability model [11, 24]. The proposed model is based on
the conventional idea of a Markov model [25, 26]. This model divides the possible
software configurations into distinct states, each connected to the others through a
transition rate. In this framework, the software at run-time would be controlled by
an underlying automata representation of the software. Each software state change
and/or transition shall be allowed by the compiler and/or interpreter only after
validating if it takes the software to an acceptable automata node. The basic flow of
this automata-based reliability model is depicted in Fig. 1.

As depicted in Fig. 1 above, the proposed model framework utilizes the
equivalent assembly code of the software under study to extract the underlying
opcodes. Utilizing these opcode instructions, a next state transition table is obtained
which is used as the basis for designing the underlying finite state automata (FSM).
Each node of the obtained FSM can be assigned a probability value. Initially, each
node of the FSM can be assigned an equivalent probability. With each software
execution, the node probability can be incremented and/or decremented depending
upon the software path of execution. The proposed framework shall help ensure
reliable software execution by monitoring each software transition. In case, the
framework detects that in the next transition the software may transit to a failure
node, it may halt the system immediately and work on finding an alternate route.

Fig. 1 Basic flow diagram of
proposed automata-based
software reliability model
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6 Conclusion

The ultimate objective of this study is to embrace the software community with the
fact that existing software reliability models are all brute force as they do not
capture the actual nature of software execution [27]. With this work, we also have
built upon a novel software reliability model that uses the formal model of an
automaton to control runtime software operation. The utmost importance of this
framework is that the framework can be built into the software execution engine
(compiler and/or interpreter) to ensure similar automata-based execution for all
software sharing similar execution semantics. However, this remains a tall objective
to achieve in the near future.

This research may be considered as generic model for ensuring reliable software
operation of modern agent-based, cloud-based, distributed or service-oriented
software. This research could also be classified as a generic one which could
instantiate numerous other studies. Possible extensions to this research can be
training of the FSM framework into learning automata to identify and register faulty
nodes as well as incorrect user input types leading to the same. Further, the model
can also be applied to improve runtime performance of software. This study is a
step forward towards overcoming all software reliability issues and ensuring robust
software systems.
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Object-Oriented Metrics for Defect
Prediction

Satwinder Singh and Rozy Singla

Abstract Today, defect prediction is an important part of software industry to meet
deadlines for their products. Defect prediction techniques help the organizations to
use their resources effectively which results in lower cost and time requirements.
Various metrics are used for defect prediction in within company (WC) and
cross-company (CC) projects. In this paper, we used object-oriented metrics to
build a defect prediction model for within company and cross-company projects. In
this paper, feed-forward neural network (FFNN) model is used to build a defect
prediction model. The proposed model was tested over four datasets against within
company defect prediction (WCDP) and cross-company defect prediction (CCDP).
The proposed model gives good results for WCDP and CCDP as compared to
previous studies.

Keywords Object-oriented metrics � Defect prediction
Artificial neural network (ANN)

1 Introduction

Defect prediction is a technique to find defects in software before its delivery. It is
an important part of software engineering to control the schedule and cost of a
software system. There are various models that can be used for defect prediction.
Defect prediction models help the engineer to check the reliability of the software
against time and cost factor. These models are developed using various metrics. But
today, object-oriented metrics are more popular. So in this paper, object-oriented
metrics are used for defect prediction.
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Software metrics are collected with the help of automated tools which are used
by defect prediction models to predict the defects in the system. There is generally a
dependent variable, and various independent variables are present in any fault
prediction model. Dependent variable defines that the software modules are faulty
or not. Various metrics such as process metrics, product metrics, etc., can be used as
independent variables. For example, cyclomatic complexity and lines of code which
are method-level product metrics [1].

Cross-company defect prediction (CCDP) is a mechanism that builds defect
predictors which use data from various other companies, and the data may be
heterogeneous in nature. Cross-project defect prediction uses data from within
company projects or cross-company projects. CC (cross-company) data involve
knowledge from many different projects and are diversified as compared to within
company (WC) data [2].

Previous works mostly focus on defect prediction within company projects. Very
few studies were based on cross-company and cross-projects defect prediction but
did not produce satisfactory results.

Defect prediction from static code can be used to improve the quality of soft-
ware. Here in this paper, to cover the above gap focus is on to predict the parts of
the code which is defective. Further, efforts will be made to create the general
framework or model for defect prediction in cross-company and cross-project
software to improve the quality of software.

Zimmermann et al. observed that many companies do not have local data which
can be used in defect prediction as they may be too small. The system which has to
be tested might be released for first time, and so there is no past data [3].

Mainly, the focus of various defect prediction studies is to build prediction
models using the available local data (i.e., within company predictors). For this
purpose, companies have to maintain a data repository where data of their past
projects can be stored. This stored data are useful in defect prediction. However,
many companies do not follow this practice.

In this research, the focus is on binary defect prediction and examines if there is
any conclusion or not. This research presents the assets of cross-company
(CC) versus within company (WC) data for defect prediction.

2 Literature Survey

As per the title of the paper, efforts over here will be made to design a defect
prediction model that can be used for with-in and cross-company projects. To
design a defect prediction model, it is required to study the previous work done by
the research community so far. The same is done as follow.

Zimmermann et al. [3] calculated the performance of defect prediction for
cross-projects by using data from 12 projects (622 combinations). Among of these
combinations, only 21 pairs resulted in efficient prediction performance. Data
distributions of the initial and final projects are different which result in low

306 S. Singh and R. Singla



prediction performance. It is expected that training and test data have the same
distribution of data. This assumption is good for within-project prediction and may
be not suited for cross-project prediction. Cross-project prediction can be indicted
in two dimensions: the domain dimension and the company dimension. They
noticed that many software companies may or may not have local data for defect
prediction as they are small or they do not have any past data. Zimmermann et al.
[3] observed the datasets from Firefox and Internet Explorer (IE). They experi-
mented on these Web browsers and found that Firefox data could predict for defects
in IE very well, but vice versa was not true. They come up with the result that
“building a model from a small population to predict a larger one is likely more
difficult than the reverse direction.”

Peters et al. [4] described one way to find the datasets for training and testing
which would help in cross-company defect prediction and within company defect
prediction. The authors divided the datasets as labeled or unlabeled data. Unlabeled
datasets can be used for predicting the defects in cross-company projects. They
introduce a new filter “Peters filter” which generates the training datasets. The
performance of Peters filter is compared with the Burak filter which uses k-nearest
neighbor method for calculating the training dataset. These filters are used with
various prediction models to calculate their performance. They used random forest
(RF), Naïve Byes (NB), linear regression (LR), and k-nearest neighbor (k-NN)
prediction models for calculating the performance of filters. The performance
measurement parameters are accuracy, recall, precision, f-measure, and g-measure.
After this experiment, they come with ideas that the cross-company defect pre-
diction is needed for predicting results over small datasets.

Zhang et al. [5] proposed a universal model for defect prediction that can be used
in within company and cross-company projects. One issue in building a
cross-company defect prediction is the variations in data distribution. To overcome
this, the authors first suggested collecting data and then transforming the training
and testing data to make more similar in their data distribution. They proposed a
context-aware rank transformation for limiting the variations in the distribution of
data before applying them to the universal defect prediction model. The six context
factors are used by authors which are programming language, issue tracking, the
total lines of code, the total number of files, the total number of commits, and the
total number of developers for prediction. They used 21 code metrics and 5 process
metrics in their research. Their experimental results show higher AUC values and
higher recall than with-in project models and have better AUC for cross-projects.

Zimmerman et al. [3] proposed a novel transfer learning algorithm called
Transfer Naive Bayes (TNB) for cross-company defect prediction. The advantage
of transfer learning is that it allows that training and testing data to be heteroge-
neous. They have used instance-transfer approach in their research which assigns
weights to source instances according to their contribution in the prediction model.
They use four performance metrics, probability of detection (PD ), probability of
false alarms (PF), F-measure, and AUC to measure the performance of defect
predictor. They show that the TNB gives good performance.
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Kitchenham et al. [2] analyzed a cross-company dataset of Web projects. The
Web projects may be Web hypermedia or Web software application. They devel-
oped a cost estimation model based on these datasets. They used STATATM tool for
the experiment, which uses regression. Their experiment results show that a
cross-company effort estimation model can be constructed [6].

3 Methodology

Feed-forward neural networks (FFNNs) are the most popular neural networks
which are trained with a back-propagation learning algorithm. It is used to solve a
wide variety of problems. A FFNN consists of neurons, which are organized into
layers. The first layer is called the input layer, the last layer is called the output
layer, and the layers between are hidden layers. The used FFNN model is shown in
Fig. 1. Each neuron in a particular layer is connected with all neurons in the next
layer.

The connection between the ith and jth neuron is characterized by the weight
coefficient wij. The weight coefficient has an impact on the degree of importance of
the given connection in the neural network. The output of a layer can be determined
by equations

a ¼ x1w1 þ x2w2 þ x3w3 � � � þ xnwn ð1Þ

In this research, seven neurons are used at input layer and three neurons are used
at hidden layer. The seven inputs are object-oriented metrics which are: NOC[4],
RFC[4], DIT[4], WMC[4], CBO[4], LCOM[4], and LCOM5[9].

In this research, following activation functions are used:

1. Hyperbolic tangent sigmoid function (tansig)
2. Linear transfer function (purelin)

Fig. 1 A multi-layer
feed-forward neural network
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tansig is used as activation function for hidden layer, and purelin is used as
activation function for the output layer.

1. Hyperbolic Tangent Sigmoid Function (tansig)

It takes two real-valued arguments and transforms them to a range (−1, 1).
The equation used for tansig is

a ¼ tansig nð Þ ¼ 2
1þ e�2�nð Þ � 1 ð2Þ

2. Linear Transfer Function (purelin)

Purelin (n) takes one input and returns value n.
The equation for purelin is

a ¼ purelin ðnÞ ¼ nþ b ð3Þ

where b is bias value.

3.1 Performance Evaluation Parameters

Performance evaluation parameters are needed to calculate or validate the perfor-
mance of the proposed model. If these parameters are not considered, then the
performance of the proposed model cannot be evaluated.

Table 1 shows the confusion matrix for fault prediction. The confusion matrix is
divided into four subparts which are as following:

i. True positives (TP): number of modules correctly classified as faulty modules.
ii. False positives (FP): number of not-faulty classes predicted as faulty classes.
iii. True negatives (TN): number of non-faulty modules correctly predicted as

non-faulty.
iv. Finally, false negatives (FN): number of faulty classes incorrectly predicted as

not-faulty classes. According to the confusion matrix, following performance
parameter is used to measures the performance of the proposed model:

Specificity: It is also known as true negative rate (TNR). It defines how the
faulty classes are classified as faulty by the predictor. It is defined as:

Table 1 Fault detection
confusion matrix

Non-faulty Faulty

Non-faulty True negative (TN) False positive (FP)

Faulty False negative (FN) True positive (TP)
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Specificity ¼ TN
FPþTN

ð4Þ

ROC (Receiver Operating Characteristics): The performance of a binary
classifier is shown by ROC curve. It is in graphical form. The curve is created by
plotting the true positive rate (TPR) against the false positive rate (FPR) at various
threshold settings.

The true positive rate is calculated as:

TPR ¼ TP
TPþ FNð Þ ð5Þ

The false positive rate is calculated as:

FPR ¼ FP
FPþTNð Þ ð6Þ

ROC graphs are two-dimensional graphs in which TP rate is plotted on the Y-
axis and FP rate is plotted on the X-axis. The area under ROC curve (AUC) is often
calculated to compare different ROC curves. Higher AUC values indicate the
classifier is, on average, more to the upper left region of the graph [7]. The ROC
curve ranges between 0 and 1. It measures the perceptiveness of the proposed
model. The general values of ROC to evaluate perceptiveness of the model are as
follow:

If 0.5 � ROC � 0.6: no perceptiveness, i.e., not better than guessing.
If 0.6 � ROC � 0.7: poor perceptiveness.
If 0.7 � ROC � 0.8: good perceptiveness.
If 0.8 � ROC � 0.9: excellent perceptiveness.
If 0.9 � ROC � 1.0: outstanding perceptiveness.

4 Collection of Data

In order to perform this research, data was collected from the Bugzilla1 database for
two versions of Mozilla Firefox (MF) 2.0 and 3.0 and for one version of Mozilla
Seamonkey (SM) in which the number of bugs found and corrected in each class of
the system. The Bugzilla database contains all errors (bugs) that have been found in
projects with detailed information that includes the release number, error severity,
and summary of errors. As this study is focused on object-oriented metrics, so only
those bugs were considered which were affecting these classes.

1www.bugzila.org.
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Two MF Versions, i.e., 2.0 and 3.0 and SM Version 1.0.1 open source systems
were used for analysis in this study. Another system chosen for cross-company and
cross-domain analysis is Licq (an instant messaging or communication client for the
UNIX). The database for bugs is obtained from social community known as GitHub2

community. Licq is smaller system with 280 classes (Tables 2, 3, 4, 5, and 6).
From the descriptive statistics, it was noticed that the maximum DIT level is 11

for Firefox Version 3.0 dataset and almost 75% classes were having three levels of

Table 2 Dataset details

Name Number of classes Number of defect classes % Defected classes

Licq 280 126 45

Firefox Version 2.0 4524 81 1.79

Firefox Version 3.0 4971 59 1.186

SM Version 1.0.1 4103 47 1.145

Table 3 Descriptive statistical analysis of Licq dataset

NOC RFC DIT WMC CBO LCOM LCOM5

Mean 0.7071 16.5964 1.5929 24.2571 4.6071 452.721 1.5821

Median 0.0000 7.0000 1.0000 4.0000 3.0000 1.0000 1.0000

Std. deviation 4.16074 52.5919 1.39326 126.54807 12.0081 3936.03 1.31997

Variance 17.312 2765.91 1.941 16014.414 144.196 1.549E7 1.742

Minimum 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Maximum 57.00 720.00 5.00 1920.00 195.00 45002.00 11.00

Percentiles 25% 0.0000 3.0000 0.0000 2.0000 1.0000 0.0000 1.0000

50% 0.0000 7.0000 1.0000 4.0000 3.0000 1.0000 1.0000

75% 0.0000 14.7500 3.0000 12.7500 6.0000 8.0000 2.0000

Table 4 Descriptive statistical analysis of Firefox MF Ver. 2.0 dataset

NOC RFC DIT WMC CBO LCOM LCOM5

Mean 1.0654 27.0009 1.9931 202.1603 10.5524 40.2962 4.3035

Median 0.0000 12.0000 2.0000 4.0000 5.0000 9.0000 2.0000

Std. deviation 16.24396 47.3012 1.8057 1298.32154 14.03634 112.744 8.33282

Variance 263.866 2237.409 3.261 1685638.82 197.019 12711.4 69.436

Minimum 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Maximum 1074.00 764.00 10.00 54619.00 182.00 3233.00 101.00

Percentiles 25% 0.0000 4.0000 1.0000 0.0000 3.0000 1.0000 1.0000

50% 0.0000 12.0000 2.0000 4.0000 5.0000 9.0000 2.0000

75% 1.0000 29.0000 3.0000 44.0000 13.0000 36.0000 5.0000

2www.github.com.

Object-Oriented Metrics for Defect Prediction 311



inheritance. Descriptive dataset value of Firefox Versions over Seamonkey Version
shows the differentiate data which are expected also. This is only because of the
cross-project selection. This selection will help the study to analyze the results in
better way for cross-projects. Following object-oriented metrics are used in this
research: number of children (NOC), response for a class (RFC), depth of the
inheritance tree (DIT), weighted methods per class (WMC ), coupling between
object classes (CBO ), lack of cohesion in methods (LCOM ) [8], lack of cohesion
in methods (LCOM5 ) [3].

5 Results

In this section, results are shown which were captured during the experiment
conducted for 500, 1000, and 2000 epochs. The experiment was performed on all
the datasets to test if the proposed model works for within company, cross-projects,
and cross-company defect prediction.

Table 5 Descriptive statistical analysis of Firefox MF Ver. 3.0 dataset

NOC RFC DIT WMC CBO LCOM LCOM5

Mean 1.0758 26.9111 2.1362 40.0406 10.3750 225.845 4.6966

Median 0.0000 11.0000 2.0000 8.0000 5.0000 3.0000 2.0000

Std. deviation 16.4041 48.9986 2.02096 116.30474 14.2038 1451.15 10.0614

Variance 269.096 2400.86 4.084 13526.793 201.750 2105844.9 101.233

Minimum 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Maximum 1132.00 769.00 11.00 3294.00 194.00 55612.00 104.00

Percentiles 25% 0.0000 4.0000 1.0000 1.0000 3.0000 0.0000 1.0000

50% 0.0000 11.0000 2.0000 8.0000 5.0000 3.0000 2.0000

75% 1.0000 27.0000 3.0000 34.0000 12.0000 41.0000 4.0000

Table 6 Descriptive statistical analysis of Seamonkey 1.0.1 dataset

NOC RFC DIT WMC CBO LCOM LCOM5

Mean 1.0846 29.7714 2.0041 245.1311 11.0943 44.4619 4.3215

Median 0.0000 12.0000 2.0000 3.0000 5.0000 7.0000 1.0000

Std. deviation 17.0505 53.7139 1.79840 1523.63884 14.7759 127.550 8.65779

Variance 290.720 2885.18 3.234 2321475.30 218.328 16269 74.957

Minimum 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Maximum 1078.00 770.00 10.00 54950.00 174.00 3250.00 101.00

Percentiles 25% 0.0000 4.0000 1.0000 0.0000 3.0000 1.0000 1.0000

50% 0.0000 12.0000 2.0000 3.0000 5.0000 7.0000 1.0000

75% 1.0000 31.0000 3.0000 48.0000 14.0000 37.0000 5.0000
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From Table 7, it was analyzed that the Licq dataset gives the highest TNR which
is 1 when tested using other datasets. MF Ver. 3.0 shows lowest TNR rate when
tested using Licq dataset that represents poor cross-company defect prediction.
Further, it was analyzed that when proposed model is applied over the
cross-projects (MF Ver. 3.0) or over the cross-company projects (Licq), the results
shown in Table 7 were not as favorable as compared to the within company
projects.

Table 8 shows the results of proposed fault prediction model for 1000 epochs.
The datasets were trained using 1000 iterations.

When TNR rate was analyzed, it shows highest value when Licq tested using
other datasets, i.e., the model is favorable for cross-company defect prediction if
only TNR is considered. MF Ver. 3.0 gives lowest TNR rate when the model was
trained using Licq dataset. Further, it was analyzed that when proposed model was
executed on the cross-projects, then the model was favorable for cross-projects as
compared to the within company projects and is shown in Table 10.

Table 7 Results for model validation for 500 epochs

Training on Testing on % TNR AUC

MF Ver. 2.0 MF Ver. 2.0 99.91 0.500

MF Ver. 3.0 99.90 0.619

SM Version 1.0.1 99.80 0.619

Licq 100 0.576

MF Ver. 3.0 MF Ver. 2.0 99.91 0.309

MF Ver. 3.0 99.90 0.662

SM Version 1.0.1 99.83 0.662

Licq 100 0.575

SM Version 1.0.1 MF Ver. 2.0 99.62 0.303

MF Ver. 3.0 99.57 0.646

SM Version 1.0.1 99.36 0.646

Licq 100 0.576

Licq MF Ver. 2.0 33.78 0.685

MF Ver. 3.0 32.96 0.699

SM Version 1.0.1 35.20 0.734

Licq 61.03 0.600

MF Ver. 2.0 with low severity level MF Ver. 2.0 99.91 0.305

MF Ver. 3.0 99.90 0.651

SM Version 1.01 99.83 0.651

Licq 100 0.571

MF Ver. 2.0 with medium severity level MF Ver. 2.0 99.93 0.303

MF Ver. 3.0 99.90 0.650

SM Version 1.01 99.83 0.650

Licq 100 0.577
(continued)
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Table 7 (continued)

Training on Testing on % TNR AUC

MF Ver. 2.0 with high severity level MF Ver. 2.0 99.93 0.303

MF Ver. 3.0 99.90 0.649

SM Version 1.01 99.83 0.649

Licq 100 0.576

MF Ver. 3.0 with low severity level MF Ver. 2.0 99.91 0.310

MF Ver. 3.0 99.90 0.662

SM Version 1.01 99.83 0.662

Licq 100 0.570

MF Ver. 3.0 with medium severity level MF Ver. 2.0 99.93 0.311

MF Ver. 3.0 99.90 0.663

SM Version 1.01 99.83 0.663

Licq 100 0.576

MF Ver. 3.0 with high severity level MF Ver. 2.0 99.93 0.308

MF Ver. 3.0 99.90 0.661

SM Version 1.01 99.83 0.661

Licq 100 0.573

Table 8 Results for 1000 epochs

Training on Testing on % TNR AUC

MF Ver. 2.0 MF Ver. 2.0 99.93 0.307

MF Ver. 3.0 99.90 0.656

SM Version 1.0.1 99.83 0.656

Licq 100 0.574

MF Ver. 3.0 MF Ver. 2.0 99.93 0.310

MF Ver. 3.0 99.90 0.665

SM Version 1.0.1 99.83 0.665

Licq 100 0.575

SM Version 1.0.1 MF Ver. 2.0 99.84 0.298

MF Ver. 3.0 99.76 0.638

SM Version 1.0.1 99.63 0.638

Licq 100 0.580

Licq MF Ver. 2.0 31.87 0.320

MF Ver. 3.0 31.57 0.233

SM Version 1.0.1 33.94 0.235

Licq 72.05 0.461

MF Ver. 2.0 with low severity level MF Ver. 2.0 99.93 0.305

MF Ver. 3.0 99.90 0.652

SM Version 1.0.1 99.83 0.652

Licq 100 0.573
(continued)
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In Table 9, the results of proposed fault prediction model are shown for
2000 epochs; i.e., the training was performed over the selected datasets using 2000
iterations.

Table 8 (continued)

Training on Testing on % TNR AUC

MF Ver. 2.0 with medium severity level MF Ver. 2.0 99.95 0.304

MF Ver. 3.0 99.90 0.650

SM Version 1.0.1 99.83 0.650

Licq 100 0.577

MF Ver. 2.0 with high severity level MF Ver. 2.0 99.95 0.303

MF Ver. 3.0 99.90 0.650

SM Version 1.0.1 99.85 0.650

Licq 100 0.577

MF Ver. 3.0 with low severity level MF Ver. 2.0 99.93 0.310

MF Ver. 3.0 99.90 0.664

SM Version 1.0.1 99.83 0.664

Licq 100 0.572

MF Ver. 3.0 with medium severity level MF Ver. 2.0 99.95 0.311

MF Ver. 3.0 99.90 0.663

SM Version 1.0.1 99.85 0.663

Licq 100 0.570

MF Ver. 3.0 with high severity level MF Ver. 2.0 99.95 0.308

MF Ver. 3.0 99.90 0.663

SM Version 1.0.1 99.85 0.663

Licq 100 0.573

Table 9 Results for 2000 epochs

Training on Testing on % TNR AUC

MF Ver. 2.0 MF Ver. 2.0 99.95 0.309

MF Ver. 3.0 99.90 0.663

SM Version 1.0.1 99.85 0.663

Licq 100 0.578

MF Ver. 3.0 MF Ver. 2.0 99.95 0.311

MF Ver. 3.0 99.90 0.668

SM Version 1.0.1 99.85 0.668

Licq 100 0.575

SM Version 1.0.1 MF Ver. 2.0 99.91 0.296

MF Ver. 3.0 99.88 0.627

SM Version 1.0.1 99.80 0.627

Licq 100 0.579
(continued)
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TNR rate is more than 90% in most of the cases except for the Licq dataset
which gives lowest results when the proposed model was trained with it.

6 Conclusion

After studying these results, it is concluded that good prediction system is required
for predicting the software defects at an early stage of software development.
Neural network is based on a machine learning approach. The proposed neural
network model has identified the relationship between errors and metrics. The

Table 9 (continued)

Training on Testing on % TNR AUC

Licq MF Ver. 2.0 90.23 0.709

MF Ver. 3.0 43.97 0.726

SM Version 1.0.1 45.38 0.772

Licq 67.19 0.629

MF Ver. 2.0 with low severity level MF Ver. 2.0 99.95 0.307

MF Ver. 3.0 99.90 0.660

SM Version 1.0.1 99.85 0.660

Licq 100 0.574

MF Ver. 2.0 with medium severity level MF Ver. 2.0 99.95 0.304

MF Ver. 3.0 99.90 0.652

SM Version 1.0.1 99.85 0.652

Licq 100 0.575

MF Ver. 2.0 with high severity level MF Ver. 2.0 99.95 0.304

MF Ver. 3.0 99.90 0.650

SM Version 1.0.1 99.85 0.650

Licq 100 0.577

MF Ver. 3.0 with low severity level MF Ver. 2.0 99.95 0.309

MF Ver. 3.0 0.999 0.666

SM Version 1.0.1 0.9985 0.666

Licq 1 0.573

MF Ver. 3.0 with medium severity level MF Ver. 2.0 99.95 0.310

MF Ver. 3.0 99.90 0.663

SM Version 1.0.1 99.88 0.663

Licq 100 0.568

MF Ver. 3.0 with high severity level MF Ver. 2.0 99.95 0.311

MF Ver. 3.0 99.90 0.664

SM Version 1.0.1 99.90 0.664

Licq 100 0.576
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proposed model is also used for cross-company projects also, but the results are not
up to the mark. The proposed model has provided better accuracy, AUC, and MSE
values (Table 10).

As compared to previous work, these results are better. The proposed model
gives AUC value 0.821 using Firefox MF Ver. 3.0 on Firefox MF Ver. 3.0, 0.815
for SM Version 1.0.1 when the model is trained with Firefox MF Ver. 2.0. The
model proposed by Zhang et al. [5] is tested on few datasets, so it may not
applicable to other datasets. The model proposed by Ma et al. [9] helps to transfer
the results of one dataset to others to predict defects in the dataset. It does not
provide any defined model for cross-project and cross-company projects [10, 11].
After analyzing these results, it is analyzed that model is well suited for predicting
defects in both within company projects and as well as in within company
cross-projects but for cross-company projects, and results are not favorable as
compared to within company projects. It gives better AUC values for cross-project
defect prediction [12–14].

The proposed model predicts defects under different severity levels; as the
proposed model was tested under different severity levels, it performs better.

The prediction model is not capable of predicting defects in the cross-company
projects [15, 16]. Licq cannot predict defects in MF Ver. 2.0, MF Ver. 3.0, and SM
Version 1.0.1 effectively [17, 18]. MF Ver. 2.0, MF Ver. 3.0, and SM Version 1.0.1
cannot predict defect in Licq efficiently.

In future, these models can be used for inter languages software. These models
can be further modified for cross-company projects for the better results.
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A Comparative Analysis of Static
and Dynamic Java Bytecode
Watermarking Algorithms

Krishan Kumar and Prabhpreet Kaur

Abstract Software piracy is one of the most serious issues confronted by software
industry creating a huge number of dollars misfortune consistently to the product
creating organizations. The worldwide income misfortune was assessed to be more
than $62.7 billion in the year 2013 because of the product theft. Software water-
marking demoralizes theft, as a proof of procurement or origin, and likewise helps
in following the wellspring of unlawful redistribution of duplicates of program-
ming. In this paper, we have compared and analyzed the static and dynamic Java
bytecode watermarking algorithms. Firstly, each Java jar file is watermarked using
the watermarking algorithms, and after this, distortive attacks are applied to each
watermarked program by applying obfuscation and optimizing. After studying the
results obtained, we found that dynamic watermarking algorithms are slightly better
than static watermarking algorithms.

Keywords Software piracy � Watermarking � Java bytecode � Obfuscation

1 Introduction

From the last decade, code of the software is distributed in an architecturally neutral
format which has increased the ability to reverse engineer source code from the
executable. With the availability of large amount of reversing tools on the Internet,
it had become easy for crackers and/or reverse engineer to copy, decompile, and
disassemble of software especially which are made from Java and Microsoft’s
common intermediate language as they are mostly distributed through Internet.
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Many of the software protection techniques can be reversed using the model
described in [1].

As per Business Software Alliance (BSA) report [2], the commercial value of
pirated software is $62.7 billion in the year 2013. The rate of pirated software had
been increased from 42% in 2011 to 43% in 2013, and in most of the emerging
economies this rate is high. So, software protection has become an important issue
in current computer industry and become a hot topic for research [3, 4].

Numbers of techniques are being developed and employed to control the soft-
ware piracy [5–12]. One of the techniques to prevent the software piracy is software
watermarking. Software watermarking is a technique [13] used for embedding a
unique identifier into an executable of a program. A watermark is similar to
copyright notice; it asserts that you can claim certain rights to the program. The
presence of watermark in program would not prevent any attacker from reverse
engineering it or pirating it. However, the presence of watermark in every pirated
copy later will help you to claim the program is ours.

The embedded watermark is hidden in such a way that it can be recognized at
later by using the recognizer to prove the ownership on pirated software [14]. The
embedded watermark should be robust that it should be resilient to
semantics-preserving transformations. But in some cases it is necessary that
watermark should be fragile such that it becomes invalid if the
semantics-preserving transformation is applied. This type of watermark is mostly
suitable for the software licensing schemes, where if any change is made to the
software which could disable the program. Obfuscation and encryption are used for
the purpose either preventing the decompilation or decreasing the program
understanding, while fingerprinting and watermarking techniques are used to
uniquely identify software to prove ownership.

In this paper, we present a comparative analysis of existing static and dynamic
Java bytecode watermarking algorithms implemented in Sandmark [15] framework.
A total of 12 static and 2 dynamic watermarking algorithms are tested and results
are compared.

First section represents the details regarding the watermarking system, types,
techniques, etc. In second section, evaluation of testing procedure is presented. In
third section, we will present the results of our research work, and finally, fourth
section contains the results and future work.

2 Background

Watermarking algorithms are utilized widely in the multimedia industry to recog-
nize the multimedia files such as video and audio files, and similar idea has
extended to software industry. The motivation behind watermarking is not to make
program harder as in case of obfuscation, but it discourages the software thieves
from illegal distributing copies of software as they know they could be identified.
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2.1 Difficulties Faced by Software Watermarking

There are several problems related to implementation of software watermarks, and
some of the watermarking techniques are vulnerable to various attacks such as
distortive attacks. Watermarking software must meet the following set of
constraints:

1. Program size: Embedded watermarks should not increase the size of program
significantly.

2. Program efficiency: Effectiveness of watermarked system or software must be
like unique program and need not be diminished essentially.

3. Robust watermarks: Embedded watermarks must be sufficiently solid to dis-
tortive or semantics saving changes.

4. Embedded watermarks must be well hidden, to avoid removal of watermark by
the attacker.

5. Watermarks extraction process must be unique such that only software owner
can extract the watermark.

One of the troublesome issues which have to unravel is keeping the watermark
avoided enemies, while in the meantime permitting the product proprietor to pro-
ficiently extricate the implanted watermark when required. In the event that is
sufficiently simple then a foe would have the capacity to concentrate watermark as
well. In the event that the watermark is concealed well then programming proprietor
may have an issue in separating the watermark.

2.2 Watermarking Techniques

Software watermarks can be classified into two classifications: static and dynamic
[16]. Static watermark strategies embed the watermark in the information and/or
code of the project while dynamic watermarking systems insert the watermark in an
information structure assembled at runtime.

Static watermarks are embedded in the information and/or code of a system. For
instance, insert a copyright notice into the strings. If there should be an occurrence
of Java projects, watermarks could be embedded inside of their consistent pool or
system groups of Java class records.

As before the scholastic exploration in the field of software watermarking began,
some of pioneer static software watermarking systems were displayed in patents
[16, 17]. The principle issue with embedding a string watermark in software is that
pointless variables could likewise be effectively uprooted by performing dead code
examination, and the majority of the times when obfuscation or optimization of
code is applied numerous useless method or variable names are either lost or
renamed.
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2.3 Classification of Watermark

Nagra et al. classified the watermark into four types [13, 18]:
Authorship Marks are utilized to recognizing a product creator, or creators.

These watermarks are mostly visible and robust to the attacks.
Fingerprinting Marks are utilized to serialize the spread article by implanting

an alternate watermark in each circulated duplicate. It is utilized to discover the
system or channel of dissemination, i.e., the individual who has unlawfully circu-
lated the duplicates of software. The watermarks are for the most part strong,
undetectable and comprise of a one of a kind identifier, e.g., client reference
number.

Validation Marks are utilized by basically end clients to confirm that product
item is authentic, real, and unaltered, for instance, if there should arise an occur-
rence of Java, digitally marked Java Applets. A typical system is to process the
summary of programming item and implants into programming as a watermark. An
overview is registered by utilizing the MD5 or SHA-1. An acceptance imprint
ought to be delicate and obvious.

Licensing Marks are utilized to guarantee the product is valid against a permit
key. One property of these watermarks is that they are fragile. The key ought to
wind up futile if the watermark is harmed.

2.4 Types of Attacks to Watermarks [13]

I. Distortive attacks: These kinds of attacks include applying the
semantics-preserving changes to a product, for example, optimizations and
obfuscations in this way uprooting any watermark which depend on system
language structure.

II. Additive attack: In these attacks, another watermark is added by an adversary
to the effectively watermarked system so as to provide reason to feel
ambiguous about which watermark was included first [19].

III. Subtractive attacks: In these attacks, an aggressor decompiled or dismantled
the code keeping in mind the end goal to expel the watermark from the
program.

3 The Empirical Evaluation

Static and dynamic software watermarking algorithms are assessed and examined
by watermarking the 35 [20] jar files with the available watermarking algorithms
implemented in Sandmark and afterward applying distortive attacks to each
watermarked jar program file by utilizing obfuscation techniques. After all the jar
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files have been obfuscated, we attempt to find the inserted watermarks from the
obfuscated jar files. It is conceivable that numerous watermarks will be lost due to
the obfuscation. We attempt to embed and recognize the watermark GNDU-Asr
from the jar files.

3.1 The Watermarker

We are going to assess and investigate the 12 out of 14 static watermarking cal-
culations and 2 dynamic watermarking calculations executed in Sandmark [15].

3.1.1 Static Watermarking Algorithms Are as

1. Add Expression: A bogus expression containing the watermark is added to
class file by this algorithm.

2. Add Initialization: This algorithm adds the fake local variable to the distinc-
tive methods as a string into the constant pool of a class file.

3. Add Method and Field: Inserts the watermark by partitioning a watermark into
two sections: First section is stored in the field’s name, and second section is
stored in method’s name.

4. Add Switch: A watermark is embedded as case values of switch statement by
this algorithm.

5. Davidson/Myhrvold [21]: Watermark is inserted by reordering the funda-
mental block present in software.

6. Graph Theoretic Watermark [22]: Watermark is inserted in a CFG of soft-
ware, further added to the original software.

7. Monden: Watermark is installed by supplanting op-codes in dummy method,
produced by Sandmark.

8. Qu/Potkonjak [23]: Watermark is embedded in neighborhood variable
assignments by adding requirements to the impedance diagrams.

9. Register Types: Watermark is embedded by presenting neighborhood variables
of certain Java standard library sorts.

10. Static Arboit [24]: It is a watermarking calculation that installs the watermark
through murky predicates. A watermark is encoded in a misty predicate and
after that adding the predicate to a chose branch.

11. Stern: Watermark is inserted as a factual item by making a recurrence vector
representation of the code.

12. String Constant: Embeds the watermark in a string of an arbitrary class.
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3.1.2 Dynamic Watermarking Algorithms

1. Arboit Algorithm [24]: In this, a trace of the program is used to select the
branches. The watermark can be encoded in the opaque predicate by ranking the
predicates in the library and then assigning each predicate a value or by using
constants in the predicated to encode. It is also possible to embed the watermark
through the use of opaque methods. In this case, a method call is appended to
the branch and this method evaluates the opaque predicate. If the watermark is
encoded using the rank of the predicate, then it is possible to reuse the opaque
methods to further distinguish the watermark.

2. The Collberg-Thomson Algorithms [15]: This algorithm is a dynamic soft-
ware watermarking method that embeds the watermark in the topology of a
graph structure built at runtime. Watermarking a Java jar file using the CT
algorithm and recognizing that watermark requires several phases. First, the
source program has to be annotated. This means that calls to sandmark.wa-
termark.trace.Annotator.mark() are added to the source program in locations
where it is OK to insert watermarking code. Next, the source program is
compiled and packaged into a jar file. Then the program is traced, i.e., run with
a special (secret) input sequence. This constructs a trace file, a sequence of mark
()-calls that were encountered during the tracing run. The next step is embedding
which is where the watermark is actually added to the program, using the data
from the tracing run.

3.2 The Transformation Attacks

We are using distortive attacks to evaluate the watermarking algorithms. Sandmark
research framework contains variety of semantics-preserving obfuscation tech-
niques which will be applied to watermarked jar files. We also use ProGuard [25] to
apply optimizations to test case programs.

3.3 The Test Case Jar Files

Test jar files used are plug-ins of jEdit [20] downloaded by installing jEdit [26].

4 Results

Obtained results are represented in Sects. 4.1 and 4.2 regarding static and dynamic
algorithms.
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4.1 Static Watermarking Algorithms

4.1.1 Watermarking

After embedding watermark GNDU-ASR [27, 28], we have obtained 336 water-
marked jar files. Few algorithms failed to insert the predetermined watermark,
which may be because of incompatible program or error. For instance, Add
expression, String constant, and Allatori successfully embedded watermarks in
every one of the 35 test jar program [29–30]. After examining the obtained jar files,
we have obtained about 80% of the watermarked jar files (Fig. 1; Table 1).

After examining the 336 obtained watermarked jar files, only 294 watermarked
jar files have watermarks which were successfully recognized. That implies success
rate of recognizing the watermark is 87.5% (Fig. 2; Table 2).

4.1.2 Obfuscation

We obfuscated 336 jar programs with 36 obfuscation algorithms and 1 optimiza-
tion, which should have produced 12432 obfuscated watermarked jars files. There
are few algorithms failed to produce jars files. So after applying obfuscation to
watermarked jar files, we have got 11223 obfuscated watermarked jars utilizing the
37 transformations. This means that only 90.28% attacked watermarked jar files
were actually produced (Fig. 3; Table 3).

79.76%

20.24%

Watermarks embeds

Succesful

Failed

Fig. 1 Depicts that around
*80% watermarks embeds
and 20% gets failed due to
some error or incompatible jar
file

Table 1 Percentage of
watermarks are embedded and
failed

Total Successful Failed

Watermarks embeds 420 336 84

% age 79.76 20.24
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4.1.3 Recognition

Result of recognizing the watermark, embedded by different watermarking algo-
rithms after applying the transformative attack i.e. after applying obfuscation, the
resulting obtained watermarked jar files are shown by line graph [31]. The

Table 2 Percentage of
watermark recognition before
the transformative attack
applied

Total Successful Failed

Watermarks recognition 336 294 42

% age 87.5 12.5

Table 3 Percentage of jar
file obtained after obfuscation
is applied

Total Successful Failed

Obfuscation 12432 11223 1209

% age 90.28 9.72

87.5%

12.5%

Watermarks Recognitions

Succesful Failed

Fig. 2 Depicts that 87.5%
watermarks are recognized
while 12.5% got failed before
the transformative attacks are
applied

0%

90.28%

9.72%

Obfuscations

Succesful Failed

Fig. 3 Depicts that we have
obtained around 90% jar files
after successfully applying the
obfuscation to the
watermarked jar files
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horizontal bar line is marked with numbers indicating the number of successful
recognition of watermarks with respect to particular obfuscation algorithm (Fig. 4).

4.2 Dynamic Watermarking Algorithms

4.2.1 Watermarking

After embedding watermark, we have obtained 65 out of an expected 70 water-
marked jars. Five watermarked jar files failed to embed the specified watermarks,
due to error or incompatible program jar (Fig. 5; Table 4).

After examining the 65 watermarked jar files, only 62 jar files having water-
marks were successfully recognized. That implies success rate of recognizing the
watermark is 95.85% (Fig. 6; Table 5).
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Results of Recognition of watermark after applying obfuscation to WM 
Algortihms

Arboit Collberg & Thomson

String Constant Stern Static Arboit

Register Types Qu/Potkonjak Monden

Graph  Theoretic Watermark Davidson/Myhrvo Add Method & Field

Add Initialization

Fig. 4 Depicts the number of successful watermarks recognized embedded by static software
watermarking algorithms
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4.2.2 Obfuscation

We obfuscated the 65 jar files with 36 obfuscation techniques, which should have
produced 2340 obfuscated watermarked jars files. There are few algorithms that
failed to produce some jars files. So after applying obfuscation to watermarked jar
files, we have got 2253 obfuscated watermarked jars utilizing 36 transformations
(Fig. 7; Table 6).

In case of Dynamic Arboit algorithm, results are shown (Fig. 8; Table 7).

0%

93%

7%

Watermarks Embeds

Successful Failed

Fig. 5 Depicts that around
93% successfully
watermarked jar files are
obtained after watermarking

Table 4 Percentage of
successful embedding of
dynamic watermark

Total Successful Failed

Watermarks embeds 70 65 5

% age 92.85 7.15

95.38%

4.62%

Watermarks recognized

Successful Failded

Fig. 6 Depicts that more
than 95% embedded
watermarks are recognized
before applying obfuscation

Table 5 Percentage of
watermarks recognized after
watermarking

Total Successful Failed

Watermarks embeds 65 62 3

% age 95.38 4.62
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95.54 %

4.46%

obfuscation
Successful Failed

Fig. 7 Depicts that more than 95% obfuscated jar files are obtained after applying obfuscation in
case of CT algorithm

Table 6 Percentage of obfuscated jar files after applying transformation with 36 obfuscations
algorithms watermarked by CT algorithm

Total Successful Failed

CT Algorithm 1188 1135 53

% age 95.54 4.46

97.47%

2.53%

Obfuscation
Successful Failed

Fig. 8 Depicts that more than 97% obfuscated jar files are obtained after applying obfuscation in
case of dynamic Arboit algorithm
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4.2.3 Recognition

The result of recognizing the embedded watermark in the obfuscated jar files is
demonstrated by line graph in case of Dynamic CT and Arboit watermarking
algorithm [32, 33]. Figure 9 shows the bar line marked with numbers which show
the number of jar files successfully recognized the watermark obfuscated by
respective obfuscation algorithms shown on x-axis.

4.3 Comparative Analysis of Static and Dynamic Software
Watermarking Algorithms

Software watermarking techniques should be resilient against the determined
attempts at disclosure and removal of watermark with a specific end goal to stay
compelling against the copyright infringement and software piracy. Very little work
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1 2

Fig. 9 Depicts the number of successful watermarks gets recognized, embedded by CT and
Arboit watermarking algorithms against the obfuscation algorithms

Table 7 Percentage of obfuscated jar files obtained after applying transformation with 36
obfuscations algorithms watermarked by dynamic Arboit algorithm

Total Successful Failed

Dynamic Arboit 1147 1118 29

% age 97.47 2.53
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has been done in this field on assessing the quality of software watermarking
algorithms. Our investigation of software watermarking algorithms utilizing the
Sandmark had tested the 12 static and 2 dynamic software watermarking algo-
rithms. Test results are indicated in Fig. 10. The algorithms are tested against the
distortive attacks. The attacks comprise of arrangement of semantics-safeguarding
transformations which are applied to the product or system trying to make the
watermark unrecoverable while keeping up the product execution and usefulness
like the first.

Figure 10 demonstrates the comparative analysis of static and dynamic software
watermarking algorithms. Different algorithms are represented by distinctive shades
of bar line checked with number as demonstrated in figure. Each software water-
marking algorithm undergone for 37 obfuscation transformations and result of
recognizing the watermark after obfuscation are shown below in Fig. 10.
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Fig. 10 Comparative analysis of static and dynamic watermarking algorithms. From the above
graph, it can be seen that dynamic watermarking algorithms CT and dynamic Arboit are slightly
better than static watermarking algorithms
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4.4 Analysis of Results

We have tested both the static and dynamic watermarking algorithms within
Sandmark with respect to distortive attacks. Distortive attacks are any
semantics-preserving code transformations, such as code obfuscation or optimiza-
tion algorithms.

By examining the above figure, it is found that many watermarks got lost due to
obfuscations techniques applied.

Important observations of comparative analysis are as:

i. Number of watermarks gets lost because of change applied by obfuscation
algorithms.

ii. String constant watermarking algorithms create the best result and strongest to
the distortive attacks, yet it can be effectively evacuated.

iii. Qu/Potkonjak static watermarking algorithm is the weakest algorithms, while
it does not effectively installed any watermark.

iv. Dynamic watermark is marginally superior to anything static against the
distortive attacks.

v. ProGuard analyzer makes the best results with a lower number of watermark
affirmations for all watermarkers, beside the string constant.

5 Conclusion

Software piracy is one of most serious issues for software industry, creating loss of
a large number of dollars consistently to the product business. Software water-
marking is a system which had demonstrated adequate to fight against the product
theft. The strategy not ensures but rather helps in discovering the wellspring of
unlawful dispersion of software and making legitimate move against them.

We have depicted an examination of the static and dynamic Java bytecode
watermarking algorithms implemented inside Sandmark utilizing distortive attacks
and affirmed that most watermarks inserted by static watermarking algorithms are
very little strong to the distortive attacks applied by obfuscation techniques. From
the above results, we can observe that string constant watermarking algorithm
delivers best results yet it can be effortlessly uprooted. In the case of dynamic
watermarking algorithm, watermarks inserted by CT and dynamic Arboit algorithm
are strong to the distortive attacks applied by obfuscation techniques.

From the above results, this is clear that dynamic WM algorithms are somewhat
stronger than static WM algorithms when distortive attacks are applied.

Software watermarking must be incorporated with other form of protection such
as obfuscation or tamper-proofing techniques in order to better protect software
from copyright infringement and decompilation.
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Software Architecture Evaluation
in Agile Environment

Chandni Ahuja, Parminder Kaur and Hardeep Singh

Abstract The function and significance of mission-critical software-intensive
systems have got substantial recognition. Software architecture has become a new
field since system software is all the time more intricate. Agile software develop-
ment counters the advancement in requirement, besides to attend to the fixed plan.
In this paper, the effort has been made to find parameters for software architecture
evaluation and then evaluate software architecture under agile environment based
on the determined parameters.

Keywords Software architecture � Agile � Parameters � Metrics

1 Introduction

Present civilization cannot do without the mission-critical software-intensive sys-
tems. Software systems are difficult and costly to build and devise. The success of
software systems depends on its software architecture as it grows in complexity as
well as cost. The analysis of software architecture and designing of major activities
is the part of software development. Software engineering has its majority of
activities based on software architecture engineering. The function and significance
of software architecture have got substantial recognition in past two decades,
though it is not a new activity, but has become a new field since system software is
all the time more intricate. Now, it is taken into consideration at the time of the
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software development process. Software architecture has number of alternatives to
its specification and explanation.

1.1 Definition of Software Architecture

Besides all the denotation of architectonics of software in the published work till
now; no such explanation is there that can define software architecture completely
in every aspect. The definitions by their commonality define the framework or
framework of the system that encompasses software gears, the superficially evident
properties of those gears, and the associations amid them [1]. That an architectonics
is related with two of all framework and behavior and is related to important
decisions, it may abide to styles of architecture, is affected by customers and its
surroundings, and takes decision rationally [2].

1.2 Software Architectonics and Software Architect

The vicinity of software architecture has great importance amid software formation
and evolvement. The success of a software project depends on the proper use of
software architecture, which affects the explanation, implementation, and evalua-
tion aspects of software.

For an outstanding software architect or a team of software architects, it is
essential to maintain thin line between the external and internal requirements of
software development. Activities, duties, and roles of architects must be attuned to
its software development process. Every software developer, without bypassing,
has to pass through the activities: requirement, analysis, design, and implementa-
tion, and testing cycles, during software development. The accepted Software
Development Life cycles (SDLC) in various form of current exercise are (1) wa-
terfall, (2) iterative, (3) iterative and incremental, (4) evolutionary prototyping, and
(5) ad-hoc or code-and-fix SDLC [4]. A SDLC provides the idea of how a problem
is solved in various stages of software development by an engineer. These activities
depict that architects are involved throughout the life cycle of the project’s
development.

1.3 Agile Software Development

Although in plan-driven methodologies, architectural activities are only limited to
the first stage of project development life cycle; almost all stages of agile software
development life cycle involve architectural activities. Agile methods have made its
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base on the Agile Manifesto (http://agilemanifesto.org) that proposes values that
uncover the enhanced ways of embryonic software and aids rest to do the similar:

• “Individuals and interactions over processes and tools;
• Working software over comprehensive documentation;
• Customer collaboration over contract negotiation;
• Responding to change over following a plan” [4].

The agenda of agile software development is to counter the advancement in
requirement besides to attend to the fixed plan. This leads to the alterations in the
results required, which is managed by development process. Such a trend of
advancement in work makes it necessary for software architecture to adapt to agile
evolution. Apart from various life cycles, the chief principle of agile software
maturity is refactoring. Refactoring is alteration of source code and design of the
software without changing the functionality or exterior performance of software.
The key is to make sure of the attributes of product quality [5]. The capability of an
association en route for creation and response to alter in bid to yield in a tumultuous
commerce atmosphere is defined as agility [6].

Agile software development is a way to advance the software incrementally and
iteratively by reducing waste and only performing actions that directly add value.
Agile methods like extreme programming, scrum, agile programming emphasize on
rapid and pliable development and reveal the inborn vitality of up-to-date software
design. The brimming boon of expeditive iterations is elucidation of constraints that
are incorrectly defined earlier, recuperating the dialog amid the project owner and
developer and clearing things that cannot work. Secondary benefits involve revision
of code that was incorrectly written, which is difficult to clarify in pre-planned
projects, and partial cost optimization.

1.4 Agile Architecture Is a Paradox

On one hand, traditional models take account of a number of issues and suffer from
the delay due to time and effort invested in designing and implementing compo-
nents of software as per a good software architecture design in order to cover all
requirements, which perhaps may not be utilized in the end. On the other hand,
agile models lay emphasis on less documentation, with hardly any planning ahead,
and redesigning the software from scratch if it no longer serves the latest demands.
On the whole, “it means that architecture and business do not evolve in the same
way and same speed” [7]. Agile models manage to adapt to new changes very
quickly, whereas software architecture aims at superiority attributes for the system
software. Architecture has become potent part of huge and compound projects
irrespective of the methods applied. Software architecture is found related in the
situation of agile expansion; though, novel methodology and extraordinary prepa-
ration are necessary to put together architectural practices in agile expansion [8].
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So, using software architectonics skills in agile methodology can get better toward
producing system software which has a suitable arrangement as well a satisfactory
quality rank [9] and ensuring rapid response change to market needs [10].

2 Literature Survey

The relevant research papers covered for defining problem are given below.
Kruchten [3] presents “what do software architects really do?” Software architect

or a team must manage the delicate balance between external and internal forces, to
be successful. Teams that go beyond the equilibrium fall into traps which are
described as the architectural anti-patterns.

Kunz et al. [5] state agile software development methodologies are widely
accepted. Not all metrics and methods from traditional life cycle model are used
without adaptation for software evaluation. Different and new techniques are
required in the field of software measurement.

Abrahamsson et al. [6] proposed guidelines as to how design and deploy agile
processes engrained with sound architectural principles and practices, by presenting
the contrasts in both the approaches to the development of software.

Mordinyi et al. (2010) [7] proposed an architectural framework for agile soft-
ware development, to which on separating the computational and coordination and
computational models can offer a great deal of pliability in regard with the archi-
tectural and design changes introduced by agile business processes.

Falessi et al. [8] presented a study, to separate the fact from the myths about the
potential coexistence of agile development and software architecture, at the IBM
Software Laboratory in Rome.

Breivold et al. [10] surveyed the research literature about the relationship
between agile development and software architecture. The main findings were that
there was no scientific support for the claims made about agile and software
development and that more empirical studies are needed in same area to reveal
benefits and shortcomings of agile software development methods.

Gardazi et al. [1] describe software architecture as an old activity that has gained
recent popularity as a separate activity the during development process. A survey of
description, evolution, evaluation, and usage of software architecture in software
industry is done and arrived at a conclusion.

Hadar et al. [2] presented a study to understand activities related to software
architecture as seen by software architect with or without the knowledge of agile
methodologies, to find that software architecture activities are not confined to first
phase of software development instead to most or all of the phases of software
development life cycle.

Aitken et al. [4] presented a comparative analysis of the presently used agile and
traditional methodologies, methods, and techniques and proposed, since the two
approaches are not found to be incompatible, which leads to future possibility of
Agile Software Engineering.

338 C. Ahuja et al.



Akbari et al. [9] present the review to the usage of concepts of software archi-
tecture in agile methods, that combine software architecture and agile methods to
improve software developments. By using software architecture skills in agile
methods can improve the structure of software systems, thus providing quality
attributes for software systems. Table 1 shows the comparative analysis of research
papers surveyed.

Table 1 Comparative analysis

Reference No. Advantages Disadvantages

[1] Most of the people prefer
scenario-based methods software
evaluation approach. When a project
results in deliverables that are
designed to meet a thoroughly
architected project, then there is
greater likely hood of success

In software industry, most of the
projects are offshore projects and are
done by purely technical teams. Its
success is greatly affected by the use
of selection of software architecture

[2] Strengths of agile methodologies,
where the agile architects perceive
that their activities are spread
throughout the development life
cycle. One contributing reason is
agile architects reduce their effort in
up-front architecture decisions, and so
they have much time to devote to
every other phase which needs their
attention

Quantitative research is needed to
validate and verify the hypothesis
with willing participation of architects
from different methodologies and
domains, i.e., how architects with
experience in both agile and non-agile
methodologies directly perceive the
differences between the two
methodologies

[3] A way to track the productive time of
architects, by sorting it in three
categories, consisting of internal
architectural design, external (inward
and outward communication), and
keeping them in the ratio, is
suggested

Implementation reviews are missing,
and whether the presented method
conforms to the results, is not known

[4] Agile software development
methodologies and traditional
software development methodologies
are very similar and can be put
together to improve efficiency and
effectiveness of overall software
development

Possibility to merge the two
approaches, known as Agile Software
Engineering, is left on future
researches

[5] An approach to support agile software
development and refactoring using
software measurement is presented

Different types of software metrics
have not been implemented, and tool
only supports Java as a programming
language

[6] Steps for those who are interested in
designing and deploying agile
processes architectural principles and
practices are presented

Empirical study and researchers
results in the same field are missing

(continued)

Software Architecture Evaluation in Agile Environment 339



3 Problem Definition

Software architecture, a novel field of software engineering, is a structure of pro-
gram or a system, which gives correct and well-formed information about its
components, and relationship between them. Software architecture is a basis to
explain and study the software system.

Agile environment is a conceptual framework, consisting of group of techniques
and methods that follow incremental way of development for constant evolution, in
order to respond to the changing requirements of the client by delivering small
increments of running software.

Many have considered plan-driven software development and agile software
development as polar opposites, and software architecture still plays a great role in
case of large systems. Real conflict lies in the heavy documentation of software
architecture and need of minimalism in agile software development methodologies,
whereas many believe amalgam of two can provide software developers with
expansive range of tools and options.

4 Objectives

1. To find parameters for software architecture evaluation under agile environment.
2. To evaluate the change in architecture under agile environment based on the

determined parameters.

Table 1 (continued)

Reference No. Advantages Disadvantages

[7] Architecture framework for agile
processes (AFA) to allow the
proficient understanding of new
business needs with fewer effects on
other gears in the architecture is
described

The framework does not have
benchmark. A clear evaluation with
respect to testing and development
time is not available

[8] Agile developers are found to agree
on the values of architectural design
patterns for merging agile methods
into architectural practices

Non-agile developers seem to be
negative about the concept of
merging the two approaches

[9] Several ways to merge and embed
software architecture and agile
methods are proposed

[10] Insight about what researchers all
over the globe say about agile and
architecture is known

Results of large-scale industrial
studies in order to understand how
agile and architecture interrelate, i.e.,
wide range of empirical data is
missing
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5 Experimental Design

Software is intrinsically ethereal. Systems may be made up of a large number of
software elements connected collectively with the help of dissimilar type of need.
Creator of software avail oneself of kit to envisage being fit to raise the level of
speculation and lessen the amount of facts required. Such category of software kit
allows the person to have an access to various windows and themes. Such a subject
toggle poses an issue of downloading, installing, and then using tools or system
external in a code editor, which is the time-intensive process. Building and
implementing such open source software (OSS) visualization plug-in is a sub-
stantial initiative in involving the visualization tools in the forward engineering
process.

This section presents various software architecture metrics for evaluating soft-
ware and various agile software metrics to evaluate software in agile environment.
Following each is a table listing the metrics with their descriptions.

5.1 Software Architecture Metrics

Design and architectural metrics issues have gained much attention in current years
owing to growing size and intricacy of industrial software. These metrics affect four
important quality attributes of software architecture that are reusability, interoper-
ability, reliability, and maintainability. The data and the changing software qualities
of a software product are measured on the evolution. Metrics are used to find out the
quality of the software product during its evolution [11]. Table 2 lists the software
architecture metrics.

5.2 Agile Software Metrics

Growth in agile software development methodologies such as extreme programming
or agile programming reveals the inborn vitality of up-to-date software design. The
pliability of software, the rapid advancement of consumer and technology-driven
needs, the complexity of in scripting accurate specifications given all the unknowns,
and the intricacy of the software ecosystem itself makes the ancient development
waterfall from specification through execution and QA to release a perilous and
predominantly futile concern [12]. At the top level, the aim of a software develop-
ment project is to convey value to patrons with high quality, in time, and in com-
petence. Then is the need of rolling forecast for the overall financial plan and
timeline against the business value desired. These are all aspects of situations of the
output of a software development process, but not all of them can be simple or
measured in a straight line [12]. Table 3 lists the Agile Software Metrics.

Software Architecture Evaluation in Agile Environment 341



Table 2 Software architecture metrics

Abbreviation Full name of metric Description

No3C Number of
third-party
components

This metric consists of the number of components
taken from the outside vendors and reflects the
ingenuousness of architecture of the software [11]

NoC List of components This metric consists of the total number of
architectural units of a particular system which is the
highest level of abstraction. It indicates the size of
the system. Components can be composite objects,
clients, and servers, machines that are virtual in
nature

NoCC Number of control
components

This metric indicates those components that give
valid output for a given set of valid input. Control
components can be also called active units and are
like processes, machine at a particular state,
knowledge providers. This metric comes under the
number of component metric

NoDC Number of data
components

This metric consists of the components that are not
actively present at the front, which is passive in
nature, like data storage units

TNEI Total number of
external interfaces

This metric consists of the connecting units that
make the communication between the internal and
external components of the system. This even
indicates the level of coupling exhibited by the
system. The measure of this metric varies depending
upon the level of clustering

TNII Total number of
internal interfaces

This metric consists of the connecting units that
make the communication among the internal
components of the system. Its measure again varies
with the intra-grouping of components

NoSC Number of
specialized
components

This metrical tells the list of components which are
system specific by nature. These parts are of specific
service and do not serve other fields. Its measure
depends on the subjectivity of architects and
designers

LPSC List of purpose
significant
components

The metrical shows the list of major parts whose
breakdown badly affects the performance of the
system. This is also subjective in nature and measure
depends on the designers

LMMP List of mutual
memory parts

The metrical is an essential part which is universal in
nature. Due to the global nature of shared memory, it
is not a suitable non-functional quality attribute but
is still very important from performance point of
view

LoAR List of architectural
revisions

The metrical indicates the list of variations that
architecture of software was before the present
architecture. As the number of architectural revision
increases, the architectural quality improves. One
should note the architectural revisions can be more
than the number of releases of the software
architecture

(continued)
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In this section, the Eclipse framework and its structure are described; plug-in:
X-Ray [15] is introduced, followed by metrical applied in the plug-in with its
polymeric outlook; JArchitect features are described; and open source software
particularly JFreeCharts is discussed.

5.3 Eclipse

Eclipse has been an open source; a Java-based software structure that is autono-
mous of platform. The structure is operated to fabricate an Integrated Development
Environment (IDE) as well as a compiler which is a portion of Eclipse. It lays stress
on putting up off the latch development plan of action that is constructed by
extendable structure, tools, and estimated time for constructing, changing, and
handling the system. With an enormous sightseer, Eclipse is being used and sup-
ported by many universities, known researchers and volunteer individuals.

Table 2 (continued)

Abbreviation Full name of metric Description

NoIT Number of interface
types

This metric is meant to count the various interaction
methods available in the system to support the
several interactions. The complexity of the system
increases with the increase in the number of interface
types

NoV Number of versions This metric indicates the development of the system,
which is the list of product releases so far

LoGC List of generic
components

The metrical is used to number the components
which are generic in their usability and functionality

NoRC Number of
redundant
components

Components can fail during their working. To
recover the system from these failures, the system
consists of a list of software and hardware parts
which are replication of other components in
functionality. Redundant components are maintained
to be useful during failures

NoSS Number of
subsystems

The metric indicates the logical or physical
components clusters. The number of subsystems
indicates the abstraction level of the system, which
should be low in coupling and high in cohesion

LoS List of services The metrical indicates the list of telecommunication
facilities that are provided to the system. As the
services increase so does the service interactions,
which further increases the complexity

LCP List of concurrent
parts

The metrical indicates the list of parts that are
working together at a real time. The measure of this
metric affects the quality of the system
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Table 3 Agile software metrics

Metric Description Needs to be

Software size In agile methodologies, the size of the
software is depicted in story points. This is
done by breaking down the functionality in
user’s view to the stories of user [13]

Minimized

Estimate of effort
Estimate of staffing

For the proper knowledge of the cost drivers,
effort and staffing are at the pinnacle. Agile
methodologies do not alter the basic
information; also, it does not alter the
method for monitoring the growth. It is
expected to ought the required skills in the
agile teams. It is difficult to do staffing at the
early stages. Systems are tested by test teams
appointed by the organization outside the
scene of the development team

Varies at different
stages of development
process

Schedule Speed of performing the work leads to
schedule. Agile development has the goal of
fixing the schedule variable and it works by
maximizing the performance of teams within
fixed time frame. This emphasizes
stakeholders to properly discuss the needs
and take part in prioritizing the work

Maximized

Quality check and
customer
complacency

Agile methods provide much opportunity for
insight in quality check and customer
complacency. This makes the customer look
into the product itself on frequent delivery of
working software, besides the immediate
products of work like need of specifications
and design documentation. A consistent
check on the required functionality and
features of the product is very important for
the customer content

Maximized

Price and funds Cost and funding frameworks can be altered
by influencing the repetitive feature of agile
methodologies. Non-obligatory agreement
funding lines frameworks work by adding
pliability to managing development and
planning organization work

Minimized

Requirements Requirements are thorough and whole
requirements specification document that is
not a precondition to the initiation of
activities for development in agile
methodologies. But, it is advantageous to
have the pliability to elucidate, describe
extensively and arrange requirements as per
the need, which has been presented by user
stories, or wide range of programs. The cost
of altering the need is noticed at later stages.
The rapid incremental approach to agile
development reduces the rework

Average

(continued)
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Table 3 (continued)

Metric Description Needs to be

Delivery and
progress

In delivery and progress monitoring, the
regular delivery of operational software
products provides a clear view of progress.
Showing up of system features allows early
chances to filter the ultimate product and by
making sure that the team of development
focuses on the required technological
performance

Maximized

High quality The overall quality of the system can be
evaluated by tracking the partial defect rate.
• New bug reporting rate
The bug rate of complex features is higher
than normal, which on iterations decline as
the product improves. On the completion of
project, it should go down the normal bug
rate
• Average bug longevity. The quality of the
software architecture and team depends on
the length of time bugs remain open. The
small bug can be fixed in near real-time.
Bugs will remain open for longer time or
can take an iteration to close in case of
serious design flaws

Maximized

Timeliness The timeliness metric makes sure of feature
completion over time. In order to maintain
trust between business owners and
developers, there is need of transparency of
delivered software on a standard schedule.
For this features are not released to make
sure the schedule is on

Minimized

Efficiency/
Adaptability

The iteration is efficient if it provides
evidence as to the estimated total time and
cost of the project. Adaptability is a check of
how easily an organization is able to adapt to
the expected development of a specification,
customer feedback, and internal learning that
happens as a project proceeds. Adaptability
is close to efficiency as the right suitable time
to make changes is when the work is being
done on the feature. Longer the wait alter a
feature, the higher is the cost

Defects Agile approaches help development teams to
minimize defects over the iterations.
Tracking defect metrics tells how well it
helps in preventing issues and when to refine
its processes [14]

Minimized
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(1) Eclipse Description

Eclipse is being managed by the Eclipse Foundation and was actually developed by
IBM. The company, Eclipse, is not dividend oriented. It lays trustworthy plan of
action, free of royalty with right to allot it to all over the world. Open source
engagements’ rules are its ground rules, which have clean metrical-oriented cre-
ation. Everyone has the chance to supply and take part by availing oneself of the
plug-in. The Eclipse structure which is the implementation of presenter has its
direct interaction with the plug-in. New facilities can be appended or alterations in
previously provided facilities can be done. Also, the facilities can be shared among
other plug-ins. Eclipse has been created by a huge group of developers around the
globe.

(2) Eclipse Infrastructure

Hundreds of plug-ins surround a small kernel, making Eclipse a non-single
monolithic program. X-Ray is one of the hundred plug-ins. Every plug-in depends
on the core services of Eclipse, or which are provided by other plug-ins or com-
bination of both. Hence, code from dissimilar applications and various plug-in is
shared and run.

(3) Eclipse Platform Overview

Pinnacle projects are there in the workspace, which are further linked to directories
specified by the user in the systems. The user is allowed to have access to the
structure of system. This is known as the workbench.

5.4 X-Ray

A plug-in called X-Ray operates for the structure of Eclipse. Software visualization
significantly assists in software and reverse engineering. Software visualization
provides ways to decrease the complex nature of the system in use, rendering it
straightforward and simpler perspectives and abstraction properly and fully
understand any system. X-Ray plug-in is used to study mini and major projects,
which gives the user the chance to understand the system without using stand-alone
applications or tools or analyzing the source code.

In this plug-in, the user is allowed to envisage the project while operating it,
without using any other tool in order to envisage it, at one place in Eclipse
framework irrespective of the stand-alone nature of visualization tools, as shown in
Fig. 1. The user can head on to any system, studying its shapes, detecting errors,
and collecting favorable information, given various views and using various
metrics.
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(1) Metrics

Metrical provides a concise version of significant facts. A metrical, which is the
consequence of matching a distinctive quality to a mathematical value of an ele-
ment, is a number. Metrical aids in providing a numerical value of what is not a
number in reality. It helps to abridge the unique aspect of the element, to be able to
have a significant representation of that aspect in the overall graphical depiction
[15]. A polymetric visual image overworks on various metrics to depict them as
group of entities.

(2) X-Ray Metrical

A variety of metrical X-Ray plug-in is used in for its views, in order to model
classes and entities like packages in the form of nodes according to the view where
it is shown. It is used to model number of methods, number of lines of a particular
code, class of the type, along with weights of its dependency.

(3) Metrical View of System Complexity

In X-Ray plug-in view of system complexity, the position of the class is depicted by
the position of each and every node of the system which is under consideration. In
order to represent the class, hierarchy nodes are placed in a tree structure. Nodes are
the visual images of the classes in Java which have different color. White color
visualizes interfaces, light blue visualizes abstract classes, blue visualizes concrete
classes, and green nodes depict the classes that are external to the system under
study. By knowing the kind of representation of various entities, it helps in
detecting the design flaws. Table 4 abridges the various metrics used on node in the
system complexity view.

Fig. 1 X-Ray plug-in providing the system complexity view in Eclipse IDE
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5.5 JArchitect

JArchitect is a static analyzer that simplifies complex Java code base. JArchitect has
following features:

• Rules and code analysis through CQLinq queries;
• Powerful way to combine many Java tools;
• Interactive tooling;
• Meaningful reporting.

JArchitect makes it easy to manage a complex Java code base. One can analyze
code structure; specify design rules, do effective code reviews and master evolution
by comparing different versions of the code. JArchitect makes it possible to achieve
high Code Quality. With JArchitect, software quality can be measured using Code
Metrics, visualized using Graphs and Treemaps, and enforced using standard and
custom rules [16].

5.6 JFreeChart

The JFreeChart project was established by David Gilbert in February 2000.
JFreeChart is the most commonly used chart library for Java, with 2.2 million
downloads till date. JFreeChart is a 100% free Java chart library that makes it
simple for developers to produce professional quality charts inside their applica-
tions. JFreeChart is meant to be used by developers. JFreeChart has wide range of
aspects that include:

• a regular and well-documented API, supporting a wide selection of chart types;
• a pliable blueprint that can easily be extended and is meant to target both

client-side and server-side application;
• support for several types of output, including Swing and JavaFX components,

image files (including PNG and JPEG), and vector graphics file formats (in-
cluding PDF, EPS, and SVG);

Table 4 Various metrics used in the system complexity view

Metrics Features

Place Calculated on the basis of the tree arrangement that is in the top-down fashion

Color White color visualizes interfaces, light blue visualize abstract classes, blue visualize
concrete classes and green nodes depicts the classes that are external to the system
under study

Width Number of used methods

Height Number of lines of a code

Border Red for stand-alone class; orange for inner class

Edges It depicts hierarchy of nodes, thus inheritance between classes
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• JFreeChart is open source free software. It is available beneath the terms of the
GNU Lesser General Public License (LGPL), which allows use in proprietary
applications.

(1) Requirements

• Java 2 platform (JDK version 1.6.0 or later);
• JavaFX requires JDK 1.8

(2) Funding

Object Refinery Limited is a private limited liability company that is based in
UK and provides funds for the project. It trades documentation for:

• JFreeChart
• Orson Charts (a 3D chart library for Java)
• Orson PDF (a PDF generator for Jave 2D)

6 Results and Discussion

On selecting a project as a target for X-Ray, a default polymeric view opens to the
user which tells about the system complexity. Forty-seven versions of
JFreeChart are analyzed to acquire general information of respective project which
is drawn inside the X-Ray plug-in, as shown in Fig. 2 and Fig. 3.

On placing the cursor on the body of the node, the tooltip gives facts about node
and reason of its due size. Details of entropy provided by the tooltip are class and its

Fig. 2 X-Ray analysis of JFreeChart-0.9.0
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name, methods, number of lines of a code, with the Java file which has the source
code, a few more classes that are operated by current classes.

The general information for version 1 implementing JFreeChart-0.9.0 is—
[X-Ray] P:10 C:196M:1545 L:37427, as shown in Fig. 2. This tells about metrical
envisaged by plug-in X-Ray and number of entities, respectively.

The general information for version 2 implementing JFreeChart-0.9.1 is—
[X-Ray] P:11 C:212M:1623 L:39196, as shown in Fig. 3. This tells about metrical
envisaged by plug-in X-Ray and number of entities, respectively. The X-Ray
visualization shows the change from version1 JfreeChart-0.9.0 to version2
JFreeChart-0.9.1, in terms of size, i.e., length and width, and color of nodes.
Similarly, rest 45 versions implementing JFreeChart in X-Ray are analyzed and
their general information is collected.

Same number of versions of JFreeChart is run in the Visualjarchitect.exe UI, as
shown in Figs. 4 and 5.

The result appears in the Visualjarchitect.exe UI when various versions of
JfreeChart are run for the analysis of metrics. It provides the general information
about each version analyzed, ByteCode Instruction, Lines of Code, Lines of
Comment, Percentage Comments, Source Files, Projects, Packages, Types,
Methods, Fields, and it analyzes Third-party Projects, Packages, Types, Methods,
and Fields used along with the respective JFreeChart version.

In version 1, JFreeChart-0.9.0 is run, as shown in Fig. 4, to give results as
follows, ByteCode Instruction: 75966, Lines of Code: 11762, Lines of Comment:
10531, Percentage Comments: 47, Source Files: 192, Projects: 1, Packages: 10,
Types: 210, Methods: 1711, Fields: 912, and it analyses Third-party Projects: 2,
Packages: 40, Types: 343, Methods: 640, and Fields: 35, that are used along with
the respective JFreeChart version.

Fig. 3 X-Ray analysis of JFreeChart-0.9.1
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In version 2, JFreeChart-0.9.1 is run, as shown in Fig. 5, to give results as
follows, ByteCode Instruction: 79273, Lines of Code: 12185, Lines of Comment:
11222, Percentage Comments: 47, Source Files: 207, Projects: 1, Packages: 11,
Types: 233, Methods: 1840, Fields: 932, and it analyses Third-party Projects: 2,
Packages: 41, Types: 347, Methods: 650 and Fields: 35, that are used along with the
respective JFreeChart version. It provides the general information about
JFreeChart versions in Visualjarchitect.exe UI.

In order to find the effect on metrics due to the development of next version for
each existing version of JFreeChart, the value of all versions for few metrics is
taken, and the difference between two consecutive versions is found. This difference
in values of respective metrics is graphically represented in Figs. 6, 7, 8, and 9. It is
evident that rate of change is greater from 2nd to 10th version, then sudden rise and

Fig. 4 Metric evaluation of JFreeChart-0.9.0

Fig. 5 Metric evaluation of JFreeChart-0.9.1
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Fig. 6 Difference of classes values analysis

Fig. 7 Difference of method values analysis
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Fig. 8 Difference of types values analysis

Fig. 9 Difference of average method complexity values analysis
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fall at 16th to 18th, then fall and rise at 20th to 22nd version, rise and fall at 28th to
32nd version, again a visible rise and fall at 42nd to 44 version.

In Fig. 6, the value of differences among consecutive values of versions has
drastic variations. Versions 2nd to 10th have sudden peaks and valleys. Tenth
version onwards highs and lows are even. At versions 20th to 22nd, there is a low
valley depicting the sudden decrease in the number of classes. With a sudden
increase in the value at versions 28th to 32nd, the highs and lows are again even till
last version.

In Fig. 7, the value of differences among consecutive values of versions has
drastic variations. Versions 2nd to 10th have sudden peaks and valleys. Tenth
version onwards highs and lows are even. At versions 20th to 22nd, there is a low
valley depicting the sudden decrease in the number of classes used. With a sudden
increase in the value at versions 28th to 32nd and at 42nd to 44th, the rest highs and
lows are again even till last version.

In Fig. 8, the value of differences among consecutive values of versions has
drastic variations. Versions 2nd to 10th have sudden peaks and valleys. Tenth
version onwards small highs and lows are visible. At versions 20th to 22nd, there is
a low valley depicting the sudden decrease in the number of types used. With a
sudden increase in the value at versions 28th to 32nd, the highs and lows are again
even till last version.

In Fig. 9, the value of differences among consecutive values of versions has
drastic variations. Versions 2nd to 10th have sudden peaks and valleys. Tenth
version onwards considerable valleys can be seen. At versions 20th to 22nd, there is
a high peak depicting the sudden increase in the average method complexity.
Versions ahead of this witness valleys again, with a sudden decrease in average
methods complexity at version 42nd to 44th and sudden increase in the value at
versions 44th to 47nd.

In Figs. 6 and 7, the rate of change in classes is proportional to the rate of change
in methods used in version, mainly at 2nd to 10th version, and 28th to 32nd version,
respectively. This aims to fulfil the expected requirement of newer versions, as the
requirements increase so does that classes, and hence the number of methods to
implement them. However, the rate of change in methods continues to be high for
the version groups from 16th to 18th, and 42nd to 44th version. This usually
happens in two cases, firstly, if the number of classes remains same as compared to
number of methods which increase in the next version; and secondly, if same
number of classes is discarded as the number of new classes added to match the
increasing functionality of methods in the next version. Also, the rate of change in
rest of the classes and methods remains even and proportional. So far, this obser-
vation is very natural, but a striking feature noticed in the two graphs was the
sudden decrease in the value at version 21, indicating less number of classes and
methods in use and again a sudden rise at version 22, indicating rise in the value of
classes and methods in use. The behavior is common in both the cases of classes
and methods.

In Figs. 8 and 9, it is clearly visible that the rate of change of types is inversely
proportional to rate of change of method complexity from version 20th to 22nd.
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Like the striking feature noticed in case of classes and methods, type values used
behave similarly, thus increasing the average method complexity. The portion
comprising of versions 4th to 6th, 23rd to 25th, 28th to 32nd, and 34th to 36th
depicts the increase in the rate of change of types and decrease in the rate of change
of methods complexity, which tells about the cohesiveness of the methods. At
versions 2nd to 4th, 6th to 8th, 16th to 18th, and 45th to 47th, the increment in the
rate of change of types is proportional to the rate of change of methods complexity,
i.e., as the number of types increases, so does the method complexity; and vice
versa for the versions 28th to 32nd, and 42nd to 44th, i.e., as the number of types
decreases, so does the method complexity.

7 Conclusion

Agile software development is a popular way to advance the software incrementally
and iteratively by reducing waste and only performing actions that add value. In
order to evaluate the change in architecture under agile environment, software with
its iterations is analyzed for basic parameters. The change in the parameters like
classes, methods, and types is proportional to the user requirement, and with the
increase in the methods used to fulfil the user requirements, the average complexity
with newer iterations decreases, depicting the cohesiveness of methods.

8 Future Scope

In the near future, the work can be extended by

• Using other software, like system software, application software and then test
for results of the tools used to analyze and evaluate software architecture under
agile environment.

• Also by broadening the base by increasing number of metrics used in evaluation
for significant improvement of the work.
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Mutation Testing-Based Test Suite
Reduction Inspired from Warshall’s
Algorithm

Nishtha Jatana, Bharti Suri and Prateek Kumar

Abstract This paper presents an approach that provides a polynomial time solution
for the problem of test suite reduction or test case selection. The proposed algorithm
implements dynamic programming as an optimisation technique that uses memo-
risation which is conceptually similar to the technique used in Floyd–Warshall’s
algorithm for all pair shortest path problem. The approach presents encouraging
results on TCAS code in C language from Software-artifact Infrastructure
Repository (SIR).

Keywords Test case reduction � Test case optimisation � Floyd–Warshall’s
algorithm

1 Introduction

Reduction of test cases is an important and a tedious task, and there have been
many attempts by numerous researchers to automate its process. Test suite min-
imisation is, in general, an NP complete problem [1]. Several algorithms have been
proposed to generate reduced test suites that are approximately minimal [2].

Mutation testing was originally proposed by DeMillo [3] and Hamlet [4]. It is a
technique that was initially proposed to measure the quality of the test cases. It is a
fault-based approach that uses ‘mutation score’ as the adequacy score for the test
suite that needs to be evaluated. Later, the researchers started using it as a technique
for generation of test data [5]. The concept of mutation testing is to deliberately
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introduce faults into the source code, thereby generating ‘mutants’. The underlying
principle that makes mutation testing effective as a testing criterion is that the
introduced faults may be very much similar to the faults that a skilled programmer
may make. The mutants which are caught by the test cases are said to be killed, and
the rest are said to be live mutants. Jia and Harman [5] comprehensively surveyed
the overall analysis and development in the field of mutation testing.

Floyd–Warshall’s algorithm [6] for finding solution to all pair shortest path
problem has been mapped to the test suite reduction problem in this paper. The time
complexity of the dynamic programming approach to solve the all pair shortest path
problem using Floyd–Warshall turns out to be polynomial, given as O(n^3) [7]. It
was originally proposed by Robert Floyd and is popular till date by his name. The
‘three nested loop algorithm’ that is used today was formulated in the same year by
Ingerman [8].

In this paper, we strive to trail the principal of KISS that is an acronym for ‘Keep
it simple, stupid’ [9] that advocates the use of simple techniques rather than
complicated ones in design of a solution to a problem. We, therefore, hereby
propose a straightforward technique for test case reduction for which many com-
plicated techniques already exist.

The contributions of this paper include

– Demonstrating the problem of selection of test suite reduction as a polynomial
time-solvable problem.

– Proposing a method that uses similar concept as used by Floyd–Warshall’s
algorithm along with the process of mutation testing.

– Empirically stating the results of executing the proposed technique on TCAS
code from SIR and triangle problem.

The remainder of this paper is organised as follows: Sect. 2 presents the related
work. Section 3 explains the proposed technique. Section 4 illustrates the results,
while Sect. 5 gives the conclusion and intended future work.

2 Related Work

Minimising the test suite is an NP-complete problem, so heuristic approaches have
been significantly considered to deal with it [1]. Greedy approaches have been
applied to obtain minimised test suite [1, 10, 11]. Agrawal [12, 13] minimised the
test suite using a delayed greedy approach and the notion of dominators,
super-blocks and mega-blocks in order to derive coverage implications amongst the
basic blocks for the coverage of statements and branches in the reduced suite. To
overcome the limitations of single-criteria test minimisation, multi-criteria test suite
minimisation techniques were developed [14, 15]. Yoo and Harman [16] used a
genetic algorithm and Pareto-efficient approach for multi-objective minimisation of
test suite.
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3 Methodology

The proposed approach for test suite reduction uses a concept which is analogous to
Floyd–Warshall’s algorithm. Research questions address the aim of the study. The
experimental design includes the subject programs and tool used in the study. The
procedure used to conduct the experiment gives the steps followed for the technique
proposed.

3.1 Research Questions

As an evidence for showing that proposed solution is capable of solving test case
selection problem, the study addresses the following research questions:

RQ1: Can traditional concepts like dynamic programming be applied for selection
of test cases that can run in polynomial time?
RQ2: Is the proposed approach capable of killing significant number of mutants and
hence in detecting large number of faults?

3.2 Experimental Design

Subject Programs: Two programs have been used as test benches in our experiment.
These programs have been used by numerous researchers in the field of mutation
testing [17, 18]. Triangle program is used for the determination of the type of
triangle using its dimensions. It takes three variables as input. The code is as used
by Jia and Harman [17], and the test cases were randomly generated by specifying
the range of input variable from [−10 to 101]. Traffic collision avoidance system
(TCAS) is a program designed to avoid or reduce collisions between aircraft. It
takes 12 variables as input. The source code and the test cases for TCAS have been
downloaded from Software-artifact Infrastructure Repository (SIR) for assessing
our technique under controlled experimentation [19]. Table 1 gives description of
the subject programs used.

Table 1 Description of subject programs

S. No. Name of subject
program

Size
(LOC)

Description Number of
mutants created

1. Triangle 50 Determines type of triangle from the
given length of the sides

121

2. TCAS 173 Traffic collision avoidance system 79
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Tool used: Milu [20] is a mutation testing tool for C language that is efficiently
designed for generation of both first-order and higher-order mutation testing. Milu
provides easy generation of mutants and provides flexible environment for general
purpose mutation testing. This tool was used in this study to generate first-order
mutants for the subject programs as mentioned in Table 1. These mutants were used
in further evaluation of the proposed approach to measure its effectiveness.

3.3 Procedure

The procedure for the proposed approach is as follows:

1. The mutants of the two subject programs are generated using Milu [20].
2. Test cases are executed against each of the generated mutants, and the corre-

sponding results are to be stored in output files.
3. Test cases are considered to be vertices of a weighted graph, and the weight

assigned to each edge is the union of the mutants killed by the two test cases that
are assigned to the vertices that are the end points of this particular edge. The
aim of the approach is to maximise the mutants killed by a dynamic program-
ming approach on the adjacency matrix of the fully connected graph.

4. The output of the proposed approach is a 2-D matrix W[1…n][1…n], where W
[i][j] denotes the maximum mutants killed in going from vertex i to vertex j. The
second output is another 2-D matrix P[1…n][1…n], where P[i][j] is a list of all
the test cases that were traversed in going from vertex i to vertex j. This path
matrix is significant in terms of providing a solution to test case selection
problem as the paths specified in the path matrix give us the test cases that can
be used for testing the program to detect errors.

3.3.1 Algorithm of Proposed Approach

Variables used:

N: number of test cases
T: a set containing N test cases (initially randomly generated)
S[1…N]: list, where S[i] = Set containing mutants killed by ith test case
P: total number of distinct mutants killed by all test cases combined
PUT: program under test
Sets: total number of test cases.
arr[i][j]: arr[i][j] is the adjacency matrix of the completely connected graph.
Initially, it contains the mutants killed by the test case (i) and (j) combined. Finally,
it will store the maximum mutants that can be killed if we go from test case (i) to
test case (j) in the completely connected graph of the test cases as the nodes.
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path[i][j]: total nodes in the path from ith node to jth node in the graph.
p[i][j]: a list to store the node numbers used in the path from test case (i) to test case (j).

Modules used:

Gen_Init_Pop(N): generates initial random test cases
FindMutantsKilled(j): finds the list of mutants (denoted by mutant numbers) killed
by the jth test case in T
GetDistinctMutantsKilled(S[], TOTAL): returns the count of the distinct mutants
killed by all test files in T
find_union(i,j): finds union of mutants killed by ith and jth test cases
find_union_count(i,j,k): finds count of the mutants killed by kth test case combined
with ith and jth test case
find_union(i,j,k): finds union of mutants killed by test case combined with ith and
jth test case
enqueue(p[i][j],k): inserts k at the end of p[i][j]
print(k,sets): used to print the status of p[][] and the path[][] matrix at the kth
iteration.

Steps followed:
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3.3.2 Time Complexity of the Proposed Approach

The time complexity of the original Warshall’s algorithm for all pair shortest path
T1(n) = O(n^3) where n is the number of nodes in the graph. Our presented
approach for test suite reduction that is conceptually similar to Floyd—Warshall’s
algorithm has worst-case time complexity, T2(n) = O(M*n^3) where M is the
number of mutants and n is the number of test cases. This provides and answers to
RQ1, that the proposed technique that implements dynamic approach can provide a
polynomial time solution for test case reduction problem.

4 Results

Figure 1 depicts the result of the approach applied to the subject programs. As an
answer to RQ2, it can be stated that the proposed technique is able to kill significant
number of mutants and thus can be used for test case reduction. It can be seen from
the figure that 69% mutants are killed for TCAS code and 89% mutants are killed
for triangle code. Therefore, we can conclude that the proposed technique is capable
of finding a minimised test suite that is able to detect faults in the program under
test. The minimised test suite shown in case of TCAS consists of 14 test cases from
the 1608 test cases downloaded from SIR repository and 14 test cases in case of
triangle problem also from the 1000 test cases that were randomly generated.

Fig. 1 Result of executing the proposed approach on the test benches (‘killed mutants’ represent
the mutants killed using the proposed approach, and ‘live mutants’ represent the mutants which
were not killed)
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5 Conclusion and Future Work

This study proposed a technique for test suite reduction using a dynamic pro-
gramming approach conceptually similar to that used by Floyd–Warshall’s algo-
rithm and its evaluation on TCAS code and triangle problem. The proposed
technique runs in polynomial time. The results depict that the proposed technique is
capable of finding a minimised test suite that can find faults in the program under
test.

As a part of future work, we intend to further verify the proposed approach on
larger programs and also apply more traditional algorithms like Kruskal’s algo-
rithm, Prim’s algorithm, Dijkstra’s algorithm and other approaches that employ
greedy approach or dynamic programming approach that can be applied with
mutation testing for test case generation/optimisation/selection.
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Software Component Retrieval Using
Rough Sets

Salman Abdul Moiz

Abstract Software reusability is one of the important mechanisms needed to
maintain its quality and productivity. Even though the candidate components are
available in the repository to be reused, software engineers prefer to develop the
system from scratch. There exists fear of reuse because the developers are not sure
whether candidate component will work. In this paper, first the focus is on
retrieving the desired components based on rule generation using rough sets. If the
component is not found, then it can be developed and stored in repository.
Secondly, uncertainty in identifying the desired component is addressed and an
approach to model such uncertainty is proposed. Rough set exploration system
(RSES) tool is used to simulate the results on certain behaviors of banking domain.

Keywords Uncertainty � Component extraction � Use case � Rough sets
Decision rules � RSES

1 Introduction

Software reuse is the process of implementing or updating software systems using
existing software assets [1]. Software reuse has become a topic of much interest in
the software community due to its potential benefits, which include increased
product quality, decreased product cost, and schedule. The idea is to maintain a
repository of developed components, which forms the basis of reusing them.
Reusable components are increasingly replacing the use of monolithic and pro-
prietary technologies [2]. Several approaches are presented in the literature for
retrieving reusable components, but a methodology is needed to maintain a
repository which helps in retrieving the components effectively.

In this paper, an approach to maintain the component repository is proposed. It is
assumed that the repository includes the action states of each of the functionalities
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so that the appropriate functionality could be retrieved effectively. For a particular
domain, there could be several functionalities and corresponding action states. The
huge set of action states will be a barrier to retrieve the components. It is proposed
to retrieve the components by generating rules using rough sets. Given the
requirements realized using actions, the rough set approach can help in retrieving
the desired functionalities effectively. Further, there could be a possibility that a
different component is retrieved when the same set of action states are given at
various instances of time. This leads to a chaos in selecting a particular component.
Rough sets are used to address the issues with uncertainty.

The remaining part of this paper is organized as follows. Section 2 specifies the
various approaches for component retrieval; Sect. 3 illustrates the mechanism of
retrieving components using rough set and later describes the proposed approach in
retrieving components using rule generation. Section 4 describes the mechanism to
retrieve components for ATM application using RSES tool, and Sect. 5 concludes
the paper.

2 Related Work

In most of the reuse-driven development, software assets can be reused when the
organizations have significant amount of applications; there exist culture of thinking
in terms of reuse, and the development team understands the value of the artifacts
when made reusable. Techniques for software component retrieval usually have a
problem with maintenance of consistent component repositories. Several approa-
ches for component retrieval are proposed in the literature. In [3], an experiment is
proposed in which several components can be retrieved using full-text indexing.
However, the issue is to maintain the index structure because as the repository
grows the index structure also grows. In [4], an approach for selection of compo-
nent is proposed using genetic algorithms. But the overlap of functionalities causes
confusion, thereby leading to uncertainty. In [5], a mechanism is adopted to
compare the components with respect to the structure, behavior, and granularity,
and a metric called “direct replace ability similarity” is proposed. As the granularity
increases, the performance of component retrieval goes down. In [6], a metamodel
is used to retrieve interconnected components by incorporating ontology and tax-
onomies characteristics. The retrieval approach is based on the given architecture.
The retrieval of the component differs from the architecture selected. This may
require a huge component repository, and there may be issues in retrieving the
component, and the throughput of the system decreases as the repository increases.
In [7], cluster of related components forms a subset of libraries. This approach uses
text mining approach and clusters the related components. Since the component
search starts at word level, the component retrieval may be difficult when the
repository grows.

In the proposed approach, the given requirements are modeled using use cases.
The action states generated using the use case specifications act as input for
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component retrieval. The decision rules are generated which helps in selecting a
component from the repository.

3 Decision Making Using Rough Sets

Rough sets theory is used in varied applications. It can be used to model and
measure uncertainty in applications. Its purpose is to arrive at a proper decision in
presence of uncertainty. The approach can be used in many activities of software
engineering as the developer is not certain about the artifacts throughout the soft-
ware development life cycle.

3.1 Rough Sets

A classical set theory for handling of incomplete information call rough set theory
was introduced by Pawlak [8]. Rough sets can be introduced informally in software
engineering as follows:

Let S be the satisfaction set which specifies the satisfaction of customer from the
given set of requirements R (R is a requirements set). The conformance of the end
product with respect to given set of requirements can be as follows:

C1: All the functionalities (realized for given set of requirements) are up to the
satisfaction level of customer

C2: All the functionalities are not up to the satisfaction of customer
C3: The functionalities are possibly satisfied by the customer

In the rough sets, terminology C1 is the lower approximation, C1 U C3 is upper
approximation, and the difference between the lower and upper approximation is
the boundary region B. The boundary region specifies the functionalities where
customer’s satisfaction criterion is unknown. Those functionalities are uncertain
with respect to the customer’s satisfaction. Rough set is one of the mathematical
models to deal with uncertainties [9]. The challenge is to model the uncertainties
using approximation in a way that leads to rule generation.

3.2 Methodology for Component Extraction

The goal of the proposed approach is to extract components when the requirements
captured using use cases are realized such that it lists the action states. Given the
action states, a component may be successfully retrieved or it may not exist or there
could be uncertainty in retrieving the components. The uncertainty may arise when
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same action state is given at different instances, but the desired outcome differs in
each instance. The structure of proposed component repository motivated by Khoo
et al. [10] is specified in Table 1.

The requirements set is a universal set (U), and the objects of universal set
represent instance of requirements of a domain. For each object, there exists con-
ditional attributes and decision attribute. The decision and conditional attributes
together form a set P. As each use case is set of sequence of activities, all the action
states are realized as conditional attributes. Few of the action states are selected for
implementation of particular functionality. Use case realizes the functionalities of
the system. The decision attribute specifies the respective function, component or
module available to implement the use case. The decision attributes constitute the
functionalities of the system.

In general, whenever there is a request for retrieval of a component or a module,
required action states are extracted from use case specification. Given the action
states decision, rules are generated using rough sets. These rules help in selecting a
component. This would be effective even if the repository grows. In real-time
applications, there can be numerous action states as such it will be difficult to
identify whether a component for the given functionality is available to be reused.

Consider the following component repository with seven objects which specifies
several requests for component retrieval. Two conditional attributes specify the
action states, and one decision attribute specifies the functionality selected. To
demonstrate the application of rough set theory in component retrieval, one com-
ponent is assumed to be available in the repository. The decision attributes increases
as the number of reusable components increase. In Sect. 4, the results are simulated
for few scenarios of ATM applications.

Table 2 specifies a component repository log that specifies the different instances
of requirements as a function of action sates and a decision attribute specifying
whether a component is available in repository to be retrieved.

The confusion is caused due to uncertainty. Confusion or chaos arises when the
retrieved component is same for different action states. The atoms and concepts are
derived from the information given in Table 2.

From Table 2, the {a1}—elementary sets are B1 = {r2, r6, r7} and B2 = {r1, r3,
r4, r5}. The {a2}—elementary sets are B3 = {r3, r4, r6} and B4 = {r1, r2, r5, r7}.

The elementary sets formed by action states are known as atoms [10].
C = f (action states). (r1, r4) and (r2, r7) are identical as they retrieve the similar

components for the identical action states. The atoms are A1 = {r1, r5}, A2 = {r2,
r7}, A3 = {r3}, A4 = {r4}, and A5 = {r6}. The elementary sets formed by decisions
are called concepts [10].

For the decision attribute 1, C1 = {r3, r6}, and for the decision attribute 0,
C2 = {r1, r2, r4, r5, r7}. r3, r4 lead to confusion as it is not certain that whether the
component retrieval is possible for the same set of action states (conditional

Table 1 Component repository

Requirements Conditional attributes Decision attribute
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attributes). Rough set theory is used to address these uncertainties. The lower and
upper approximation of the selected component (decision attribute = 1) is evaluated
as follows:

Only A5 = {r6} is distinguishable from other atom(s) in C1 which is r3.
Therefore, lower approximation of C1 is R(C1) = {r6}. The upper approximation is
the union of R(C1), and those atoms which are indistinguishable. {r3, r4} are
indistinguishable in C1. Therefore, upper approximation of C1 is RðC1Þ = {r3, r4,
r6}. The boundary region of C1 is defined as RðC1Þ � RðC1Þ. Though the boundary
region can be computed manually, but when repository grows, it is difficult to
compute the uncertainty in uncertainty in retrieving components. As such decision
rules can be directly generated when the action states are given. The decision rules
are generated using various available mechanisms, viz. exhaustive algorithm,
LEM2 algorithm, genetic and covering algorithm. Learning for Example Module,
Version 2 (LEM2) [11] is a rule induction algorithm which uses the idea of multiple
attribute–value pairs. LEM2 is used in this paper to generate the rules which map
the action states to the respective components available in the repository.

The above example only illustrates retrieval of a single component. In the
repository, there will be numerous components available and each instance of
action state may or may not retrieve a component. If there does not exist uncertainty
and the decision variable is 0 for a given set of action state, then the component
does not exist and it has to be developed and again stored in repository. There may
be a possibility that the existing component may be configured. Hence, there could
be several versions of the same components available in the repository.

The steps in the component retrieval are shown in Fig. 1. Given the require-
ments, the goal is to identify whether there exist any reusable component available
in component repository to realize the given requirement. The given requirements
are modeled using use cases, and action states are identified. The action states act as
input for rule generation, and the decision attribute is analyzed. If the decision
attribute is 1 for a particular component, it can be reused. Otherwise, the desired
functionality needs to be developed and the repository is to be updated. If the

Table 2 Component repository log

Requirement request conditional
attributes
(action states)

Decision attribute
(component)

a1 a2

r1 0 0 0

r2 1 0 0

r3 0 1 1

r4 0 1 0

r5 0 0 0

r6 1 1 1

r7 1 0 0
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decision attribute value is 0 at one instance and one at another, then there exists
uncertainty. The uncertainty can be modeled by introducing additional attributes,
and the rules are generated again by introducing the derived attributes. The derived
attribute values help in resolving uncertainty to an extent. In this paper, LEM2
algorithm is used to generate the rules.

4 Results and Analysis

In the proposed approach, an attempt is made to model the component retrieval
using rough sets. Consider the transactions of an ATM machine which has several
functionalities. Three operations are considered in this paper, viz. withdraw cash,
query account, and transfer funds. Each of these functionalities is a use case which
includes several action states derived from use case specification. All the action

Fig. 1 Component retrieval using rule generation
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states are maintained in the component repository log relation. The action states
form the decision attributes, viz. Boolean. If the action state is selected, then it is
high (1), otherwise it is low (0). The problem of choosing an appropriate func-
tionality depends on the action state selected. The action states which are modeled
as conditional attributes are used for rule generation. The criterion for selection of
the candidate component differs from one domain to the other. Table 3 specifies the
component repository log of ATM operations.

The components for the withdraw cash, query account, and transfer funds are
represented by F1, F2, and F3, respectively. The total number of conditional
attributes, i.e., the action states for these three operations, is represented as A1 to
A12. The action states A1 to A12 are captured from use case specification. It was
observed from the specification documents of the three functionalities that some of
the action states are common between several functionalities of the ATM appli-
cation. The action states specified by A1, A10, A11, and A12 are common for
functionalities for F1 and F2, respectively.

The common action states help in knowing the commonality of various func-
tionalities with respect to action states of a particular domain. If there is a change in
few of the action states, then the existing functionality can easily be modified and
stored in repository. Several versions of same functionality can be stored in the
repository. There may be a possibility that for a given set of action states, no
existing functionality exists to be used. This is denoted as F0 in the component
repository log of ATM transactions. These functionalities are designed and
implemented; then, the component repository is updated with new set of action
states and respective functionalities realized.

Table 3 Component repository Log for ATM

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 Function

1 1 1 1 1 1 1 1 0 0 0 0 F1

1 0 0 0 0 0 0 0 1 0 0 0 F2

1 0 0 0 0 0 0 0 0 1 1 1 F3

1 0 0 0 0 0 0 0 0 1 1 0 F0

1 0 0 0 0 0 0 0 0 1 0 1 F0

1 0 0 0 0 0 0 0 0 1 0 0 F0

1 1 1 1 1 1 1 1 0 0 0 1 F0

1 1 1 1 1 1 1 1 0 0 1 0 F0

1 1 1 1 1 1 1 1 0 0 1 1 F0

1 1 1 1 1 1 1 1 0 1 0 0 F0

1 0 0 0 0 0 0 0 0 1 1 1 F3

1 0 0 0 0 0 0 0 0 1 1 1 F0

1 1 1 1 1 1 1 1 0 0 0 0 F1

1 1 1 1 1 1 1 1 0 0 0 0 F1

1 1 1 1 1 1 1 1 0 0 0 0 F1

Software Component Retrieval Using Rough Sets 371



Given the component repository log relation as input, rough set exploration
system (RSES) tool is used to generate rules using LEM 2 algorithm. The rules
generated for Table 3 using LEM2 algorithm on RSES tool are as follows:

(a) (A1 = 1) & (A2 = 1) & (A3 = 1) & (A4 = 1) & (A5 = 1) & (A6 = 1) &
(A7 = 1) & (A8 = 1) & (A9 = 0) & (A10 = 0) & (A11 = 0) &
(A12 = 0) => (Function = F1[4]) 4

(b) (A1 = 1) & (A2 = 0) & (A3 = 0) & (A4 = 0) & (A5 = 0) & (A6 = 0) &
(A7 = 0) & (A8 = 0) & (A9 = 0) & (A10 = 1) & (A11 = 1) &
(A12 = 1) => (Function = F3[2]) 2

(c) (A1 = 1) & (A9 = 0) & (A2 = 1) & (A3 = 1) & (A4 = 1) & (A5 = 1) &
(A6 = 1) & (A7 = 1) & (A8 = 1) & (A10 = 0) &
(A11 = 1) => (Function = F0[2]) 2

(d) (A1 = 1) & (A9 = 0) & (A10 = 1) & (A2 = 0) & (A3 = 0) & (A4 = 0) &
(A5 = 0) & (A6 = 0) & (A7 = 0) & (A8 = 0) & (A11 = 0) => (Function = F0
[2]) 2

(e) (A1 = 1) & (A9 = 0) & (A10 = 1) & (A2 = 0) & (A3 = 0) & (A4 = 0) &
(A5 = 0) & (A6 = 0) & (A7 = 0) & (A8 = 0) & (A11 = 1) &
(A12 = 0) => (Function = F0[1]) 1

(f) (A1 = 1) & (A9 = 0) & (A2 = 1) & (A3 = 1) & (A4 = 1) & (A5 = 1) &
(A6 = 1) & (A7 = 1) & (A8 = 1) & (A11 = 0) & (A10 = 0) &
(A12 = 1) => (Function = F0[1]) 1

(g) (A1 = 1) & (A9 = 0) & (A10 = 1) & (A2 = 1) => (Function = F0[1]) 1

Description of the rule:
(A1 = 1) & (A2 = 1) & (A3 = 1) & (A4 = 1) & (A5 = 1) & (A6 = 1) &

(A7 = 1) & (A8 = 1) & (A9 = 0) & (A10 = 0) & (A11 = 0) &
(A12 = 0) => (Function = F1[4]). If A1 = 1 and A2 = 1 and A3 = 1 and A4 = 1
and A5 = 1 and A6 = 1 and A7 = 1 and A8 = 1 and A9 = 0 and A10 = 0 and
A11 = 0 and A12 = 0, then function F1 will be selected. The log specifies that this
retrieval was done four times.

For a given set of requirements captured using use case, the use case specifi-
cation is used to capture the action states. If the action states A1 to A8 are only
selected, the functionality F1 can be retrieved. Similarly,

(A1 = 1) & (A9 = 0) & (A10 = 1) & (A2 = 1) => (Function = F0[1]). If
A1 = 1, A2 = 1, A9 = 0, A10 = 1, function F0 is selected. This means there does
not exist any function or component which satisfies these conditional attributes or
action states. Hence, the new functionality is to be realized and mapping of action
states and new functionality is again stored in repository so that it can be reused in
future. This is true for functional requirements. The proposed approach can be
implemented by mapping the use case specification to action states. Once the
requirements are given, use case is to be modeled, the action states are to be
captured, and the same is to be used to generate rules. These rules may help in
identifying whether a functionality satisfying these requirements is available for
reuse. If it is available, it can be reused directly or can be developed or existing
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functionality can be modified. For the real-time applications, the quality attributes
form a candidate for decision attribute. In some of the applications, the perfor-
mance, time for execution form important elements in selecting a required com-
ponent. In such applications though the action states may be same, it may not
retrieve the desired component. In such cases, additional attributes are realized for
action states such that uncertainty of selecting a proper functionality can be
realized.

5 Conclusion

Software reusability is one of the important building blocks which are used to
develop a highly productive software within time and budget. In this paper, an
approach is presented to retrieve the components by mapping each component with
its action states. The decision rules help in mapping the action states to the func-
tionalities available for reuse. Rough sets approach using LEM2 is used to generate
the rules. The result shows that given action states, it is possible to select an existing
component or identify a functionality which is not available for reuse. The
uncertainty can be resolved by introducing additional attributes. The additional
attribute may include other action states or a composition of few of other action
states. In future, there is a need to model uncertainty but the challenge is to decide
upon the additional attribute. Later a domain-specific component repository with
rule generation can be maintained so that the component retrieval will be faster.
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Search-Based Secure Software Testing:
A Survey

Manju Khari, Vaishali and Manoj Kumar

Abstract In today’s era, each software developer is developing enormous products
consisting non-functional requirements but fails to provide security. Metaheuristic
search is used to estimate the test cases with the help of fitness functions,
search-based secure software testing (SBST) Security is not possible without the
vulnerabilities in the software. The overall objective is to study various vulnera-
bilities and various metaheuristic techniques. The results of the survey highlighted
the numerous fitness functions that could lead to security, further tools were
mentioned for various vulnerability scans. The research questions and corre-
sponding solutions to enlighten the scenario are provided in this survey.

Keywords Security � Non-functional requirements � Metaheuristic
Vulnerability scan � Search-based testing

1 Introduction

To ensure good quality software, non-functional requirements (NFRs) must be
included along with the functional requirements (FRs). NFR specifies essential need
of the system that evaluates operations rather than its significant performance.
SBST can be used as an extension to metaheuristic search techniques which gen-
erates software tests. Search-based software engineering (SBSE) converts software
engineering problem into computational search problem that can be handled with
metaheuristic techniques. This involves defining search space or set of possible
solutions. SBSE helps as an optimization technique in solving software engineering
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problems. In this paper, after identifying the non-functional requirements and the
various metaheuristic search algorithms, the focus will be on the fitness functions
used for different kinds of algorithms [1]. While using the software, there could be
the case when various kinds of vulnerabilities can attack the system. There are
different categories of the vulnerabilities, defined in this paper. Security aspects are
enlightened with different kinds of solutions in the Web applications as well as in
the local system. Various metaheuristic techniques are shown in coming sections
along with the susceptibilities, for example buffer overflows, SQL Injection. Their
tools and the fitness function are well complemented to provide the security aspects.

In Fig. 1, it is shown that evolution of search-based secure software testing
(SBSST) which comprises of various individual stand-alone phases. At the earliest,
software engineering (SE) was evolved but that could not provide efficient approach
to provide an efficient search within software. So, SE combined with search-based
techniques like metaheuristic and search-based software engineering is generated.
But SBSE failed to provide security in software. To fulfil those needs, if SBSE is
integrated with the security testing (ST) module, then it can be said that SBSST can
be successfully formed.

Distribution of the rest of the paper is as follows: Sect. 2 highlights some of the
key concepts which will be highly used during the entire paper, explaining the
meaning of the keywords used. Section 3 focuses on the most appropriate research
questions focuses on this survey and their solutions based on depth research lit-
erature. Threats, conclusions are represented in Sects. 4 and 5, respectively.

2 Key Points

• Metaheuristic: Metaheuristic is an advanced problem which is standa-lone
framework in algorithm. It offers norms, rules, or course of action to formulate
algorithms for optimization.

• SBSE: SBSE was proved as an efficient technique in development of software
ranging from requirements analysis phase to testing of software. It contains
particular procedures for testing known as SBST, and test cases generated is

Fig. 1 Evolution of search based secure software testing
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referred as search-based data generation (SBDG). The motive is to formulate a
testing requirement in prototype model which could generalize optimization
problem for various distinct fitness functions with heuristic.

• ST: The objective of it is to expose enormous vulnerabilities and flaws which
could be possible in any system. The process can be done through different
techniques.

• Vulnerability Scan: This is the phenomenon used to match conditions with the
existing security issues with the help of automated tools. The upcoming risk is
set automatically with no manual verification or interpretation by the test
vendor.

3 Strategies of Research

The survey is a process of study and analysis of all available researches done
previously by great researchers. It can be interpreted by the means of creating a
short summary that can explain the previous work done. With the help of the work
done, the survey is being summarized in the form of different research questions
and their answers.

3.1 Research Questions

To scrutinize the verification of analysing the non-functional properties which is
security whether in local system or in Web-systems, it should have the ability to
detect any possible vulnerability by doing vulnerability scan. We have the fol-
lowing research questions:

RQ1: What is metaheuristic and its techniques?
RQ2: Why SBST is used to tackle security vulnerabilities?
RQ3: What is meant by software security testing?

4 Elucidation for Research Questions

4.1 RQ1: What Is Metaheuristic and Its Techniques?

Metaheuristic is an advanced method which is used to discover, create, or pick a
heuristic that generates an efficient solution to solve an optimization problem, even
with partial collection of knowledge or capacity [2].
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• Properties of Metaheuristic:

– Metaheuristic is the technique that directs the searching procedure.
– The aim is to find strengthful solutions, so efficient dealing with search space

has been applied.
– Movement of complex procedure from simple search.
– In general, metaheuristic is uncertain and non-deterministic.
– Metaheuristic does not obey problem of explicit domain.

• Classifications on the basis of “type of Strategy” as shown in Fig. 2:

– Single versus population-based searches: Single solution approach con-
centrates on altering and updating a single solution. It consists of various
techniques which are specific and constant in nature whereas,
population-based approach updates and modifies compound solutions. It
includes evolutionary computation, genetic algorithm (GA), and particle
swarm optimization (PSO).

– Swarm intelligence: It is considered as combined or group behaviour of
decentralised, self-coordinated mediators in a population or swarm.
Examples are: ant colony optimization, PSO, artificial bee colony.

– Hybrids and parallel metaheuristic: Hybrid metaheuristic is the one which
integrates present techniques with the other optimization approaches, like
mathematical programming, constraint programming, and machine learning.
Whereas, parallel approach employs the techniques of parallel programming
to run the various metaheuristic searches simultaneously.

4.2 RQ2: Why SBST Is Used to Tackle Security
Vulnerabilities?

• SBST attempts to solve two aspects of cost vulnerability problem as follows:

– Firstly, it is less economical, because as compared to traditional system it is
very much less labour concentrated.

Fig. 2 Taxonomy for
“metaheuristic”
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– Secondly, SBST techniques are specifically used to tackle subsets of all
already familiar vulnerabilities which are accountable for general security
threats.

• Search-based security [3] is used to uncover the vulnerabilities and applies
different methods to improve its security functionalities as shown in Table 1.

Table 1 summarizes all the vulnerabilities, their corresponding fitness function,
and the tools which are helpful in providing security to them. Buffer overflow, SQL
Injection, and XSS are the vulnerabilities which mostly occur while working on the
software, so their tools are also mentioned in order to provide enough security.

4.3 RQ3: What Is Meant by Software Security Testing?

With the wide use of computers in the era of new technologies, software has
become more complicated and implemented in a larger scale resulting in more
software security problems. Software security testing is one of the vital means to
ensure the security of a software trustiness and reliability.

It can be divided into

• Security functional testing: it states either security functions deployed correctly
and in consistent form or not with their specific security requirements or not.

• Security vulnerability testing: it states and discovers security vulnerabilities
from the viewpoint of attacker [4].

5 Threats

Whenever any software is prone to any of the vulnerability, we say that particular
vulnerability is considered as a threat to the system. Software, prone to threat, can
be categorized into

Table 1 Analysis of various vulnerabilities

Article Vulnerability Fitness function (if any) Tools used

Antoniol
[3]

Buffer
overflow

Dynamic weight fitness function (DWF) RatScan,
CodeSonar

Grosso
[1]

SQL
Injection

– AMNESIA

Avancini
[5]

Cross-site
scripting

Subset of population is selected to produce
more population and gives final solution

Txl, Yices
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• Progression stage (internal threats): Any software can be interjected at any time
by the software engineer in its life cycle of the requirements specification phase
and in the SRS document.

• Computation stage (both internal and external threats): This threat is detected
when the particular software runs on systems which are connected by the net-
work and when vulnerability is openly shown during the working stage [6]. This
stage can be misused by the attackers in the form of leaked script they can login
into the system through remote systems, and resulting in the attacks like buffer
overflow.

6 Conclusion

This survey showcased the usage of various search techniques for testing security in
the running software present in local as well as web system. In ST, GA, LGP, PSO
techniques have been applied in order to detect the possible vulnerabilities. It
focused on the type of vulnerabilities which could be possible and may cause an
attack. There is extensive acceptance of automatic computer systems, and the
responsibility played by many of software, and their motive is to provide very high
security when it comes to connecting the software applications with the user
through networking.

Various tools and their corresponding fitness functions were mentioned in order
to protect and detect any upcoming vulnerability in the system. When compared to
similar research efforts previously done, this paper concentrates to only the security
as the primary parameter to work on. This paper concludes the most important
vulnerabilities ever attacked in any system.

Finally, it is clearly felt that the system needs more efficient algorithms and those
methods in the software engineering, which can provide secure environment, so that
the user can access freely. In the near future, the system will be focussing on the
situation where the vulnerabilities should not enter the system without the
permission.
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Limitations of Function Point Analysis
in Multimedia Software/Application
Estimation

Sushil Kumar, Ravi Rastogi and Rajiv Nag

Abstract Till date the Function Point Analysis (FPA) was and it is mostly
accepted size estimation method for the software sizing community and it is still in
use. In developing the software system, software projects cost plays very important
role before it is developed in the context of size and effort. Allan J. Albrecht in 1979
developed the FPA, which, with some variations has been well accepted by the
academicians and practitioner (Gencel and Demirors in ACM Trans Softw Eng
Methodol 17(3):15.1–15.36, 2008) [1]. For any software development project,
estimation of its size, completion time, effort required, and finally the cost esti-
mation are critically important. Estimation assists in fixing exact targets for project
completion. In software industry, the main concern for the software developers is
the size estimation and its measurement. The old estimation technique—line of
code—cannot solve the purpose of size estimating requirements for multilanguage
programming skill capabilities and its ongoing size growing in the application
development process. However, by introducing the FP, we can resolve these dif-
ficulties to some degree. Gencel and Demirors proposed an estimation method to
analyze software effort based on function point in order to obtain effort required in
completion of the software project. They concluded that the proposed estimation
method helps to estimate software effort more precisely without bearing in mind the
languages or developing environment. Project manager can have the track on the
project progress, control the cost, and ensure the quality accurately using given
function point (Zheng et al. in estimation of software projects effort based on
function point, IEEE, 2009) [2]. But, the use of multimedia technology has pro-
vided a different path for delivering instruction. A two-way multimedia training is a
process, rather than a technology, because of that interested users are being bene-
fited and have new learning capabilities. Multimedia software developer should use
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suitable methods for designing the package which will not only enhance its capa-
bilities but will also be user-friendly. However, FPA has its own limitations, and it
may not estimate the size of multimedia software projects. The characteristics and
specifications of multimedia software applications do not fall under FPA specifi-
cations. The use of FPA for multimedia software estimation may lead to wrong
estimates and incomplete tasks which will end up into annoying all the stakeholders
of the project. This research paper is an attempt to find out the constraint of function
point analysis based on highlighting the critical issues (Ferchichi et al. in design
system engineering of software products implementation of a software estimation
model, IMACS-2006, Beijing, China, 2006) [3].

Keywords FPA—function point analysis � CAF—complexity adjustment factor
UFPs—unadjusted function points � External outputs (EOs) � External inputs (EIs)
External inquiries (EQs) � External logical files (ELFs) � Internal logical files (ILFs)

1 Introduction

In recent times, multimedia software has the potential to be used to share numerous
information in lively and interesting ways by merging hypermedia systems with
instruction in every walk of life. The end users could be motivated to learn the
subjects of their interest through a systematic representation and combination of
predictors like multimedia files, scripts, Web building blocks, and hyperlinks.

Designers/developers of multimedia software must decide in advance with the
help of clients and end users regarding positioning and locations of textual and
graphical elements in the screen or console. While designing the software, it is
desirable to have congruence between the functional location and the tools used for
designing. Thus, the end user can adequately focus and have experience on the
multimedia elements flow instead of having known to internal architecture of
multimedia software.

The interactive multimedia instructional packages should be lucid and attractive
for the end user. Generally, the developers have the tendency to use lots of audio
and video in a single program which is neither cost-effective nor efficient.

So, the judicious mix of audio and video with the instructional material is
essential for designing the cost-effective multimedia software. The software
industry/developer should not be swayed away by the capacity and capability of
voluminous space; otherwise, it will result in wastage of time and effort.
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2 Function Point Analysis (FPA)

Allan J. Albrecht, in the middle of 1970, was first one to devise the function point
analysis method. Previously, the lines of code were used to calculate the software
size to overcome difficulties associated with it, and then, FPA was introduced to
help in developing a method to forecast endeavor related with the software
development process. The function point analysis was first introduced in 1979;
then, later in 1983, he came up with the next edition.

According to Albrecht, the functionality from user’s perspective is measured
from FPA on the basis of what information the user sends and gets back in return
from the system.

The function point formula for calculation of FP is as follows:

FP ¼ UFP � CAF

where UFP stands for unadjusted function points and CAF is complexity adjust-
ment factor.

The UFP and CAF calculation are shown below.
UFP Calculation:
Based on the counts, five functional factors, the unadjusted function points can

be calculated as follows:

(1) External Inputs (EIs),
(2) External Outputs (EOs),
(3) External Inquiries (EQs),
(4) Internal Logical Files (ILFs), and
(5) External Interface Files (EIFs).

2.1 External Inputs (EIs)

EIs are a simple process where the control data or business data cross the borderline
from outside of the system to inside of the system. The data can be received from a
data input source or a different function. Few internal logical files may be main-
tained by the data.

2.2 External Outputs (EOs)

A simple process by which processed data cross the borderline from inside of the
system to outside of the system is termed as EOs. Additionally, an internal logical
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file (ILF) is updated by EO. The processed data produce reports or output files with
the help of ILFs which are sent to other applications.

2.3 External Inquiries (EQs)

EQ is a simple process of retrieving data form ILFs and external interface files
(EIFs). It has both input and output components. Internal logical files are not
updated by the input process, and the output side does not contain processed data.

2.4 Internal Logical Files (ILFs)

ILF is a unique collection of logically related data which can be identified by the
user. It exists entirely within the applications boundary and is preserved through
external inputs.

2.5 External Interface Files (EIFs)

EIF is a collection of logically connected data which are only for referencing
purpose. The existence of EIF is outside the application and is taken care of by
another application. The EIF is an internal logical file for that application.

2.6 Rating of Components

All the components are put under one of the five major components, i.e., functional
units (EIs, EOs, EQs, ILFs, or EIFs), and then, the ranking is done as low, average,
or high (weighting factors). Table 1 shows the distribution of components in terms
of functional units, weighting factors, and the rate of weights.

Table 1 Functional units and
weighting factors

Functional units Weighting factors

Low Average High

EIs 3 4 6

EOs 4 5 7

EQs 3 4 6

ILFs 7 10 15

ELFs 5 7 10
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Table 2 shows the complexity levels of the components. The counts for each and
every component can be put as shown in Table 2. For getting the rated value, each
count it is multiplied by the numerical value as shown in Table 1. The rated values
on every row are added across the table, giving a total value for each type of
component. These totals are then again added down to get the final total number of
unadjusted function points.

2.7 Calculation of Complexity Adjustment Factor (CAF)

The complexity adjustment factor calculation in FPA is done on the basis of 14
general characteristics (GSCs) for rating of general functionality of the application
being counted. These characteristics have allied details which assist in deciding the
weights of the characteristics. A scale of zero to five is used to signify no influence
to strong influence.

Table 3 describes the GSC briefly.
After getting all the inputs from 14 GSCs, they should be combined and placed

in a tabular manner using complexity adjustment equation (CAE). Rate of factors
varies from 0 to 5. The factors not useful for the system are rated as 0; the other
relevant factors are rated by their influence (importance) as given below:

0—no influence, 1—incidental, 2—moderate, 3—average, 4—significant, 5—
essential

CAF ¼ 0:65þ 0:01
X

Fi
� �

Here i range from 1 to 14 represents each general system characteristic one by
one, and

Fi is the degree of influence of each GSC. Lastly, all 14 GSCs are summed up.
Numerous works have been accomplished in the field of software size and effort

estimation in software engineering, and still, a lot many improvements may be
required in future.

In software engineering, effort estimation for software projects has been found to
be costly and challenging problem. Stakeholders expect a precise estimate for the

Table 2 Table used for
calculating UFP

Type of
components

Complexity levels

Low Average High Total

EI _x3=_ _x4=_ _x6=_

EO _x4=_ _x5=_ _x7=_

EQ _x3=_ _x4=_ _x6=_

ILF _x7=_ _x10=_ _x15=_

ELF _x5=_ _x7=_ _x10=_

Total number of unadjusted function points
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projects in the early stages, and coming up with those numbers is not only difficult
but also at times not technically feasible. Boehm et al. report that estimating a
project in its first stages yields estimates that may be off by as much as a factor of 4.
Even at the point when detailed specifications are produced, professional estimates
are expected to be wrong by ±50% [4].

The author suggested a number of metrics are suggested in the literature by
different researchers like—line of code (LOC), feature point, use case point (UCP),
object points, and function points for accurate calculation of software size [5].

According to the author, in LOC method, the calculation of software size is done
with the help of counting the number of instructions/lines in a given software
program. Methods based on LOC are very simple but not very effective in terms of
large size software projects [6].

The accurate software size estimation of a software project is really a difficult
task, if the code of the software is large enough. The exact sizing of software is very
essential component for the software development phase, since it ultimately decides
the cost of the given software project. The author also proposed a method for the
purpose of accurate software size estimation by proposing a new general system
property [7].

Table 3 Description of complexity adjustment factors

S.
No.

GSC (general system
characteristic)

Description

a Data communications Assists in information movement that facilitates the no. of
communications with the application

b Distributed data
processing

Handling process of distributed data and its functions

c Performance The reply time required by the user

d Heavily used
configuration

Load on the hardware platform where the application is
executed

e Transaction rate Frequency of transactions: daily, weekly, or monthly

f Online data entry Percentage of the information entered online

g End-user efficiency The application was designed for end-user efficiency

h Online update No. of ILFs updated by online transaction

i Complex processing Applications having extensive logical/mathematical
processing

j Reusability The application developed to meet user/s needs

k Installation ease Ease/difficulty is conversion and installation

l Operational ease Effective and/or automated; start-up, backup, and retrieval
process

m Multiple sites Specifically designed, developed, and supported applications
to be installed at a no. of sites in many organizations

n Facilitate change Application designed, developed, and supported for
facilitating change
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The number of end-user programmers will expand exponentially, so end-user
programming environments will definitely have impact on software size and effort
estimation for software projects. Sizing is a key estimating activity. However, the
author anticipates that more precise estimates and characterizations of end-user
practices will help researchers target further work in developing languages and tools
to assist end users in programming tasks [8].

This paper highlights the point on the software evaluation methods which are
already available. According to the author, no model can evaluate the multimedia
software cost accurately. Conventional estimation techniques highlight only on the
actual development efforts; this paper tries to describe test effort estimation. In fact,
testing activities make up 40% of total software development effort. Hence, test
effort estimation is a crucial part of evaluation process [9].

3 Multimedia Systems Features Against FPA

The multimedia component such as graphics, menus, audio, video, hyperlinks,
scripts that contributes to the representation on the screen cannot be ascertained by
using FPA. The developer must focus on three points while developing multimedia
software, first getting the user’s attention, and then helping the user to find and
organize pertinent information, and in the last to integrate all those information into
the user’s knowledge structure.

Designers/developers should ascertain the positioning of navigational buttons,
content display control buttons, status, and progress indicators, and the areas should
be separated from each other. For getting the best results, the consistency between
screens should be maintained. The location of functional areas should not change,
and the devices used in the design should remain the same throughout as defined at
the beginning of the program.

To make multimedia software interactive, motivating, and relevant, a framework
has to be developed. The successful development of multimedia modules must grab
attention; inform about its objectives to the end user and motivate the user, create
awareness of prior learning, present the stimulus material to intended, provide
learning guidance, elicit performance, provide feedback to the user, assess perfor-
mance, and enhance retention for maintaining the quality. If these things are taken
care of in the software package, then it will effectively lead to easy learning.

For achieving the above, the following multimedia components are required:
Screen Design: The designing of screen is very important for multimedia

developers as it is the area of various contents. The screen design should include the
textual and graphic elements for presenting the content in a sequential manner to
highlight the learning specifics. The content will vary as per the requirements of the
package being developed. Each instructional screen or input field should not only
be designed aesthetically but also provide appropriate navigation tools and effective
instruction to the user.
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Navigation/Animation: The navigation/animation features make the multimedia
modules interactive which enhances learning and also makes easy for the user to
handle it. Navigational elements not only compose a program and perform
housekeeping tasks but also provide the user some control over the events. The
navigation process should be clearly defined within the system for the user and
should remain consistent throughout the program.

Graphics Capabilities: In multimedia software, the information can be provided
in either text mode or graphics mode, or, both (if required). Users unable to read the
information given in text may easily understand it, if the same is presented or
supplemented by use of various visuals. Generally, it has been seen that complex
and difficult topics could be understood easily if appropriate graphics are used for
explaining them.

Audio: Many multimedia programs use texts as a critical instructional compo-
nent which is difficult for the beginners to understand. Text type of information is
easy and inexpensive to develop, so at times, developers use it extensively as it also
used minimal computer memory. The text should be supported by audio.

Video: The multimedia software is incomplete without motion video, like home
videos, commercial tapes, and movies, but the video display needs more storage
space in the computer than simple animations. This requires special hardware and/
or software.

All these multimedia files audio, video, and images required effort to
incorporate.

Scripts: To generate reports automatically, it requires an effort to link HTML/
XML data.

Web Building Blocks: It required effort to use standard Web components.
Links: To link applications to databases and other applications, it required effort.
Domain of multimedia system is increasing year by year. Because of underes-

timation or overestimation of multimedia software, an estimation tool has to be
evolved. FPA also may not be taken as an accurate tool which lacks the necessary
attribute to estimate multimedia software.

Table 4 indicates the features of multimedia software system and FPA.

3.1 Limitations of FPA

1. Calculated function points are not suitable for most of the programming
languages.

2. FPA can be successfully used for size estimation of scientific programs, system
programs, and networking programming modules.

3. Animations, the simulations size and effects of additional document used in
multimedia software are not considered in FPA perspective.

4. Multimedia software holds huge volume of data. FPA occupies less data
storage.
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5. Multimedia software requires high level of synchronized service networking,
but this kind of data transfer facilities is not available in case of FPA.

6. Multimedia software is extensively used for transmitting the secured data, so to
achieve this, high-level security codes are required. Each line in the program,
related to security codes, has much weight. FPA does not provide any attention
to such codes.

4 Conclusion

The software industry has many models developed by various researchers for
estimation of size in terms of time and effort required in developing software
packages. The commonly used models are expert estimation, Function Point and its

Table 4 Significant features required for multimedia software estimation

S.
No.

Features Multimedia software FPA

1 Technology Knowledge/
expertise in MM

Parametric/proxy-based/algorithmic
method

2 Past project
experience

Necessary for
effective estimation

For producing useful variables for
estimation in the case of FPA

3 Time More time Time reduced

4 Accuracy Web/GUI-based
applications

Accurate according to the specifications
of FPA

5 Dependency Language dependent

6 Cost More cost for
estimation

Cost is less for estimation

7 Reusability More considered Less considered

8 GUI support Supported Not supported

9 Database More considered Less considered

10 Networking More considered Less considered

11 Storage More considered Less considered

12 Distribution More considered Less considered

13 Multimedia
specialization

Must be specialist Not required

14 Effort in special
effects

Required Not required

15 Consideration of
animation

Required Not required

16 Simulation Required Not required
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derivatives like use case point, object points, and COCOMO. All the models are
available for size and effort estimation.

However, in this modern era with the introduction of new technologies like Java-
and Android-based applications, the analysis stated above illustrates that FPA is not
fully compatible for estimation of multimedia software system. So, for multimedia
software industry, one has to come up with a better software size estimation model
which will consider the special requirements of the industry.
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Maintainability Analysis
of Component-Based Software
Architecture

Nitin Upadhyay

Abstract The analysis of the maintainability of a component-based software
system (CBSS) architecture is a critical issue as it majorly contributes to the overall
quality, risks, and economics of the software product life cycle. Architectural styles’
features of CBSS, which characterize maintainability, are identified and represented
as architecture-style-maintainability digraph. The maintainability scenarios are
represented by the digraph nodes. The edges of the digraph represent the degree of
influence among the scenarios. A detailed procedure for the maintainability analysis
of CBSS is suggested through a maintainability function. The scenario maintain-
ability index SMI measures the maintainability of a system. A lower value of the
SMI implies better maintainability of the system. The maintainability analysis
procedure mentioned in the paper helps the key stakeholders of the CBSS in
managing, controlling, and improvising the maintainability of a system by appro-
priately incorporating maintainability scenarios in heterogeneous architectural
styles.

Keywords Maintainability � Software architecture � Software component
Architecture analysis � Maintainability index

1 Introduction

The maintenance analysis and execution in software product life cycle are considered
to be the critical issue as it contributes to 60–80% of the total life costs [1–3] no
matter whether the software is built from custom or commercial-off-the-shelf
(COTS). As maintenance process majorly contributes to the overall quality, risks,
and economics of the software product life cycle, some organizations are looking at
their maintenance process life cycle as an area for competitive age [4]. Software
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organizations nowadays prefer the usage of component technology to get just-in-time
software product. Building a software system from COTS does not change the
importance nor the expense associated with the maintenance, evolution, and man-
agement [5]. Software maintenance as per IEEE Standard 1219 is defined as:

Modification of a software product after delivery to correct faults, to improve performance
or other attributes, or to adapt the product to a modified environment [6].

Software architecture design phase is considered as a major and critical phase as
most of the decisions taken at this stage a have major impact on overall software
product life cycle. Maintainability is considered to be a design attribute of a system
and thus plays a significant role during system operation. The inputs to the design
stage are the requirements which include all desired system features and specifi-
cations as per system stakeholders. The quality of the product is driven by its
architectural design decisions. A software architectural design would be completely
successful if it fulfills all/maximum system’s functional and non-functional
requirements. Authors in their work [7, 8] have mentioned that the quality of a
component-based software system is influenced by the composition and complexity
of the components in the system. Software architecture encompasses set of com-
ponents, connectors, and configurations describe the software structure at an
abstract level [9]. An architectural style represents the software architecture
repeatable pattern that characterizes its configurations of components and connec-
tors [10]. Researches have come with many effective architectural styles and many
new styles continuously emerging as the consequence of technological advance-
ments [11–13]. The maintainability scenarios required to address the maintain-
ability requirement will have a great impact on the architectural style. Thus, a
practitioner needs to understand how to analyze maintainability scenario and
associated architecture as a whole to get the desired quality? A method or model
that supports analysis of the maintainability of a CBSS considering architectural
style(s) and scenarios can certainly provide benefit to practitioners, maintainers, and
designers to configure, control, and manage the overall product life cycle that best
fits their maintainability quality demands. In the paper [8], the authors have utilized
system graph to represent complete CBSS in terms of its subsystems. The system
graph models CBSS structure as system structural graphs considering subsystems
and interactions between them. In the current paper, aforementioned problem is
addressed and correlation of the maintainability of the CBSS with its architecture
and maintainability scenarios is accomplished.

Most techniques in the research in the maintainability assessment and evaluation
relate to the number of lines of code and generally based on linear regression. The
rest of the paper is structured as follows: Sect. 2 describes the development of
maintainability scenario and graph. In Sect. 3, maintainability analysis and scenario
evaluation is discussed. Finally, in Sect. 4 concluding remarks are presented by
providing the benefits of the developed method.
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2 Maintainability Scenario and Graph

According to the authors [10], to understand the software architecture, during the
requirement elicitation phase the scenarios must be used and documented
throughout, considering operator’s viewpoint of the system [14]. To understand
system’s maintainability, it is to be noted that the scenarios of change to the
software product can be used as a method of comparing design alternatives [15, 16].
By analyzing the scenarios associated with the quality attribute for the architectural
style, one can figure out how to satisfy the quality attribute of the architecture. In
this paper, three scenarios are considered for the analysis—addition of a compo-
nent, deletion of a component, and edition of a component. The organization can
take up more or altogether different scenarios as per their requirements. The nec-
essary scenarios for analyzing the maintainability quality attribute in heterogeneous
architecture style(s) are sown in Table 1.

Architecture style and scenarios need to be represented in an analytical frame-
work to get more precise results from analyzing scenarios in architectural styles.
A system represents configurations of components and connectors. These config-
urations include description of ports and roles. Ports are the interfaces of compo-
nents, therefore define the point of interaction among component and environment
and roles define the interfaces of the connectors. An overview of a system can be
depicted in Fig. 1.

The structure of software systems in the style is related to the structural feature of
an architectural style. These features include: constituent parts, control topology, data
topology, control/data interaction topology, and control/data interaction indirection.
As Table 2 shows, different styles have different features/elements. However, all of
them have component, connector, port, and role. Thus, in order to get numerical
index for maintainability, suitable weights or experimental values can be assigned to
each element and for their interactions. Cost for performing each scenario is different,
thus suitable weights can be assigned to each scenario for the analysis. It is to be
noted that while applying scenario on architecture, if there exists more than one state,
then the average values of the states as the result value will be considered for the
analysis. By putting values obtained for all the scenarios and their interactions in the
system maintainability function, a numerical index (SMI) can be calculated. By
having variations in the architectural styles, different indexes can be obtained. This
will provide the facility to set up the benchmarks and also helps in evaluating and
selecting the particular or combination of architecture style(s).

Table 1 Maintainability scenarios

Scenario name Scenario description

Addition Addition of a new component to the architecture

Deletion Deletion of an existing component from the architecture

Edition Edition of an existing component. Two cases
– Change in ports
– No change in ports
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A maintainability scenario graph (MSG) models the maintainability scenarios
and their influence. This digraph comprises of a set of nodes V = {vi}, where i = 1,
2, 3…n scenarios; and a set of directed edges E = {ei}, where i = 1, 2, 3…
m influences/interactions among set of scenarios (nodes). A node vi represents the
ith maintainability scenario and edges represent the influence of one scenario over
another scenario. The number of nodes “n,” in a maintainability scenario graph,
considered is equal to the number of maintainability scenario considered for the
given CBSS. If scenario si, represented by node vi, upon completion has influence
on other scenario sj, represented by node vj, then an edge (directed) from vj to vj is
considered. If both the scenarios are influencing each other, then bidirectional edge
is considered (from vi to vj and from vj to vi).

It can be inferred that applying one scenario on architecture style may have
ripple effect in executing other or all scenarios. Thus, the MSG for the typical case
for the three scenarios (edition, addition, deletion) is shown in Fig. 2.

Table 3 shows the degree of influence among the scenarios. Various possibilities
and cases can come in relation to degree of influence. For example, the degree of
influence/interaction for addition scenario and among other two scenarios is shown
in first row. The degree of influence/interaction is strong for edition scenario (i.e., S.
No. C and edge (e13)) and weak for deletion scenario (i.e., S. No. B and edge
(e12)). Similarly, the degree of influence/interaction among other scenarios is
shown in Table 3. It is advised to get the experts opinion in formulating the
influence/interaction value among the scenarios.

For the easy analysis, the cost/weight of different elements of the architecture in
different styles is considered to be same. The scenario cost/weight are based on
person-day and shown in Table 4.

The MSG provides a visual representation of the CBSS scenarios and their
influence. The digraph becomes more complex if the number of nodes (scenarios)
and edges increases. In such situation, visual analysis becomes complex. To
overcome the complexity, the MSG digraph is converted and represented in the
form of a matrix. The matrix is further utilized to generate an expression of the
maintainability. The matrix proposed for the same is called a system maintainability
scenario matrix (SMSM), one-to-one representation of MSG. This is represented as
matrix, expression (1)

Fig. 1 Component-based
system overview
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SMSM ¼
1 2 3 Scenarios
S1 e12 e13
e21 S2 e23
e31 e32 S3

2
4

3
5
1
2
3

ð1Þ

Diagonal element Si, where i = {1, 2, 3}, represents value of ith maintainability
scenario as scenario cost and off-diagonal elements eij the degree of influence/
interaction of ith maintainability scenario over jth maintainability scenario. To
generate a meaningful information for the SMSM, a resultant characteristic
expression is generated based on the permanent of the matrix that contains number
of terms which are invariants.

Permanent of a matrix is a standard matrix function and is used in combinatorial
matrix. Utilizing such concept will help in considering maintainability scenario
structural information from combinatorial point of view. This facilities in associ-
ating proper meaning to structural features and their combinations. Moreover, no
information will be lost as the expression does not contain any negative sign.
Permanent of this matrix is called as system maintainability scenario function,

Fig. 2 Maintainability
scenario graph

Table 3 Scenario and degree of influence

S. No. Scenario Degree of influence

Strong = 3 Medium = 2 Weak = 1 None = 0

A Addition C (e13) B (e12)

B Deletion C (e23) A (e21)

C Edition A (e31) B (e32)

Table 4 Scenario action and elements cost/weight description

Actions Cost/Weight
(Person-day)

Elements Cost/Weight
(Person-day)

Leading to add
component

3 Component 1

Leading to delete
component

1 Connector 0.5

Leading to edit
component

2 Port 0.75

Role 0.25
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abbreviated as SMS-f. The characteristics of the CBSS based on heterogeneous
architecture style upon performing scenarios are represented by SMS-f.

The SMS-f (Permanent) of matrix, expression (1), is mentioned as below as
expression (2).

SMS-f ¼ S1 � S2 � S3�½ � þ e23 � e32 � S1 þ e12 � e21 � S3 þ e13 � e31 � S2½ �½
þ e13 � e32 � e21 þ e12 � e23 � e31½ �� ð2Þ

The expression 2 can easily be written by simply visually inspecting CBSS
system of Fig. 1. For easy analysis, the expression 2 is rearranged as groups
(N + 1). In general, the permanent of a N * N matrix, A where entries ai,j is defined
in [17], is written as in expression (3):

Per Að Þ ¼
X
P

YN
i¼1

ai;PðiÞ; ð3Þ

where the sum is overall permutations P. The expression 3, in general, shows the
SMS-f of complete CBSS.

3 Maintainability Analysis and Scenario Evaluation

The CBSS system maintainability scenario characteristic is represented in Eq. (1)
where diagonals’ elements correspond to the different scenarios as considered and
off-diagonal elements correspond to influences/interactions between scenarios. The
values of diagonal elements S1, S1, and S1 are calculated as:

S1 ¼ SMSM S1ð Þ S2 ¼ SMSM S2ð Þ S3 ¼ SMSM S3ð Þ ð4Þ

SMSM (S1), SMSM (S2), and SMSM (S3) are the system maintainability sce-
nario matrices for three scenarios and can be calculated by generating respective
SMSMs. This can be generated by considering the sub-scenario of respective
scenarios. The whole procedure is repeated recursively until terminal node appears
(last node: no further decomposition). In short, procedure to do so is mentioned
below:

1. Determine the sub-scenario considering their various sub-sub-scenarios.
2. Determine the degree of interactions/influences, etc., between different

sub-scenarios.
3. Repeat step 1 and 2 until terminal node appears.

For an exhaustive analysis, a MSG digraph (like Fig. 1) of different scenarios for
a CBSS under study can be formulated considering their respective SMSMs and
SMS-fs. Technical experts help can be taken in order to finalize the exact degree of

Maintainability Analysis of Component-Based Software Architecture 399



influence between scenarios or sub-scenarios. Maintainability of the CBSS archi-
tecture considering scenarios early in the software development life cycle can be
assessed through an index. The numerical value of SMS-f is called scenario
maintainability index (SMI). The SMI can be utilized to perform comparison of two
or more competing alternative CBSS architectural designs considering maintain-
ability aspect. The lower the value of the maintainability index, the better is the
CBSS software product from a maintainability consideration.

4 Conclusion

In the current research work, a systematic analytical model based on graph theory is
developed to analyze the maintainability of the CBSS architectural designs con-
sidering architectural styles and maintainability scenarios. The proposed main-
tainability analysis method provides benefits to designers, architects, quality
analyst, and other key stakeholders to face the global competition and challenges by
controlling maintainability of a set of CBSS. The proposed method is capable of
considering the complete CBSS system from point of view of maintainability
scenarios and possible interactions among them. The proposed method considers
prominent maintainability scenarios—edition, addition, deletion, of all CBSS
architectural design. The method encompasses the development of maintainability
scenario graph, system scenario maintainability matrix, and system maintainability
index for CBSS architectural design. The method can handle all possible combi-
natorial formulation of interrelations of the scenarios/sub-scenarios of CBSS under
study. System maintainability index provides a quantitative measure of maintain-
ability of CBSS that can be used to benchmark the alternative designs from the
maintainability point of view. Future work will carry out the applicability of the
proposed method in considering different architectural styles for analyzing CBSS.
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An Assessment of Vulnerable Detection
Source Code Tools

Anoop Kumar Verma and Aman Kumar Sharma

Abstract The commonly used programming language includes C and C++ for the
software development and even introduced as a course contents in computer
applications in number of institutions. As software development proceeds through
various phases of system development life cycle, the design phase and coding phase
have the greatest impact of the rest of phases, so every software development
should have a good user interface and database design including writing a source
code in order to make user interface active.

Keywords Vulnerabilities � Software development � Source code
Static source code analysis � Software tools

1 Introduction

When detecting C/C++ program vulnerabilities, static source code analysis can be
used. This paper makes a comparative analysis of three open-source static source
code analysis tools for C/C++ programming languages. Threats and vulnerabilities
are responsible for creating challenges in security of information [1], so there arise a
need to make source code good enough to prevent flaws and therefore reduce
testing efforts. To make source code effective, errors or vulnerabilities in code need
to be identified as soon as possible. Initially, a programmer writes a program in a
particular programming language. This form of the program is called the source
program, or more generically, source code. Secure software development should be
engineered in such a way that the software functions smoothly and handles security
threats effectively during malicious attack [2].
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A bug may be defined as error that causes undesirable behavior of the source
code. A bug is classified into three types: syntax, data, and logical [3]. Syntax error
occurs due to the violation of rules of a programming language, if these kinds of
errors are not removed program will not run. With data errors, the program gets
compiled successfully but the data values that were passed into the program were
created. With logic errors, program runs and data values accepted, but the result is
not the desired one as expected. Program vulnerability is a property of the program
that allows a user to disturb confidentiality, integrity, and/or availability of the
software [4]. Vulnerability detection methods can be classified into static and
dynamic methods [5]. These methods can be applied in order to detect the various
types of errors in a source code. When detecting vulnerabilities statically, the source
code need not be executed while in case of dynamic detection of vulnerabilities, the
source code needs to be executed. To detect vulnerabilities in a C or C++ programs,
some static code analyzer tools are being used in this study.

Programs with errors either will not be executed or will give incorrect results;
this may be due to the syntax errors or the semantic errors or may be due to data
errors. Software with syntax errors are reported by the compiler. The developer
rectifies the syntax based on the error message. These errors are identified at initial
stage; such errors are least deadly as they were detected and rectified at the initial
stage. Programs having semantic errors are not identified at earlier stages, and their
life is long with deadly impact on the program as they affect the efficiency of the
program. With data errors, results are not valid as expected. If vulnerabilities in the
program are decreased to minimum possible extent, the efficiency, compilation
time, execution time improves considerably.

The following are some common source code vulnerabilities.

1. Divide Error: This error occurs during the division of a number by zero.
2. Out of Bounds: This error occurs during the accessing of an array element out

of the given range.
3. Memory Leaks: A memory leak occurs in programming languages that do not

support garbage collector mechanism. It is basically a situation where the
allocated memory to pointer-type variables is not freed while program is in
execution [6].

4. Uninitialized Variable: This type of error occurs while using an uninitialized
variable.

If vulnerabilities are detected manually during the testing phase of the software
development, it may consume more time and all the errors may not be identified
thus include more human labor. Instead of manual testing, automated testing of
source code can be performed using some source code analysis tools.
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2 Tools

This section describes the following open-source static source code analysis tools.

1. Cppcheck 1.68
2. Flawfinder
3. Visual Code Grepper (VCG)

2.1 Cppcheck 1.68 [7]

As its name suggests, it analyzes C/C++ source code developed by Daniel
Marjamaki and Cppcheck team during the period 2007–2010. This tool does not
detect syntax errors, but detect the errors that compilers fails to detect.

Features:
1. Runs on both Windows and Ubuntu operating systems.
2. Can be run through GUI or through command prompt.
3. Out of bounds checking.
4. Generates output in XML and HTML formats also.
5. Checks for uninitialized variables.
6. Memory leaks checking.

Benefits:
The following are the some of the benefits that can be analyzed while running

this tool.

1. Provides checking of a single file or all file within the same directory.
2. Displays various severities as errors, warning, style, performance, portability,

and information.
3. Allows setting through command prompt with the available switches.
4. Cppcheck can be integrated to Microsoft Visual Studio.
5. It is possible to write Cppcheck extension using dump files in python. For

example, the cppcheckdata.py module allows loading such dump files.

Source of Availability:

Cppcheck is freely available at http://cppcheck.sourceforge.net.

2.2 Flawfinder [8]

Flawfinder is developed by David A. It scans through C/C++ source code and looks
for the potential security flaws. After complete scanning of source code, it produces
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a list of hits sorted by the riskiest hits displayed firstly. The level of risk is shown
inside square brackets that may vary from 0, very little risk, to 5, great risk. The risk
level also dependent on the arguments passed to the functions. Flawfinder works on
Unix platform and on Windows platform.

Features:
1. Flawfinder works by performing simple lexical tokenization (skipping com-

ments and correctly tokenizing strings), looking for token matches to the
database (particularly to find function calls).

2. File name given to analysis on command line is examined for the extension.
3. After analysis is completed, summary of the results is displayed that reports

number of hits, number of line analyzed including total number of lines ana-
lyzed source line of code (SLOC).

4. It reports hit density means number of hits per thousand lines of source code.

Benefits:
Following are the some of the benefits that can be analyzed while running this

tool.

1. It produces physical SLOC analyzed excluding blank and commented lines.
2. It displays information about line analyzed in the source code per second.
3. It can display the output in HTML format.

Source of Availability:

Flawfinder is freely available at http://www.dwheeler.com/flawfinder.

2.3 Visual Code Grepper (VCG) [9]

VCG is freely available code analysis tool written by Jonathan Murray and Nick
Dunn that quickly identifies bad/insecure code. It also have a configuration file for
all languages that user can customize accordingly as per his needs and require-
ments. This security scanner also breaks down the vulnerabilities to six pre-defined
levels of severity. The results can also be exported to XML.

Features:
1. Configuration file for each language allows user to add bad functions that

programmer wants to search for.
2. It can also find some common phases within comments like “ToDo”, “FixMe”,

etc.
3. It generates a pie chart displaying proportions of the code including overall

code, overall whitespace, overall comment, and potentially dangerous code.
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Benefits:
The following are some of the benefits that can be analyzed while running this

tool.

1. It provides support for multiple languages source code scanning.
2. It has configuration files for different languages that have setting for potentially

dangerous function, such files are modifiable.
3. Results can be exported to XML format.
4. It has options to scan the code (excluding comments) and scanning of complete

code.
5. The results can be filtered based on the levels (low, medium, high, critical,

potentially unsafe, etc.).

Source of Availability:

VCG is freely available at http://sourceforge.net/projects/visualcodegrepp/.

3 Comparison/Analysis of Tools

The approach that parses the source code to look for vulnerabilities thoroughly is
known as static code analysis [10]. The source code analysis tools were compared
based on the features supported by each of them. The tools considered for analysis
are as follows:

1. Cppcheck
2. Flawfinder
3. Visual Code Grepper

3.1 Conceptual Comparison

Table 1 shows the comparative analysis of the tools.
From Table 1, the following observations can be revealed:

1. All the tools considered are open-source software and are freely available.
2. Cppcheck and Visual Code Grepper are GUI whereas the flawfinder tool is not a

GUI it is a command line interface.
3. Among the tools, Cppcheck can be run in both the modes of GUI as well as

through command line.
4. Cppcheck and Visual Code Grepper are supported only on Windows platform,

whereas the flawfinder is supported on Ubuntu platform.
5. Only VCG provides multiple language support.
6. Calculations of line of code are available in both flawfinder and VCG.
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3.2 Empirical Comparison

For the empirical evaluation of the software tools, a source code to find the sum and
average of numbers in the array is written in C language which is given in Table 2
“Program for finding sum and average of numbers in the array”. The program is
given as input; the all the above described tools and following results are revealed
along with their screen shots. The given C source code will take an array of n
number as input, and their sum is calculated inside a loop; after the sum of values in
array is obtained its average is calculated, and the sum and average is displayed and

Table 1 Comparative analysis of tools on various parameters

Tool/
parameters

OSS GUI Command
line

Windows
platform
supported

Ubuntu
platform
supported

Multiple
language
support

Calculate
KLOC/
sec

Cppcheck ✓ ✓ ✓ ✓ ✕ ✕ ✕

Flawfinder ✓ ✕ ✓ � ✓ ✕ ✓

Visual
Code
Grepper

✓ ✓ ✕ ✓ ✕ ✓ ✓

Where ✓ denotes that the tool supports the concerned feature
� denotes that the tool does not support the concerned feature

Table 2 Program for finding sum and average of numbers in the array

//todo
//Program to find sum and average of numbers in the array.
int main()
{
unsigned short n, a[10];
int i,sum = 0;
float avg;
printf(“Enter the number of elements to be stored”);
scanf(“%d”,&n);
for (i = 0; i < n; i++)
{
scanf(“%d”,&a[i]);
}
for (i = 0; i < n; i++)
{
sum = sum + a[i];
}
avg = sum/n;
printf(“Sum = :%d”,sum);
printf(“Average = %f”,avg);
system(“pause”);

}
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system will be paused for a while after execution. The physical SLOC is 21. The
mentioned code is passed as parameter to the tools, namely Cppcheck, Flawfinder,
and Visual Code Grepper.

Results:
The results obtained from the tools are presented.

1. Cppcheck

Figure 1 shows the results as given by Cppcheck tool. The source code mentioned
in Table 2 is given a file name “FinalTesting.c” and is added to the tool through file
menu of the tool. The tool reports the severity as warning at line number 10 and 13 for
format String, at the bottom a summary detail with the error messages “requires ‘int
*’ but the argument type is ‘unsigned short *’.” is displayed.

2. Flawfinder

Figure 2 shows the results as given by flawfinder tool. The source code as given
in Table 2 is given a file name “FinalTesting.c”. Flawfinder produces a list of “hits”
as shown in the figure sorted by risk; the riskiest hits are shown first. The level of
risk is shown inside square brackets that may vary from 0, very little risk, to 5, great
for example “[0+] 12” indicated that at level 0 or higher there were 12 hits. After
the list of hits is displayed, a summary is shown including number of hits, lines
analyzed, and the physical source lines of code (SLOC) analyzed. A physical SLOC
is exclusion of blank, commented lines in this case SLOC = 21.

3. Visual Code Grepper

Figure 3 shows the results obtained from Visual Code Grepper corresponding to
the given source code. The results given by the tool for the potentially unsafe codes

Fig. 1 Showing results on Cppcheck
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along with line number in which they occurs. This tool also generates a pie chart as
depicted in Fig. 4 after analyzing the source code as shown in Fig. 3, depicting
overall line of code, overall comment, and potentially dangerous code.

Fig. 2 Showing results on flawfinder

Fig. 3 Showing results on VCG
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4 Conclusion and Future Scope

The major focus of this study is the use of static source code analysis tool during the
development phase in order to avoid programming bugs that may lead to vulner-
abilities and if occurred can be found easily at earliest using static source code
analysis tools so that testing time of the application can be reduced and program-
ming bugs can be handled to improve the coding practices used by the programmer.
The tools considered in this study provide the support for the C and C++ but the
tool VCG (support multiple languages, such as C, Java, C#, VB, PHP) among them
illustrated tool VCG is to be good enough as it also depicts the results in the form of
pie chart that also depicts the summary including overall code (including comment
appended code), overall comments, overall whitespaces, potentially dangerous
functions, and potentially broken/unfinished flags. But in order to avoid vulnera-
bilities in the source code, organizations may not rely completely only on the static
code analysis tools, instead the security must be considered as a functional aspect of
the software development life cycle and should be considered at every stage.
Furthermore, some kind of security framework should be developed for the secure
software development and in designing such a framework secure design patterns
and secure coding practices must be used. The proposed framework should be
verified by organizations and IT professionals, and its output needs to be evaluated
in order to measure its effectiveness. Some security models should be built and
synchronized with the traditional software engineering models to consider security
at every stage of SDLC.
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Devising a New Method for Economic
Dispatch Solution and Making Use
of Soft Computing Techniques
to Calculate Loss Function

Ravindra Kumar Chahar and Aasha Chuahan

Abstract This paper has a description of a new method which is designed for the
economic dispatch problem of power system. This method demonstrates a new
technique for calculating loss in the economic dispatch problem. This technique can
be utilized for online generation of solution by using soft computing methods to find
out loss function in the solution. A newmethod to find out the loss function using two
new parameters is described here. Fuzzy sets and genetic algorithm are used to find a
penalty term based on the values of these two parameters. Thus, all the calculations
required to accommodate loss function in the solution of economic dispatch are
presented here. The algorithm for the new proposed system is presented in this paper.

Keywords Economic dispatch problem � Loss function � Soft computing methods
Fuzzy sets � New parameters for calculating loss function � Genetic algorithm

1 Introduction

The economic dispatch problem of power system is solved by using deterministic
approach [1]. In the deterministic approach, the input parameters are known with
certainty and the solution is found using mathematical equations [2]. However,
there are various inaccuracies, and uncertainties are present in the solution. These
inaccuracies could be due to fuel cost variations, inaccuracies in measurements,
wear and tear of equipment, and other calibration errors [3].

Due to these inaccuracies, the deterministic solution may not give an optimal
solution. Thus, there is a need to account for these inaccuracies and uncertainties in
the solution. This paper presents a new technique employing fuzzy sets and genetic
algorithm that uses risk management in the solution of economic dispatch problem.

R. K. Chahar (&) � A. Chuahan
EEE Department, Lingaya’s University, Faridabad, India
e-mail: far56nb@gmail.com

A. Chuahan
e-mail: aashachuahan07@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
M. N. Hoda et al. (eds.), Software Engineering, Advances in Intelligent Systems
and Computing 731, https://doi.org/10.1007/978-981-10-8848-3_39

413

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8848-3_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8848-3_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8848-3_39&amp;domain=pdf


Firstly, the algorithm for deterministic approach is described. The design of the
solution employing fuzzy sets is described. The usage of genetic algorithm with the
fuzzy sets is also described. Thus, a novel method is formulated based on risk
management for the solution of economic dispatch problem.

2 New Approach for the Solution of Economic Dispatch
Problem

2.1 Steps of the Deterministic Approach

The various steps of the deterministic approach are listed below:

Step 1 Declare various parameters:
a[i], b[i], c[i], Pd, optimal_total_cost, Pg, alpha, ep, Lagr, Lagrnew, it,
Itmax, in, Inmax, pgmin, pgmax, and Bij.
a[i], b[i], and c[i] are cost coefficients. Pd is the load demand (MW).
Optimal fuel cost is represented by optimal_total_cost, pg is output of a
generator, and alpha and ep are parameters used in Lagrangian
technique.
it and in indicate iteration counters. Lagr and Lagrnew are Lagrangian
multipliers. Itmax and Inmax are maximum number of iterations.
pgmax and pgmin are maximum and minimum limits of a generator.
Bij is transmission line coefficients [4].

Step 2 Read the values of input parameters:
a[i], b[i], c[i], Bij, pgmin, and pgmax.

Step 3 Assign the values of parameters used:
Pd = 220
alpha = 0.005
ep = 0.0001 and ep2 = 0.001
ep2 is used for inner loop.

Step 4 Guess the value of Lagr.

Step 5 Initialize the values of generator outputs P1, P2, and P3.
Let P1 = P2 = P3 = 0.0
Initialize it = 1.
Itmax = Inmax = 100.

Step 6 Test whether it < Itmax?
If yes, then go to Step 7 else display the message ‘solution not con-
verging in 100 iterations’ and stop.

Step 7 Initialize in = 1.
P1[it − 1] = P2[it − 1] = P3[it − 1] = 0.0
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Step 8 Test whether in < Inmax?
If yes, then go to Step 9 else go to Step 13.

Step 9 Calculate the value of pg[i][it] for i = 1 to 3 using the following
equation:
pg[i][it] = Term1/Term2.
Term1 = Lagr � (1 − Term3) − b[i]
Term2 = 2 � (Term4 + Term5 + Term6)
Term3 =

P
j 6¼i (2 � Bij � Pj[it − 1])

Term4 = a[i] + (a[i] � cvpi
2)

The parameter cvpi is the coefficient of variation for ith generator.
Term5 = p � cvpi

2

The parameter p is a penalty term that represents risk.
Term6 = Lagr � Bii � (1 + cvpi

2)

Step 10 Check for upper and lower limits of pg[i][it].
If pg[i][it] < pgmin, then pg[i][it] = pgmin.
If pg[i][it] > pgmax, then pg[i][it] = pgmax.

Step 11 Find the value of Deltai.
Deltai = |pg[i][it] − pg[i][it-1]|
max = max (Delta1, Delta2, Delta3)

Step 12 Test whether max � ep2?
If yes, then go to Step 13 else increment the value of in and
pg[i][it − 1] = pg[i][it], go to Step 8.

Step 13 Calculate transmission losses (PL):
PL = Term7 + Term8

Term7 =
P

i=1to3(Bii � Pi)
Term8 =

P
i=1to3

P
j=1to3, j 6¼i(Pi � Bij � Pj)

Step 14 Calculate Deltap.
Deltap = |Pd + PL −

P
i=1to3 (Pi)|

Step 15 Test whether Deltap � ep?
If yes, then calculate the optimal_total_cost, display the value, and stop
else go to Step 16.
FT = a[i] � Pg[i]2 + b[i] � pg[i] + c[i]
The parameter FT is the optimal_total_cost and is calculated using the
equation given above [4].

Step 16 Calculate Lagrnew.
Lagrnew = Lagr + (alpha � Deltap)
Lagr = Lagrnew

Step 17 Increment the value of counter it by 1 and go to Step 6.
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2.2 Description of Fuzzy Sets Used in the New Approach

The deterministic approach finds the solution of economic dispatch problem by
taking the values of risk factor p and cvpi as zero. As there is a need to account for
risk in the solution, the fuzzy sets are used to determine the value of risk.

The fuzzy set uses a triangular membership function [5] to find the membership
values of pi.

Let u(p1) = t1
The value of u(p2) = t2
Here, p1 and p2 are penalty term for Generator1 and Generator2.
To find out the values of p1 and p2, two new parameters are defined:
Parameter A represents the value of loss function.
Parameter B shows the deviation of value from mean value of the generator

output.
The parameter B is chosen by taking Pgmax and multiplying by cvpi.
For example, if Pgmax = 1000 MW and cvp2 = 0.04, then parameter B is cal-

culated as:

Parameter B ¼ 1000� 0:04 ¼ 40

Parameter A is selected by assigning penalty term equal to approximately 1% of
Lagrangian multiplier (which is calculated in deterministic schedule).

For example, let Lagrangian multiplier = 27.2.

Penalty term ¼ 1=100ð Þ � 27:2 ¼ 0:272

The penalty term is given as follows:
The penalty term pi is defined as:
Parameter A/(parameter B)2

Thus, parameter A = 0.272 * (parameter B)2 = (435.2). An appropriate value
equal to 435 may be assigned to parameter A.

Here, u is used for membership value.

Factor1 ¼
X

t1 þ t2ð Þ

This factor is used by genetic algorithm to find out the value of risk based on the
values of cvpi.
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2.3 Usage of Genetic Algorithm in the Method

The value of factor1, that is being calculated using fuzzy set described above, is
used in the genetic algorithm.

Let y1 = factor1 � a[1]
y2 = factor1 � a[2]
y3 = factor1 � a[3]

fa1 = a1 � y1
2 + b1 � y1

fa2 = a2 � y2
2 + b2 � y2

fa3 = a3 � y3
2 + b3 � y3

a1 = cvp1
a2 = cvp2
a3 = cvp3
bi = 10 � ai

The genetic algorithm is used to find optimal solution of fai.
The risk factor is found using the following equation:

p ¼ min faið Þ

This value of p is used in the algorithm described for deterministic approach.
Thus a method, which is capable to include risk factor, is being devised. The

genetic algorithm uses crossover and mutation operators for each generation and
then uses wheel selection algorithm to select next generation according to fitness
values. Initially, genetic algorithm finds random numbers and calculates fitness
values.

3 Illustrations and Result

3.1 Sample System Consisting of Two Generators

A sample system having two generators is chosen. The various input parameters are
listed below (Table 1):

Table 1 Output of the
method using fuzzy sets

PD (MW) FT ($/h) Lagrangian multiplier ($/MW-h)

500 5806.16 12.21

600 7137.41 14.45

700 8693.866 16.65

800 10,376.68 17.89

900 12,178.016 19.169
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A1 ¼ 0:008 b1 ¼ 10:0 c1 ¼ 0:0
A2 ¼ 0:009 b2 ¼ 8:0 c2 ¼ 0:0

B 1½ � 1½ � ¼ 0:00015 B 1½ � 2½ � ¼ 0:000010 B 2½ � 2½ � ¼ 0:000030

Fuzzy sets are used for a1, a2, b1, b2, and cvp2.

Cvp1 ¼ 0:0 Cvp2 ¼ 0:04

Computed membership of a1 = 0.4
Computed membership of a2 = 0.45
Computed membership of b1 = 0.4
Computed membership of b2 = 0.32
Computed membership of cvp2 = 0.08
Sum of membership values = 1.65
Computed membership using sum = 0.55
Value of parameter B = 40.0
Value of parameter A = 880.0

3.2 Conclusions

A method is presented that is capable of including risk analysis in the solution of
economic dispatch problem. The need for including uncertainty in economic dis-
patch problem is described and discussed [6]. A new method for unit commitment
is presented [7]. The solution for nonconvex economic dispatch is given in [8].
A method using particle swarm optimization for nonconvex economic dispatch is
given in [9].

The method described in this paper uses fuzzy sets and genetic algorithm to
formulate a novel technique for risk analysis. The deterministic approach for
solving economic dispatch problem is described. The penalty term calculated using
the new method is used with the deterministic approach to solve the economic
dispatch problem. Thus, a method that is capable of generating solution in situations
of uncertainties has been formulated. This can be utilized for online solution of the
economic dispatch problem. The method described above is capable of generating
an optimal solution [5] under situations of uncertainties and inaccuracies. It takes
into considerations fuel cost, transmission losses, and cost of risk to find an optimal
solution of the economic dispatch problem.
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Trusted Operating System-Based
Model-Driven Development of Secure
Web Applications

Nitish Pathak, Girish Sharma and B. M. Singh

Abstract This paper adds security engineering into an object-oriented
model-driven software development for real-life Web applications. In this paper,
we use mining patterns in Web applications. This research paper proposes a unified
modeling language-based secure software maintenance procedure. The proposed
method is applied for maintaining a large-scale software product and real-life
product-line products. After modeling, we can implement and run this Web
application, on SPF-based trusted operating systems. As we know, reverse engi-
neering of old software is focused on the understanding of legacy program code
without having proper software documentation. The extracted design information
was used to implement a new version of the software program written in C++. For
secure designing of Web applications, this paper proposes system security perfor-
mance model for trusted operating system. For re-engineering and
re-implementation process of Web applications, this paper proposes the
model-driven round-trip engineering approach.

Keywords Design patterns � Design recovery � Reverse engineering structured
design � Re-implementation and re-engineering language translation
Temporal patterns � Navigation patterns
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1 Introduction

When long-established structured programming model could not manage with
large-scale business application development, object-oriented programming was
introduced to resolve such problems in programming. Object-oriented program-
ming is a latest way of study on programming. In OOP, a software program is
separated into a group of objects, which concurrently hold information (attributes or
data members) and member function (methods) [1]. Software application is
developed throughout combining objects in a similar way as structuring a house
with bricks [2]. Lots of pleasant words may have been used by software developers
to express their valuation on OOP. Approximately, every modern software appli-
cations are constructed based on object-oriented analysis and designing [3].

The object-oriented model offers a number of features that are intended to help
the development of large and flexible software, if employed properly. By flexibility,
it is meant that the principles of encapsulation, information and data hiding, data
abstraction, inheritance, and polymorphism should be properly applied so as to
remove any odors of weakness and rigidity [4]. Basically, the addition of new
functionality in an object-oriented system should have as partial impact on
obtainable code as probable. We use Web usage mining to understand user’s
activities when computer user interacts with the Web sites. After understanding user
activities, the Web site and security performance flexibility model can be reorga-
nized according to the user requirement [5]. To accomplish this, design information
was extracted from the old C++ source code and entered into an object-oriented
software development process.

There are several Web log resources such as Web server log, Web proxy log, user
browsers history files, cookies files of browser etc. Web server log is used which
records user request of server sites. In 1994, UML arose from the unification of three
object-oriented design methods: the Booch Method, the Object Modeling Technique
(OMT), and the Objectory Method [6, 7]. The unified modeling language standard
was set and is managed by the Object Management Group. UML offers a structure to
incorporate several diagrams. “Only class diagrams are being used regularly by over
half the respondents, with sequence and use case diagrams used by about half.” In
software industry, collaboration/communication diagrams were the least popular and
accepted and not widely used by software designer [8]. Exponential expansion of the
Web makes it a fashionable and rich place for latest research. The vibrant and
amorphous environment of the Web applications for automatic tools for analyzing
Web application data and their patterns [9, 10]. Webmining has been described as the
analysis of appealing and helpful patterns from the Web. It requires analysis of
diverse aspects of a business software application: the platform on which software
runs, the interaction of a software system with other applications, the libraries and the
components of the programming language that the business application uses etc. As
we know, Much of the previous work on reverse engineering in software engineering
has focused on the source code analysis [11, 12].
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Object-oriented design information is improved from the source code and some
obtainable design documentation. The procedure of improving a program’s design
is known as design recovery [13]. A design is improved by piecing equally
information from the source code, obtainable documents, software developer’s
experienced with the software system knowledge. As we know, the software
round-trip engineering, i.e., forward engineering and backward engineering, plays a
vital role in software development life cycle [14, 15]. Figure 1 indicates the reverse
engineering and re-implementation process for software development process.

If there is no software requirement specification, i.e., SRS for a software system,
reverse engineering will become more and more complex. The object-oriented
design should be represented at an abstraction level that eliminates implementation
language dependence [16]. This makes it potential to re-implement the software
system in a new language. There are various business object-oriented tools that
provide the reverse engineering abilities.

Object-oriented design and software engineering focus on the object-oriented
design and completion of a software product without considering the lifetime of a
software product [17]. As we know, the major attempt in software engineering
organizations is exhausted after development, and on maintaining the software
systems to eliminate accessible errors, bugs and to acclimatize them to changed
software requirements. For recently developed software systems, the complexity
can be reduced by carefully documenting the software system. The information can
furthermore be used to develop and preserve other software systems; i.e., we
achieve supplementary information that can be used by a forward engineer for the
purpose of forward engineering.

This paper discusses a unified modeling language-based software maintenance
process [18]. In this paper there are two major points, one trusted operating system
base secure reverse engineering and second is model analysis. Still, the construction
of UML models from the source code is far from simple, even if an object-oriented
programming language has been used [19]. Because of the differences in concepts

Fig. 1 Reverse engineering
and re-implementation
process for Web applications
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at the design and implementation levels, interpretations are essential even for the
extraction of class diagrams from the source code. Figure 2 is related to general
model for software re-engineering process for software development.

To attain high quality throughout the secure Web application development,
requirement discovery and analysis play an essential role. This research paper
presents an empirical study carried out to assess the object-related metrics from
Web applications. The objective of this research work is related to the under-
standability worth perceived by the user through code, i.e., also known as forward
engineering process [20, 21]. If a software solution is being designed for the first
time, our purpose is to be capable to properly model that software solution and to
make as much of implementation/code from the object-oriented model. This will
serve our motivation to enable IT services’ companies to maintain object-oriented
software development on several platforms. Our purpose is to reprocess as much of
that software solution as possible in making that software solution accessible on
several platforms.

Models are the foremost artifacts in software development process. These
models can be used to signify a variety of things in the software design and
software development life cycle. These object-oriented models are at the core of
forward engineering and reverse engineering [22]. In forward engineering, normally
platform-independent object-oriented models are developed by software designers
as part of software design document. In reverse engineering, these object-oriented
models are usually derived automatically using model-driven transformations.

2 Secure Web Application Modeling

In this paper, we are suggesting the security performance flexibility model for
trusted operating system. And we implemented this SPF model to retain balance
among security and performance issue in Web applications. In this paper, we are

Fig. 2 General model for
software re-engineering
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proposing mining-based system SPF for trusted operating system. As we know,
only a small amount of parts of the operating system security are actually necessary
[23]. According to Fig. 3, SPF allows computer system administrators to selectively
stop some unnecessary parts of the security for secure Web applications; with the
help of this contribution, we can maintain high-performance security for any Web
application. Whenever we avoid some useless security checks at system and kernel
level, the performance of software system will be improved in all respect [24].

For such designing and development of Web applications, first of all, we have to
recognize which part can be disabled to get the highest performance, in particular
Web application.

As we identify that each and every security check and security constraints are
not noteworthy in all software systems. For improving the performance, speed,
efficiency for particular system, this paper proposes that we should use secure
operating systems for better security performance in Web applications. The con-
sideration behind the SPF configuration is explained in Fig. 3. With this approach,
the Web server’s efficiency, speed effectiveness, security aspect, and all can be
improved.

Web applications can be described in unified modeling language with diverse
object-oriented diagrams: Class diagram is used for application components; object
diagram is used for object components; use case diagram is used for functional
requirement and interactions with external systems. As we know, during software
development process, it is very much common for software requirements to change
and for faults to be corrected and removed. Each and every change in software may
require that the UML object-oriented model be changed and a small change may
lead to several other related changes.

Fig. 3 System-SPF structural
design for stock control Web
application
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3 Axes of Change in Round-trip Engineering

In order to highlight the interference between the classes of a computer system, the
proposed object-oriented model defines numerous axes of change through which a
change in a class can influence other classes enforcing them to be modified, i.e.,
ripple effect. By change, we signify that given a change in one of the affecting
classes, the affected classes should be updated, in order for the software system to
function properly. For example, the change in the signature of a member function in
a class will need the update of all classes that use this member function. Each class
can change because of its participation in one or more axes of change. Consider a
software system for supporting a public library. Figure 4 indicates the
object-oriented class diagram.

C++ source code for secure forward and reverse engineering:

#include ”Admin.h”

//##ModelId = 4F7A74800186

Admin::Manages Library()

{

}

//##ModelId = 4F7A747201D4

class Admin

{

public:

//##ModelId = 4F7A74800186

Manages Library();

Fig. 4 Generic
object-oriented class diagram
for round-trip engineering
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private:

//##ModelId = 4F7A7477002E

ID;

//##ModelId = 4F7A747A0280

Name;

};

//##ModelId = 4F7A75040119

class articles : public Item

{

};

#endif /* ARTICLES_H_HEADER_INCLUDED_B085108E */

//##ModelId = 4F7A74FF0242

class books : public Item

{

};

//##ModelId = 4F7A7583037A

class faculty : public Lib_user

{

};

#endif /* FACULTY_H_HEADER_INCLUDED_B0851E4D */

//##ModelId = 4F7A74E400FA

class Item

{

//##ModelId = 4F7A74E90203

ID;

//##ModelId = 4F7A74F00222

Title;

//##ModelId = 4F7A74F40280

Author;

};

#endif /* ITEM_H_HEADER_INCLUDED_B0851A6E */

#include ”Lib_user.h”

//##ModelId = 4F7A7534009C

Lib_user::take books()

{

}

//##ModelId = 4F7A753A0167

Lib_user::payfine()

{

}

//##ModelId = 4F7A753D001F

Lib_user::returnbook()
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{

}

//##ModelId = 4F7A750D032C

class Lib_user

{

public:

//##ModelId = 4F7A7534009C

take books();

//##ModelId = 4F7A753A0167

payfine();

//##ModelId = 4F7A753D001F

returnbook();

private:

//##ModelId = 4F7A7526005D

ID;

//##ModelId = 4F7A75290128

Name;

};

#endif /* LIB_USER_H_HEADER_INCLUDED_B0856AD8 */

#include ”Librarian.h”

//##ModelId = 4F7A74C003A9

Librarian::Issuebooks()

{

}

//##ModelId = 4F7A74C9037A

Librarian::renewal()

{

}

//##ModelId = 4F7A74CF0167

Librarian::collectfine()

{

}

//##ModelId = 4F7A74D9003E

Librarian::collect books()

{

}

//##ModelId = 4F7A749100EA

class Librarian

{
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public:

//##ModelId = 4F7A74C003A9

Issuebooks();

//##ModelId = 4F7A74C9037A

renewal();

//##ModelId = 4F7A74CF0167

collectfine();

//##ModelId = 4F7A74D9003E

collect books();

private:

//##ModelId = 4F7A74AD00AB

ID;

//##ModelId = 4F7A74B1004E

Name;

};

#endif /* LIBRARIAN_H_HEADER_INCLUDED_B0855943 */

#include ”Library.h”

//##ModelId = 4F7A745500DA

Library::Issue code()

{

}

//##ModelId = 4F7A7459037A

Library::Main books()

{

}

//##ModelId = 4F7A746203B9

Library::Details()

{

}

class Library

{

public:

//##ModelId = 4F7A745500DA

Issue code();

//##ModelId = 4F7A7459037A

Main books();

//##ModelId = 4F7A746203B9

Details();

private:

//##ModelId = 4F7A743D033C

Name;

//##ModelId = 4F7A744602EE

Location;

};

operation::issue()
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{

}

//##ModelId = 4F7A756600FA

operation::renewal()

{

}

//##ModelId = 4F7A756A00BB

operation::return()

{

}

//##ModelId = 4F7A756C004E

operation::fine()

{

}

class operation

{

public:

//##ModelId = 4F7A756400EA

issue();

//##ModelId = 4F7A756600FA

renewal();

//##ModelId = 4F7A756A00BB

return();

//##ModelId = 4F7A756C004E

fine();

private:

//##ModelId = 4F7A755A03D8

book id;

};

#endif /*

#include ”Lib_user.h”

//##ModelId = 4F7A75C40109

class Student : public Lib_user

{

};

#endif /* STUDENT_H_HEADER_INCLUDED_B0851C73 */

Unified modeling language has been widely used for designing software models
for software development. Reverse engineering for Web applications has to be
focused on object-oriented design recovery.

430 N. Pathak et al.



4 Conclusion

This research paper has presented a process for redesigning of an existing software
system, with the help of reverse engineering. This paper focuses on security per-
formance flexibility model of trusted operating system for maintaining the security
in various Web applications. As we know, it is very easier to modify an
object-oriented design than source code. The recovered design of old software
describes the existing software system, after that we can design and develop the
new system. After reverse engineering and round-trip engineering of any old Web
application, we will get a new software system that is improved structured, proper
documented, and extra easily maintained than the old and previous software ver-
sion. Therefore, object-oriented reverse engineering is a part of re-engineering of
software systems.

In this research paper, we proposed a novel method to software design and to
software maintenance and showed how it has been used for maintaining large-scale
software. In this paper, we also proposed the model-driven development of secure
operating system for secure Web applications.
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Navigational Complexity Metrics
of a Website

Divyam Pandey, Renuka Nagpal and Deepti Mehrotra

Abstract Navigation is the ease with which user traverses through a website while
searching for information. The smooth is the navigation, the better are the chances
of finding our concerned piece of information. Hence, it can be considered as an
important parameter that contributes to the usability of the website. There are
several factors that enhance the complexity of navigation of website. The important
ones are website structural complexity, broken links, path length, maximum depth,
etc. In this study, navigational complexity of seven websites is evaluated and
compared on these parameters.

Keywords Navigation � Complexity � Usability � Broken links
Sitemap

1 Introduction

Designing a website that satisfies the visitor by providing the desired information
effectively and quickly is a challenging task. Navigation and search are the two
main parameters considered for finding any information on the website. The usage
of the website depends upon many parameters [1, 2], and navigation [3] is crucial
among them. Website is a collection of different pages which are connected through
each other via hyperlinks, and information can reside in any of the pages.
Navigating through the structure of the hyperlink greatly affects the user experience
and satisfaction, and too much of traversing may lead to dissatisfaction. The breadth
versus depth issue in website design for optimal performance is widely studied.
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Zaphris [4] found that for a website having 64 links, a two-level website design
with 8 links per page had provided the fastest response time and lowest navigational
effort. With the increasing size of websites and diverse applications, the complexity
of the website grows, and looking for some information in a website, the user tends
to get lost. Instead of finding the correct information, the user either ends at the
wrong place or finds incorrect, incomplete or inappropriate information which
decreases the usability of the website. Zhang et al. [5] proposed metrics for website
navigability based on the structural complexity of the website which depends on the
connectivity of the links. More the Web pages are interlinked together, more is the
structural complexity of the website and more is the difficulty in navigation of the
website. Jung et al. [6] have given entropy-based structural complexity measures
WCOXIN (in-link complexity) and WCOXOUT (out-link complexity) for Web
applications to measure the structural changes. The ease of navigation primarily
depends on website design and user using the website. With respect to website
design its size, complexity, possible paths, defects, search tool effect navigational
dimension and the user input can be measured by using user feedback (perceptual
view of the target people), analysing the server log files from which Web usage is
measured with respect to visitor per page, pages per visitor (questionnaire) or Web
log analysis (Web mining) by considering the will definitely improve. It is
important to construct a good navigational website and for that one need to study
navigation of a website, so that users are able to find the information they are
looking for. In this paper, a metrics is proposed to measure the navigability of the
website w.r.t. its design aspects. The major factors that will affect the ease of
navigational complexity of the website are hyperlink structure, possible path
defects, path length and path density in the website.

2 Factors Affecting Navigational Complexity
of the Website

Different factors affecting the navigational complexity of the website are discussed
in the following section.

2.1 Website Structural Complexity

Website structural complexity is relationship between the various pages of a
website. A website is linked to other pages of the website through various hyper-
links. These hyperlinks are generally the path through which users browse the Web
page to navigate various parts of the website, in order to get the information they
want. The greater the complexity, the more are the chances of the user getting lost
in the website and not being able to find the information that they required. Apart
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from structural complexity, there are other factors on which navigational com-
plexity depends.

2.2 Other Factors

2.2.1 Website Defects

Website may have many defects such as broken links and orphan pages which
affect the navigation of the website adversely. Broken links are Web pages which
no longer exist on the Web either because they are deleted accidentally or URL is
renamed. Broken links affect navigation as the user cannot find the piece of
information that might be earlier available on the broken link. Orphan links are
created when we create a page but forget to link it or mistype the link. The visitors
may feel upset by incorrect links. These are depicted in the sitemap of the website
as shown in Fig. 1 by ‘cross-sign’.

Fig. 1 Sitemap of an educational institute
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2.2.2 Maximum Depth

Maximum depth is the deepest level to which we can go in the hierarchical structure
of the website. A broader hierarchical Web structure is preferable in comparison
with deeper hierarchical Web structure as it enables the user to find the complete yet
concise information and also does not let the user get lost in the deeper levels.

2.2.3 Path Density

Path density or the average connected distance is the number of clicks that are
required to move from one Web page to another Web page where our desired
information is present. The lesser the number of clicks between the two Web pages,
the better it is. Impacts of different factors on the website are given in Table 1. This
implies if any of the above mentioned factors increases, it shall increase the
navigational complexity of the website. However for better designing, it is required
to have less navigational complexity.

3 Methodology

To compute the navigational complexity of the website, sitemap is established.
Sitemap with the help of a POWER MAPPER TOOL which selects the URL of the
website and depending on the design it may be organized into different levels. The
sitemap of the university, U1, is shown in Fig. 1. The sitemap is used to create the
tree structure using the hyperlinks in the website. In the tree structure, the Web
pages at each level link to Web pages at other level and the node which are not
linked to other Web pages are treated as leaf node. In the current study, seven
websites of educational institutes are taken, and consequently, the tree structure is
created using sitemap and is shown in Fig. 2. Once full tree structure is created, the
total number of links (‘e’), various nodes in the graph (‘n’), the leaf nodes (‘d’), etc.,
are evaluated. With the help of these values, the value of WSC1, WSC2, WSC3,
WSC4, WSC5 using Fig. 2 is evaluated as follows:

Table 1 Impact of factors on navigability of the website

Factors How do they impact the navigation of a
website?

1. Structural complexity Positively

2. Broken link, orphan pages (website
defects)

Positively

3. Maximum depth Positively

4. Path density Positively
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Total no. of pages: 15
Total no. of out links = 14
e = 14 (Total no. of links in the graph)
n = 15 (Total no. of nodes in the graph)
d = 11 (Total leaf nodes)

WSC1 ¼
Xn

i¼1

outlink ið Þ ¼
Xn

i¼1

inlink ið Þ ¼ total number of links ¼ 14 ð1Þ

WSC2 ¼ WSC1

n
¼

Pn
i¼1 outlink ið Þ

n
¼ 14

15
¼ 0:933333 ð2Þ

WSC3 ¼ NOIP Gð Þ ¼ e� nþ dþ 1 ¼ 14� 15þ 11þ 1 ¼ 11 ð3Þ

WSC4 ¼ WSC3

n
¼ e� nþ dþ 1

n
¼ 11

15
¼ 0:733333 ð4Þ

WSC5 ¼
Xn

i¼1

out link2 nð Þ ¼ 76
15

¼ 5:066667 ð5Þ

Broken links and orphan pages can be easily identified. We have a page not
found node in the sitemap which is indicative of a broken link and orphan pages.

As shown in Fig. 2, the maximum depth is 2. The average connected distance or
path density is two (2). To have the same range of values for all the inputs,
normalization of the input parameters is done. Normalized data was calculated by
the formula

v0 ¼ v�min
A

� �
= max

A
�min

A

� �
ð6Þ

Home 
Page

Home 
Page Placement

List of
Students

Life@xyz

Magazines Notices Tender Book
Supplier

Not
Found

Contact Profile Support

Advertisement

Director's 
Profile

Fig. 2 Tree structure of website
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4 Results and Discussion

Using Eqs. (1)–(5), the website structural complexity (WSC1-WSC5) is calculated
for seven educational websites and given in Table 2. The complexities for the entire
website are calculated by taking the average of WSC4 and WSC5.

Using the sitemap and creating the tree structure of the websites under study,
other parameters on which the complexity of the website depends are computed as
given in Table 3.

To have the same range of values for all the inputs, normalization of the input
parameters is done using Eq. (6). The normalized data for all the input variables is
given in Table 4. Navigational complexity is evaluated by taking the average of all
the input parameters, i.e.

Navigational Complexity ¼ Structural ComplexityþWebsite Defectsþ Path Lengthþ Path Densityð Þ
4

ð7Þ

Using Eq. (7), navigational complexity metrics is evaluated and given in
Table 4.

As per the results obtained from Table 4, the highest navigational complexity is
of site U1 and the least navigational complexity is of site U6. It is clear from the
above results that structural complexity and Website defects of U5 were the highest,

Table 2 Structural complexity

Website WSC1 WSC2 WSC3 WSC4 WSC5 Complexity

U1 999 0.999 678 0.678 18.757 9.7175

U2 87 0.988636 79 0.897727 15.55682 8.227273

U3 70 0.985915 61 0.859155 15.49296 8.176056

U4 280 0.996441 217 0.772242 15.51601 8.144128

U5 154 0.993548 116 0.748387 24.59355 12.67097

U6 97 0.989796 80 0.816327 1.265306 1.040816

U7 100 0.990196 87 0.852941 23.08824 11.97059

Table 3 Other parameters affecting complexity of website

Website Website defects, broken link, orphan
pages

Path length (maximum
depth)

Path
density

U1 3 Level 7 2

U2 2 Level 3 1

U3 10 Level 3 1

U4 13 Level 6 1

U5 21 Level 5 1

U6 7 Level 3 1

U7 3 Level 4 1
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but when other parameters, i.e. maximum depth and path lengths, were included,
the site U1 was found to have maximum navigational complexity as all the factors
contribute equally in calculating the navigational complexity of the website.

5 Conclusions

Navigational complexity plays a vital role in evaluating the usability of the website.
Hence, it is desired to have minimum navigational complexity for an effective
website. The website having the minimum value of navigational complexity is the
one in which user faces less problems; it facilitates easy navigation to find our
concerned information and thereby is the best website design. The website having
the maximum value of navigational complexity is the one in which a user faces the
most difficulty in navigation and consequently the user is not able to find its share of
information rendering the website as the worst website. U6 has been concluded to
be the best navigable website as its navigational complexity is the minimum.
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Evaluation and Comparison of Security
Mechanisms In-Place in Various Web
Server Systems

Syed Mutahar Aaqib and Lalitsen Sharma

Abstract This paper presents a novel approach to study, identify, and evaluate the
security mechanisms in-place across various Web server platforms. These security
mechanisms are collected and compiled from various sources. A set of security
checks are framed to identify the implementation of these security mechanisms in
diverse Web server platforms. The paper is concluded with a case study which
implements this approach.

Keywords Web server � Web server security � Information security

1 Introduction

Security in computer science literature is considered to be the maintenance the
confidentiality, integrity, and availability of information [1–3]. Security is a primary
concern for World Wide Web researchers as the frequency of Distributed Denial of
Service (DDoS) attacks, probability of exposure, or compromise of sensitive
information, data manipulation and spoofing have increased [1]. Initially, the
architecture of Web server was conceived to serve only static Web pages, which
was later extended into dynamic content [2, 4, 5]. Although this functionality
delivers more customized content, it also implies that there is an increasing growth
of security problems which needs to be mitigated while migrating to new supportive
architectures. Web servers are therefore considered to be a vital backbone for Web
applications, from simple file transfer applications to delivery of confidential data
for e-commerce applications. The security compromises of any type can thus cause
heavy damage of data including economic and financial losses. The security of the
Web server is also characterized by the operating system interfaces, communication
and security protocols, network configuration and its environment. The imple-
mentation of security features like Secure Socket Layer (SSL) within Web servers is
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therefore mandatory for all contemporary Web servers. However, some of the Web
servers who have been claimed to be developed in adherence to various security
guidelines still contain known and unknown vulnerabilities [6]. The source of these
vulnerabilities is sometimes the misconfiguration of the networking infrastructure
such as intrusion detection system and firewalls.

Thus, there is need to evaluate the security of a Web server system by taking into
consideration the holistic view of the system which includes the security features
provided by the Web server software, the operating system, the configuration of the
networking infrastructure and its environment. Such an approach should allow the
evaluation and comparison of the security mechanism in-place in Web server
systems. A standardized procedure should be adopted where tests can be applied
and reapplied across various Web server systems. These tests may also be repeated
for reproducibility and validation. Comparing security of two Web servers is a
complicated issue. One obvious way to measure security of a Web server is by
checking the chances of violation of the confidentiality, integrity, and availability of
information.

2 Background and Related Work

A lot of work has focused to study the security of a computer system in general and
security of Web server in particular [6]. Bishop [1] in his work stressed about the
three dimensions of security which viz, security requirements, security policy, and
security mechanisms. A number of methodologies elaborating Web security char-
acteristics have been presented by numerous organizations [7]. These methodolo-
gies have gained international acceptance and are used as security policy standard
in the development of Web servers. The first security evaluation methods based on
Common Criteria standard [7] was proposed by the United States Department of
Defense [8]. This standard emphasized a set of security requirements that must be
present in a Web server system. Centre for Internet Security (CIS) presented a
benchmark [9] which evaluates the security configuration settings for commonly
used Apache and IIS Web servers. The Department of Information Technology
(DIT), Govt. of India, has also published a set of security recommendation for
securing a Web server [10]. National Informatics Centre (NIC), Govt. of India, has
published a manual [11] for enhancing the security of government Web sites. Such
security recommendations have been found effective in preventing security hacks of
government Web sites [11]. Researchers [6] have made vertical comparison
between various generic servers based on the number of security flaws and severity
and have also studied the vulnerabilities in operating systems [12, 13]. Others have
used quantitative empirical models for the comparison of security vulnerabilities in
Apache and IIS Web servers [13]. Another technique reported in the literature is to
characterize and count potential vulnerabilities that exist in a product [14]. In this
paper, a different approach to evaluate the security of Web servers across different
Web server platforms is presented.
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3 Methodology

A comprehensive survey of technical security manuscripts published by various
security organizations was done and a total of 390 best security mechanisms were
compiled. The security mechanisms of Web servers were evaluated by performing a
test to verify whether a set of security mechanisms have been implemented on the
target system. A security comparison was then performed between various Web
servers to identify which Web server implements most of the security mechanisms.
The number of steps involved in this process is listed below:

• Survey for identification of best security mechanisms for Web servers;
• Categorization of security mechanisms in various classes;
• Execution of a number to tests to verify the implementation of security mech-

anisms in Web servers;
• Case Study: Comparison of the security mechanisms implemented in various

Web servers.

A detailed study of the technical security manuscripts published by various
organizations like CIS [9], NIST [8], Common Criteria [7], Web server security
guidelines (DIT, Govt. of India) [10], and Web site security recommendation
published by National Informatics Centre [11] was performed and a total of 390
best security mechanisms were identified. These security mechanisms were then
divided into various classes for ease in the evaluation of security tests. A set of tests
were then designed to identify whether these security mechanisms are implemented
with a particular Web server system. For the comparison of security of Web servers,
a case study of eight Web server system installations was taken to implement this
approach. Finally, a number of tests were performed for each Web server, and these
tests verify whether the system implements the security mechanisms compiled.

3.1 Metrics

A simple metric employed in this approach is the count of the number of best
security mechanism implemented in a particular Web server. The final security
score is thus the weighted percentage of the total security practices implemented,
which implies the security level of the system. Till date, no consensus has been
drawn about the set of best security mechanisms that should be applied to Web
server systems. The huge amount of diverse technical manuscripts in the form of
books, manuals, reports, and papers are available on the subject of Web server
security, but researchers have found no common ground for any agreement on the
best standard mechanisms.

List of the technical documents included in this study is:

• Apache Benchmark document;
• IIS benchmark document;
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• Web server Common Criteria;
• Web server NIST document;
• DIT Web Server Guidelines;
• NIC Web site Security Guidelines.

After the end of the thorough study of all this literature and technical manu-
scripts, 390 security mechanisms were complied. Out of these 146 came from CIS
documentation (Apache Web server: 101, IIS Web server: 45), 38 from DIT doc-
ument, 11 from NIC, 39 from Common Criteria, and 156 from NIST. Out of all the
mechanisms compiled, it was found that most of them are similar (equivalent) and
deal with same security problems. The categorization of such similar security
mechanisms was done, and they were grouped together under a unique directive.
After applying this method, the numbers of unique security mechanisms were
counted and a total of 78 best security mechanisms were identified.

This set of 78 best security mechanisms were characterized into six categories
based on an internationally valid standard for information security [15]. The
characterization of security mechanisms into these six classes was done for ease in
using them in evaluation. Table 1 lists the categories of security mechanisms
grouped under six categories and the class assigned to each category.

3.2 Web Server Tests

A set of tests were designed to identify whether or not this set of 78 of security
mechanisms are implemented in a particular Web server system. Based on the
nature of the security mechanisms, a set of tests were defined. These tests comprise
of a set of questions with optional procedure to verify presence of each security
mechanisms within the system. The output of the test, yes/no, would occur only
after the execution of the optional procedure.

Table 1 Characterization of
security mechanisms into
classes

Categories of security mechanisms Class
assigned

Security policy Class A

Access control Class B

Communication and operations
management

Class C

Human resource security Class D

Information system acquisition
development

Class E

Physical environment security Class F
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4 Case Study—Results and Discussion

To validate the approach used, a case study for the comparison of security of five
different Web servers was taken. Table 2 presents details about each Web server
tested, its version, the operating system, and the number of applications running on
the server. The results of these tests for Web server are presented in the following
tables (Table 3). “Test OK” in Table 3 refers to the successful execution of tests
which implies presence of a set particular security mechanism in the Web server
under study. “Test Fail” refers to the number of tests failed and unknown refers to
unknown test, for each set of best mechanisms presented in Table 3. This case
study was used to check the number of best security mechanism in-place in these
Web server systems. A number of significant insights were gained from this study.
One of the interesting observations was that the two Web servers of different
version from a same vendor, showed different results in this study. Such different
results were obtained for a same Web server while comparing their installations on
different platforms.

The reason being the security of a Web server is not dependent only on the Web
server software only but it is also characterized by the underlying operating system
architecture, the network management, and its configuration.

For example, while comparing the same Apache HTTPd server on Scientific
Linux CERN and Windows XP 2000, it was found that Apache on SLC CERN
system passed more tests and thus was more secure [16]. Another aspect used in
this study was the comparison of diverse Web server systems, of different under-
lying operating systems. While comparing the security mechanism in Apache
Tomcat 6.0.13 and Apache Tomcat 6.0.16 on Windows Server 2003 platform, it
was revealed that Apache Tomcat 6.0.16 passed more tests and hence was more
secure. Here also, the explanation is the support provided by the underlying
operating system platform and its security configuration. Among all the Web ser-
vers under study, it was found that Microsoft IIS passed more number of tests than
any other Web server and thus implements higher number of security mechanisms.
The only limitation of this approach is that the execution of these tests requires

Table 2 Web servers examined in the case study

S. No. Web server Operating system Applications running

1 Apache HTTPd 2 Windows XP 6

2 Apache Tomcat 6.0.13 Windows Server 2003 3

3 Microsoft IIS 6.0 Windows XP 2

4 Apache Tomcat 6.0.16 Windows Server 2003 2

5 Apache HTTPd 2 Scientific Linux SLC CERN 3

6 Microsoft IIS 7.0 Windows Server 2003 3

7 Nginx Web Server Scientific Linux SLC CERN 2

8 Nginx Web Server Windows Server 2003 2
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immense computer proficiency as this approach requires verification of mechanisms
in-place for different Web servers systems.
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Component-Based Quality Prediction
via Component Reliability Using
Optimal Fuzzy Classifier
and Evolutionary Algorithm

Kavita Sheoran and Om Prakash Sangwan

Abstract Sequentially to meet the rising necessities, software system has become
more complex for software support from profuse varied areas. In software reliability
engineering, many techniques are available to ensure the reliability and quality. In
design models, prediction techniques play an important role. In case of
component-based software systems, accessible reliability prediction approaches
experience the following drawbacks and hence restricted in their applicability and
accuracy. Here, we compute the application reliability which is estimated depend
upon the reliability of the individual components and their interconnection mech-
anisms. In our method, the quality of the software can be predicted in terms of
reliability metrics. After that the component-based feature extraction, the reliability
is calculated by optimal fuzzy classifier (OFC). Here, the fuzzy rules can be opti-
mized by evolutionary algorithms. The implementation is done via JAVA and the
performance is analyzed with various metrics.

Keywords Quality prediction � Component-based system � Reliability
Fuzzy classifier � Evolutionary algorithm

1 Introduction

In software development life cycle, software architecture is estimated of higher
significance. It is utilized to symbolize and converse the system structure and
performance to all of its stakeholders through a variety of concerns. In addition, SA
smooths the progress of stakeholders in accepting design decisions and rationale,
more promoting reprocess and competent development. Recently, in software
systems, development one of the foremost concerns is systematic SA reorganizing
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to accommodate novel necessities because of the new market opportunities, tech-
nologies, platforms, and frameworks [1–3].

In this proposed method, we compute the application reliability which is esti-
mated depending on individual components reliability values and their intercon-
nection mechanisms. In our proposed method, the quality of the software can be
predicted in terms of reliability metrics. Subsequent to the component-based feature
extraction, the reliability is calculated by optimal fuzzy classifier (OFC). Here, the
fuzzy rules can be optimized by using evolutionary algorithms. The paper is well
organized in the below sections as follows. The literature that are associated with
our proposed method are mentioned in Sect. 2. The proposed method of software
quality prediction is explained in Sect. 3. Section 4 explains the result of the
proposed methodology and finally our proposed method is concluded with sug-
gestions for future works in Sect. 5.

2 Related Work

Numerous researches have been performed in the field of software quality as it has
gained more significance with the advance in computer technologies. Some of the
recent researches are as mentioned below.

Brosch et al. [4] by unequivocally modeling the system procedure outline and
execution environment. The technique has offered a UML-like modeling notation,
where these models are mechanically changed into a proper analytical model.
Utilizing methods of data propagation and reliability assessment their work has
created upon the Palladio Component Model (PCM), In general with the employ-
ment of reliability-improving architecture methods the case studies recognized
effectual hold up of practice profile analysis and architectural configuration ranking.

Ahmed and Jamimi [5] have anticipated a route for developing fuzzy logic-based
transparent quality forecasting models, in which they have used the procedure to a
case study to forecast software maintainability where Mamdani fuzzy inference
engine was utilized.

Brosig et al. [6], e.g., Queueing Petri Nets and Layered Queueing Networks,
have managed an in-depth assessment and quantitative assessment of demonstrating
model transformations.

3 Proposed Methodology for Software Quality Prediction

The process of predicting the quality to be required to develop a software system is
software quality prediction [7]. The evaluation of quality in software is more
demanding task and frequent researches were approved out. For software quality
prediction in our proposed method, we craft the use of soft computing-based
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software quality prediction where fuzzy logic incorporated with the evolutionary
algorithm is used [8].

3.1 Steps Involved in the Software Quality Prediction

Here, we calculate the application reliability which is predictable based on the
reliability of the individual components and their interconnection mechanisms. In
our proposed method, the quality of the software can be predicted in terms of
reliability metrics. After the component-based feature extraction, the reliability is
calculated by optimal fuzzy classifier (OFC). Here, the fuzzy rules can be optimized
by using evolutionary algorithms (Fig. 1).

3.2 Software Cost and Reliability Measure to Estimate
the Quality

3.2.1 Software Reliability Measure

The reliability can be measured by estimating the testing effort of the particular
software. The failure rate with respect to the time of execution can be calculated and
this gives the reliability of that particular software at the execution time. The
reliability of the software can be measured while computing the expression given
below,

Fig. 1 Proposed software
quality prediction model
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rðtÞ ¼ f ðtÞ=et ð1Þ

where, f ðtÞ = Failure rate at time (t) and et = execution time.

Fuzzy Logic

Fuzzy logic is a technique that decides issues too intricate and to be understood
quantitatively.

(i) Fuzzy Triangular Membership Function

By means of the triangular membership function, the attributes having mathe-
matical values in the XML database is changed into the fuzzy. The triangular
membership function is selected herein which p, q, and r stand for the x coordinates
of the three vertices of f ðxÞ in a fuzzy set where r is the higher boundary and p is the
lower boundary where the membership degree is zero, q is the center where
membership degree is 1. To compute the membership values, the formula used is
depicted as below,

f ðxÞ ¼
0 if x� p
ðx�pÞ
ðq�pÞ if p� x� q
ðr�xÞ
ðr�qÞ if q� x� r
0 if x� r

8>><
>>:

ð2Þ

(ii) Fuzzy Rules

A set of rules have been described for a fuzzy arbiter where it outputs the
software efforts in reference to the attributes fuzzy value. The software efforts are
grouped into different rules based on the parameters, and in our method we utilize
optimization procedure so as to optimize the fuzzy rules. We have utilized evolu-
tionary programming for optimizing the rules.

Fuzzy Rule Optimization Using Evolutionary Programming (EP)

(i) Generation of Random Chromosomes

Originally each chromosome has Nd gene values and Np numbers of random
chromosomes are produced, where chromosomes symbolize the values. At this
time, the process makes use of the measures that have relevant indices and the gene
values specify the indices of the reliability measure. Hence the chromosome created
can be represented as given below,
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DðjÞ
l ¼ dðjÞ0 ; dðjÞ2 ; dðjÞ3 ; . . .; dðjÞNd�1

n o
0� j�Np � 10� l�Nd � 1 ð3Þ

Here DðjÞ
l signifies the lth gene of the jth chromosome and here d symbolize the

measures.

F̂ðjÞ
l

n o
¼

F0ðjÞ
l

���
���

P F0ðjÞ
lj j�1

q¼0 F0ðjÞ
l ðqÞ

� �2

0
B@

1
CA

1=2

F0ðjÞ
l ðqÞ ð4Þ

where,

F0ðjÞ
l ðqÞ ¼ FðjÞ

l ðqÞ FðjÞ
l

���
���� XFðjÞ

lj j�1

q¼0

FðjÞ
l ðqÞ ð5Þ

The normalized feature set F̂ðjÞ
l

n o
acquired from Eq. (4) is the ultimate feature

set extracted for an exacting reliability measure.

(ii) Fitness Function

To examine the similarity among the reliability measures that are being designed
the fitness value predicted for the EP is SED which is the distance measure
developed.

F jð Þ ¼
PNd�1

l¼0 dðjÞl
dðjÞl
���

��� ð6Þ

where,

dðjÞl ¼
XjFŜðjÞk j�1

r¼0

F̂ðjÞ
l ðrÞ � F̂qðqÞ

� �2
ð7Þ

In Eq. (7), F̂q is the value of selected measure, dðjÞl symbolizes the SED among

each DðjÞ
l of the jth chromosome and the respective measure. Consequently, the F jð Þ

is arranged in the ascending order and Np=2 number of mean distances are selected

from f jð Þ. Then the equivalent DðjÞ
l of the selected F jð Þ is acquired and then the

chosen chromosomes are subjected to the genetic operator, mutation.
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(iii) Mutation

t number of values are chosen from the mean of chromosomes which are already

in sorted form. The selected means are known as DðjÞ
newl. The genes which are having

least SED values are replaced by the new ones.

(iv) Selection of Optimal Solution

The chromosome having maximum fitness is selected and the iteration repeated
Imax times. It denotes that the reliability value recovered in an effective way. So, we
compute the reliability measure value based on these features that is used for quality
measurement of the specified application software.

3.2.2 Software Cost Measure

To speedup the testing process, automated testing tools are used. It does not only
hurry up the testing process but it increases the efficiency of the testing by certain
extent. The total cost of software is given as;

Ct ¼ C0t þC1ð1þ kÞf ðtÞþC2 f tj
� �� ð1þ kÞf ðtÞ� �þC3

Z t

0

xðtÞdt
0
@

1
A ð8Þ

where P is described as fractions of extra errors found during the software testing
phase and is the number of additional faults during the testing time. C0t is cost of
adopting new automated testing tools into testing phase. k is directly proportional to
cost as k increases cost also increases.

4 Results and Discussion

Software quality prediction using optimal fuzzy classifier (OFC) with the aid of
evolutionary algorithm is implemented in the working platform of JAVA. Table 1
shows the fitness value of our proposed improved particle swarm optimization
method using different iterations.

Table 1 Fitness value for
different iteration

No. of
iterations

Fitness value using
IPSO

Proposed
method

5 12.658 15.2

10 10.354 14.6

15 10.354 12.8

20 10.123 11.32

25 9.654 10.5
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Figure 2 shows the compared fitness value for the existing work using IPSO and
our method where optimal fuzzy classifier is used. The graph shows that our
proposed method has delivered better fitness value which aids in improving the
quality of the software.

Table 2 illustrates the reliability and the cost value that is obtained using our
proposed method of quality prediction. For various time intervals, the corre-
sponding reliability and the cost values are estimated (Table 3).

5 Conclusion

Software quality prediction is measured as a main aspect while designing software.
The proposed system is developed to forecast improved software quality by means
of soft computing method. Initially, test cases are generated from the input and then
extract the component-based software metrics from the test cases. Subsequently, the
component-based feature extraction the reliability is computed by optimal fuzzy
classifier (OFC). Here, the fuzzy rules can be optimized by using evolutionary
algorithms. The reliability and cost of the software are then evaluated, and these

Fig. 2 Comparison of the
fitness value for the existing
work using IPSO and our
proposed method

Table 2 Reliability and cost
value of our proposed method

Time Reliability Cost

0.001 0.00932 985.25

0.003 0.01134 993.32

0.004 0.01243 1012.42

0.005 0.01623 1025.21

0.007 0.02315 1078.68

0.008 0.02512 1100.35

Table 3 Comparison of
software quality measures for
our proposed and existing
method

Methods Reliability Cost

Existing method using IPSO 0.0294 1150.76

Proposed method 0.03242 1118.26
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values are compared with the existing method. From the comparative analysis, it is
clear that our proposed method achieved better outcome when compared to other
existing methods.
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Applying Statistical Usage Testing Along
with White Box Testing Techniques

Sunil Kumar Khatri, Kamaldeep Kaur and Rattan Datta

Abstract Cleanroom software engineering (CSE) reference model is a rigorous
incremental model that focuses on defect prevention using sound mathematical
principles combined with statistical usage testing (Linger, Trammell, in cleanroom
software engineering reference model, 1996, [1]). Similar to the concept of hard-
ware cleanrooms, this model is also used for the development of zero defect and
extremely reliable software (Mills, Poore, in Quality Progress, 1988, [2]). Statistical
usage testing (SUT) is a technique defined for testing as a part of CSE model [1].
The technique works by performing usage modelling and assigning usage proba-
bilities (Runeson, Wohlin in IEEE Trans Softw Eng 20(6): 494–499, 1994, [3]).
Next statistical tests are carried out on the usage models [3]. CSE relies on SUT for
testing, and unit testing is not defined in the CSE process (Hausler et al. in IBM
Syst J 33(1): 89, 109, 1994, [4]). However, additional testing can be carried out
along with SUT depending on the need (Prowell et al. in cleanroom software
engineering technology and process, 1999, [5]). The paper presents the usefulness
and advantages of applying SUT along with various white box testing techniques.
The white box testing techniques used in the paper are data flow testing, control
flow testing and mutation testing.
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1 Introduction

Cleanroom software engineering (CSE) reference model is a rigorous model that
focuses on defect prevention using sound mathematical principles combined with
statistical usage testing [1]. Similar to the concept of hardware cleanrooms, this
model is also used for the development of zero defect and high-reliability software
[2, 3]. Cleanroom software engineering has three very important and prominent
characteristics: developing the software incrementally, function-oriented specifi-
cation and statistical usage testing [5]. Cleanroom certification process includes two
vital steps:

• Converting the software usage into usage models and test planning [5]
• Statistical usage testing and also the certification of the software [5].

Authors have already shown the benefits of using SUT with black box testing
techniques [6]. This paper illustrates the usage of SUT in conjunction with one of
the unit testing technique, i.e. white box testing. This section of the paper gives an
introduction to the SUT process. Section 2 defines various white box testing
techniques used in the paper in conjunction with SUT. The software that is used in
the paper is an ‘HTML to Text utility’ that changes HTML documents into easy
text files, by eliminating various HTML tags. Section 3 defines the process of
performing SUT on HTML to TEXT utility. Section 4 demonstrates the application
of combined testing techniques on the software under consideration, while the last
section deals with results obtained after the study.

Statistical Usage Testing

Statistical usage testing (SUT) technique is a technique described for testing as a
part of CSE model [1], and it forms the certification part of this model [3]. SUT is
based on the point of view of the user and is simply related with the interfaces to the
users [7]. The intent of SUT is not in testing the software implementation, but its
ability to satisfy the anticipated function from the user’s point of view [7]. SUT is
therefore a black box testing technique [7] where the internal details of the pro-
gramming structures are not checked.

Statistical usage testing is performed as a formal experiment that is statistical in
nature [5]. The technique works by performing usage modelling and assigning
usage probabilities [3]. Next statistical tests are carried out on the usage models [3].
All the feasible executions of the software usage are sampled by the generation of
random test cases [8]. Next the test cases are executed, and the outcomes are
comprehended using a defined level of confidence [5]. Finally, the failure data is
collected, and the results are reported [5].

Statistical usage testing can be performed with the aid of Markov chains [8]. The
process begins with the development of the usage Markov chain, which models all
possible software usages [8]. When the sequences from the usage Markov chain are
performed as test cases on the software, the testing Markov chain is permitted to
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progress according to the results of the tests [8]. The process continues by running
test cases and reporting failures [8]. The process of cleanroom certification is
depicted in Fig. 1.

SUT has many applications, and moreover, SUT using Markov chains can be
efficiently applied to uncover failures in the simple customized software [9].

2 White Box Testing Techniques (WBTT)

2.1 Use of White Box Testing Techniques (WBTTs)
with SUT

CSE relies on SUT for testing, and unit testing is not defined in the CSE process [4].
However, additional testing can be carried out along with SUT depending on the
need [5]. The application of other testing techniques in conjunction with SUT can
be elemental to exhibit precise scenario of usage or to accomplish complete usage

Fig. 1 Steps of SUT using
Markov chain model [5]
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model coverage with lesser number of test cases [5]. It is normally desirable to carry
out any non-statistical tests before performing statistical testing [5]. The usage of
appropriate testing technique at the correct level can aid in the development of
high-quality software [10]. In fact, SUT can be more effectual if incorporated with
other testing techniques [11].

Unit testing is a testing technique which checks the internal details of the code.
But it is not defined in CSE model [4]. Not permitting the programmer admittance
to the code can be less productive. Figure 2 shows the gap in testing [12], which
can be filled by using other testing techniques. The paper highlights the usage of
SUT in juxtaposition with one of the unit testing technique, i.e. white box testing.
The paper presents the usefulness and advantages of applying SUT along with
various WBTTs. The WBTTs used in the paper are data flow testing, control flow
testing and mutation testing.

In WBTTs, the testers need the information regarding the internal structure [13]
and working of the software [14]. It is related with testing the implementation of the
software [15]. The principal purpose of this testing technique is to implement
various programming structures like decisions, loops, variables and also various
data structures used in the program [15]. Since WBTT starts working at most basic
level of the software development process, it offers advantages like forcing the test
developer to rationale circumspectly concerning the implementation, illuminating
errors in the code [16] and compelling the desired coverage of loops, decisions,
variables, etc. [15].

2.2 Types of White Box Testing Techniques

Various white box testing techniques are as follows:

1. Control Flow Testing

Control flow testing (CFT) is a technique that makes use of the control structures
of the program to generate the test cases for the program [17]. The test cases are

Fig. 2 Gap in testing [12]
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generated to sufficiently cover the entire control structure of the program [17].
A control flow graph (CFG) which is a pictorial representation [18] is used to
represent the control structure of a program [17]. The control flow graph can be
represented as G = (N, E) where N denotes the set of nodes and E indicates the set
of edges [17]. Each node corresponds to a set of program statements [17]. The
process of CFT is shown in Fig. 3. The process begins with converting the program
into a control flow graph [19]. Next various paths are selected, and test input data is
generated [19]. The test cases are executed, and results are reported [19]. Control
flow testing includes statement, branch and path coverage.

– Statement coverage entails that every statement of the program should be
executed at least once during testing [15].

– Branch coverage necessitates the traversal of every edge in the CFG at least
once [15].

– Path coverage entails the execution of all the feasible paths in the CFG [15].

2. Data Flow Testing

In data flow testing (DFT), information regarding the location of variables
definition and also the location of the usage of definitions is used to indicate the test
cases [15]. The fundamental intent of data flow testing is to test the various defi-
nitions of variables and their successive uses [15]. For DFT, a definition-use graph
is initially developed from the control flow of the program [15]. A variable
appearance in the program can be one of the below given types:

Fig. 3 Process of CFT [19]
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Def: the definition of a variable [15]
C-use: the computational use [15]
P-use: the predicate use [15].

There can be different criteria like all-defs criteria, all c-uses criteria, all p-uses
criteria, all c-uses/some p-uses criteria, all, all-uses criteria, all-paths criteria, p-uses/
some c-uses criteria. [15].

3. Mutation Testing

Mutation testing (MT) is a white box structural testing method in which a small
fault or change (known as mutants) is introduced in the original software [15].
Unlike DFT or CFT, it does not consider any paths for testing; instead it creates
‘mutants’ [15]. The elemental concept of mutation testing is to ensure that during
the testing, every mutant results into a dissimilar output than the output of the
original program [15]. If the test case is capable of differentiating and locating the
change, then mutant is said to be killed [20].

The basic concept of mutation testing is shown in Fig. 4. As depicted in the
diagram, a fault is introduced in the original code to generate a mutant code [21].
Next the test cases are applied to both the original code and the mutant code, and
then the output of both is compared [21]. If the selected test data distinguishes the
original program from the mutant program, then the mutant is killed [15]. If no,
then the mutant is alive and more test cases are required [15]. Mutation testing has
further subtypes like operator mutation, value mutations, decision mutation.

Fig. 4 Mutation testing
process [21]
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3 Testing ‘HTML to Text Converter Utility’ Using SUT

3.1 HTML to TEXT Utility

HTML to Text utility changes HTML documents into easy text files, by eliminating
all HTML tags. The converter takes as input the HTML file and produces the text
version by removing tags. Figure 5 shows the graphical user interface of the utility.

3.2 SUT for HTML to TEXT Converter

SUT is the technique used for testing given in the CSE model [1], and it forms the
certification part of this model [3]. The process of SUT begins by the development
of usage models [8]. A usage model is usually depicted as a graph as a Markov
chain. A Markov chain is a directed graph in which the nodes depict events and the
arcs correspond to transitions amid the states. There are two types of Markov chains
used in SUT process: the usage chain and the testing chain. The usage Markov
chain starts by setting up the states and arcs of the chain [8]. Once all the states and
arcs are complete, all the arcs are assigned transition probabilities [8]. In the second
phase, the testing Markov chain is constructed [8]. The testing chain is permitted to
progress with respect to the result of the test, when the sequences from the usage
chain are applied to the software [8]. To begin with, the testing chain has the similar
nodes and transition arcs as the usage chain with every arc assigned with a

Fig. 5 HTML to text
converter GUI
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frequency count of 0 [8]. The frequency counts specified on the arcs are incre-
mented as the sequences are produced from the usage chain [8]. All the feasible
executions of the software usage are sampled by the generation of random test cases
[8]. Next the execution of various randomly generated test cases is carried out [5].
Finally, the failure data is collected and the results are reported [5].

Figure 6 shows initial Markov chain. After invocation, the user browses the
source file, converts it into text form, views the output, and finally terminates the
application.

Table 1 enumerates various transition probabilities from one state to the other
state, and Table 2 depicts the transition matrix. In the table, the captions ‘From
state’ means the starting state, and ‘to state’ refers to the destination state. For
example, the transition from ‘invocation’ to ‘browse source file’ has the transition
probability of 1, as this is the only transition from the invocation state. The entry 0
depicts there no transition is possible in these states.

Fig. 6 Initial Markov chain

Table 1 Transition probabilities for usage model

Sequences used:

From state To state Probability

<Invocation><browse source file><convert><show output><termination>

Invocation Browse source file 1

Browse source file Convert 1

Convert Show output 1

Show output Termination 1

Termination Invocation 1

Table 2 Transition matrix

To state

States Invocation Browse source
file

Convert Show
output

Termination

From
state

Invocation 0 1 0 0 0

Browse source
file

0 0 1 0 0

Convert 0 0 0 1 0

Show output 0 0 0 0 1

termination 1 0 0 0 0
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The usage chain serves as the basis of statistical test cases for any software [8].
A test case in SUT is actually any connected sequence of states in the usage chain
that starts with the initial state and finishes with the termination state. In other
words, a test case is a random walk through the transition matrix [22]. Thus, once
usage model has been developed, any number of test cases can be attained from the
model [8]. For example, random numbers <84, 31, 10, 25> serve as a test case and
lead to the following sequence of events [22].

<Invocation><Browse Source File><Convert><Show Output><Termination>
Random number 84 generates the move from ‘invocation’ to ‘browse source file’

as the probability is 100% [22]. In fact, any random number would produce the
same sequence. It can be noted that the Markov chain permits adequate statistical
assessment [8]. Many important statistical results can be obtained using Markov
chains which can be highly beneficial to the testers [8]. Various significant statis-
tical results include:

p (stationary distribution) of the Markov chain which can be computed as:

p ¼ pT

where T is the transition matrix, pi is the time the usage chain expends in state in the
long run. With respect to the test case, it is the projected appearance rate of state i in
long run [8]. This information permits the testing team to find out various parts of
software will get the maximum concentration from the test cases [8]. For the
problem under consideration T and p are given below:

T ¼

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0

Here

p ¼ p1; p2; p3; p4; p5½ �
p ¼ pT

p ¼ p1; p2; p3; p4; p5½ �

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0

0
BBBB@

1
CCCCA

p1 ¼ 0p1 þ p2 þ 0p3 þ 0p4 þ 0p5
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i:e: p1 ¼ p2 ð1Þ

Similarly p2 ¼ p3; p3 ¼ p4; p5 ¼ p1 ð2Þ

As p1 þ p2 þ p3 þ p4 þ p5 ¼ 1 ð3Þ

Putting 1 and 2 in 3
We get 5p1 = 1
p1 = 1/5
Similarly, other values of p can be computed, i.e.
p2 = 1/5, p3 = 1/5, p4 = 1/5, p5 = 1/5
Another important statistic is
ni = 1/pi

When the value of ni is calculated for i equal to final terminating state, the output
is projected number of states till the final or last state of the software [8]. This refers
to the anticipated test case length for usage model [8]. For the problem under
consideration ni, i.e. n1, n2, n3, n4, n5 = 1/0.2 = 5.

4 Applying SUT Along with WBTT

The above section performed SUT on the case under consideration. But no unit
testing was performed on the code. For the problem under consideration, it is seen
that even after performing SUT, some errors are left uncovered. Figures 7 and 8
show the output window for a sample HTML page and Google HTML page,
respectively. It was found that the output was not correct for the Google page as
many tags and script codes were seen in the output window. Therefore, other testing
techniques related to the code scrutiny must be performed in this case.

The below section performs various WBTTs (CFT, DFT and MT) on the
problem in conjunction with SUT. The comparative analysis of applying SUT alone
and SUT along with other WBTT is also shown. The software had many modules
which were tested, but since it was not feasible to demonstrate all the modules, the
paper uses ‘take_tag’ and ‘convert’ module to demonstrate control flow graphs.

4.1 Control Flow Testing (CFT)

A control flow graph is a pictorial representation of all possible control flow of a
program while taking into account the label of every statement [15]. A node in the
graph refers to a statement with its label in the program and edges correspond to the
likely transfer of control flow between statements [15]. Figures 9 and 10 show the
control flow graph for take_tag() and convert() modules, respectively. As shown in
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the control flow graphs, labels on the arcs indicate the transition from one statement
to another. For simplicity, alphabets have been used.

a. Test Cases for Path Coverage for Program [15]

Since it is unfeasible to show all the modules, we use take_tag() module to
demonstrate our testing. The module takes as its input HTML code. There are
numerous HTML files that could be input to program making it unfeasible to test all
possible inputs.

Fig. 7 HTML to text
converter output window for a
sample page

Fig. 8 Output window for
Google page
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b. Test Cases for Statement and branch Testing Coverage

Consider the control flow graph already constructed (as in Fig. 9). (In Fig. 9
INV refers to invocation, INIT R-initialize R, INIT L-initialize R, APP<IN R
append ‘<’ in result, WHILE L>0, INIT C is initialize C, IF is for condition,
BRK-break, R.APP is append in R, IF C=< is for condition, L++ increment L, L−−
decrement L, RETN R is return R.).

Table 3 depicts the test cases to satisfy statement testing coverage. For example,
if path is ‘abcdefgp’, then EOF is reached, and if path is ‘abcdefijkmh’, then its L is
incremented.

Fig. 9 Markov chain for take_tag module

Fig. 10 Markov chain for convert module
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Table 4 shows the test cases to satisfy branch testing coverage for program. For
example, if path is ‘abcdefgp’, then the file reaches the end of file.

Table 5 enumerates the summary and comparison of applying SUT and SUT
together with control flow testing. It is found during testing that additional errors are
uncovered when both the techniques are applied in conjunction. It is seen that there
is no change in the size of transition matrix or number of states in Markov chain.
But there was an increase in number of errors detected as indicated in Table 5.

4.2 Data Flow Testing (DFT)

DFT is performed by locating the definition computation use (DCU) and definition
predicate use (DPU) of different variables used in the program [15]. The predicate
use and computational use for various variables are given in Table 6. For example,
the variable R is defined in node named INIT R. The c-use of the variable R occurs
in nodes APP in R and R.APP, while its p-use does not occur in any of the nodes.

DFT uses a number of criteria for testing like all-defs, all c-uses, all p-uses,
all-edges, all p-uses and some c-uses [15]. To generate the test cases for this
program using various criteria of DFT, the problem is divided into two parts [15].
Initially, those paths are selected that satisfy the chosen criteria. In the next step, the

Table 4 Test cases to satisfy
branch testing coverage for
program

Paths Decisions Test cases

Input Output

abcdefgp EOF HTML code EOF reached

abcdefijkmh T HTML code Output string

abcdefijlnh F HTML code Output string

Table 5 Comparison: SUT
and SUT along with CFT

Parameter SUT SUT with CFT

Markov chain states 5 5

Total transitions 5 5

Transition matrix size 5 � 5 5 � 5

Entries in transition matrix 25 25

Errors detected 3 6

Table 6 DCU and DPU data
flow testing criteria

(Node, variable) DCU DPU

(INIT R, R) {APP in R, R.
APP}

ø

(INIT L, L) {L++, L−} {WHILE}

(INIT C, C) ø {IF C=−1, IF
C=<}
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selection of the test cases that will implement those paths takes place [15]. For the
problem, following criteria have been used.

a. All-edges

All-edges criteria is same as 100% branch coverage [15]. Considering all-edges
criteria, if the paths executed by the test cases consist of the paths given below, then
it is seen that all-edges are covered:

(INVC, INIT R, INIT L, APPL IN R, WHILE, INT R, IF C=−1, BRK, RETN R)
(INVC, INIT R, INIT L, APPL IN R, WHILE, INT R, IF C=−1, R APP, IF C=<,

C++, WHILE, RETN R)
(INVC, INIT R, INIT L, APPL IN R, WHILE, INT R, IF C=−1, R APP, IF C=<,

C−−, WHILE, RETN R)

b. All-defs

All-defs criterion necessitates that for all the definitions of all the variables, at
least one use which can either computation or predicate use, ought to be exercised
during testing. The below given set of paths will assure the all-defs criteria is
satisfied.

(INVC, INIT R, INIT L, APPL IN R, WHILE, INT R, IF C=−1, BRK, RETN R)
(INVC, INIT R, INIT L, APPL IN R, WHILE, INT R, IF C=−1, R APP, IF C=<,

C++, WHILE, RETN R)
(INVC, INIT R, INIT L, APPL IN R, WHILE, INT R, IF C=−1, R APP, IF C=<,

C−−, WHILE, RETN R)

C. All-Uses, All P-Uses and All C-Uses

The same paths as specified above can be used to satisfy all-uses criteria, which
require that all p-uses and all c-uses of all variable definitions.

Table 7 enumerates the summary and comparison of applying SUT and SUT
together with DFT. It is found during testing that additional errors are uncovered
when both the techniques are applied in conjunction. It is seen that there is no
change in the size of transition matrix or number of states in Markov chain. But
there was an increase in number of errors detected as indicated in Table 7.

Table 7 Comparison: SUT
and SUT along with DFT

Parameter SUT SUT with DFT

Markov chain states 5 5

Total transitions 5 5

Transition matrix size 5 � 5 5 � 5

Entries in transition matrix 25 25

Errors detected 3 5
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4.3 Mutation Testing

Mutation testing is used to choose test data which has the capability of finding
errors. The elemental concept of mutation testing is to ensure that during the testing
process, each mutant produces a dissimilar result than the outcome of the original
code [15]. If the test case is capable of differentiating and locating the change, then
mutant is said to be killed [20]. For the same program, we consider following
mutants as indicated in Table 8.

During testing process of this software utility, various strings and tags were
given as input and the three test mutants specified about in Table 8 were killed.

Table 9 enumerates the summary and comparison of applying SUT and SUT
along with DFT. It is found that combination of both the techniques found more
errors.

Table 8 Mutants used for testing
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5 Findings and Conclusion

For the software under consideration, it was found that even after performing SUT,
some errors were left uncovered, as the software did not produce the correct output
for some of the web pages. Therefore, white box techniques were highly essential.
The use of WBTT in combination with SUT was found beneficial in the following
ways:

(1) In some cases when errors are not uncovered using SUT alone and code
scrutiny is required, then white box techniques must be used.

(2) Using SUT with data flow testing aids to validate the correctness of variables
defined and used. Using DFT along with SUT helps to find more errors related
to the usage and definition of data in the code.

(3) Control flow testing can be used along with statistical usage testing for code
inspection so as to make certain that every control structure like statement,
branch and loop has been exercised least once. It also facilitates to test an
adequate number of paths to attain coverage. Therefore, all the control struc-
tures including all the statements, conditions and loops can be tested.

(4) Mutation testing can also be used with SUT for fault identification and to
eliminate code ambiguity.

(5) All the above techniques along with SUT enable code inspection which aids in
detecting internal code errors.

6 Limitations and Future Work

The paper has used only one software for testing. For more general results, the
combined testing techniques can be applied to various other software also.

In future, the authors intend to find new application areas where SUT can be
applied.
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Table 9 Comparison: SUT
and SUT along with MT

Parameter SUT SUT with MT

Errors detected 3 4
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A Review on Application Security
Management Using Web Application
Security Standards

A. Rakesh Phanindra, V. B. Narasimha and Ch. V. PhaniKrishna

Abstract Software influences almost every aspect of modern society.
Development of quality software systems has always been a great experiment for
software developers. By and by, it happens that non-practical elements are fre-
quently disregarded while concentrating on the usefulness of the framework. A few
frameworks have fizzled due to the carelessness of non-utilitarian necessities. As of
late, Web application security has turned into the essential talk for security spe-
cialists, as application assaults are always on rise and posturing new dangers for
associations. A few patterns have risen recently in the assaults propelled against
Web application. The execution of international security standard is to minimize the
security disappointments and to moderate their results. Applications have been
helpless for whatever length of time that they have existed. To ponder the effect of
non-utilitarian prerequisites on necessities development, we are proposing a very
important non-functional requirement Application Security Management is to
define the requirements for security in all applications that use the web application
security standards (WASS).
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1 Introduction

When people speak about really great value software, they usually reflect in terms of
its usefulness, easiness or aesthetics. But there is more to it than that. A really great
piece of software will exploit quality completely like a piece of Brighton Rock [1].

Web applications have become the main targets for several reasons:
1. The web-based applications are unprotected to the Internet with standard bound-

aries. Attackers can simply determine applications and look for vulnerabilities.
2. Regular intelligence manages that Web sites should be revived always keeping

in mind the end goal to draw in and hold clients. This frequently prompts
shortcutting arrangement administration and control techniques, bringing about
untested and misconfigured Web applications being uncovered.

3. Web applications regularly comprise of blends of off-the-rack programming,
business- or foreman-created applications and open-source parts. A significant
part of the helplessness in these segments goes disregarded until broken or a
patch notice comes to. What’s more, the instability and multifaceted nature of
these parts can lessen programming advancement and testing procedures
unsuccessful. Web applications convey assailants with a decent start point to
enter into the association, for example, a joined database, or to misuse the Web
page keeping in mind the end goal to download malware onto the PC of cus-
tomers going to the site.

2 Objective

The purpose of proposing a very important non-functional requirement application
security management is to define the requirements for security in all applications
that use the Web application security standards (WASSs) [2]. Security rules safe-
guard applications, and the underlying information, by preventing unauthorised
alteration, destruction or loss of use.

3 Scope

The intended audience for this management practice is all users with responsibility
for the development, implementation, and management of security in applications.

4 Types of Vulnerabilities

Some of the top issues associated with Web applications that must be addressed are
shown in the following diagram (Fig. 1).
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Estimation units and learning of security properties are not really known. This
procedure causes the intricate frameworks deterioration into less complex and littler
frameworks in this way permitting the estimative of properties that will help the
comprehension and estimation of programming frameworks security properties [3].

A bad design can cause potential problems for different types of security vul-
nerabilities. Table 1 lists the vulnerabilities, category wise and the potential
problems that can be caused due to bad design.

Fig. 1 Issues associated with Web applications

Table 1 Vulnerabilities category-wise problems that can be caused due to bad design

Rule category Vulnerability type

Authentication rules Lacking authentication

Weak password and password recuperation
validation

Authorization rules Insufficient authorization

Parameter manipulation

Insecure direct object reference

Session management rules Session hijacking

Session fixation

Insufficient session expiry

Input validation rules SQL injection (injection flaws)

Cross-site scripting (XSS)

Malicious file execution

Error handling rules Improper error handling

Information security rules Information leakage

Cryptography rules Insufficient cryptographic storage

Environment and application server
rules

Directory indexing

Transport layer security

Database security

Logging rules Auditing and logging
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The rules for securing a site’s applications can be sorted out in a various leveled
structure keeping in mind the end goal to address security at every level. The
principal level, the single exchange, is the littlest bit of rationale in a Web appli-
cation [1]. The following level is the complete session and is comprised of various
exchanges. The highest level is the complete application including countless ses-
sions. Examination of the security prerequisites for every level is essential.

5 Methodology

The logical activities for software development life cycle for a Web Application
development project phases are given below:

1. Design
2. Coding
3. Security Testing
4. Delivery and Deployment.

5.1 Design

The applicable rules to be considered while designing secure Web applications are
as follows:

• Authentication Rules
• Authorization Rules
• Session Management Rules
• Input Validation Rules
• Error Handling Rules
• Information Security Rules
• Cryptography Rules
• Environment and Application Server Rules
• Logging Rules (Table 2).

Table 2 Applicable rules to be considered while design secure Web applications

Entry Application design phase

Inputs Baselines software requirement specification
Security requirements
Classification of information stored in application under design

Tasks Ensure compliance to applicable rules, refer: Web application
security standards (WASSs) document for details

Verification/validation Design review

Outputs Updated traceability matrix, review reports

Exit Reviewed detailed modeling elements
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5.2 Coding

All rules in WASS document are applicable during the coding phase depending on
the type of application (Level 1, Level 2, Level 3); however, for unit testing and
code review, verification matrix in this document can be referred [4].

Entry Coding phase

Inputs Baselines design document
Security requirements, classification of information stored in application
under design

Tasks Code according to the coding standards and method specifications,
checklist for code review

Verification/
validation

Unit testing, code review

Outputs Code review, reports updated, traceability matrix review reports

Exit Baselined source code

5.3 Security Testing

All rules in WASS document are applicable during the security testing phase
depending on the type of application (Level 1, Level 2, Level 3); however, veri-
fication matrix in this document can be referred for any details.

Entry Completion of one round of functional testing

Inputs Functionally stable application, security requirements, classification of
information stored in application under design

Tasks Perform automated and manual security testing

Verification/
validation

Reviewed and approved security test reports

Outputs Security test reports against WASS review reports

Exit Baselined and tested application

5.4 Delivery and Deployment

• Authentication Rules
• Authorization Rules
• Session Management Rules
• Input Validation Rules
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• Error Handling Rules
• Information Security Rules
• Cryptography Rules
• Environment and Application Server Rules
• Logging Rules

Entry User acceptance test (UAT) sign-off by the customer

Inputs Tested deliverables
Acceptance criteria as defined in project plan
Contract for information on deliverables agreed with the customer
Project plan for any specific replication, delivery and onsite installation
requirements

Tasks Develop deployment plan, document delivery checklist, conduct
pre-delivery checks, deliver the work products

Verification/
validation

Deployment plan

Outputs Deployment plan, product delivery checklist, review reports

Exit Sign-off from customer on delivered and accepted application

6 Management Practices

6.1 Requirements, Design, and Development

• Before an application is developed, acquired, or enhanced, security requirements
must be formally documented to address all relevant security rules as defined in
WASS [1, 5].

• Each project must establish mechanisms to certify the completeness of security
requirements of each high-risk application within formally documented project
review processes.

• Application design specifications must be formally documented to address all
security requirements.

• Applications should rely on approved IT services (e.g., strategic enterprise
directory, single sign-on, Microsoft NTLM) for security processes (e.g.,
authentication, authorization).

• A formal plan (either separate plan or integrated with the project plan) must be
documented for Level 1 applications and approved by the business owner.

482 A. Rakesh Phanindra et al.



6.2 Testing

• New or significantly enhanced version releases of applications (including legacy
applications) must be fully tested against applicable security rules prior to
production deployment [6].

• Confidential information should not be used for the purpose of application
development and testing. The use of confidential information for development
and testing must be authorized by the business owner of the application.

• Successful testing of an application’s security rules must be recorded in
accordance with formal change control processes.

• Personally identifiable information (PII) must not be used in application
development or testing, unless otherwise permitted under applicable data pro-
tection laws, rules, or regulations (e.g., healthcare information portability and
accountability, EU data protection directive).

• Where the use of confidential information is required for test purposes, access
controls must be applied to applications and underlying systems in the test
environment. Confidential information must be deleted from the test environ-
ment as soon as feasible following the test execution.

6.3 Audience

• The standards must be shared with the customer, customized (if required), and
approved before putting it to use. This must happen before the application
design starts.

• Project teams are accountable for ensuring that Web applications within their
scope are compliance with this standard.

• Project architects are accountable for ensuring that this standard is appropriately
complied with on projects where they are the named architect.

• Project managers should ensure that compliance with this standard is included in
system requirements.

• Developers are responsible for developing code that complies with this standard.
• Web security testers must ensure that the application is not vulnerable to vul-

nerabilities described in this document.

6.4 Verification Matrix

Compliance to WASS can be verified in several ways. The following gives an
indication on complying with each rule.
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Each rule maybe verified in two ways. Manual testing is a series of
security-related tests available that may be used to verify most rules [7, 8]. Rules
which cannot be verified by manual testing will require code review. Code review
requires access to the source code of the application [9, 10].

The verification matrix is provided as an aid to navigate the various rule state-
ments. A 1 indicates that the rule statement is verifiable via the corresponding
verification technique. Multiple check marks mean the rule statement is verified by
a combination of techniques. Specific guidance on how to verify each rule is
available in Table 3.

Table 3 Application security management design, development and testing guidelines

Rule ID Rule description Verification
responsibility

Code
review

Manual
testing

1 Try not to permit the login procedure to begin from a
unencrypted page

⊠

2 Secret key quality ought to be upheld to utilize upper- and
lower-case letters, numbers, and images

⊠

3 Secret key maturing ought to be implemented to guarantee
that passwords do not stay unaltered for drawn-out
stretches of time

⊠

4 Validate authorization on every request ⊠

5 Employ access control in the business layer, not only the
presentation layer

⊠ ⊠

6 Do not pass any credentials or parameters that can be used
to bypass authentication or authorization rules within a
URL

⊠

7 Ensure that all URLs and business functions are protected
by an effective access control mechanism that verifies the
user’s role and entitlements

⊠ ⊠

8 Only use the inbuilt session management mechanism
within the development framework

⊠ ⊠

9 Ensure that a new session is regenerated upon successful
authentication

⊠ ⊠

10 Ensure that every page has a logout link ⊠

11 Use an appropriate timeout period that automatically logs
out an inactive session

⊠

12 Try not to acknowledge new, preset or invalid session
identifiers from the URL or in the solicitation

⊠

13 Utilize a standard info approval system to validate all input
data for length, type, syntax, and business rules before
tolerating the information to be shown or put away

⊠

(continued)

484 A. Rakesh Phanindra et al.



Table 3 (continued)

Rule ID Rule description Verification
responsibility

Code
review

Manual
testing

14 Ensure that all user-supplied data is HTML/URL/URI
information is HTML/UR/URI encoded before rendering

⊠ ⊠

15 Use strongly typed parameterized queries or stored
procedures

⊠

16 Validate any application critical information passed as
variables in cookies

⊠

17 Check any user-supplied documents or filenames taken
from the client for genuine purposes

⊠

18 Avoid point by point slip messages that are helpful to an
aggressor

⊠

19 Utilize custom error pages in order to guarantee that the
application will never leak error messages to an attacker

⊠ ⊠

20 In the case of any system failure, the application must “fail
closed” the resource

⊠

21 Do not store any confidential information in cookies ⊠

22 Prevent sensitive data from being cached on client side ⊠

23 Ensure that confidential information is transmitted by
using HTTP POST method

⊠

24 Do not write/store any sensitive information in HTML
source

⊠

25 Ensure proper masking techniques are used while
displaying sensitive personally identifiable information to
users

⊠ ⊠

26 Do not use hidden fields for sensitive data ⊠

27 Abstain from uncovering private item references to user at
whatever point conceivable, for example essential keys or
filenames

⊠

28 Do not save passwords within cookies to allow users to be
remembered

⊠ ⊠

29 Do not store any confidential information including
passwords in log entries unless encrypted

⊠

30 Do not use weak cryptographic algorithms or create
cryptographic algorithms for the generation of random
numbers used in security-related processes

⊠ ⊠

31 Employ one-way hash routines (SHA-1) to encrypt
passwords in storage

⊠

32 Use cryptographically secure algorithms to generate the
unique IDs being used in the URLs, hence securing the
URLs from being rewritten

⊠ ⊠

33 Guarantee that infrastructure credentials, for example
database qualifications or message queue access points of
interest, are legitimately secured

⊠

(continued)
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7 Conclusion

Before an application is developed, acquired, or enhanced, security requirements
must be formally documented to address all relevant security rules as defined in
WASS. On providing security of Web application, development will be improved
by relating security checkpoints and procedures at right on time phases of
advancement and in addition all through the product improvement lifecycle.
Distinct importance should be applied to the coding phase of development. Security
mechanisms that should be used include threat modeling, risk analysis, static
analysis, digital signature, among others.
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Table 3 (continued)

Rule ID Rule description Verification
responsibility

Code
review

Manual
testing

34 Employ the principle of least privilege while assigning
rights to execute queries

⊠

35 Encrypt confidential information in transit across public
networks

⊠

36 Provide an appropriate logging mechanism to detect
unauthorized access attempts

⊠
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A Review of Software Testing
Approaches in Object-Oriented
and Aspect-Oriented Systems

Vasundhara Bhatia, Abhishek Singhal, Abhay Bansal
and Neha Prabhakar

Abstract Software testing is considered to be a very important phase in the
development of any software. It becomes crucial to inculcate appropriate software
testing techniques in every software development life cycle. Object-oriented soft-
ware development has been in use for a while now. Aspect-oriented approach
which is comparatively new and works on the basics of object-oriented approach.
But aspect-oriented approach also aims to provide modularity, higher cohesion, and
separation of concerns. In this paper, we have reviewed the various testing tech-
niques that are developed for both object-oriented and aspect-oriented systems.

Keywords Object-oriented � Object-oriented testing � Aspect-oriented
Aspect-oriented testing � Software testing

1 Introduction

Software testing is considered to be a very important phase in the development of
any software. It tries to ensure that the software produced is of high quality and
reliable [1]. The testing activity requires about 30–40% of the total effort that is put
in the development of software [2]. This amount of effort is put so that end product
produced must not contain any errors or minimum errors. It is said that if a bug
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or an error is found out after the software has been released; the cost for fixing
it is 4 times as compared to the cost incurred if an error is found at the testing
phase [3].

Object-oriented approach aims to map the real-life objects into software objects
[4]. This approach uses the concepts of classes and objects where class tries to
support information hiding and object tries to support reusability. This approach
includes a number of features such as encapsulation, inheritance, abstraction,
polymorphism, and reusability [5]. But, as these features are included, the com-
plexity also increases [6]. Thus, it becomes very important to test the entire
object-oriented system in a well-defined way.

Aspect-oriented approach is built on the basics of object-oriented approach. In
the object-oriented approach, the cross-cutting concerns are present in the core
classes. The aim of aspect-oriented programming is to separate cross-cutting con-
cerns by modularizing these concerns into a single unit, which is known as an
aspect [7]. These cross-cutting concerns could be security, exception handling,
logging, etc. This separation helps to increase modularity in a system, and the
system also becomes more cohesive [8].

This paper is divided into five sections. Section 2 presents evaluation criteria on
which various papers are analyzed. Section 3 analyzes papers on object-oriented
testing. Section 4 analyzes various papers on aspect-oriented testing. Section 5
presents a conclusion and limitation of the paper. Finally, the acknowledgment is
provided.

2 Evaluation Criteria

To perform the review of object-oriented and aspect-oriented papers, certain criteria
have to be considered for evaluation. A number of research questions are proposed
here, and each paper is evaluated according to this research criteria. These research
questions are adapted from [8] and [9]. The research questions are as follows:

R1: Is the objective of the study clearly specified?
An analysis has to be done on the condition if the paper clearly specifies the

objective of the search and the objective is fulfilled.
R2: Does the paper propose a new technique?
This specifies that if a paper has proposed a new method or technique. The paper

should contribute some new work and point out certain results.
R3: Is a new tool developed?
Certain researchers develop new tool which supports the objective of their

search. Our aim is to find if a new tool exists. In certain conditions, an existing tool
is used.
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R4: Is the system fully/partially automated?
The research work might be done either manually or through an automated

system. We have to find if the technique proposed automates the system either fully
or partially.

R5: Is the data/system used for analysis sufficient for search?
It has to be considered that the data or the system, which is used for the analysis

of the research, is sufficient to give accurate results to the proposed technique.
R6: Does the paper specify what benefits will search provide?
The benefits that an approach might offer might not be clear in certain cases. We

have to analyze if the researcher specifies what benefits the approach will provide in
a clear and precise manner.

R7: Are any limitations of the study defined?
We have to identify if the researcher has identified what limitations does the

proposed approach provides. The limitations or the future possible work must be
clearly defined.

R8: Can the technique be used in real-world applications?
It has to be found out if the technique is capable of being used the real-world

applications. Some approaches might work well in a certain environment, but it has
to be seen that if it might work well in real-world applications (Table 1).

In addition, some other criteria are identified through which the basic charac-
teristics of the research work can be identified which are adapted from [10] and
defined in Table 2. They are as follows:

Table 1 Fields used for analysis

Field Meaning

Testing level The level of testing here could be: unit testing: testing the smallest part/unit
in an application. Integration testing: testing a number of units in
collaboration with each other

Model used They are used for representation of design of an application. They could be
sequence diagram, class diagram, collaboration diagram, state chart
diagram, object relation diagram

Tool used A tool is used to support the approach being proposed. It defines the name
of the tool which is used. The tool could be developed the researcher, or an
existing tool can be used

Source code
domain

This specifies the language of the code on which the analysis is done. Also,
if certain further details about the code are given, then it is specified
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Table 2 A review of characteristics of object-oriented and aspect-oriented testing literature

Paper Testing
level

Model used Tool used Source code
domain

Research
questions
R1, R2, R3,
R4, R5, R6,
R7, R8

Object-oriented testing

[11] Integration
testing

Sequence diagram, use
case diagram

Integration
testing coverage
analysis tool

Java R1, R2, R3,
R4, R6

[12] Unit testing Automatic test
generation

Palus Java R1, R2, R3,
R4, R5, R6,
R8

[13] Unit testing – EATOOS Java R1, R2, R3,
R4, R6, R7

[14] Unit testing Automatic test
generation

MATLAB Java R1, R2, R4,
R6, R7

[15] Unit testing State chart diagram – Object-oriented R1, R2, R6,
R7

[16] Unit testing State chart diagram JUnit Object-oriented R1, R2, R4,
R5, R6, R7,
R8

[17] Unit testing Automatic test
generation

– Java R1, R2, R4,
R5, R6, R7

[18] Unit testing – – Java R1, R2, R6,
R7

[19] Unit testing State chart diagram – Object-oriented R1, R2, R6,
R7

[20] Integration
testing

Class diagram,
sequence diagram, state
chart diagram

– Object-oriented R1, R2, R4,
R5, R6, R7

[21] Unit testing – Diffut Java R1, R2, R3,
R4, R5, R6

Aspect-oriented testing

[22] Integration
testing

Class diagram, object
relation diagram

AJMetrics,
Eclipse, EMF

AspectJ R1, R2, R4,
R6, R7

[23] Unit testing State chart diagram – Aspect-oriented R1, R2, R6,
R7

[25] Unit testing – APTE, AJTE AspectJ R1, R2, R3,
R4, R6

[26] Integration
testing

– – AspectJ R1, R2, R6,
R7

[27] Unit testing State chart diagram AJUnit AspectJ R1, R2, R3,
R4, R6, R7,
R8

[28] Integration
testing

– JaBUTi/AJ AspectJ R1, R2, R4,
R5, R6, R7,
R8

(continued)
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3 Object-Oriented Testing

Object-oriented testing aims to test the various features offered in the object-oriented
programming. The features are encapsulation, inheritance, abstraction, polymor-
phism, and reusability. With the introduction of these features, the complexity also
increases and thus the need to test the system. In this section, we have analyzed a
number of papers which are based on testing object-oriented systems.

The tool, which is proposed by Augsornsri and Suwannasart [11], performs
integration testing for object-oriented software. It presents the total coverage of the
class and the method and generates test cases for uncovered methods.

Zhang et al. [12] presented a static and dynamic automated approach for test
generation, addressing the problem of creating tests, which are legal and behav-
iorally diverse.

Mallika [13] proposed a tool, which could provide automation in unit testing of
object-oriented classes. A choice is given to the tester to choose which methods
should be tested.

Suresh et al. [14] provide test data generation to perform testing in
object-oriented programs. Extended control flow graph is used to achieve it. It
utilizes artificial bee colony and binary particle swarm optimization algorithm to
generate the optimized test cases.

Table 2 (continued)

Paper Testing
level

Model used Tool used Source code
domain

Research
questions
R1, R2, R3,
R4, R5, R6,
R7, R8

[29] Unit testing – Parasoft JTest
4.5, Raspect

AspectJ R1,R2,R3,R4,
R6

[30] Integration
testing

Collaboration diagram – AspectJ R1, R2, R4,
R6, R7

[31] Integration
testing

Object relation diagram AJATO AspectJ R1, R2, R3,
R4, R6, R7,
R8

[32] Unit testing State chart diagram – AspectJ R1, R2, R6,
R7, R8

[33] Integration
testing

Class diagram Eclipse AspectJ R1, R2, R4,
R6

[34] Integration
testing

Collaboration diagram Sequence
generator

AspectJ R1, R2, R3,
R4, R6, R7

[35] Unit testing Class diagram JUnit, JamlUnit,
JAML

AspectJ R1, R2, R3,
R4, R6, R7,
R8
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Swain et al. [15] propose an optimization approach for test data generation. State
chart diagram is used here. The state chart diagram provides information through
which test cases are thus created and minimized.

A model-based testing approach has been proposed by Shirole et al. [16]. In this
approach, test cases are generated from state chart diagrams which are represented
as extended finite state machine and genetic algorithm.

An approach proposed by Gupta and Rohil [17] automates the generation of both
feasible and unfeasible test cases which leads to higher coverage. This is done using
evolutionary algorithms.

The work by Mallika [18] presents a modified approach for unit testing in
object-oriented systems where an analysis has been made to identify the method
with the highest priority using a DU pair algorithm.

Shen et al. [19] proposed a technique, which is novel for the testing of
object-oriented systems. It aims to divide the classes available into an integrated
value, which measures the frequency and the significance of each class. The class,
which has the highest value, is utilized to generate test cases. It helps to find the
faults which are often not easily found and reduces the cost of testing.

A test model has been proposed by Wu et al. [20]. It is generated from class,
sequence, and state chart diagrams. It focuses on the issues encountered when
integration testing takes place and defines coverage criteria where interaction
among classes is enhanced.

A framework, which is known as Diffut given by Xie et al. [21] is proposed to
perform differential unit testing. The aim is to compare the output from two ver-
sions of a method and ensure that the system performs correctly with both the
versions.

4 Aspect-Oriented Testing

Aspect-oriented testing is done to ensure that both classes and aspects work cor-
rectly in integration with each other. Aspects introduce modularity in
aspect-oriented programming by separating cross-cutting concerns from the core
concerns. So, it becomes very essential to test both classes and aspects, and thus,
the concept of aspect-oriented testing comes into effect. In this section, we consider
a number of papers which are based on aspect-oriented testing.

An approach was proposed by Delamare and Kraft [22], where the test order of
class integration is based on the amount of impact the aspects have on the classes. It
is modeled using genetic algorithm.

A state-based approach has been proposed by Xu et al. [23] for testing of
aspect-oriented programs. Aspectual state model is used. It is based on an existing
model, which is known as flattened regular expression (FREE) state model [24].

A framework known as Automated Pointcut Testing for AspectJ Programs
(APTE) given by Anbalagan and Xie [25] tests the pointcuts present in an AspectJ
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program. APTE uses an existing framework, which performs unit testing without
weaving.

The approach proposed by Xu et al. [26] presents a hybrid testing model. The
class state model and scope state model are merged forming aspect scope state
model (ASSM). It combines state models and flow graph to produce test suites.

An approach was given by Badri et al. [27] who proposed a state-based auto-
mated unit testing approach. It also proposes a tool AJUnit which is based on JUnit.
It tries to ensure that the integration of the aspects and classes is done in such a way
that the behavior of the class independently is not affected.

Cafeo and Masiero [28] proposed a model, based on the integration of
object-oriented and aspect-oriented programs contextually. A model which is
known as Contextual Def-Use (CoDu) graph is used to represent the control flow
and data flow units.

Xie et al. [29] proposed a framework known as Raspect. It is used to remove the
test cases, which are redundant present in the aspect-oriented programs. To auto-
mate the test case generation the tools, which are used to generate test cases in Java,
are used.

A technique is proposed by Massicotte et al. [30] in which test sequences are
generated based on the interactions that take place between classes and aspects
dynamically. The integration of a number of aspects is done with collaborating
objects. This approach follows an iterative process.

An approach has been proposed by Colanzi et al. [31]. This approach deals with
determining the appropriate order, which is used to integrate the classes and aspects
and also the correct order to test them.

A technique was proposed by Xu et al. [32] to test what is the behavior of an
aspect and the aspect’s corresponding base class. A state-based strategy was pro-
posed, which could also consider what impact the aspects have on the classes.

A model proposed by Wang and Zhao [33] is proposed to test aspect-oriented
programs, and algorithm is implemented which generates the relevant test cases.
A tool is developed so that the test case generation is automated.

An approach proposed by Massicotte et al. [34] develops a strategy for inte-
gration of class and aspects. It performs a static and a dynamic analysis in which
testing sequences are generated and verified.

A tool known as JamlUnit [35] was proposed by Lopes and Ngo [35] as a
framework, which performed unit testing. This testing was done for the aspects,
which were written in Java Aspect Markup Language (JAML). This tool enabled
the testing of aspects as independent units.

5 Conclusion and Limitations

In this paper, the number of papers of object-oriented and aspect-oriented testing
was reviewed. This is done on the basis of several research questions according to
which each paper is evaluated. It provides a guideline to a researcher for further
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research in the areas related to object-oriented and aspect-oriented testing. It also
gives a roadmap to a researcher to go through few researches done over the past few
years. Further, the limitation of this paper is that the review is given for the papers
of only unit and integration testing levels. Also, evaluation criteria are limited to
eight research questions. A number of other factors and questions can be considered
to refine the search in future.

Acknowledgements We are thankful to the researchers of the papers we have covered, who have
given their contribution to provide some valuable work in the area of object-oriented and
aspect-oriented testing. We have carried out this review only because of the work done by these
researchers.
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A Literature Survey of Applications
of Meta-heuristic Techniques
in Software Testing

Neha Prabhakar, Abhishek Singhal, Abhay Bansal
and Vasundhara Bhatia

Abstract Software testing is a phenomenon of testing the entire software with the
objective of finding defects in the software and to judge the quality of the developed
system. The performance of the system is degraded if bugs are present in the
system. Various meta-heuristic techniques are used in the software testing for its
automation and optimization of testing data. This survey paper demonstrates the
review of various studies, which used the concept of meta-heuristic techniques in
software testing.

Keywords Software testing � Ant colony optimization (ACO) � Genetic algorithm
(GA) � Bugs � Test cases � Optimization

1 Introduction

Software testing is the stage of software development life cycle (SDLC), which is
about testing the functionality and behavior of the developed system with the
intention of finding errors in the system. Software testing is generally considered as
an important phase of SDLC because it ensures the quality of the system [1]. The
acceptance/rejection of the developed system depends upon the quality of the
system, which ensures that the system is free from defects. The essential task of the
software testing is creation of test suite on which the testing methodologies are
applied [2].
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Software testing is considered as a basic technique to acquire customer’s belief in
the software. Testing is a lengthy as well as an expensive task [3]. However, modern
approaches for software testing would result in comparatively lesser cost [4].

The goal of testing is not just to catch bugs and defects in the system; it could be
done for the purposes [5] such as assurance of the quality of the software, verifi-
cation and validation and checking the functionality of the software.

Once the testing is done, there arises a need to address the defects/bugs that
occurred during testing. The significance of the bugs relies upon factors like fre-
quency, correction cost, consequential cost, and application cost.

This paper is segregated into five sections. Section 2 consists of brief intro-
duction about the meta-heuristic techniques such as ant colony optimization
(ACO) and genetic algorithm (GA). Section 3 describes the method adopted for
carrying out the literature review and proposes the criteria for evaluating research
papers. Section 4 presents the analysis of some relevant papers of GA and ACO
along with the results of our observations in those papers. Finally, the conclusion of
survey is portrayed in Sect. 5.

2 Meta-heuristic Techniques

Perfectly created test suites not only reveal the bugs in the software, but also it
minimizes the cost associated with software testing. If the test sequence could be
generated automatically, then the load on the tester can be minimized and required
test coverage could be achieved. For the purpose of optimization of software
testing, two meta-heuristic techniques such as ant colony optimization and genetic
algorithm are used.

2.1 Ant Colony Optimization

The basic concept behind ACO is to mimic the actions of actual ants to resolve
various optimization difficulties. The capability of ants like searching for the nearest
food source, reaching a destination could become possible due to a chemical called
pheromone. As more ants traverse the same path, the measure of pheromone
dropped by the ants on particular path increases [6].

2.2 Genetic Algorithm

Genetic algorithm is a biologically inspired technique. It is a searching mechanism,
which gives the optimized results of problems. The concept of GA depends on the
fact that only the fittest generations can survive. Initially, many random solutions
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are picked, which acts like population. Recombination, selection, and mutation are
the main phases of the genetic algorithm [7].

3 Benchmark for Evaluation

A well-defined approach for software testing consists of the series of processes that
could be implemented in software to reveal the defects in the software.
A meticulous literature review has been performed to analyze the gaps in the
existing technologies. Various databases were referred for gathering research papers
for the review purpose like IEEE Xplore, ACM digital library, other online sources
like Google scholar and open access journal (Table 1).

Following keywords were used for searching relevant research papers:
We have considered various benchmarks in the form of research questions to

analyze the application of ACO and GA in software testing and finally evaluating
all the testing techniques based on the number of factors satisfied by the research
papers [, 2, 5, 6, 8–18]. The final result of the survey is shown in Table 2. The
research questions for the evaluation are as follows:

Table 1 Keywords used in searching papers

Serial number Keywords used

1 Software testing using meta-heuristic techniques

2 Software testing using genetic algorithm

3 Software testing using ACO

4 Software testing using ACO and genetic algorithm

Table 2 Analysis of numerous research papers

Factors [2] [2] [10] [8] [11] [12] [13] [6] [14] [15] [16] [17] [18] [21]

R1 ✓ ✓ ✓

R2 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

R3 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

R4 ✓ ✓ ✓ ✓ ✓ ✓

R5 ✓ ✓ ✓ ✓ ✓

R6 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

R7 ✓ ✓

R8 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

R9 ✓

R10 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Total
number of
factors
satisfied

4 4 4 5 5 3 3 3 5 5 7 4 5 4
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R1: Does the system reduce efforts required for software testing and test case
generation?

Software testing is considered as a complicated task. The generation of test cases
is a time-consuming process since whole testing depends on test data suite? Rathore
et al. [9] explained that 50% of the effort of software development project is
absorbed by software testing and generation of test data. So according to the
above-mentioned research question, the system should minimize the efforts required
for testing and test case generation.

R2: Does the system generate optimum set of data?
A good system generates an optimum set of data, which means it has to generate

such set of data, which gives best result of testing; generation of unnecessary data
set should be avoided by the system.

R3: Does the system reduce the testing time?
As testing is considered as time-consuming process and it actually takes months

to test a complete software, so testers always need a system or a technique that
could minimize the testing time.

R4: Does the proposed system generate test data automatically?
Generation of test data automatically or automation testing is a demand of every

tester. Automatic generation of test data reduces the time of the tester as tester does
not have to create the test data manually, everything is done by a tool itself, and
testers just have to check the results given by the testing tool.

R5: Does the proposed system minimize the size of test suite?
Test suite reduction helps in reduction of load on tester. Large test suite with

redundant test data or unnecessary data increases the complexity of the testing, and
burden on tester is also increased.

R6: Is the system efficient enough?
A system is said to be efficient if it achieves higher work rate with less efforts of

tester and negligible wastage of expenses. An efficient system saves the resources of
organizations like manpower, money, energy consumption, various machines.

R7: Does the system focus on finding global optimum solution?
Global optimum solution is the one, which finds the best solution among all the

possible solutions of a problem. Rather than converging to a local optimum solu-
tion, i.e., finding solution within the neighborhood, system should explore all the
possible solutions and then choose the appropriate one.

R8: Does the system choose optimal path and that path leads to maximum
coverage for fault detection?

Path testing is done by selecting a path that assures that every code linked to that
path of a program is executed at least once. In case of path testing, the selection of
path should be an optimal one, and it should expand its root to the maximum
portion of the program so that maximal code of the program gets executed and
helps to detect the maximum faults in one go.

R9: Does the system reduce redundant paths?
Sometimes system includes already existing path in the data set and attempts to

execute already executed path again, which leads to the wastage of time. So to
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avoid this situation, system should detect the presence of already existing data set in
the test suite.

R10: Does the system focus on the minimization of cost on the testing?
Minimization of expenses is an ultimate goal of every task, and same goes for

software testing also. Prakash et al. [10] explained that close to 45% of the software
development cost is spent on software testing. Minimization of resources, man-
power, time, etc., leads to minimized cost of the system.

4 Analysis of ACO and GA

ACO and GA both are the techniques for the optimization of software testing. The
results produced by these techniques are far better than traditional techniques.
These techniques are considered as biologically inspired techniques, which gives
solutions to most of the real-life problems that arise in industries.

We have analyzed available papers to study the application of these techniques
in software testing and explained crux of each paper scrutinized by us.

4.1 Genetic Algorithm

Mahajan et al. [2] proposed a model that examines the performance of the GA when
applied for automatic creation of test suite using data flow testing technique. An
incremental coverage method is adopted to enhance the convergence.

Rathore et al. [9] proposed a method for automatic creation of test data in
software testing. The proposed technique applies the concept of tabu search and GA
and merges the power of the two techniques to produce more useful results in lesser
time.

Rao et al. [5] proposed an approach that worked on those paths which were more
fault finding and resulted in the enhancement of the testing performance.

Prakash et al. [10] proposed that the faults eliminating ability is directly pro-
portional to the accuracy of the software testing and test cycles. Important factor is
to minimize the testing time and cost but without compromising with the quality of
the software. For this, it is required to follow a technique and reduce the test data by
recommending N test cases based on some heuristics.

Srivastava et al. [8] proposed a model which generates the practical testing data
suite using GA. Various experiments have been performed to automatically create
the test data suite. Present systems do not assure to produce test information only in
achievable path.

Manual test data generation is a complex task and accomplished by intelligence
of neurons to observe the patterns [11]. Automated test data generators generally do
not possess the capability to create effective test data as they do not mimic the
natural mechanism.
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Khor and Grogono [12] proposed an automatic test generator called GENET
using formal concept analysis and GA, to automatically attain the branch coverage
test data.

Gulia and Chillar [19] recommended a tactic in which optimized test data could
be generated. They are generated using state chart diagram of the UML. Using the
genetic algorithm, test cases can be optimized easily. Genetic algorithm works best
when the input is large.

Varshney et al. [20] have provided a study of meta-heuristic techniques and the
hybrid approaches which have been proposed to carry the test data generation. In
their study, they provided various areas which can be explored, issues that arise and
the future directions in the area of test cases creation for structural testing.

4.2 Aco

Srivastava et al. [13] worked on the creation of test cases by means of
meta-heuristic techniques like GA and ACO. In this paper, GA is used to produce
the test suite for an algorithm requesting for resources. Numerous test cases were
generated and also estimated the amount of usable and worthless test cases among
those test data. Srivastava et al. [13] also performed the analysis for the success
ratio of both of these techniques and found that the success ratio of GA is 45–46%,
whereas the success ratio of ACO is 53–55% and proved that ACO has better
success rate.

An approach is proposed by Mala and Mohan [6] which take the decision of
optimized test sequence called intelligent search agent (ISA). Software which is
under test is symbolized by graph, in that graph every vertex is represented by a
heuristic value, and every edge is assigned a weight called edge weight. Intelligent
agent takes decision of finest arrangement by observing those vertices which meets
fitness benchmark and then produces the optimized test data by using all the paths
of software.

Mala and Mohan [6] have also proved that the performance of the ISA is better
than ACO in terms of the generation of optimized data and time.

An algorithm is proposed by Cui Donghua and Yin Winjie. [14] Based on ACO,
which focused on the problem of test suite reduction, this reduces the pressure on
the tester since exhaustive testing becomes difficult. Two criteria are considered for
the test suite reduction such as test cost criteria and test coverage criteria.

Based on these criteria, a comparison is performed between this algorithm and
other classical algorithm and proved that this algorithm reduced the budget and size
of test data and attained effectiveness.

Singh et al. [15] proposed an algorithm which implements a technique called
regression test prioritization technique which rearranges the test data in a time
constraint environment. Since time is always a constraint for a tester, so there arises
a need for prioritizing the available test cases. ACO has been used to implement this
problem.
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Srivatava [16] presented an algorithm which automates the generation of the
paths in control flow graph in structural testing using cyclomatic complexity. The
basic fundamental behind this algorithm is pheromone releasing behavior of ants
which determines the optimal paths in the testing.

Suri et al. [17] analyzed the technique proposed in [15] and concluded that ant
colony optimization discovers improved arrangements at different conditions of
time constraint. The accuracy of this method is proved to be nearly optimal.

Yi [18] proposed an algorithm which is a mixture of ant colony system algorithm
and genetic algorithm (ACSGA) to achieve path specific software testing data. The
result of this algorithm shows that the creation capability of target path has been
improved seemingly.

Li et al. [21] have proposed a model which can generate test data. This is done
using ant colony optimization which is improved. The coverage criteria considered
here are path testing.

Noguchi et al. [22] suggested a framework for prioritizing test data. The
researchers suggest that often the testers may not have the access to the source code.
In that case, black box testing is used where the testing is done only on the input
and the output provided. They also suggest that a lot of previous work has been
done on white box testing. In the proposed framework, the researchers use a test
execution history which they have collected from another product. This is done
using ant colony optimization. Two products are used here to show the accuracy of
the results.

Srivastava and Baby [23] proposed an approach which helps to generate test
sequences to get full coverage of the code. They try to do it by automating the
system. Ant colony optimization technique is applied to automate the system.

Table 2 represents the set of research question in the form of R1–R10 along with
the papers form which those questions were assumed [24–28]. The tick mark shows
the listed factor is satisfied by that corresponding research paper.

5 Conclusion

This review paper presents a detailed survey of the study of the outcomes and
application of ant colony optimization and genetic algorithm in software testing. It
is found that ACO and GA both can be used for distinct software testing areas like
generation of test data, optimization of test suite, minimization of test suite, auto-
matically generation of test cases, prioritization of test cases. On the other hand, few
limitations of GA and ACO were also observed. In this paper, analysis of papers
based on research questions will provide future guidance to researchers.
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A Review of Test Case Prioritization
and Optimization Techniques

Pavi Saraswat, Abhishek Singhal and Abhay Bansal

Abstract Software testing is a very important and crucial phase of software
development life cycle. In order to develop good quality software, the effectiveness
of the software has been tested. Test cases and test suites are prepared for testing,
and it should be done in minimum time for which test case prioritization and
optimization techniques are required. The main aim of test case prioritization is to
test software in minimum time and with maximum efficiency, so for this there are
many techniques, and to develop a new or better technique, existing techniques
should be known. This paper presents a review on the techniques of test case
prioritization and optimization. This paper also provides analysis of the literature
available for the same.

Keywords Software testing � Regression testing � Test case prioritization
Test case optimization

1 Introduction

Software testing is an important phase of software development life cycle (SDLC),
and it consumes substantial amount of time. A proper strategy is required for its
effectiveness to carry out the testing activities [1, 3].

So software testing is the testing of the software product for its effectiveness and
accuracy [1], and testing is done with objectives that testing process should be able to
detect the errors in the software inminimum amount of time and effort. It should detect
that the product is developed as per the specification. It should demonstrate that the
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product has a good quality, and it should be able to test cases that cover yet undetected
errors. Testing is facing a big dilemma, as on the one hand thinking is that the software
should bemadewith zero errors but on the other hand, themain aim of the testing team
is to find out maximum errors in minimum time, and in testing the product’s output is
been tested to every possible input that means it may be valid or invalid [2]. We have
mainly two types of testing, such as static testing and dynamic testing. The two main
approaches of testing are functional approach and structural approach.

1.1 Regression Testing

Regression testing is the process of retesting the modified and affected parts of the
software and ensuring that no new errors have been introduced into the previously
tested code [4]. So after adding some functionalities or doing some changes in the
software, the product is modified which is fault of commission, and then regression
testing is needed. In regression testing, existing test suites and test plans are also
useful. Here testing is done only on modified or the affected components, not the
whole software. There are no such limitations on performing regression testing it is
performed as many times as it is needed [1, 4]. But schedule gives no time for the
regression testing that is why it is performed under larger time constraints.

1.2 Test Case Prioritization

Test case prioritization is scheduling of test cases in some order that they detect the
faults very fast and easily in that particular order rather than some random order [1, 3,
5]. As it is well known that there is no such specified budget and time for regression
testing, so the aim is to findmaximum faults inminimum time; for that arrangement of
test cases or test suites is done in some confined order. This even defines some criteria
like fault detection and code coverage according to which test cases are prioritized.

1.3 Techniques of Test Case Prioritization and Optimization

Test case prioritization is a very beneficial process andmuch needed process as in this,
we arrange test cases in some priority-based order, which gives us an efficient testing
output or results [1].Wehave approaches for test case prioritization, and one of them is
greedy approach in which some criterion is fixed on which the maximum weighted
element is chosen. The major drawback of greedy approach is that it gives the local
optimal solution not the global optimal of the problem considered. Other than this
there is onemore,which is additional genetic algorithmor twooptimal algorithms; it is
same as greedy but uses different strategies. Evenmeta-heuristic search techniques are
used infinding a solution to a particular problemwith a reasonable computational cost.
So some techniques are prioritization in parallel scenario for multiple queues (PSMQ)
[3], multi-objective particle swarm optimizer for test case optimization, ant colony
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optimization (ACO) algorithm for fault coverage is used, and regression test case
prioritization [7], genetic Algorithm and greedy algorithm, multi-objective test case
prioritization (MOTCP) [11], multi-objective regression test optimization (MORTO)
[15], testing importance of module approach (TIM). Metrics are used in test case
prioritization techniques to calculate the efficiency; some of them are average per-
centage block coverage (APBC), average percentage decision coverage (APDC),
average percentage offaults detected (APFD), average percentage statement coverage
(APSC), and average percentage-fault-affected module cleared per test case (APMC).

This paper is divided into four sections; Sect. 2 describes the literature survey on
Test Case Prioritization Techniques and the research questions. Section 3 describes
analysis of the literature work in tabular form, and Sect. 4 presents conclusion on the
work study done.

2 Literature Survey

In order to analyze various techniques available for test case prioritization and
optimization technique, we broadly divided those into mainly two paradigms like
procedural paradigm and object-oriented paradigm.

We studied and analyzed available papers that what are its contents that mean that
what technology is being used in it and what are the algorithms used in the paper for
the test case prioritization and optimization. Then we defined that what are the
metrics used in the papers for their efficiency calculation and what are all coverage
focused in the paper. And after getting all the information from the paper, we can get
the information that in which area which all techniques are more useful as compared
to the others. And the same procedure is followed for the object-oriented paradigm.

2.1 Research Questions

Few research questions that are formed and also been answered below are as
follows:

RQ1: Are there metrics used in the paper?
RQ2: Is fault coverage considered?
RQ3: Is code coverage considered?
RQ4: Is APFD or its some version is used?
RQ5: Is genetic approach used?

3 Analysis of Papers

In this phase, we present the review study in tabular form as given in Tables 1, 2,
and 3.
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4 Conclusion

In this paper, an empirical review has been performed on the techniques used in test
case prioritization and optimization in procedural paradigm and object-oriented
paradigm. All the available related papers of the research have been taken from the
literature. They are reviewed deeply, and each paper has been analyzed on the basis
of techniques or algorithm used, metrics used for efficiency, coverage that has been
taken and implementation basis of that paper. After reading this present paper,
researchers can get a quick review of the papers and get the relevant information
like coverage, metrics used and much more. They can also know the depth of the
papers and their research work.
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Software Development Activities
Metric to Improve Maintainability
of Application Software

Adesh Kumar pandey and C. P. Agrawal

Abstract The maintenance is very important activity of the software development
life cycle. The maximum percentage of design and development cost of software
system is going into maintenance to incorporate the change into functional
requirement. The increased functional requirements lead towards system configu-
ration changes, which may further increase the cost of development. Every software
company want to design and develop the software which is easy to maintain at
lower costs. It is better to design and develop more maintainable software to meet
this objective; this paper proposed software development activities metric, which
will help software developers to develop the easy-to-maintain application software.

Keywords Application software � Metric � Software development life cycle

1 Introduction

The maintenance activities consume a large portion of the total life cycle cost and
time. Software maintenance activities may account almost 70% of total develop-
ment cost. If we analyse the distribution of efforts during design and development
of a software system, 60% of the maintenance budget goes in enhancement
activities, and 20% each for adaptation and correction [1].

Maintenance activities consume lot of time and cost of software development
life cycle; it motivates us to design and develop software, which are easy to
maintain and cost effective. Any new functional requirement by user or client
reinitiates development in the analysis phase. Fixing of a software problem may
require working in the analysis phase, the design phase or the implementation
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phase. It is clear that software maintenance may require almost all tools and
techniques of software development life cycle. It is very important to understand the
scope of desired change and do the analysis accordingly during software mainte-
nance. Design during maintenance involves redesigning the product to incorporate
the desired changes by users or clients. It is essential to update all internal docu-
ments, and whenever the changes take place in the code of the software system,
new test cases must be designed and implemented. It is important to update the all
supporting documents like software requirements specification, design specifica-
tions, test plan, user’s manual, cross-reference directories and test suites to reflect
the changes suggested by the user or client. Updated versions of the software and all
related updated documents must be released to various users and clients.
Configuration control and version control must be updated and maintained [1].

It is clear from above discussion that there is urgent need to identify and apply
the maintainability factors to in initial phase of software design and development
life cycle to increase the system availability and decrease overall development cost.

2 Software Development Activities Metric to Improve
the Maintainability

Yang and Ward say that “Possibly the most important factor that affects main-
tainability is planning for maintainability” [2]. This means that maintainability has
to be built inside a project during the development phase or it will be very difficult
if not impossible to add afterwards. Therefore, estimation and improvements need
to be done continuously starting from the beginning of the project.

There are number of activities in software development life cycle which may
directly or indirectly affects the maintainability of application software.

The developers should identify the expected changes and prioritize theses
changes as per their importance, so that their considerations can result in correct
architecture design to accommodate the changes. The analysis phase of software
development is concerned with determining customer requirements and constraints
and establishing feasibility of the product [1]. From the maintenance viewpoint, the
most important activities that occur during analysis are develop standards and
guidelines, set milestones for the supporting documents, specify quality assurance
procedures, identify likely product enhancements, determine resources required for
maintenance and estimate maintenance costs [1].

Different types of standards and guidelines for design, coding and documenta-
tion can be developed to enhance the maintainability of software. Architectural
design is concerned with developing the functional components, conceptual data
structures and interconnections in a software system. The most important activity
for enhancing maintainability during architectural design is to emphasize clarity,
modularity and ease of modification as the primary design criteria [3].
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Configuration management of software is probably the single most important
management and maintainability concept [1].

Refactoring is a disciplined technique for restructuring an existing body of code,
changing its internal structure without changing its external behaviour. Its heart is a
series of small behaviour preserving transformations [4].

The complexity is another issue in maintainability. One issue affecting com-
plexity is the coupling of modules. It has been proposed that the complexity of a
component-based system could be computed with a coupling measurement. The
complexity of a program depends upon its magnitude, its control structure and its
data flows. Some of the factors, which may affect the complexity, are system
stability, team stability, program age and changing requirement [4].

Software implementation activities should be aligned with the goal of producing
software that is easy to understand, easy to modify and cost effective. Single-entry,
single-exit coding constructs should be used, standard indentation of constructs
should be observed, and a straightforward coding style should be adopted. Ease of
maintenance is enhanced by use of symbolic constants to parameterize the software,
by data encapsulation techniques and by adequate margins on resources such as
table sizes and overflow tracks on disks [1].

Testing is part of maintainability. In the “IEEE Standards for a Software Quality
Metrics Methodology”, maintainability is defined as consisting of three factors:
correctability, expandability and testability. Testability is defined by IEEE as “the
effort required to test software” [5].

The personal interests of developers also affect software’s maintainability. It is
often schedule, budget or fear of breaking something that lead developers to write
bad code [6].

The importance of software development activities to develop maintainable
application software clearly signifies from the above deliberation in literature sur-
vey [7–12].

Researchers have chosen different software development activities in their
research work, which are critical to develop maintainable application software. We
summarize all these critical software development activities (SDA) metric in the
form of SDA matrix, as shown in Table 1.

3 Analysis of SDA Metric

We have discussed the attributes of SDA metric and their subfactors with software
developers and experts of software engineering from academics. We finally con-
clude the following about the SDA metric:

1. The early planning and analysis activities are part of requirement analysis phase
of software life cycle development process.

2. Refactoring and design activities are part of design phase of software
development.
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3. It is clear from the deliberation of standard and guidelines and conceptual
integrity that we can merge subfactors of these two into one. Finally, we con-
sider refined version of standard and guidelines attribute only.

4. Software development methodologies depend on the type of software and the
environment of development, so we can ignore this attribute.

The subfactors of SDA metric are analysed as follows:

1. Two subfactors of analysis activities, standard and guidelines and set milestone
are part of standard and guidelines metric. The resource for the maintenance is
already covered under estimation of maintenance cost.

2. The subfactors of design like clarity and modularity, ease to enhancement and
function interconnection are similar so we can call them modularity and
enhancement as one unit. The subfactor information hiding and specific effects
and exception handling are part of programming style so we can remove them
from design activities.

3. Refactoring opportunities and time, software development methodologies, fea-
tures of programming languages and style of programming are standard
parameters, which cannot be controlled during software development life cycle.

4. In case of complexity, program size and subprogram size are covered under the
subfactors module size. The team stability is the part of human factor metric.

On the basis of above deliberations, we are proposing the optimized software
development activities metrics to develop maintainable application software, as
shown in Fig. 1.

Fig. 1 Optimized SDA metric to developing maintainable application software
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4 Conclusion

Maintainability is about the ease of change in software system as and when
required.

Maintainability cannot be built into software after it has been implemented and
delivered. The ease of maintenance has to be considered from the very beginning
during the design and development of software. We are proposing the factors,
which are critical to design and development of maintainable application software.
These factors will help to increase system availability and decrease overall design,
development and operating cost of application software.
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Label Count Algorithm for Web
Crawler-Label Count

Laxmi Ahuja

Abstract Web crawler is a searching tool or a program that glance the World Wide
Web in an automated style. Through GUI of the crawler, user can specify the URL
and all the links related are retrieved and annexed to the crawl frontier, which is a
tally to visit. The links are then checked and retrieved from the crawl frontier. The
algorithms for crawling the Web are vital when it comes to select any page which
meets the requirement of any user. The present paper analyzes the analysis on the
Web crawler and its working. It proposes a new algorithm, named as label count
algorithm by hybridization of existing algorithms. Algorithm labels the frequently
visited site and selects the best searches depending on the highest occurrence of
keywords present in a Web page.

Keywords Web crawler � Breadth-first search � Depth-first search
Page rank algorithm � Genetic algorithm

1 Introduction

There are about 1.7 billion of Web pagess [1, 2], the various search engines like
Google, Yahoo, and Bing hinge on the crawlers to intensify, and lot of pages are
maintained for the expeditious piercing. The data search is when performed,
thousands of results are appeared. The users do not have the tenacity to brook each
and every page. Therefore, to sort out the best result, the search engine has a bigger
job to perform. Web crawler is needed to maintain the mirror site for all the
well-liked Web sites. Many sites in a particular search engines use crawling to have
up-to-date data and are mainly used to create a copy of all the visited Web pages
which are frequently or often used for later processing [3]. This will provide the fast
searches for a search engine to index the downloaded pages. The HTML code and
the hyperlinks can be endorsed by the help of the crawler. Web crawlers are also
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known as automatic indexers [4]. The aptness for a computer to sweep documents
of large volumes in anticipation of a supervised vocabulary, taxonomy, synonym,
or ontology and use these terms to catalog large document cache more quickly and
effectively is called automatic indexing [5]. As the documents’ number rapidly
enlarges with the built up of the Internet, the aptness to be maintained to find
applicable information in a marine of no applicable information, the automatic
indexing will grow useful. It is also useful for the data-driven programming which
is also called the scraping of Web [5].

2 Preliminaries

The crawler persistently substantiates the loop for replication. This is done to evade
the replicas which will take a levy on the coherence of the crawling process.
Theoretical wise, this process of retrieving all the connection is continued till
completely the links are reposed but practical wise, the crawler searches only the
levels of depth of 5 and after this it concludes that no need to go further under a
compulsion. The reason why it goes till depths of 5 is (a) 5 depths or levels are
ample to assemble majority of information. (b) The safeguard to avoid ‘spider
traps’. Spider trap occurs when Web pages contain infinite loop within them [6].
Crawler is pin down in the page or can even wreck. It can be done intentional or
unintentional. As the page bandwidth is eaten up, so it is intentionally done to trap
the crawler. An ability of a crawler to circumvent spider traps is known as
robustness. The first thing a crawler is supposed to do when it visits a Web site is to
look for a ‘robots.txt’ file. The file contains instructions to which part of the Web
site is to be indexed and which part is to be ignored. Using a robots.txt file is the
only way to control what a crawler can see on your site [7, 8].

2.1 Crawling Strategy

There are various strategies which are being followed by the crawler:

• Politeness strategy: It defines that the overloading of the Web sites should be
avoided.

• Selection strategy: This type of strategy defines that what pages should be
downloaded. In arrangement with restricting the followed links, an
HTTP HEAD request is made by the crawler to determine a MIME type’s Web
resource before a request to the entire resource is made with a GET request.
URL is then examined with the crawler, and if the URL ends with .html, .htm, .
asp, php, .jsp, etc., then only a resource is requested. To avoid the crawling more
than once for the same resource, URL normalization is performed by the
crawlers.
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• Revisit strategy: This strategy states that for changes of the page when is to be
checked. Often cost functions which are used: freshness and age.

• FRESHNESS: Freshness indicates that the local copy is accurate or not in terms
of a binary measure [9].

• AGE: Age is measure in terms of how the local copy is outdated. The uniform
policy necessitates revisiting all pages with the same frequency in the collection
nevertheless of their change of rates. Whereas on the other hand proportional
strategy necessitates revisiting the pages more often which changes more
frequently, where the change in frequency is directly proportional to the fre-
quency visited (estimated one).

• Parallelization strategy: It defines that coordination between the Web crawlers
which are distributed is done.

2.2 Architecture

A crawler should have an optimized structure and a well strategy to crawl. They are
a focal point for any engine of search, and the information related to these is kept
secret [10, 11].

Figure 1 describes the general structure of the Web crawler, and the working
details are given below:

• Fetch: To fetch the URL, it generally uses the http protocol.
• Duplicate URL Eliminates: In this, the URL is checked for duplicate or

redundant data which is to be eliminated.
• URL Frontier: It contains the URLs which are to be yield in the current crawl.

Firstly, in URL Frontier a set of seed is stored and from that set of seed crawler
is arise.

• Parse: Texts, videos, images, etc., are obtained while parsing the page.

Fig. 1 General architecture of a crawler
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• DNS: It looks up an IP address for domain names. It is a domain name service
resolution.

• URL Filter: It filters the URL deciding that the extracted URL from the frontier
(robots.txt) should be excluded or the URL would be normalized, i.e., relative
encoding.

• Content: It tests whether a Web page having the same content has already been
perceived at another URL or not, and develops a method to quantify the
impression of a Web page.

3 Schemes for Web Crawling

The crawling algorithm regulates the applicable and sanctions from a consigned
origin of powerful accurate information form of elements such as keyword location
and frequency [12]. And not all information constitutes is useful as some hostile
user, attempting to allure extra traffic into their site by lodging the frequently used
keywords. Thus, this becomes the challenge for the Web crawler, the capacity to
download huge relevant and robustness number of pages.

3.1 Genetic Algorithm

This is the best type of algorithm which is useful when the user does not have
time or have less time to search a huge database. It also performs efficient results
in case of multimedia. In a confined still point, the risk of becoming trapped is
reduced [13]. It always operates on a whole population. Solution is taken from the
population which in turn will be used for the new population. This algorithm also
produces result to search and optimization issues. It starts with result set known as
population. There is a hope that new population will be better than the old
population.

3.2 Breadth-First Search Algorithm

This type of algorithm starts the search from the main node which is the root node
and then proceeds to the other child nodes [13–15]. But it goes level by level. If the
node is found, i.e., the data which is to be searched is found then it will be denoted
as victory but in case not it continues with the search by performing in the next
level unless the final goal is met. And if all the nodes are traversed and no data is
found, then it is termed as aborted.
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3.3 Page Rank Algorithm

On counting back links for a given page, the importance of Web pages is deter-
mined. It does not determine the page rank of the whole Web site but is individually
determined for each page [13–15].

3.4 Depth-First Search Algorithm

In depth-first search algorithm, the traversing is done. The searching is always
started from the main node which is the root node and then follows with the other
child nodes. If the child nodes are found more than two, then the priority is in favor
of the child node which is at the left side. It is then cross profound unless there is
not a single child is left. It goes back to the node which is not visited and continues
in a same manner. It always makes sure that at least once all the nodes are visited.
There is a chance of an infinite loop if the branches are too large (Table 1).

Label count Searching Algorithm

This particular algorithm will search the keyword depending on the two possible
criteria [16]. Firstly, it will label all the Web sites or Web pages which are being
frequently visited which in turn will depend on the highest number of hit counters,
let us say the number of hits above 40% will be considered [17, 18]. If it fulfills the
above-mentioned criteria, we move on to the next step of the level search.
A level-by-level search is performed on the selected (labeled) pages and on basis of
the pages having the highest occurrence of the keyword will be added to the crawl
frontier [19]. And through the crawl frontier, user can have a check on the links.
And on the basis of his requirement, he can visit the Web pages.

Pseudocode

1. Start
2. Procedure LCS (graph, source)
3. Create a queue Q
4. Let there are 4 Web pages A, B, C, D
5. If the hit.counter ()>=40% and out of 4 Web pages 3 falls under the criteria.

Then labels are appended to the pages.
6. A<-label.1
7. B<-label.2
8. D<-label.3
9. If the keyword.occurence () > 6. Then

10. Enqueue source onto Q
11. End

Figure 2 describes the percentage of the sites visited frequently.
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Table 1 Comparative study on various Web crawling algorithms

Criteria BFS DFS Page Rank Genetic

Concept It is a cautious
search where you
uniformly
advance in each
and every
feasible way, if
the objective is
somewhere out
there we may find
it

It is a more hostile
and chance-taking
search where we
select only one
path and all the
other paths are
ignored until the
end of the
selected path is
reached

It is considerable
direction applying
communal
intelligence to
regulate the
significance of a
Web page

It is a heuristic
search which
emulates the
selecting the
natural process

Memory It will use a lot of
memory but will
find the first best
search

If search graph is
shallow then low
memory

Efficient usage of
memory takes
place

Efficient usage of
memory takes
place

Robustness Robust Less robust Robust More robust

Time Takes time Takes really long
time

Less time Less time

Solution Always
shallowest
solution

May not find the
shallowest
solution. If the
graph has infinite
depth, then it fails
to decide

We can use only
single-precision or
double-precision
value for source
and destination
arrays. The use of
single-precision
rank vector will
not lead to
numerical error

It gives solution to
search and
optimization
issues. They do
not break easily
even if the inputs
changed slightly

Time
complexity

O(|V| + |E|) O(|E|) O(n * m) O(gens * n * m)

Space
complexity

O(|V|2) O(|V|) O(n * m) O(gens * n * m)

Above 40%(Frequently Visited Sites)

Less Visited Sites

Fig. 2 Percentage of visited sites
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4 Conclusion and Future Work

The exponential growth of Web is raising many challenges for the Web crawler.
The main intent of this paper was to shed light on the Web crawler and its working.
It also considered the best suitable algorithms which are used for the Web crawling
and made a comparative study on these algorithms depending on their advantages
and disadvantages. We created a new algorithm which can be useful for future
development of a Web crawler. As the amount of available data continues to grow,
Web crawling algorithms will become an increasingly improvement area of
research. The label count searching algorithm we created will provide a relevant
data from the authorized Web sites in a timely manner.
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Vulnerability Discovery in
Open- and Closed-Source Software:
A New Paradigm

Ruchi Sharma and R. K. Singh

Abstract For assisting the developers in process of software development,
vulnerability discovery models were developed by researchers which helped in
discovering the vulnerabilities with time. These models facilitate the developers in
patch management while providing assistance in optimal resource allocation and
assessing associated security risks. Among the existing models for vulnerability
discovery, Alhazmi–Malaiya logistic model is considered the best-fitted model on
all kinds of datasets owing to its ability to capture s-shaped nature of the curves.
But, it has the limitation of dependence on shape of dataset. We have proposed a
new model that is shape-independent accounting for better goodness of fit as
compared to the earlier VDM. The proposed model and Alhazmi–Malaiya logistic
model for vulnerability discovery has been evaluated on three real-life datasets each
for open- and closed- source software, and the results are presented toward the end
of the paper.

Keywords Vulnerability discovery � Open source � Closed source
Gamma � Alhazmi–Malaiya logistic model

1 Introduction

The high-order connectivity of computing systems has raised the concerns for
already existing software security. These concerns marked the outset of quantitative
modeling of the process of vulnerability discovery. Vulnerability discovery models
assist the developers in patch management, optimal resource allocation and
assessment of associated security risks. In this paper, we have proposed a new
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VDM to find the number of vulnerabilities and their distribution with time in a
software system by using analytical modeling techniques while enumerating the
difference in vulnerability detection patterns for open- and closed-source software.
The vulnerability detection rate in open- and closed-source software shows some
significant differences owing to the differences in strategies followed during their
development and testing [1–3]. In the literature, work on quantitative characteri-
zation of vulnerabilities has been done based on two approaches. Some researchers
used distribution functions to model the vulnerability discovery process while
others used functions [4]. Distribution function approach proceeds with a pre-
sumption that the trend of vulnerability discovery will follow a specific shape like
exponential, logarithmic or linear [5–7]. The best-fitted model proposed by
Alhazmi and Malaiya uses a logistic function which follows an S-shaped curve [8].
The first vulnerability discovery model was proposed by Ross Anderson and is
known as Anderson Thermodynamic (AT) model [5, 9]. AT model for cumulative
number of vulnerabilities with time by function NðtÞ. [5, 10]

NðtÞ ¼ k
ct
lnðctÞ ð1Þ

where C is the constant of integration. This VDM is not defined at t ¼ 0. Also,
some of the values obtained initially were negative which is not viable. Another
model termed as AML model was proposed by Alhazmi and Malaiya. It states that
in the initial phases of a software’s operational phase, the cumulative number of
vulnerabilities follows an upward trend as the system attracts more users followed
by a linear curve which later declines due to reduced number of remaining
vulnerabilities and decreasing attention [8, 10]. Cumulative number of vulnerabil-
ities is given by:

NðtÞ ¼ a
ace�abt þ 1

ð2Þ

where N(t) is the total number of vulnerabilities in the system at time t. a is the total
number of vulnerabilities in the system, b and c are the regression coefficients. The
well-established models in software reliability growth modeling say that at t = 0,
the number of bugs discovered should be equal to zero [11]. But, according to this
model, there are a

acþ 1 number of vulnerabilities discovered at t = 0. Further, fol-
lowing the concept of AML, vulnerability discovery process follows a sigmoid
shape which is always not the case. Two VDM, namely quadratic model and
exponential model, were proposed by Rescorla. They used function distribution and
proceeded with a pre-assumed shape of the vulnerability discovery curve [6].
Rescorla quadratic model proposed that the cumulative number of vulnerabilities
follows a quadratic relationship with time and can be obtained by the following
equation:
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NðtÞ ¼ Bt2

2
þ kt ð3Þ

where k and B are coefficients of regression. B is the curve slope and k is a constant
obtained with the datasets used. Rescorla proposed another model based on Goel–
Okumoto SRGM [12]. This exponential model can be given as follows:

NðtÞ ¼ að1� e�ktÞ ð4Þ

where “a” and k denotes the total vulnerabilities and rate constant, respectively.
Some other models present in the literature include the logarithmic Poisson model
by Musa and Okumoto [7]. This model was developed as a software reliability
growth model and later applied to discover vulnerability trends in the software.

NðtÞ ¼ k lnð1þ btÞ ð5Þ

where k and b are regression coefficients. Alhazmi et al. also worked on vulnera-
bility discovery in multiple upgradations of software [13]. They also used Weibull
distribution in their VDM in [4]. But, the existing models for vulnerability dis-
covery do not capture all kinds of data shapes efficiently due to which they cannot
be used for a variety of datasets.

2 Proposed Approach

The approach used in this work follows from non-homogenous Poisson process
(NHPP)-based software reliability growth models [11]. NHPP-based models have
following assumptions [11].

(i) The vulnerability detection/fixation is modeled by NHPP.
(ii) Software system may suffer failure during execution due to remaining vul-

nerabilities in the system.
(iii) All the vulnerabilities remaining in the software equally influence the rate of

failure of the software.
(iv) The no. of vulnerabilities found at any time instant is in direct proportion to

the no. of vulnerabilities remaining.
(v) When a failure is encountered, vulnerability causing the failure is detected

and removed with certainty.
(vi) From detection and correction point of view, all vulnerabilities are mutually

independent.

The various functions/distribution functions used in existing models for the
process of vulnerability discovery are dependent on the shape of dataset used, and
therefore, decision makers are required to select the model after analyzing the
dataset of software under consideration. To eliminate this limitation, we have used
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gamma distribution function in our proposed VDM which is a shape-independent
distribution and fits all kind of datasets with a better goodness of fit. The gamma
distribution is a two-parameter continuous probability distribution. It can be convex
or concave both upward and downward facing depending on the value of its scale
and shape parameters. Due to these properties, it fits a wider range of datasets as
compared to fixed shape models. The failure density function for gamma distri-
bution is given as follows:

f ðtÞ ¼ 1
C að Þb

t
b

� �a�1

e�
t
bð Þ; t� 0; a; b[ 0 ð6Þ

where a; b denote the shape and scale parameters, respectively. a controls the shape
of distribution. When a < 1, the gamma distribution is exponentially shaped and
asymptotic to both the horizontal and vertical axes. While stretching or com-
pressing, the range of distribution is governed by the scale parameter b. When b is
taken as an integer value, the distribution represents the sum of b exponentially
distributed random variables that are independent of each other and each variable
has a mean of a (which is equivalent to a rate parameter of a−1). For a = 1, gamma
distribution is the same as the exponential distribution of scale parameter b. When a
is greater than one, the gamma distribution assumes a unimodal and skewed shape.
As the value of a increases, the skewness of curve decreases.

Gamma distribution is used to describe the distribution until the nth occurrence
of an event in a Poisson process [11]. We have used the cumulative distribution
function for gamma to perform vulnerability prediction in this study which is given
by

cdf ðGammaÞ ¼ F t; a; bð Þ ¼
Z t

0

f u; a; bð Þdu ¼ c a; btð Þ
C að Þ ð7Þ

So; NðtÞ ¼ a � Fðt; a; bÞ ð8Þ

where “a” is the total number of vulnerabilities in the software and NðtÞ is the
number of vulnerabilities at a time instant “t”. When “t” tends to1, N(t) tends to a.
Equation (7) gives the cumulative distribution function of gamma distribution, and
Eq. (8) gives the final model for vulnerability discovery which is referred as gamma
vulnerability discovery model (GVDM). Equation (8) is applied on various datasets
from closed and open-source software to find out the values of parameters
a; a and b. The parameters used in the proposed and existing VDM are estimated by
applying nonlinear regression technique using Statistical Package for the Social
Sciences (SPSS).
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3 Parameter Estimations

Vulnerability discovery models are estimated on six datasets using Statistical
Package for Social Sciences (SPSS). The datasets used in this study are collected
from National Vulnerability Database [14]. The closed-source software datasets
used in this study includes: Zonealarm (C1), Google Chrome (C2), and Windows 7
(C3). O1 and C1 are antivirus datasets, O2 and C2 are browser datasets, and O3 and
C3 denote the datasets for operating system. Table 1 presents the estimated value of
parameters in AML and GVDM.

4 Prediction Capabilities of Models

The prediction capabilities of models described above are evaluated based on bias,
variance, root mean square prediction error (RMSPE), mean square error (MSE),
and coefficient of multiple determination (R2). The results for comparison based on
the criteria described above are tabulated in Table 2.

For various studies in the literature, goodness of fit for vulnerability discovery
models has been evaluated using chi-square test and Akaike information criteria
(AIC) [8, 10, 15]. In these studies, the AML model showed best results for all the
systems. We applied AML model and GVDM to datasets described in the previous
sections and observed the following results:

• The proposed model, GVDM, gave better results for datasets of open-source
community as observed from Table 2.

• AML model performed well for the datasets belonging to closed-source com-
munity of software as seen from Tables 2 [16–18].

Table 1 Parameter estimates for Alhazmi–Malaiya logistic model (AML) and gamma vulner-
ability discovery model (GVDM)

Datasets Models

AML GVDM

Parameters

a b c a a b

(O1) 72.087 0.015 1.244 77.685 5.686 1.251

(O2) 1324.3 0 0.028 2130.142 2.555 0.189

(O3) 346.553 0.001 0.028 1047.686 1.086 0.025

(C1) 32.764 0.014 0.517 134.309 1.388 0.047

(C2) 1072 0.001 0.106 1122.852 6.745 1.455

(C3) 388.873 0.002 0.069 423.276 3.134 0.798
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5 Conclusion

This work presented a new vulnerability discovery model based on gamma dis-
tribution. The AML model and the proposed GVDM were evaluated for their
prediction capabilities based on five different comparison criteria. The results
obtained are presented in Table 2 that show the gamma vulnerability discovery
model (GVDM) is best suited for open-source software and AML model is best
suited for closed-source software. The parallel and evolutionary development of
open source is captured effectively by GVDM, whereas a relatively planned
approach of closed source development follows the logistic behavior as suggested
by AML. Closed-source software goes through planned phases, and therefore in the
initial phases, the cumulative number of vulnerabilities follows an upward trend as
the system attracts more users after which it follows a linear curve. Later, the rate of
vulnerability discovery declines owing to decreased number of remaining vulner-
abilities and decreasing attention. Therefore, the logistic function of AML model
captures this data effectively, whereas for open-source software, the development is
generally parallel or evolutionary and follows no specific trend and therefore the
GVDM captures vulnerabilities among the open datasets efficiently.
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Complexity Assessment for Autonomic
Systems by Using Neuro-Fuzzy
Approach

Pooja Dehraj and Arun Sharma

Abstract IT companies want to reach the highest level in the development of best
product within a balance cost. But with this development, systems and network
complexity are increasing thus leading toward unmanageable systems. Therefore,
there is a strong need for the development of self-managed systems which will
manage its internal activities without or with minimum human intervention. This
type of systems is called as autonomic systems and is enabled with self-abilities.
However, there are both the sides of the autonomic systems. Due to the implemen-
tation of autonomic capabilities in the system, overall complexity is also increased. In
the present paper, authors extended their approach by using the neuro-fuzzy-based
technique to predict the complexity of systems with autonomic features. Results
obtained are comparatively better than previous work where authors applied fuzzy
logic-based approach to predict the same. The proposed work may be used to assess
the maintenance level required for autonomic systems, as higher complexity index
due to autonomic features will lead toward low maintenance cost.

Keywords Modified maintenance assessment model (MAM) � Computation index
Fuzzy logic � Neuro-fuzzy

1 Introduction

Today, it is the world of demand where IT companies want to reach the highest
level in the development of best product within a balance cost. Computation
Science is the branch which develop mathematical model based on the analysis
techniques for computer to solve problems. But with the increase in the code
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complexity, maintenance is also increasing. To provide solutions back to the
managed system in real-time need continuous monitoring by expertise which has
thorough knowledge of all kinds of system errors and security failures. But this is
the worst case scenario. Practically, this is not possible all the time so there is need
to develop intelligent system that itself handles its internal activities like configu-
ration, optimization of system’s resources, securing system from the attacks. In
2001, IBM [1] proposed this idea in the Harvard University and relates this concept
with human body. Like our body handles its internal temperature, heals minor
injuries and take intelligent actions when it identifies some malfunctions within the
body. Similarly, the systems can also be designed with all such kind of abilities
require for computation purpose so that they handle system’s activities at some
level which in result reduces maintenance of overall autonomic systems. Some
IT-based companies have worked on this idea and developed some autonomic
applications [2, 3]. Also, there are few systems that support some level of auto-
nomicity [4]. But how the maintenance level of autonomic system is evaluated?

In this paper, maintenance assessment of self-features enabled system is eval-
uated using Neuro-Fuzzy Technique (NFT) [5]. This is an attempt to improve the
results which were evaluated using fuzzy approach on the previously proposed
Maintenance Assessment Model (MAM). In our previous paper, the evaluation was
done on the small dataset values due to unavailability of the autonomic applica-
tion’s data. Neuro-fuzzy is the combination of neural network and fuzzy system. It
uses a learning algorithm for training the dataset so that results will come out to be
more accurate and interpretable [6]. The paper is divided into few sections. The
introduction of autonomic computing technique is explained in the second section
followed with brief detail of autonomic systems. In the third section, literature
review is mentioned. The modified maintenance assessment model with the
implementation part is continued in the fourth section. In the fifth section, con-
clusion and future work are mentioned.

2 Autonomic Computing-Enabled Systems

Autonomic computing is the computation technique that shifts the management
activity of the system to the system [7]. The work of administrator is to design
high-level terms and policies on which system works. This concept is there in the
hardware part of the computation network but not in the software or application. To
make system’s software intelligent to handle its activities, there is need to enable
the system with some autonomic functionality like self-adjusted, self-optimized,
self-protected, self-healed, self-awareness, self-configured. IBM categories all
features into four major attributes that an autonomic system requires. Figure 1
shows four major attributes of the autonomic system. The attributes are abbreviated
as CHOP.
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The working of these attributes performs a management task using MAPE-K
loop which was designed by IBM [8]. That architecture is considered as reference
architecture of the autonomic system. That architecture is explained below.

2.1 Architecture of Autonomic System

The architecture of autonomic system is based on policies and rules provided with
some repository database; e.g., if there is need to increase a system’s resource
utilization, then an autonomic system must be aware of all its resources, resource
specification, and their connectivity with different systems. On the basis of this
knowledge, system will analyze and then plan for the execution of the response
onto the managed element for the optimization of its resources. Similarly, healing,
protection, and configuration can also be performed using a generalized MAPE-K
loop that work for all kind of system’s activities. For this purpose, IBM defined few
policies. The conclusion of those policies and rules is [9]:

“System must be aware of its environmental activities and capable of handling
the problems using some defined solution provided as the knowledge database”.
Figure 2 presents the MAPE-K loop which works as a self-control loop during the
process.

Autonomic system consists of autonomic agent or manager and managed ele-
ment. In MAPE-K loop, M performs monitoring of the system’s activities. If agent
identifies any unwanted activity in the managed element, then A will do analysis
of that unwanted activity using K which is a knowledge data. Knowledge data

Fig. 1 Features of autonomic
system (AS) [7]

Fig. 2 Architecture of AS [8]
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is a kind of repository of the solutions that is structured or designed on basis of
previous problems of same kind. After that, P does the overall planning for exe-
cution of the solution back to the managed entity using effectors [8]. The gathering
of information and execution of solutions is done by the sensors and effectors,
respectively.

3 Literature Review

The development of computer systems started in 1939 called first generation
computers [10]. These computers are extremely large in size and with the devel-
opment, and the size of the computers was reduced and management also became
easy. Initially, the connectivity was done by wired and then wireless networks came
into existence. With this fast development in computer-based communication
world, systems become more complex and their management also. Now, the
developers wanted to design applications that can handle basic level of configu-
ration, optimization of system’s resources, and security using user’s intervention.
But it was found that, the complexity has reached at an extent where it was not
possible to provide management methods in real time. So, the need of designing
autonomic system became an emerging task for the developers of IT industries.
This term was coined by IBM in 2001 [1] but Kephert [7] provided a detailed
description of autonomic system’s attributes. These attributes are based on the
management process of the system. Many IT companies tried to approach this
concept in their computer network [3]. IBM also highlighted high-level policies for
such systems provided with reference architecture for autonomic system [9]. The
basic attributes of autonomic system and its architecture have already been intro-
duced. Table 1 [4] shows some autonomic applications with the autonomic capa-
bilities which are implemented on them.

These are the few applications developed by IBM, HP, and by some universities
[11]. No application out of six has all the features incorporated in them. A. Sharma
et al. [12] proposed generic approach for the SDLC of the autonomic system.
According to them, the autonomic system required different approach because

Table 1 Autonomic application

Properties Application

SMART Optimal
grid

Auto
Admin

ROC Autonomia Software
rejuvenation

Self-configuration ✓ ✓ – – ✓ –

Self-healing – – – ✓ ✓ ✓

Self-optimization ✓ ✓ ✓ – ✓ –

Self-protection – – – ✓ ✓ ✓

Self-awareness ✓ – – ✓ – ✓

Anticipatory ✓ ✓ – – – –
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requirements of autonomic applications differ based on its domain specification.
Chauhan et al. [13] further extended the development of autonomic systems and
found that Agile Modeling Approach (AMA) will be best suited to the autonomic
system. To provide standardization to the autonomic approach, few authors have
described the attributes affecting its quality and fewer have attempted to assess it.
Quality here does not mean conventional quality measures; it means the factors
determine how much autonomic any system is. Nami and Sharifi [14] worked to
find the relationship between autonomic attributes and factors which effect system’s
quality in case of autonomic system.

The maintenance of such systems will definitely be low but not 0%. In our
previous work, a Maintenance Assessment Model (MAM) has been proposed and
complexity phase of that model was evaluated using fuzzy logic approach [8]. In
that work, the author first identified maintenance-based factors considering func-
tionality of an autonomic system and then selects only those factors which have
direct relationship with the CHOP and maintenance [15]. The factors are listed
below:

1. Complexity
2. Reusability
3. Performance
4. Security

After this, minor factors under each factor are identified based on software
engineering concepts and autonomic computing technique. One phase of that model
has been implemented using fuzzy logic [16, 17]. They used the dataset values of
some autonomic applications which are not completely autonomic. Figure 3 is the
one phase of MAM. The fuzzy inferences rules were designed and minor factors
under complexity were taken as input variables which gave overall application’s
complexity as output [8]. The actual value of complexity is compared with
experimental values and it was found that complexity of the autonomic applications
falls under low category with 21% error. The interpretation of the result shows that
fully autonomic applications have not been developed yet.

Fig. 3 Complexity phase of
MAM
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4 Proposed Model

Autonomic concept not remains a hypothetical concept but it still required the
development to reach fully autonomic communication system. The implementation
of fully autonomic system needs to approach different domain-specific requirements
because this concept will reduce the management complexity of any IT area.
However, such systems can never be considered as maintenance free. Their
development and deployment still require some maintenance. Maintenance of such
system will definitely be low after developing self-managed systems. To identify
their level of maintenance, some factors which have direct dependency with the
CHOP are taken into consideration. During our further study, the author analyzed
that there are other factors which follow the properties of autonomic computing. To
design more generalized form of MAM, some changes have been done that are
shown in the paper. For this purpose, the three conditions are taken before modi-
fying MAM. These conditions are:

• There should exist bidirectional dependency between CHOP level and major
factors.

• The major factors should incorporate autonomicity concept.
• The factors should be affected if there is a change after recovery-oriented

measurements (Fig. 4).

This model is now modified and complexity is replaced with computation index
because complexity is not considered as a better term for autonomic system.
Computation index will be more relevant attribute that fulfills autonomicity concept
and also the system’s adaptability can be considered as a part of availability; i.e., if
complete system is available for different platform or domain for use, then it is also
adaptable to those respective domain specifications. So, availability term is more
relevant in autonomic system context.

Fig. 4 Modified MAM [8]
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4.1 Implementation of the Proposed Approach

There are other soft computing techniques also like neural network, neuro-fuzzy,
genetic algorithm. The previous paper limitations have been overcome in the pre-
sent paper by using hybrid neuro-fuzzy approach which gives the better result than
fuzzy. Neuro-fuzzy technique is the combination of fuzzy and derived algorithm of
neural network. The result of the neuro-fuzzy is the hybrid intelligent system,
combination of fuzzy system which is capable of doing human-like reasoning and
the learning algorithm derived from neural network. For using fuzzy logic,
neuro-fuzzy is applied on two contradictory attributes: accuracy and interpretability.
Linguistic fuzzy modeling and precise fuzzy modeling are used for interpretability
and accuracy, respectively. Neuro-fuzzy system includes parameter’s adaptation
recursively, dynamic evolution and components pruning for handling system
behaviors and to keep system updates.

Kumari and Sunita [18] performed a survey analysis of few soft computing
techniques and concluded that neuro-fuzzy is better among all in case of diagnosis.
This approach is better because it works on data which is trained by the neural
network-based learning algorithm. But preparation of trained data will only be done
on local information and performs modifications only on that available data. Neural
network can be viewed as three-layer procedure. First layer is the input variables;
fuzzy rules work as second layer in the structure, and third layer is the output.
Neuro-fuzzy involves feedback and then forwards the response again to the system.

4.2 Empirical Evaluation

The training data and testing data files are created and simulated by using same
fuzzy rules that were designed in previous work [8]. For neuro-fuzzy, Sugeno style
is used for simulation. The experiment is performed for the same autonomic

Fig. 5 Simulation results of the proposed approach
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applications as in [8]. The results were compared with the previous work [8]. The
root mean square value is improved from 21% to 16% in case of neuro-fuzzy-based
approach. The screen shot given here shows the experimentation of the proposed
approach (Fig. 5).

5 Conclusion and Future Work

Autonomic system’s maintenance activities are found to be different from the
non-autonomic system because an autonomic system is capable of doing many
activities automatically which requires human intervention in case of
non-autonomic system and also complexity of autonomic system is due to the
implementation of self-features. In our empirical study, we have found that the
computation index value of autonomic application lies in low range which may
require high level of maintenance. The previous work limitation is overcome by
using neuro-fuzzy approach and result has been verified with the experimental
values, which is calculated based on fuzzy inferences rules designed using dataset
values. All self-features have not been implemented in those applications. So, the
computation index is still low. As computation index increases with the imple-
mentation of autonomic features, it means the application’s dataset values which are
used for experiment are not fully autonomic. Secondly, in MAM, the overall
maintenance is determined from the evaluation of CARS factors. So after deter-
mining CARS impact then only correct level of maintenance which an autonomic
application still requires will be evaluated. Future work includes estimating the
remaining part of the MAM model based on some more dataset information and
study.
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Proposal for Measurement
of Agent-Based Systems

Sangeeta Arora and P. Sasikala

Abstract The software industry is always striving for new technologies to improve
the productivity of software and meet the requirement of improving the quality,
flexibility, and scalability of systems. In the field of software engineering, the
software development paradigm is shifting towards ever-increasing flexibility and
quality of software products. A measure of the quality of software is therefore
essential. Measurement methods must be changed to accommodate the new para-
digm as traditional measurement methods are no longer suitable. This paper dis-
cusses the significant measurement factors as they relate to agent-based systems,
and proposes some metrics suitable for use in agent-based systems.

Keywords Agent-based system � Measurement � Metrics

1 Introduction

Artificial intelligence is acclimatising agents current principles in addition to
playing an important role in global network connection, with search engines being a
particularly relevant example of this importance. Technology is accumulating
intricacy of software hence agents are becoming familiar with it as a paradigm in
software engineering. Agents are centered on societal opinion of computations and
assistance by the sensors those are the reason after their continuous environment
sensing.

Franklin and Grasser [1] discussed agents as intelligent organisms placed in the
environment and capable of taking autonomous actions to fulfil their design
objectives within a long-lived computational system, with sensors and effectors.
Agents are smart enough to decide on self-directed actions in order to capitalize and
make progress towards their goals.
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Categories of agents are outlined based on their functionality, i.e. simple agents
with predefined processing rules that are self-activated as a result of arising con-
ditions. Agents are self-governed and experienced, no external intervention from
resource (users). For example, when a telephone call is made, a bell rings, and after
a defined period of time the call is transferred automatically to an answering
machine.

A dynamic environment is the best suited to intelligent agents constructed with
an ability to learn from their environment as well as train from predefined
situations.

Jennings [2, 3] detailed how agent-based computing is moving toward multi-
faceted and distributed systems, which leads in turn to the maximization of complex
systems towards the mainstream software engineering paradigm.

Software development is continually improving in a fashion and is helping to
increase and enrich productivity. In recent decades, the software development
paradigm has changed from being procedural to being object oriented and currently
we succeeded to component and aspect, now moving to agent [4].

The agent-oriented paradigm is an emerging one in software engineering, agent
in active form unlike in object and component oriented paradigm. This is diverse
concept from object paradigm like classes to role, variable to belief/knowledge and
method to message. Being a component, an agent has its own interface through
which to communicate with other agents without residing components in memory.

A system is situated within an environment and senses that environment and acts
on it, over time, in pursuit of its own agenda, thereby effecting what it senses in the
future [5].

Agents follow a goal-oriented approach sensing the environment constantly.
They autonomously perform their own controllable actions if any changes are
detected, and with the help of other agents interact to complete the task without the
need for any human intervention. The characteristics of agents are discussed below
(Fig. 1).

(i) Situated: Agents stay in the memory and monitor the environment for
activation.

(ii) Autonomous: Agents are activated as they detect a change in the environ-
ment. They do not need to operate explicitly.

Fig. 1 Characteristics of an
agent
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(iii) Proactive: Each agent has its own goal. As they sense for the requirement of
the environment, they will be active to achieve the goal.

(iv) Reactive: Agents continuously monitor the environment. They react when
changes occur in the environment.

(v) Social Ability: One agent cannot perform all tasks. An agent has to com-
municate with other agents to complete required tasks.

On top of the distinctiveness it has been attested that an agent is a component,
which activates itself by sensing the environment.

Software development has allowed the adoption of new techniques with
increasing complexity that allow improvement in the quality and adaptability of
systems in different environments and on multiple platforms.

The measurement of software quality should be of a high quality, and not be
evaluated by old defined method due to legacy tricks for new technology-driven
systems. The new paradigm requires a new methodology to improve the quality of
systems through the enhancement of the quality of measurement of systems.

This paper is presented in five sections. Section 2 provides some guidelines
regarding existing metrics. Section 3 discusses the necessity for new metrics.
Section 4 proposes some metrics for agent-based systems and discusses the rela-
tionship between metrics and dependent factors. The paper concludes in Sect. 5.

2 Existing Metrics

Quantitative evaluation is the best means of measurement as it is numerically based
and this is a requirement for the evaluation of systems. Despite this, its use to assess
the system quality will still result in subjective evaluation. Metrics are employed by
software to maintain the quality of a system and serve as a means of comparison,
cost estimation, fault prediction, and forecasting. Software metrics play a vital role
in measuring the quality of software development but new metrics are required for
agents. New generation technology requires different segments to measure the
quality of software, which leads to metrics growth.

Software metrics were familiarized in the late 1960s to support management
decisions taken at the time of development. They were used to calculate effort, time,
and other predictions, such as LOC (lines of code) or similar size counts, function
points, defect counts, and effort figures by Etzkorn et al. [6] and Sedigh Ali et al. [7].

Here in a test by a top metrics emphasizes on the functionality of the system.
Several metrics are available for the measurement of computer software and its

processes, which can deliberate to enrich its Query continuously too. Measurement
radiate the estimation, quality control, productive assessment, and project control
used by software engineers to help assess the quality of technical products and to
assist in the tactical decision making of a project.
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Metrics of the software process and products are quantitative evaluations that
enable the software industry to gain insights into the efficacy of the process and any
projects that are conducted using it as a framework. Basic quality and productivity
data can be analyzed and means of the data can be compared with those of the past
to better identify how future progress can be made. Metrics can be used to identify
and isolate problems in order to facilitate remedies and improve the process of
software development. If a quantitative evaluation is not made then judgment can
be based only on subjective evaluation. With a quantitative evaluation, trends
(either good or bad) can be better identified and used to make true improvements
over time. The first step is to define a limited set of process, project, and product
measures that are easy to collect and which can be normalized using either size or
function-oriented metrics. The results are analyzed and compared to past means for
similar projects performed within the organization. Trends are assessed and con-
clusions are generated.

Abreu and Carapuca [8] discussed metrics relating to design, size, complexity,
reuse, productivity, quality, class, and method basically for object-oriented systems.
In a similar fashion, Binder [9] put forward the measurement of encapsulation,
inheritance, polymorphism, and complexity. Dumke et al. [10] proposed for all
phases of object-oriented development. Lee et al. [11] clarified metrics for class
coupling and cohesion. A metrics suite was also proposed for object-oriented
design by Chidamber and Kemerer [12]. These metrics were purely for key con-
cepts of object-oriented programming, such as object, class, and inheritance etc.
[13]. These metrics evaluated reusability and the coupling factor between classes.

Measurement methods were proposed for components and focused on the
complexity of interaction (Narasimhan and Hendradjaya [14], Mahmood and Lai
[15], Salman [16], Kharb and Singh [17], Gill and Balkishan [18]). Similarly,
metrics based on (Boxall and Araban [19], Washizaki et al. [20], Rotaru and Dobre
[21]) reusability and component size, probability, integration, reliability, resource
utilization, etc., were proposed by Gill and Grover [22].

3 The Necessity for New Metrics

The agent is relatively related to object and component, which is based on system,
and follows the concept of object-oriented development. The agent is an active
object in contrast to an object acting passively in an object-oriented paradigm. An
agent with autonomous and reactive properties provides a diverse potency appli-
cable in different environments. Consequently, the metrics proposed for object-
based and component-based systems are inadequate.

Accordingly, additional software metrics are needed to ensure the quality of
agent-based systems through the measurement of the quality of those systems.
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Hitch in an established metrics aimed at a number of deduces:

• An agent has an individual thread of control due to its autonomous nature.
• On account of its autonomous nature an agent will decide on an action by itself.

It perceives any changes to its environment.
• Agents are social in nature. A single agent cannot perform all necessary

activities. An agent needs the cooperation of other agents to complete its task.
• Adaptability is one of the important features of an agent. When an agent moves

from one environment to another, adaptability to the new environment is
required.

• Agents communicate with other agents via the help of their own interface. Each
agent has an independent interface through which it can communicate with other
agents.

• Agents are reactive by nature. How much time is taken by an agent after it has
identified its aim? This means that agent action time is also important.

• When an agent is moving in different environments, resources are acquired by
that agent. Resource accessibility is therefore important in achieving the goal.

• An agent stays in memory to sense the environment. An agent senses the
environment for activation.

• Agents are proactive in achieving their goal. They set their goals and wait for
them to be achieved.

• Agents have to communicate with different environments and with different
types of agents. This is why they need to have a dynamic nature.

• Agents are active objects unlike the passive objects in object-oriented systems.
• Each agent communicates with other agents through an interface without

knowing the details of the other agents.
• Agents have to trust other agents to fulfil their goal.

4 Advancement in Metrics

Agent-based systems are constituted of one or more agents. Different agents have
the aforementioned identifiable roles and interact and cooperate with other agents in
different environments as required by their tasks. Various significant issues
regarding complexity have an effect on the nature of the agent:

• Agent communication
• Process time
• Receptiveness of resources for an agent in its surroundings
• Time to grasp surroundings
• Switching time from one environment to another
• Action taken by agents
• Number of unpredictable changes in an environment
• Interoperability among agents
• Belief and reputation
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In the way of agents, metrics have accomplished many upright endeavours.
Klugal [23] discussed metrics for various aspects of agent-based systems. Mala and
Cil et al. [24] proposed complexity dimensions in terms of system size, intelligence,
and agent interaction. Sarkar and Debnath [25] introduced a new framework and
metrics based on collaboration. Sterling [26] discussed quality goals based on
adaptivity. Magarino et al. [27] proposed a metrics suite for measuring
agent-oriented architectures. The respective quality attributes are getting on with
metrics: extensibility, modularity and complexity.

Sivakumar et al. [28] presented a metric to measure the quality of software for an
agent-oriented system, proposing a tool to measure the quality. Dam and Winikoff
[29] worked on the maintenance phase with the help of agents detailing the repair of
inconsistencies using event-triggered plans.

Bitonto et al. [30] proposed competency factors in terms of rationality, auton-
omy, reactivity, and environment adaptability. The measures were also represented
with perspective of different points. These factors lie on many other various lines.
Closed intervals were used for calculating the different factors. We have used some
aspects of this work in the preparation of this paper.

Bakar et al. [31] proposed a framework to assess the quality of interaction among
agents. In this paper, both availability and trustability metrics are addressed. Marir
et al. [32] discussed metrics used to measure the complexity of multi-agent systems.
Stocker et al. [33] provided a solution that enables the measurement of workload in
the early stages of a design. Their work is founded on multi-agent systems based on
the belief-desire-intention (BDI) model.

Atop altogether all have been accomplishing their work towards agent-based
metrics. Metrics are proposed in various dimensions like in direction of traditional
metrics and perspective of agent. The factors to be considered for our proposed
metrics are as follows:

(i) Resource Availability
This refers to available resources in different environments. It is only
possible when an agent has complete, accurate, and current state informa-
tion of an environment.

frjr 2 R; r is number of resources required for processg

(ii) Process Time
This refers to the length of time required to perform any task by single or
multiple agents.

process time ¼ activation time of agentsþ execution time
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(iii) Agent Type (Static or Dynamic)
A static agent works in a deterministic environment where any action has a
single effect, whereas a dynamic agent works in a non-deterministic envi-
ronment where the same action in identical situations may have entirely
different effects. Dynamic agents are also capable of learning.

(iv) Pathway Transit (Interrupted or Uninterrupted)
When one agent is shifting to another environment, then it is either inter-
rupted or uninterrupted.

(v) Pathway Type (Static or Dynamic)
A static passage means that the environment is not changing at the time of
action, whereas a dynamic passage means the environment is changing at
the time of action.

(vi) Number of Agents
This specifies how many agents should participate in achieving the goal.
AG represents the agents present in an environment while ag represents the
number of active agents for the particular task.

ag�AG

(vii) Number of Actions
How many actions should be taken in order to achieve the goal?
AC represents the total number of actions assigned to the agent and ac is
number of actions taken by the agent to fulfil the particular task.

ac�AC

(viii) Learning Ability
A dynamic agent is able to learn from experience.

(ix) Agent Success Rate
The agent success rate depends on the task being successfully completed by
the agent.

Success Rate ¼ t
T
� 100

T represents the total tasks undertaken by the agent and t represents the
number of successful tasks completed by the agent.

(x) Leadership
Is the agent able to initiate the task or not?

(xi) Agent Action
What type of action is taken by the agent? This applies to dynamic agents
only.
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(xii) Expected Action
The action specified at the time of development of the system.

(xiii) Diplomacy
Is the agent able to undertake negotiations in the case of actions?

(xiv) Instrumentation
Is the agent actually able to diagnose the error while taking action? This
factor depends upon the proactive ability of the agent.

(xv) Generality
This is when any agent does the task of another agent (deactivated agent).

In addition to these factors are the foundations of the following projected
metrics:

Agent Competence Metric (ACM): This measures the effectiveness of an
agent.

Agent Support Metric (ASM): This provides a measurement of the number of
agents communicating to complete the task.

Resource Receptive Metric (RRM): This helps to calculate the resources
accessible in other environments.

Agent Versatility Metric (AVM): This measures the adaptability of an agent to
different environments.

Agent Skill Metric (ASKM): This metric calculates how an agent performs in
different situations.

Agent Shift Metric (ASHM): This provides a measure of the switching time
taken by an agent moving from one environment to another.

Agent Environment Shift Metric (ASSM): In achieving its goal, an agent will
move from one environment to another. As a result an environment transition
measurement is required.

Agent Achievement Metric (AACM): As well as agent participation, success
rate depth is also important.

Cooperation Agent Metric (CAM): This relates to communication among
agents and the help given by one agent to another.

Trust Metric (TM): This helps to calculate the trust factor of an agent and its
environment.

The relationships between metrics and factors are shown in Table 1.
The table shows the proposed metrics based on the behavior of an agent in the

system. It shows the relationship among the proposed metrics and their dependency
factors. For example, to measure agent competency, we must be aware of the type
of agent, process time, and surroundings. These parameters differ with respect to
surrounding, process, and communication time. Through the use of these param-
eters we can see that the success of the metrics depends on several factors. It is
essential to regard these parameters as the parameters on which metrics depends.
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5 Conclusion

Agents-based development is promising technique for the development of complex
and distributed systems. Technology is accumulative intricacy of software hence
Agents are acquainting with as a paradigm in software engineering. Agents are
centered on societal opinion of computations and assistance by the sensors that are
the reason for their continuous environment sensing.

In this paper we have discussed agents and conclude that measurement requires a
quantification of quality and provides an inexperienced glance en-route for mea-
surement of an agent-based system. Popular existing metrics are inadequate and
new metrics are required to measure the quality of agent-based systems. In this light
upon essentiality of metrics for various type of paradigm towards agent-based
systems, we have considered some significant issues as well as some issues relating
to complexity.

As a result of these complexity issues certain new metrics are proposed in this
paper. These metrics depends various factors, e.g., process time, knowledge, and
aptitude etc. The values of these metrics are not precise and vary from system to
system, having vague values. Soft computing may be better approach for
addressing these types of factors. Future work should look to address the effec-
tiveness of these factors for metrics using soft computing techniques.
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Optimal Software Warranty Under
Fuzzy Environment

A. K. Shrivastava and Ruchi Sharma

Abstract Prolonged testing ensures a higher reliability level of the software, but at
the same time, it adds to the cost of production. Moreover, due to stiff contention in
the market, developers cannot spend too much time on testing. So, they offer a
warranty with the software to attract customers and to gain their faith in the product.
But servicing under warranty period incurs high costs at the developer end. Due to
this, determining optimal warranty period at the time of software release is an
imperative concern for a software firm. Determination of optimal warranty is a
trade-off between providing maximum warranty at minimum cost. One of the prime
assumptions in the existing cost models in software reliability is that the cost
coefficients are static and deterministic. But in reality, these constants are dependent
on various non-deterministic factors thus leading to uncertainty in their exact
computation. Using fuzzy approach in the cost model overcomes the uncertainty in
obtaining the optimal cost value. In this paper, we addressed this issue and pro-
posed a generalized approach to determine the optimal software warranty period of
a software under fuzzy environment, where testing and operational phase are
governed by different distribution functions. Validation of the proposed model is
done by providing a numerical example.
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1 Introduction

Nowadays, providing warranty with software at the time of purchase is a fairly
common phenomenon. Warranty is an attribute that helps the firms in establishing
reliability of their product to the customers. It acts as an add-on which attracts
customers to buy their product with a greater faith. But providing warranty on the
software costs a lot to the firm; therefore, it is important to find the optimal warranty
period of the software so as to bear minimum cost for fixing bugs or replacing the
software during warranty period. In past, many researchers have worked on the
problem release time problems of software [1]. Researchers also incorporated
the role of software warranty in the cost models [2]. Pham and Zhang [3] revised
the traditional cost model and proposed a cost model incorporating the effect of
warranty and risk in the cost modeling. Dohi et al. [4] worked toward minimizing
the total cost involved during software development by finding the optimal software
warranty period assuming that the process of debugging follows NHPP. Rinsaka
and Dohi [5] proposed cost model to determine the optimal software warranty
period under discrete and continuous operational circumstances using environment
factor to differentiate between testing and operational phase. Generally, operational
environment is different from testing phase due to various factors like skill, usage
resources. Several methods to assess reliability during operational phase have been
suggested [6]. Yang and Xie [7] proposed different reliabilities for operational and
testing phase in software reliability modeling and differentiated the testing and
operational phase depending on the number of faults. From the above literature
review, we find that two common and strong assumptions were made in all the cost
models. Firstly, the testing and operational phases are governed by same distri-
bution functions. Secondly, release time studies for several existing SRGM have
been carried out, but they have been formulated under the assumption of clearly
defined constraints and goals and precisely computed value of constants. But, these
attributes depend on various aspects that are non-deterministic and hence cannot be
computed accurately. So, defining this problem in a fuzzy environment is a more
realistic approach. Fuzzy set theory [8] quantitatively deals with uncertainty by
permitting imprecision in the conventional set theory. Kapur et al. [9] developed a
cost model for optimal release time of a software under fuzzy environment.
Pachauri et al. [10] extended the work of Kapur et al. [9] by incorporating imperfect
debugging and proposed a cost model for optimal release time of SRGM with
testing effort. In this paper, we have formulated a generalized cost model to
determine optimal software warranty with reliability constraints under fuzzy envi-
ronment. The paper organization is as follows. Section 2 describes the notations
and assumptions of the proposed cost model. In Sect. 3, we have formulated the
cost model, its formulation, and solution based on fuzzy approach. Section 4
provides the numerical illustration and results of the proposed model. Finally,
conclusion has been drawn in Sect. 5.
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2 The Cost Model

A. Notations

a Number of expected faults in the
software

c1 Testing cost per unit testing time

b Rate of fault removal per remaining
fault

c2 Cost of fixing a fault during testing
phase

tlc Software life cycle length c3 Testing cost during warranty period

w Warranty period c4 Cost of fixing a fault during warranty
phase

mðtÞ Expected number of faults removed in
time interval (0, t]

c5 Penalty cost of debugging a fault
after warranty period

B. Assumptions of the proposed model:

(1) The fault that led to software failure is detected and removed as soon as the
failure takes place.

(2) The time of detecting each error is independent of other faults and is a
nonnegative random variable which is distributed identically with the
probability density function f(t).

(3) to is the time of software release into the market.
(4) tlc is the length of the software life cycle that is known in advance, and it is

believed to be sufficiently large in comparison to to.
(5) The warranty period is measured from the release time to.
(6) After the end of warranty period, whenever a failure is encountered by the

user, a penalty cost is incurred by the software developer.

The basic cost model proposed by Okumoto and Goel [11] included a cost
function for the total cost of debugging in testing phase and operational phase and is
given as

CðtÞ ¼ c1tþ c2mðtÞþ c3ða� mðtÞÞ ð1Þ

In the cost model given above, it was assumed that the rate of detecting the fault
in testing and operational phase remains the same. But in reality, it may differ. By
unified scheme, we know that

mðtÞ ¼ a � FðtÞ ð2Þ

Software warranty plays an imperative role for product in the market. Therefore,
researchers extended the basic cost model to include warranty period and proposed
cost function as
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CðtÞ ¼ c1tþ c2mðtÞþ c3ðmðtþwÞ � mðtÞÞ ð3Þ

Software life cycle is divided into three phases, namely testing phase, warranty
phase, and after warranty phase, i.e., 0; t0½ �; t0; t0 þw½ � and t0 þw; tlc½ �. The general-
ized cost function using different distribution function for different phases is given by

CðwÞ ¼ c1t0 þ c2aF1ðt0Þþ c3wþ c4að1� F1ðt0ÞÞF2ðt0 þw� t0Þ
þ c5að1� F1ðt0ÞÞð1� F2ðt0 þw� t0ÞÞ:F3ðtlc � ðt0 þwÞÞ ð4Þ

In the cost model given by Eq. (4), first term denotes the cost of testing, second
term denotes the cost of debugging the faults encountered during testing phase,
third term denotes the testing cost in warranty period, fourth term denotes the cost
of debugging in warranty phase, and last term is for cost of debugging after war-
ranty period. Fuzzified form of the cost function is given as:

eCðwÞ ¼ ~c1t0 þ ~c2aF1ðt0Þþ ~c3wþ ~c4að1� F1ðt0ÞÞF2ðt0 þw� t0Þ
þ ~c5að1� F1ðt0ÞÞð1� F2ðt0 þw� t0ÞÞ:F4ðtlc � ðt0 þwÞÞ ð5Þ

3 Problem Formulation

Here, we consider an optimization problem with constraints on desired reliability
level by the end of warranty period. The problem addressed in our study can be
given as

Minimize eCðwÞ
Subject to RðwÞ ¼ mðwÞ

a�
JR0

ðP1Þ

where R0 represents the aspiration level of number of faults detected in warranty
phase and a� represents the remaining number of faults after release. The symbolJ
.ð Þ denotes “fuzzy greater (less) than or equal to” and has linguistic interpretation
“essentially greater (less) than or equal to.” In the next section, we discuss the fuzzy
mathematical programming approach to solve the above problem (P1).

A. Problem solution

The algorithm to solve the above said fuzzy optimization problem based on the
fuzzy mathematical programming approach is described below.
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Algorithm

1. Find the crisp equivalent of the fuzzy parameters using a defuzzification function.
Here, we use the defuzzification function of type F2ðAÞ ¼ a1 þ 2aþ auð Þ=4

2. Fix the aspiration (restriction) level of objective function of the fuzzifier min
(max).

3. Define suitable membership functions for fuzzy inequalities. The membership
function for the fuzzy less than or equal to and greater than or equal to is given
as

l1ðtÞ ¼
1; GðTÞ�G0

G��GðtÞ
G��G0

; G0\GðTÞ
0; GðTÞ[G�

8<
:

9=
; l2ðtÞ ¼

1; HðTÞ[H0
HðtÞ�H�

H0�H� ; H� �HðTÞ
0; HðTÞ\H�

8<
:

9=
;

respectively, where G0 and H0 are the restriction and aspiration levels,
respectively, and G* and Q* are the corresponding tolerance levels. The
membership functions can be a linear or piecewise linear function that is
concave or quasiconcave.

4. Use the extension principle to identify fuzzy decision, which gives a mathe-
matical programming problem for a crisp environment as follows

Maximize a
Subject to liðwÞ� a; 0� a� 1; w� 0; i ¼ 1; 2; . . .n;

ðP2Þ

We can arrive at the solution of the problem (P2) using the standard crisp
mathematical programming algorithms where a is the degree of aspiration of the
management goals. Closer the value of a to 1, greater is the level of satisfaction.

4 Numerical Example

This section presents a numerical illustration of fuzzy optimization method dis-
cussed above. Based on the model assumptions, we obtain an exponential distri-
bution model proposed by Goel and Okumuto [12]. We estimated the unknown
parameters of GO model on a software failure data set [13]. Parameter estimation is
done using least square method of the nonlinear regression function of SPSS
software. Parameters estimates and residual sum of square (R2) are obtained as
a ¼ 130:201; b ¼ 0:083;R2 ¼ 0:986. The fuzzy cost coefficient constants eCi; i ¼
1; 2; 3; 4; 5 and eR0 are specified as triangular fuzzy number (TFN) represented as
A ¼ ða1; a; auÞ which are given in Table 1.

The problem (P1) is restated using the defuzzification function F(P) as
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Table 1 Defuzzified values of the cost (in $) coefficients and reliability aspiration level

Fuzzy (P) parameter eC1 eC2 eC3 eC 0
4

eC5 eR0 fCB

al 35 8 75 10 145 0.65 4000

a 40 10 80 15 150 0.70 5000

au 50 12 85 20 155 0.75 6000

Defuzzified value F(P) 60 10 80 15 150 0.70 5000

Minimize F ~CðwÞ� � ¼ Fð ec1Þt0 þFð ec2ÞaF1ðtoÞþFð ec3Þtw
þFð ec4Það1� F1ðt0ÞÞF2ðt0 þw� t0Þ

þFð ec5Það1� F1ðt0ÞÞð1� F2ðt0 þw� t0ÞÞ � F4ðtlc � ðt0 þwÞÞ
Subject to FðeRÞðtÞJFðfR0Þ and w� 0

ðP3Þ

Now with imprecise definition of the available budget, the cost objective
function is introduced as a constraint. Membership function corresponding to the
above problem (P3) is defined as

l1ðwÞ ¼
1; CðwÞ� 4000
5000�CðwÞ
5000�4000 ; 4000\CðwÞ\5000

0; CðwÞ[ 5000

8><
>:

9>=
>;

l2ðwÞ ¼
1; RðwÞ[ 0:90
RðwÞ�0:70
0:90�0:70 ; 0:70�RðwÞ� 0:90

0; RðwÞ\0:70

8><
>:

9>=
>;

Now the objective function is defined as

Max a

s:t: l1ðwÞ� a; l2ðwÞ� a; a� 0; a� 1
ðP4Þ

Now on taking FðtÞ ¼ 1� e�bt and release time of the software t0 ¼ 20 in
problem (P4), we get a nonlinear constrained problem. On solving this problem
using MAPLE software, we obtain that firm can provide warranty period
w* = 20.12 weeks on the software which is released after 20 weeks of testing.
Also, the level of satisfaction a ¼ 0:613 is achieved from firms point.

5 Conclusion

Ambiguity in defining the management goals can be handled by considering fuzzy
approach. Two important objectives of cost minimization and reliability maxi-
mization from developer’s point of view are taken in the problem definition. We
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have considered TFN to define fuzzy numbers which can be compared with other
type of fuzzy numbers for the possible variations that could result. We can use
different methods for defuzzification. In future, we can extend our model to
incorporate testing effort in the cost model. We are working on the cost model to
incorporate imperfect debugging in the above cost model to make it more realistic.
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Automation Framework for Test Script
Generation for Android Mobile

R. Anbunathan and Anirban Basu

Abstract System testing involves activities such as requirement analysis, test case
design, test case writing, test script development, test execution, and test report
preparation. Automating all these activities involves many challenges such as
understanding scenarios, achieving test coverage, determining pass/fail criteria,
scheduling tests, documenting result. In this paper, a method is proposed to auto-
mate both test case and test script generation from sequence diagram-based sce-
narios. A tool called Virtual Test Engineer is developed to convert UML sequence
diagram into Android APK to test Android mobile applications. A case study is
done to illustrate this method. The effectiveness of this method is studied and
compared with other methods through detailed experimentation.

Keywords Android test � Test framework � Test automation � Menu tree
navigation � Test case generation � Test script generation � APK generation
Model-based testing

1 Introduction

System testing involves major activities such as test case generation and test exe-
cution. Usually, test Engineer needs to understand scenarios from requirement
document, and then design test cases. Test case includes a set of inputs, execution
conditions, and expected results [IEEE Standard 829-1998]. While designing test
cases, test coverage needs to be ensured. Test coverage includes normal functional
scenarios, alternative scenarios, and non-functional aspects. Test execution can be
manual or automated [1]. To automate these test cases, test script has to be
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developed. Test Engineer needs to learn scripting language supported by
commercial-off-the-shelf tool or in-house built tool.

In this paper, a method is proposed to automate the above system testing
activities and a tool was developed based on this methodology. Scenarios in the
form of UML sequence diagrams [2] are considered as input. XMI file of sequence
diagram is parsed by using method proposed in [3]. From the XMI file, messages
along with method name and arguments, nodes, edges, conditions are extracted.
Using this information, a CFG is generated. From CFG, test cases are generated for
all basis paths. These test cases are converted to XML file.

Also menu tree database generated from the target device (mobile) [4] is taken as
another input. An APK is generated which takes the generated XML file and menu
tree database as inputs and generates events in order to execute test cases. In this
paper, the design issues faced while realizing this architecture are discussed. Also
the advantages of this method, comparing with other methods, are explained.
A case study is done as a proof of concept.

2 Related Work

This section discusses various methods that have been proposed for test automation.
Several test automation frameworks [5] are available in literatures.

In [3], Kundu et al. proposed a method to parse sequence diagram-based XMI
file and then generate Control Flow Graph (CFG). Different sequence diagram
components such as messages, operands, combined fragments, guards are consid-
ered. From XMI file, nodes, edges, guards are extracted and then a graph is created.
A defined set of rules are applied, which are based on the program structures such
as loop, alt, break, and then, CFG is arrived.

Sawant and Sawant [6] proposed a method to convert UML diagrams such as
Use Case Diagram, Class Diagram, and Sequence Diagram into test cases. A graph
called Sequence Diagram Graph (SDG) is generated from these diagrams and then
test cases are generated from this graph. The UML diagrams are exported to XML
file using MagicDraw tool. This XML file is edited, based on test case requirement.
A Java program is developed to read this XML and then generate all nodes, edges
from start to end. Scenarios are generated by scanning these nodes using breadth
first algorithm.

Sarma et al. [7] transformed a UML Use Case Diagram into a graph called Use
Case Diagram Graph (UDG), and Sequence Diagram into a graph called the
Sequence Diagram Graph (SDG) and then integrated UDG and SDG to form the
System Testing Graph (STG). The STG is then traversed to generate test cases for
system testing. In this approach, state-based transition path coverage criteria for test
case generation. Also, complex scenarios are considered which include negative
scenarios and multiple conditions.

In [8], Fraikin et al. proposed a tool called SeDiTeC, to generate test stubs from
testable sequence diagram. This approach involves together to control center tool
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for creating sequence diagram and then export into XML file. An extension pro-
gram is developed to create test stubs from this XML file. In early development
phase, these stubs help to test other completed sequence diagrams. SeDiTeC tool
also allows to instrument source code of associated classes, which behaves like test
stub.

In [9], Swain et al. proposed a method to generate test cases from Use Case
Dependency Graph (UDG) derived from Use Case Activity Diagram and
Concurrent Control Flow Graph (CCFG) derived from sequence diagram. Also, it
implements full predicate coverage criteria. From UDG, paths are determined using
depth first algorithm. Sequence diagram is converted into corresponding Activity
diagram using defined set of rules. From Activity diagram, sequences are obtained,
and then decision table is constructed to generate test cases. A semi-automated tool
called ComTest is built to parse XML, which is exported from sequence diagram,
and then test cases are generated.

3 Architecture of Proposed Framework

In this section, architecture and design constraints of proposed framework are
discussed.

3.1 Overview of the proposed framework

The proposed framework is based on Model-Based Testing (MBT). In this
approach, sequence diagrams are created to capture input scenarios. XMI file
obtained from this sequence diagram is parsed to extract model information such as
messages. From these messages, a sequence of executable commands is extracted
and stored in a XML file as nodes. This XML file is parsed by an Android
application (APK), and the commands are executed to produce events in Android
mobile.

3.2 Architecture of the Virtual Test Engineer

Figure 1 illustrates proposed framework to generate test script for Android mobile.
The framework includes two major tools known as Virtual Test Engineer
(VTE) and a menu tree generator. VTE is a Java-based application, consists of a
User Interface (UI) having controls and buttons to select input files. It has major
modules such as XMI parser, test case generator, and APK generator. XMI parser is
exactly same as mentioned in [3], generates CFG from sequence diagram. Test case
generator converts this CFG into basis path test cases in the form of XML file. APK
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generator takes this XML file and menu tree database file and then creates a new
APK file, which can be installed in Android mobile. This APK invokes Android
service, which in turn parses XML test cases and then generates events. These
events are passed to an UI Automator [10]-based jar file, which is nothing but
library of functions such as Click button, Click menu, Navigate, Wait,
VerifyUIText. These functions perform Android button/menu clicks to simulate
user actions, and then reading UI texts to verify expected results.

(1) XMI parser module
UML sequence diagram as shown in Fig. 2 is converted to XMI [11] using
Papyrus tool [12]. This XMI file is parsed using SAX parser and then different
sequence diagram components such as synchronous messages, asynchronous
messages, reply messages, combined fragments, interaction operands, and
constraints are extracted. Combined fragment includes different interaction
operators such as alternatives, option, break, and loop. The precedence relations
of messages and combined fragments are found recursively. Using precedence

Fig. 1 Architecture of
automation framework

Fig. 2 Sequence diagram
and corresponding CFG
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relations, edges are identified. From edges list, a Control Flow Graph (CFG) is
generated. Figure 3 illustrates a sequence diagram and the corresponding CFG
for alarm test case.

(2) Test case generator module
Basis paths are identified from CFG. Each basis path constitutes one test case.
One test case contains several test steps. One or more test cases are grouped
under a test suite. From edges in each basis path, method name, arguments are
extracted and then XML file is generated using simple tool [13]. Simple tool
uses XML annotations to generate XML nodes such as TestSuite, TestCase,
TestStep. For example, the following XML content shows how nodes are
nested:

<TestSuite>

<TestCase>

<TestStep>

<methodname>Navigate</methodname>

<argument key=“PackageName”>com.lge.clock</argument>

<argument key=“MenuItem”>New alarm</argument>

</TestStep>

<TestStep>

<methodname>LibSetSpinner</methodname>

<argument key=“TimeInMinutes”>2</argument>

</TestStep>

.

Fig. 3 UI of generated APK
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.

<TestCase>

<TestCase>

.

.

<TestCase>

<TestSuite>

(3) APK generator module
An APK is generated by using a template APK. The template APK includes
Activity (Java) file, Android manifest.xml, String.xml file, layout file. These
files are copied to target APK and then modified as given in following steps:

1. Create Android project using “Android create project” command
2. Copy Activity (Java) file, AndroidManifest.xml, Strings.xml file, layout file

etc to new project
3. Build using “ant release” command. This will create unsigned APK in bin

folder of new project.
4. Sign this unsigned APK using “jarsigner” command.
5. Generate signed APK using “zipalign” command.
6. Copy signed APK to destination folder.

3.3 Mobile side architecture

Mobile side architecture is as shown in Fig. 4. The purpose of generated APK is to
pass file names of generated XML file and menu tree Sqlite db file to VTE service.
VTE service parses XML file and generates events such as Navigate, ClickButton,
VerifyUIText. These events are sent to UI Automator-based jar. This jar includes
library functions such as Navigate, ClickButton, VerifyUIText. For example,
ClickButton library function contains UI Automator-based commands to simulate
button click as given below:

UiObject Button = new UiObject(new UiSelector().text

(ButtonName));

if(Button.exists() && Button.isEnabled())

{

Button.clickAndWaitForNewWindow(10000);

sleep(1000);

clickwidgetstatus=true;

}
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This UI Automator commands are actually simulating touch events in mobile
device. For example, if ButtonName is “Save,” then UI Automator searches for
“Save” button in current screen and then clicks over the text “Save.” Navigate
command searches the target menu item in menu tree DB and finds corresponding
navigation path as shown in Fig. 5. By using this path, it navigates through menu
tree to reach this menu item. Library functions send the result of each operation to
VTE service. VTE service saves these results in Excel test report.

Generated APK VTE Service XL test report

Library jar

XML 
Testcase

Menutree 
DB

Fig. 4 Mobile side
architecture

Fig. 5 Menu tree database
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4 Case Study

In this section, the application of the tool is explained with a case study. The case
study involves setting an alarm, which snoozes after 5 min. A sequence diagram is
drawn with the following messages, as shown in Fig. 2:

1. Navigate to new alarm widget
2. Set spinner value to current time+2 min
3. Save alarm
4. Wait for 2 min for alarm to invoke
5. Verify “Dismiss” text in current screen
6. Select Snooze option
7. Wait for 5 min for snoozing
8. Verify again “Dismiss” text in current screen
9. Delete the alarm

One of the combined fragment construct, “Alt,” is used to draw messages 6, 7,
and 8. Alt has both if and else constructs. Else part contains “Dismiss” alarm
message, so that two test cases are generated for one sequence diagram by VTE.
Figure 6 shows two basis path test cases generated for alarm scenarios. VTE uses
“Dot” tool [14] to display basis path graphs. At the same time, XML-based test
cases are generated by VTE as shown in Fig. 7.

Fig. 6 Basis path test cases generated by VTE
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By clicking “Generate APK” button in VTE, an APK with project name, in this
case “Alarm.apk” is generated. This APK sends XML name, menu tree DB name to
VTE service. VTE service parses XML test case and triggers the following com-
mand to invoke library function in “Library.jar” file:

proc ¼ java:lang:Runtime:getRuntimeðÞ:execð00uiautomatorruntestLibrary:jar
� ccom:uia:example:my:Library00 þ 00 � ecommand00

þ commandstrþ 00 � eargument1name00 þ argument1nameþ 00

� eargument2name00 þ argument2nameþ 00 � eargument1value00

þ argument1valueþ 00 � eargument2value00 þ argument2valueþ 00

� edatabase00 þ databasestrÞ;

Library function in Library.jar file generates events in Android mobile to sim-
ulate user actions such as clicking menu items, buttons in order to execute these test
cases. When “Execute” button of Alarm.apk as shown in Fig. 3 is clicked, test cases
are executed sequentially and an Excel-based test report is generated automatically
as shown in Fig. 8.

Fig. 7 Generated
XML-based test cases
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5 Experimental Results

The tool was applied to verify whether system testing is feasible with this approach
to satisfy the following test conditions:

a. Different Android applications
b. Different Android OS versions (e.g., Kitkat and Lollypop)
c. Devices with different form factors (e.g., QVGA(240 � 320) and WVGA

(480 � 800)]
d. Different UI versions
e. Program structures coverage (e.g., loop, alternative, option, and break)
f. Structural coverage (e.g., path coverage, node coverage, edge coverage, guard

coverage)
g. Different verification methods (e.g., UIText verification, log verification)
h. Test case type (e.g., normal flow and alternative flow)

Alarm application is taken for experiment to generate test cases and test scripts
automatically to meet all above coverage criteria.

5.1 Horizontal deployment

In this experiment, different applications such as alarm, messaging, and calculator
are considered. Different coverage criteria as listed above are considered. Total 19
test cases are automated using this method. This has to be elaborated to cover all
applications in future. Table 1 shows deployment data captured for different
Android applications. The coverage achieved is showed using a √ symbol.

In this experiment, different applications such as alarm, messaging, and calcu-
lator are considered. Different coverage criteria as listed above are considered. Total

Fig. 8 Test report for alarm scenarios
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19 test cases are automated using this method. This has to be elaborated to cover all
applications in future. Table 1 shows deployment data captured for different
Android applications. The coverage achieved is showed using a √ symbol.

5.2 Bug fixing/Enhancement

During experimentation, the following bugs are fixed:

1. When input model is using combined fragments such as “loop,” “alt,” the
generated XML test cases are not carrying related information. For example, in
case of “loop,” loop count has to be passed as attribute within a test step.

2. When different testers are making test cases for same package, more than one *.
uml files are resulted. For example, model.uml and model1.uml are resulted
from two testers for “Alarm” package. VTE supports this feature allowing more
than one input (*.uml) files and generates one single output XML file, con-
taining all test cases.

6 Comparison with Other Methods

In [3], a method to parse XMI exported from sequence diagram is illustrated. And
then a Control Flow Graph (CFG) is constructed from nodes, edges, and guards. In
our approach, basis path-based test cases in the form of XML file are generated
from CFG. Also, test scripts in the form of APKs are generated, which simulate
user interface events in Android phones.

In [6], after parsing XML file exported from sequence diagram, scenarios are
generated by traversing through all paths. But the algorithm to traverse the paths is
not clearly given. In our approach, a recursive algorithm is made to generate basis
path-based test cases, to ensure coverage criteria such as path coverage, node
coverage, edge coverage, and guard coverage are achieved.

In [7], test cases are generated from sequence diagram. Object Constraint
Language (OCL) is used to define messages, guards, etc. In our approach, library
functions with method names and arguments are defined. All messages need to use
these pre-defined library functions, so that XML-based test cases are generated with
these method names and arguments used as XML tags.

In [8], test stubs are generated to perform integration testing. Code instrumen-
tation is required for executing test cases. In our case, test cases and test scripts are
generated for performing system testing. It is a block box approach.

In [9], ComTest tool is proposed, which is generating test scripts. But test script
format is not explained. In our approach, Virtual Test Engineer (VTE) is developed.
It takes menu tree database and XML-based test cases as inputs. Menu tree database
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helps to navigate through menu tree path and reach any menu item in phone. An UI
Automator-based jar file is used to simulate user interface events such as click menu
item, click button to navigate.

7 Conclusions

In this paper, an automation framework for generating system test scripts for
Android mobile is proposed. A tool called “Virtual Test Engineer” is built to realize
this approach. Testing activities such as requirement analysis, test case design, test
case generation, test script generation, and test execution are automated. The sce-
narios are captured in the form of sequence diagram. XMI file exported from
sequence diagram is parsed to get CFG. Basis path test cases are generated from
CFG in the form of XML file. An APK is generated to handle this XML and
simulate user interface events such as click menu item, click button. Also, this APK
takes menu tree database as input and facilitates navigation through menu tree of
Android phone. To execute multiple APKs in sequence, a test scheduler is involved.
The objective is to reduce the test effort by automating test engineering activities
throughout the test cycle.

Currently, few applications of Android mobile are testable with this method. In
future, this method will be elaborated to cover all Android applications.

In future, a suitable algorithm will be developed using genetic algorithm and
Artificial Intelligence (AI) planning, to generate test data.

This method will be more generalized, so that this method will be adaptable for
other embedded systems, Windows, or Linux-based applications.
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Optimizing the Defect Prioritization
in Enterprise Application Integration

Viral Gupta, Deepak Kumar and P. K. Kapur

Abstract Defect prioritization is one of the key decisions that impacts the quality,
cost, and schedule of any software development project. There are multiple attri-
butes of defects that drive the decision of defect prioritization. Generally in practice,
the defects are prioritized subjectively based on few attributes of defects like
severity or business priority. This assignment of defect priority does not consider
other critical attributes of the defect. There is a need of a framework that collec-
tively takes into consideration critical attributes of defects and generates the most
optimum defect prioritization strategy. In this paper, critical attributes of defects are
considered and a new framework based on genetic algorithm for generating opti-
mized defect prioritization is proposed. The results from the experimental execution
of the algorithm show the effectiveness of the proposed framework and improve-
ment by 40% in the overall quality of these projects.

Keywords Defect prioritization � Triage � Genetic algorithm � Enterprise
application � Quality � Testing � And optimization

1 Introduction

Software testing is the process of executing the program under test with the intent of
finding defects. The process of analysis, prioritization, and assignment of defects is
known as defect triaging [1]. Defect triaging is a complex process that brings
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stakeholders from multiple teams like test, business, and development together. Test
team raises the defect with basic attributes in the defect tracking system and assigns
the value of severity to the defect. Severity of the defect signifies the impact on the
system. The business team verifies the defect and updates the priority of the defect.
Priority of the defect signifies the order in which the defect needs to be fixed.
Development manager analyses various attributes of the defects like severity, pri-
ority, estimate to fix, next release date, skills required to fix, availability of resources
and prioritizes and assigns the defects to the developers. The prioritization of defects
is the very important factor in the defect management process that impacts the
quality, cost, and schedule of the project releases. Defect prioritization should ideally
consider multiple attributes of the defects [2]. In the present scenario, defect prior-
itization is being done subjectively and manually by the business team leader or the
development manager based on very few attributes like severity and priority. In a
large enterprise application integration project where the daily defect incoming rate
is 80–100, team accumulates more than 1000 defects to be fixed. Considering five
days of release drop cycle, development team faces the challenge to decide which
defects to fix for the next code drop cycle to get optimized results. In order to make
this decision, the development team requires a framework that takes into account
multiple attributes of the defects and can generate the optimized defect prioritization
for these defects, so that the development team will focus on the resolution of the
prioritized defects only. This effective defect prioritization can improve the total
number of defects fixed for the next release, customer satisfaction, and faster time to
market. In a large enterprise application integration project, the complexity of defect
management and release management increases due to heterogeneous systems
involved in the integration and additional attributes of the defects comes into action
[3]. In this paper, a new framework using genetic algorithm is proposed that con-
siders multiple attributes of the defects and generates the optimized defect prioriti-
zation that overall results in the process improvements by more than 40%. This paper
begins by providing the brief overview of the past work conducted in this area,
followed by details of genetic algorithm, proposed methodology. An experiment is
conducted on an enterprise application development project. Finally, the paper is
concluded with the discussions of the results of the experiment.

2 Literature Review

Kaushik et al. [1] in their study surveyed defect triages engaged in the software
product development company and identified various challenges faced by practi-
tioners during the defect prioritization and assignments. These challenges are
ambiguity in understanding requirements, defect duplication, conflicting objectives
of defects, and incomplete supporting knowledge. The study emphasized the issue
of subjective assignment of severity and priority to the defects and underlines the
ignorance of various critical factors like cost to fix defects, technical risks, and
exposure in defect prioritization. The study proposed adoption of research
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directions like multiobjective defect prioritization, utilization of software artefacts
traceability matrix for resolving the issue of defect prioritization.

Cubranic et al. [4] proposed the adoption of supervised machine learning using
Bayesian learning approach to automatically assign bug reports to the developers.
The study conducted an experiment to analyse the group of more than 15,000 bug
reports from the large project and assigned these defects automatically to the
developers based on text categorization techniques. The six-step heuristic was
proposed to conduct the experiment. Except 180 bugs, all bugs were assigned to
162 developers. The results showed overall 30% accuracy in prediction of the
defect assignment. The results were evaluated by the project.

Ahmed et al. [5] in their study discussed various ways to optimize the manual
analysis of the incoming defects and categorization of these defects. The study
highlights the amount of efforts and cost spent in manually analysing deluge of
defects and categorizing them into various categories. An experiment was con-
ducted on the group of more than 4000 defects from telecom projects. The study
used k-nearest classification and Naïve Bayes algorithms to categorize the incoming
defects into functional, logical, standard, and GUI-related categories. The results
show the highest accuracy achieved using Bayes algorithm was 79%.

Alenezi et al. [6] presented an approach for predicting the priority of the defect
based on the algorithms, namely Naïve Bayes, decision trees, and random forest.
These algorithms are based on the machine learning techniques. An experimental
evaluation has been conducted on the software projects. The element of subjectivity
in manually assigning the priority of the defects has been highlighted in the study.
Two feature sets are used in order to execute the proposed algorithms. These feature
sets are textual contents of the bug report and the metadata information of the bug
report. More than 8000 defects from two projects were categorized in the priority
classes of high priority, medium, average, and low priority. The results show that
the feature set of metadata information outperforms the other feature set. The results
from random forest and decision trees outperform the Naïve Bayes results.

Malhotra et al. [7] in their paper proposed text classification techniques to
predict and assess the severity of defects. The report of defects was taken from the
software projects, and support vector machine algorithm is used to predict the
severity of defects. The study advocates the prediction and automatic allocation of
the severity of defects using the text classification techniques. The study executed
the algorithm based on 5, 25, 50, and 100 feature set. The results were evaluated
using the precision and recall metrics to find out the effectiveness of the algorithms.

Chen et al. [8] conducted an experiment to achieve test case prioritization for the
functional testing. This experiment is conducted to prioritize the functional test
cases that were derived from the functional specifications. The study assumes that
the primary factors for the evaluation of test case prioritization are requirement
severity score and the interdependency between the test cases. The requirements are
categorized into four categories, and the scores are assigned to each category, while
test case dependency was also categorized under six categories, and the scores are
assigned. The researchers executed genetic algorithm (GA) and ant colony opti-
mization (ACO) algorithms on the five sets of test suites. It was concluded that the
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GA and ACO algorithms provided similar efficiency in achieving the test case
prioritization.

Xuan et al. [9] in their study analysed the developer’s priorities to improve three
aspects of defect management, namely defect triage, defect severity identification and
assignment and the prediction of the reopened defects. The results show that the
average prediction accuracy has been approved by 13% after considering the devel-
oper’s priority. The main premise of the study is that developers have different
capability offixing these defects [10, 11]. These developers are ranked and prioritized,
and this developer prioritization is used for improving the defect triaging process.

There has been a very little research work done in the literature for achieving
defect prioritization [12–15]. Most of the past work is focussed on the utilizing
machine language algorithms and text categorization techniques for defect catego-
rization [16, 17]. There has been slight evidence of work done for utilizing genetic
algorithm for test case prioritization, but there has not been any concrete experimental
work done in the past showing usage of genetic algorithm in defect prioritization.

3 Genetic Algorithm

Usage of evolutionary algorithms in the software testing is an emerging trend that
helps in the automatic generation of the test cases, test data, and also helps in
sequencing these test cases to achieve the optimization in test execution phase
[18–20]. Genetic algorithm is an optimization technique and the search method that
is based on the concept of evolution of species using natural selection of the fittest
individuals [1]. The genetic algorithm works on the population which consists of
possible solutions of a given problem for which an optimized solution is sought.
The possible solutions from the population are represented by chromosome which
is denoted by a string of binary digits known as genes. Genetic algorithm uses three
main operators, namely selection, crossover, and mutation. As a part of selection
process, all chromosomes are evaluated based on the fitness value. Fitness function
defines the capability of an individual to qualify as best among others. The best
chromosomes are selected for crossover [21]. In the crossover process, the genes of
the selected chromosomes are swapped in order to produce more capable
next-generation chromosomes or the offsprings [22, 23]. The process is repeated
until next generation has sufficient chromosomes. The last step is mutation which
alters a part of the chromosomes to produce good results.

4 Proposed Approach and Experimental Set-up

In the past, defect prioritization has been done based on few attributes like priority
or severity. It has been identified that defect prioritization is a multiattribute
problem. From the survey of the literature, authors found four attributes that drive
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the defect prioritization. These attributes are severity, priority, time to fix, and
blocked test cases. Authors identified ten experts from the software industry. These
experts are working as delivery head, delivery manager, test manager, and business
consultants in software companies that execute enterprise application integration
projects. Each of these experts has more than 15 years of experience in the industry.
A questionnaire was sent to these experts to seek their opinion about the importance
of these attributes and to find out if there is any additional attribute that impacts the
defect prioritization and has not been mentioned in the past work. Each expert
ðE1;E2;E3;E4. . .E10Þ was required to provide response on a five-point scale,
namely very strong impact (VSI), strong impact (SI), medium impact (MI), low
impact (LI), VLI (no impact). These responses were assigned numerical scores as
VSI is assigned as 5, SI is assigned score as 4, MI is assigned score as 3, LI is
assigned score as 2, and VLI is assigned score as 1. Overall scores for each attribute
is calculated from the responses of all experts. A software development project that
implements the enterprise application integration is chosen, and an experiment is
conducted by executing genetic algorithm to prioritize the defects and evaluate the
effectiveness of outcomes. This software project, namely “Banking Payments
Platform (BPP)”, is a very large integration project of 30 applications that are
operational in bank for many years. The software development team is working on
the major upcoming release to integrate these applications. Total line of code for
these applications is 10 Million, and the total software development and testing
team size is 50. At the time of the study, the project is in system testing phase. Total
1000 defects have been identified till date, and 600 defects have been closed. Daily
defect arrival rate is 25–30. Daily closure rate from the development team is 15–20,
which is resulting in increase in backlog defects. In the system testing phase, there
are 40 developers in the team and on an average ten defects are assigned to each
developer. The release code drop cycle is 5 days, and authors have found this
project to be the most relevant project to conduct the experiment. Each developer
has ten backlogs of defects, and the next release code drop is 5 days away. Each
developer is faced with the decision to prioritize the defects assigned to him. This
study proposes usage of genetic algorithm. For the purpose of this experiment,
chromosomes consist of the set of defects to be fixed by the developers (Table 1).

Fitness function in the experiment is a function of multiple attributes of the
defects. These attributes were identified from the literature and ranked based on the
expert’s interview. The fitness function is derived from rankings of the attributes
achieved by the expert’s interview. EAI score (ES) is derived by assigning
numerical scores to the EAI values for each defect. 7 is assigned to orchestration
defects, 5 is assigned to maps/schema defects, 3 is assigned to pipeline defect, and 1
is assigned to adaptors defects. Severity score (SS) is derived by assigning
numerical scores to the severity values for each defect. 7 is assigned for critical
defect, 5 is assigned for high, 3 is assigned for medium defect, and 1 is assigned for
low defect. Similarly, priority score (PS) is derived by assigning numerical scores to
the priority values for each defect. 7 is assigned for very high priority defect, score
of 5 is assigned for high priority defect, score of 3 is assigned for medium priority
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defect, and score of 1 is assigned for low priority defect. Total SevPriority Score
(PS) is calculated as (1).

PSn ¼ SSn � PSn ð1Þ

TBTCn ¼ BTCnð Þ
Pn

k¼0 BTCk
ð2Þ

The number of blocked test cases for each defect is represented by
ðBTC1;BTC2;BTC3;BTC4. . .BTC10Þ. The total blocked test case score TBTCn for
a defect would be calculated as (2). The time required to fix a defect is represented
as by ðTF;TF2;TF3;TF4. . .TF10Þ, and the proposed rank to fix the nth defect is
represented as by ðR;R2;R3;R4. . .R10Þ. The total time score (TS) would be cal-
culated as follows:

TSn ¼ 11� Rnð Þ
TFn

ð3Þ

Fitness score FSnð Þ for each defect given by following equation:

FSn ¼ SSn � PSnð Þþ BTCnð Þ
Pn

k¼0 BTCk
þ 11� Rnð Þ

TFn
þEAIn ð4Þ

Total fitness score FStotð Þ for the entire chromosome is given by following
equation, where m is the rank of the defect where time to fix the defects stretches
beyond the next release code drop date.

FStot ¼
Xm

n¼1

SSn � PSnð Þþ BTCnð Þ
Pn

k¼0 BTCk
þ 11� Rnð Þ

TFn
þEAIn

� �

ð5Þ

Initial number of chromosomes taken was 4. The encoding used for chromosome
is alphanumeric [24–26]. The crossover rate (C.R.) is 0.8, and mutation rate is 0.3.
Section technique is used as fitness function that is based on five attributes of the
defects. The crossover method was hybrid, namely single point and double point.
Mutation method was random.

5 Outcomes and Discussions

Based on the responses received from the experts, it has been identified that the top
five attributes of the defects that must be considered during the defect prioritization
activity were severity, priority, time to fix, blocked test cases, and EAI factor.
Authors found that EAI factor is the new factor that has not been identified in any of
the past work. The values for EAI factors are orchestration, maps/schema, pipeline,
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and adaptor-related defects. The highest impacting factor is the number of blocked
test cases. Attributes identified from the survey questionnaire and the expert’s
interview were incorporated in the calculation of the fitness function for the
selection operator of the genetic algorithm. Multiple cycles of genetic algorithm
were executed. The first cycle of genetic algorithm had four chromosomes, and the
highest fitness score was 194.516 (Tables 2, 3, 4, 5, 6, 7, 8, and 9).

Table 3 lists four initial chromosomes that represent initial defect priorities that a
developer has considered. The maximum fitness score of 194.516 is for the third
chromosome. Using the total fitness scores, average fitness score, and the cumu-
lative fitness score, three chromosomes are selected for the next operation of the

Table 3 Genetic algorithm cycle 1: selection—fitness scores

# Chromosome FS FA FC RN DF PF TCU

1 1, 2, 8, 3, 5, 4, 9, 6, 7, 10 164.175 0.255 0.255 0.275 3 3 22

2 5, 8, 1, 6, 2, 4, 10, 3, 7, 9 142.008 0.221 0.476 0.832 3 2 64

3 9, 1, 2, 3, 8, 4, 7, 5, 6, 10 194.516 0.302 0.778 0.166 4 4 23

4 1, 5, 8, 2, 4, 6, 10, 3, 7, 9 143.008 0.222 1.000 0.547 3 2 64

Table 4 Genetic algorithm cycle 1: crossover and mutation

# Parent Child Mutation

3 9, 1, 2, 3, 8, 4, 7, 5, 6, 10 1, 5, 8, 2, 4, 4, 7, 5, 6, 10 1, 9, 8, 2, 3, 4, 7, 5, 6, 10

4 1, 5, 8, 2, 4, 6, 10, 3, 7, 9 9, 1, 2, 3, 8, 6, 10, 3, 7, 9 5, 1, 2, 4, 8, 6, 10, 3, 7, 9

1 1, 2, 8, 3, 5, 4, 9, 6, 7, 10 9, 1, 2, 3, 8, 4, 9, 6, 7, 10 9, 1, 2, 3, 8, 4, 5, 6, 7, 10

3 9, 1, 2, 3, 8, 4, 7, 5, 6, 10 1, 2, 8, 3, 5, 4, 7, 5, 6, 10 1, 2, 8, 3, 5, 4, 7, 9, 6, 10

Table 5 Genetic algorithm cycle 2: selection—fitness scores

# Chromosome FS FA FC RN DF PF TCU

5 1, 9, 8, 2, 3, 4, 7, 5, 6, 10 205.508 0.275 0.277 0.123 4 4 22

6 5, 1, 2, 4, 8, 6, 10, 3, 7, 9 184.270 0.246 0.523 0.658 4 3 76

7 9, 1, 2, 3, 8, 4, 5, 6, 7, 10 194.516 0.260 0.783 0.267 4 4 63

8 1, 2, 8, 3, 5, 4, 7, 9, 6, 10 164.175 0.219 1.000 0.581 3 3 22

Table 6 Genetic algorithm cycle 2: crossover and mutation

# Parent Child Mutation

7 9, 1, 2, 3, 8, 4, 5, 6, 7, 10 9, 1, 2, 4, 8, 6, 10, 6, 7, 10 9, 1, 2, 4, 8, 5, 3, 6, 7, 10

6 5, 1, 2, 4, 8, 6, 10, 3, 7, 9 5, 1, 2, 3, 8, 4, 5, 3, 7, 9 6, 1, 2, 10, 8, 4, 5, 3, 7, 9

7 9, 1, 2, 3, 8, 4, 5, 6, 7, 10 9, 1, 8, 2, 3, 4, 7, 6, 7, 10 9, 1, 8, 2, 3, 4, 5, 6, 7, 10

5 1, 9, 8, 2, 3, 4, 7, 5, 6, 10 1, 9, 2, 3, 8, 4, 5, 5, 6, 10 1, 9, 2, 3, 8, 4, 7, 5, 6, 10
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genetic algorithm. Crossover method was single point, and first five genes were
crossed over between two chromosomes. After the crossover and mutation opera-
tions, four child chromosomes are generated for the second cycle of the genetic
algorithm. In the next cycle, the maximum fitness score of 205.508 is for the first
chromosome. Using the total fitness scores, average fitness score, and the cumu-
lative fitness score, three chromosomes are selected for the next cycle. Crossover
method was hybrid, and five elements from the fourth element were crossed over
between two chromosomes. After the crossover and mutation operations, four child
chromosomes are generated for the third cycle of the genetic algorithm. In the next
cycle, the maximum fitness score of 243.905 is for the first chromosome. Using the
total fitness scores, average fitness score, and the cumulative fitness score, two
chromosomes are selected for the next operation of the genetic algorithm. Two
child chromosomes are generated for the third cycle of the genetic algorithm. In the
next cycle, the maximum fitness score of 270.111 is for the first chromosome. This
defect sequence can fix defect 6 defects for the next code drop. All of these six
defects are from top two severities. These six defects are responsible for total 56
blocked test cases. From the outcomes of the experiment, it has been proved that the
fitness scores for the chromosomes have improved over multiple cycles of the
executed genetic algorithm. In the first cycle, the developer was able to fix four
defects and unblock 22 test cases, while after the application of the genetic algo-
rithm, developer can fix six defects and unblock 56 test cases. There has been 46%
improvement in the defects closed, 54% improvement in the closure of the top two
severities/priorities of defects, and 21% reduction in the test case blockage.

Table 7 Genetic algorithm cycle 3: selection—fitness scores

# Chromosome FS FA FC RN DF PF TCU

9 9, 1, 2, 4, 8, 5, 3, 6, 7, 10 243.905 0.309 0.309 0.250 5 5 30

10 6, 1, 2, 10, 8, 4, 5, 3, 7, 9 160.937 0.204 0.513 0.640 4 2 26

11 9, 1, 8, 2, 3, 4, 5, 6, 7, 10 192.516 0.244 0.757 0.301 4 4 34

12 1, 9, 2, 3, 8, 4, 7, 5, 6, 10 191.516 0.243 1.000 0.024 4 4 30

Table 8 Genetic algorithm cycle 3: crossover and mutation

# Parent Child Mutation

9 9, 1, 2, 4, 8, 5, 3, 6, 7, 10 9, 1, 2, 4, 3, 4, 5, 6, 7, 10 9, 1, 2, 4, 3, 7, 5, 6, 8, 10

11 9, 1, 8, 2, 3, 4, 5, 6, 7, 10 9, 1, 8, 2, 3, 5, 3, 6, 7, 10 9, 1, 8, 2, 3, 5, 4, 6, 7, 10
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6 Conclusions

Defect prioritization involves the decision-making process to prioritize defects
based on various attributes of the defects. In the past, there has been very less work
done that empirically demonstrates defect prioritization resulting in improvements.
This study proposed a framework to utilize genetic algorithm for defect prioriti-
zation that results in quality improvements. Authors of this study ranked the defect
attributes required by the genetic algorithm for defect prioritization problem.
Totally five attributes were identified and ranked; a new attribute, namely EAI
factor has been identified, which was not mentioned in the past work. The exper-
iment result demonstrated overall 46% improvement in the number of defects
closed by a developer for the next code drop, 54% improvement in the closure of
the top two severities/priorities of defects, and 21% reduction in the blockage of test
cases. The outcome of the experiment has been found very useful by the devel-
opment, business, and testing teams.
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Desktop Virtualization—Desktop
as a Service and Formulation of TCO
with Return on Investment

Nitin Chawla and Deepak Kumar

Abstract Cloud computing provides multiple deployment options to organizations
such as Software as a Service (SaaS), Platform as a Service (PaaS), Infrastructure as
a Service (IaaS). Desktop as a Service is upcoming deployment model which has a
multi-tenancy architecture, and the service is available on a subscription basis.
Desktop as a Service (DaaS) authorizes users to access the applications anytime
using virtualized desktop. Virtualized desktops hosted on cloud provided flexibility
to use any device. With no software for IT to maintain, Desktop as a Service is
straightforward to buy and easy to manage. This paper describes the needs of
Desktop as a Service, benefits of DaaS, barriers to widespread DaaS adoption,
comparison of industry DaaS leaders, and describes its application in real.
A general model and framework have also been developed to calculate the total cost
of ownership and return on investment to help the organization to take decisions
and have relevant discussions to adopt DaaS.

Keywords Cloud computing � Desktop virtualization � Desktop as a Service
Deployment model � Cloud security

1 Introduction

The principle of cloud desktops has been around for many years, but it has only just
begun to gain a foothold in terms of adoption. That could be because IT shops are
interested in VDI [1] but cannot front the money for it, or because the cloud is just a
hot-button topic these days. Either way, many people do not know the details of
DaaS [1] technology or how it compares to VDI. Start here for the basics on how it
works, how it is different from VDI, and why the comparisons are not necessarily
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fair. VDI has seen pretty slow adoption—some experts think it will never crack
20%—so what does that say about how quickly organizations will adopt cloud
desktops? There are tons of options out there now, and they’ll just improve over
time. Many companies try to get VDI off the ground but find that it is too expensive
or that users reject it. Especially in small companies where VDI is often cost
prohibitive, DaaS can be a great option because you’re taking advantage of
infrastructure someone else already built and has pledged to maintain. It might seem
like DaaS and VDI are dissimilar, but the two share a lot of the same benefits,
including easier desktop management, more flexibility and mobility, and less
hardware. They also both come with licensing complexity. But of the two, only
DaaS brings cloud security concerns.

For many VDI projects, costs can balloon down the line, and the infrastructure is
hard to scale up and down on your own. But with a subscription-based, cloud-centric
model, costs are predictable over the long term, and you can scale quickly in either
direction if you need to. And with DaaS, it can be easier to set up a pilot program. The
DaaS cost models that vendors such as Amazon push are flawed. When you compare
the highest-priced VDI software with all the bells and whistles to the lowest-priced
DaaS setup based on server images, of course, DaaS is going to look cheaper. But you
can’t compare Windows 7 to Windows Server. They’re just not the same thing. DaaS
can be confusing. For example, did you know that some application delivery tech-
niques are technically DaaS? And there is a big difference between hosting Windows
Server images in the cloud and hosting desktops. Don’t forget about the potential
licensing costs and complexity that can come with DaaS—they mean that sometimes
cloud desktops won’t save money over VDI. Depending on which provider and
platform you settle on, deploying cloud desktops may not save money over VDI in
the long run. Management costs—because you still need to maintain and update
images, applications, security, and the network—subscription fees, and hardware
requirements all play into how much cash stays in the company kitty. With hosted
desktops, you have to license theWindows OSes, the desktop virtualization software,
and the endpoint devices.

Additionally, every DaaS vendor and service provider handles licensing in its
own way. Some providers need you to bring your own Virtual Desktop Access
licenses. Windows desktop OS licensing restrictions make it really hard for com-
panies to do “real” DaaS. Instead, DaaS vendors such as Amazon and VMware skin
Windows Server 2008 R2 images to look like Windows. It works and customers
want it, but it is not a true desktop. Just like some rectangles are squares, some
DaaS providers are platforms—but not all platforms are providers, and not all
providers are platforms. If that’s got your head spinning, don’t fret. There are ways
to find the right provider and platform for you, but you’ll have to take charge. Make
sure you ask the right questions and negotiate a service-level agreement (SLA) that
sways in your favor. In the DaaS market, there are many providers, but not as many
platforms. The platform is what cloud desktops run on, and providers are the
companies you buy that service from.

For example, VMware [2] has a platform and is a provider, but if you want to
host desktops on to cloud infrastructure, you’ll need to talk to a provider that has a
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relationship with that platform. Not all DaaS providers are created equal. Some
vendors and platforms might not support the clients, operating systems, or appli-
cations you need. Management consoles and capabilities also differ from one
product to the next. The provider you choose should have an SLA that outlines how
the company will handle security breaches and outages.

In this paper, we state multiple factors to calculate the TCO. Factors which can
affect the TCO are divided into two parts: tangible benefits and intangible benefits.
A general ROI model has also been developed to help the organizations in adopting
the new technology like DaaS.

2 Components of DaaS

Virtualization has become the new leading edge, and Desktop as a Service (DaaS)
is gaining ground in this space. Due to increasing constraints on IT budgets,
Desktop as a Service provides secure, flexible, and manageable solution to eco-
nomically satisfy organization’s needs. Desktop as a Service is well-suited envi-
ronment as it provides agility and reduction in up-front capital investment as
compared to the on-premise environment consisting of physical and decentralized
desktop environment with high cost. Desktop as a Service platform solution pro-
vides organizations the flexibility of cloud services in a secure enterprise-class
cloud (Figs. 1 and 2).

DaaS solution provides facility to the user to connect via RDP to a client OS
such as Windows XP or Linux as a VM on a server. For this infrastructure to
function, a DaaS solution must have the following components.

Fig. 1 Desktop virtualization architecture
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• A virtualization platform. A platform can run client operating systems like
Linux, Windows. The platform should be able to host multiple VMs to support
concurrency. Some of the virtual platforms are VMware, Hyper-V [3].

• A protocol for the users to connect to the virtualized OS. Most of the users
use Windows, and RDP , part of windows, is used. Using RDP, once can use its
features such as device and printer redirection. Multiple options such as thin
client or remote client under full OS are available to take a decision for the
protocol.

• A virtual management platform. This platform offers the creation and con-
figuration of VM on the servers. A physical server can be divided into multiple
VMs using the virtual management platform. Virtual platform transforms static
desktops into secure, virtual workspaces that can be delivered on demand.
Virtual platform can provision virtual or remote desktops and applications to
streamline management and easily entitle end users.

• A connection broker. A session is created the very first time user logs in. This
connection broker ensures that users log into their existing sessions.

• Application virtualization. Virtualization is done at multiple levels such as
hardware virtualization and software virtualization. For software virtualization,
application virtualization and database virtualization are done. Application
virtualization ensures the distribution of evenly distribution of logged-in users to
reduce the load on single application server [4].

• Profile and data redirection. Profile and data redirection enables users’ per-
sonalization to be maintained. It also ensures that data stored by users is stored
on the server. Profiles and data redirection is what allows a user to logon onto
any computer and have all their personal files and setting apply to that computer
as it was the last time they used a computer.

• Client devices. Users use any device, known as thin clients, to access the
virtualized environment. Some of the OSes used in client devices are Windows,
Linux.

Fig. 2 Inhibitors to DaaS and VDI adoption

602 N. Chawla and D. Kumar



3 Comparison of DaaS Providers

While evaluating a DaaS solution, one needs to observe multiple areas. First is the
hypervisor [5], which is a platform for configuring and running virtual machines.
Hypervisors differ in their capabilities; cloud providers contrast in their solutions
offering. How to appropriately choose hypervisor for the desired server/desktop
virtualization is really challenging, because a trade-off between virtualization per-
formance and cost is a hard decision to make in the cloud. Others components are
processor speed and cores, RAM, type of storage.

Below is the comparison of various service providers which offer technical
components along with the commercials (Table 1).

Table 1 Comparison of various service providers

Desktop
model

Horizon air
desktops and
horizon air
apps (standard) [10]

Amazon workspaces
(value) [11]

desktopasservice.com
[12]

Microsoft Azure
(basic tier) [13]

Price per
month

$35/desktop/month
MSRP (minimum
order quantity of
50)

$27 (no up-front
commitment and you
can delete
workspaces at
anytime)

$30 (7 or more users) INR 782

Processor 1 vCPU 1 vCPU 1 core

Memory 2 GB VRAM 2 GB VRAM 4 GB RAM 1.75 GB

Hard disk 30 GB 10 GB 20 GB + 20 GB
(operating system)

40 GB

Access
device

Horizon view
clients, browser,
PCoIP zero clients

Laptop computer
(Mac OS or
Windows), iPad,
Kindle fire, or
Android tablet,
PCoIP zero clients

Android, iPhone, an
iPad, Windows
mobile/computer PC,
Mac, Linux, thin
clients, etc.

Android. iPhone
and iPad,
Windows
mobile/computer
PC, Mac, Linux,
thin clients, etc.

Desktop
device

Persistent and
nonpersistent VDI

Persistent Persistent Persistent

Available
OS

Windows XP, 7,
8 � 64

Windows 7
experience to users
(provided by
Windows Server
2008 R2 with RDS)

Windows and Linux
based

Windows and
Linux based

Windows Server
2008 R2

Windows Server
2012 R2

Technology VMware Amazon workspaces
and Amazon
workspaces
application manager

Microsoft remote
desktop services
(RDP)-based
Windows desktops

Microsoft’s
remote desktop
service (RDS)

Citrix XenApp or
XenDesktop can also
be offered on request
and is priced $15 extra
per month per desktop
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4 Obstacles in Adoption of DaaS

Despite the benefits, there are multiple obstacles to the adoption of DaaS. Trust is
one of the major obstacles for many institutions/organizations because of low
control of IT departments over the data entered through DaaS. Doubt related to the
security of data maintained by services providers is always a distrust factor.
Connectivity is another obstacle as outages are planned by the service providers
because of handling of multiple customers in the same data centers as well as the
application of patches to remove the bugs or issues resolved by OEMs apart from
upgrading to the higher version of the technologies.

User customization is also one of the difficulties in DaaS. As virtualized desktop
is hosted on cloud and cloud is managed by provider so it is difficult to tailor the
end user environment because the same environment is available to the users of
multiple companies/organizations. Some of the customizations can be done by
admin using VDI but that is also up to an extent.

As far as data is concerned, clarity on data ownership and its compliance has to
be decided. Incase DaaS provider controls one’s data but archiving or
purging-related activities shall be governed by data owners so that regulatory
compliance related to data can be maintained. Another major area to focus on is
licensing regulations; DaaS should be compliant with licensing types and security
roles provided to multiple users. An expert should be available in a company
adopting for DaaS to oversee these kinds of issues as licensing noncompliance
might cause in spending more money.

There are multiple service providers available in the market to offer DaaS to the
organizations. The adoption of DaaS is more in urban areas than in nonurban areas
because of multiple major issues such as latency, availability of local resources,
conservation in putting the data in cloud due to security. With the continuous
advancement in technologies available with service providers, high-speed Internet
has resolved latency issues. Service providers are also providing services, using
multiple technologies, which require low bandwidth needs.

Data migration is also very important factor as companies while migrating from
on-premise deployed applications to cloud-based applications do think about the
history of the data. In data migration cases, the size of data also matters and need to
create a data migration strategy [6] arises. The challenge is to perform the data
migration within reasonable performance parameters. Stretching out a migration
over days or even weeks becomes a data center dilemma. The migration solution,
has to increase its efficiency to allow for business change and for agility to decrease
the likelihood of errors in the process of confining precious IT administrative
resources.

Availability of critical application is required by all businesses. For applications,
hosted on cloud, availability is backed by stringent SLAs provided by cloud service
providers. There are important applications which require scheduled downtime. To
achieve application availability, virtualization is done at hardware as well as soft-
ware levels.
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DaaS has huge potential in the market especially for the organizations which
want high security and do not want users to store any company-related data in their
devices like PC, laptop, but these are early years for DaaS with a limited number of
organizations as buyers due to main challenge of consistent or unavailable
bandwidth

The human factor presents challenges in adoption as well: IT skill sets and user
acceptance/experience were both cited as inhibitors by 40% of respondents.

5 Formulation of TCO/ROI

This aim of this section is to provide the parameters to be used to calculate the TCO
[7] and then the ROI to adopt DaaS. TCO is total costs included to set up and adopt
DaaS. The view given below can used to give the short-term view instead of
long-term view and also not able to provide the hidden investments that might
minimize the ROI. TCO is unlike ROI as it defines the costs related to purchase of
new things. Multiple vendors provide TCO calculation such as TCO/ROI evaluated
at VMware TCO/ROI calculator [8, 9].

1. DaaS Benefits

DaaS promises a major value add of shifting cost from CAPEX to OPEX,
lowering the up-front investments, generating standardization of processes, higher
agility to enable organization users. Some of the benefits are tangible, and some are
intangible.

Table 2 shows the benefits, challenges, and cost components to be considered to
calculate the TCO.

ROI calculation is significant for the organization which is looking to do any
transformation. DaaS adoption is also a kind of transformation which involves
change management across all the employees as users will be connected to cen-
tralized servers to access their desktop instances. It is vital to answer few questions:
“Is it right time to shift to DaaS?” and “Are we doing it with right consultants or
vendors?” ROI not only includes up-front investments but also includes resources
effort, time, and organizational maturity to adopt DaaS.

Although the applicability of ROI cannot be generalized and depends upon one
organization to another, a base model can help any organization to validate the
initial levels and then can customize as per the needs. These organizations have
structured way of calculating ROI; nevertheless, it is important to pursue
cloud-specific ROI models. Below are the formulas used.

TCO ¼ Upfront InvestmentsþRecurring ExpenditureþTermination Expenditure

ROI ¼ DaaS Benefits Tangible Benefitsþ Intangible Benefits � Business Challenges Impactð Þ � TCO
TCO
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Table 2 Tangible (quantifiable) and intangible (strategic) benefits, challenges, and cost

Tangible benefits Description

Reduction of high-end PC PC cost for employees is shifted from CAPEX to OPEX
as users will be moved to DaaS (cloud)

Reduction of operating systems Licenses purchase cost is shifted from CAPEX to OPEX

Reduction of antivirus licenses Licenses purchase cost is shifted from CAPEX to OPEX

Reduction of workstation security
tools

Licenses purchase cost is shifted from CAPEX to OPEX

Reduction of upgrades/updates cost Maintenance (upgrades, updates, patches, etc.) are
required to be done at server instead of PC

Increased productivity User mobility and ubiquitous access can increase
productivity. Collaborative applications increase
productivity and reduce rework

Improved data security and privacy As the data is stored in server so theft of laptop shall not
affect any organization data privacy

Disaster recovery As the data is stored in server which is linked to disaster
recovery site

No data loss in case of PC crash As the data is stored in server so loss or crash of PC shall
not affect

Improved performance due to less
SLA to configure

Configuration of new user can be done in very less time

Intangible benefits Description

Focus on core business Relocation of IT resources to support core business
functions.

Risk transfer like data loss Make sure the cloud service provider is providing the
facility of disaster recovery so that data loss risk can be
covered in case of any mishap

Challenges to consider Description

Bandwidth issues Bandwidth issues at user end can refrain connecting to
DaaS at cloud

Up-front cost Description

Infrastructure readiness Some investment in bandwidth may be necessary to
accommodate the new demand for network/Internet
access. Other infrastructure components may need to be
upgraded

Implementation Contracting to perform consulting and implementation
activities to migrate to cloud

Change management Implementation of new process and then execution of
processes to support users

Integration Services required to integrate other internal applications
or cloud-based applications

Recurring cost Description

Subscription fee These will comprise agreed-on periodic fees (monthly,
quarterly, yearly) for the use of cloud services

Professional implementation fee In case of DaaS, server integration is required with the
existing organization servers

(continued)
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6 Conclusion

This paper introduces the comparison of various service providers. Desktop vir-
tualization technologies offer many advantages, but attention must be paid what is
the main goal and accordingly which technology to implement—to follow the
trends, to reduce costs, to make administration easier, to achieve user flexibility or
something else. The way organizations are moving from private infrastructure,
those days are not far away when all the services on cloud will be available and
used. Almost every organization is thinking of moving servers on cloud, and
desktops connect with these servers so the movement of desktops on cloud is the
next to be available on cloud.

It is very difficult to create an ROI model which can provide result straightaway
to the organizations. There are cases where savings are obvious due to the reduction
of costly hardware and other mandatory software licenses for the PC/laptop/mobile/
tablets. However, there are hidden costs in the long term and most evident one is
bandwidth required to use DaaS. ROI should also factor the view of time duration
such as short term, medium term, or long term. Weightage of the factors is also
dependent on the organization; for example, security is a major factor for some
organizations like call center whereas IT resources want to have their machines for
the development purpose
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An Assessment of Some Entropy
Measures in Predicting Bugs
of Open-Source Software

Vijay Kumar, H. D. Arora and Ramita Sahni

Abstract In software, source code changes are expected to occur. In order to meet
the enormous requirements of the users, source codes are frequently modified. The
maintenance task is highly complicated if the changes due to bug repair,
enhancement, and addition of new features are not reported carefully. In this paper,
concurrent versions system (CVS) repository (http://bugzilla.mozilla.org) is taken
into consideration for recording bugs. These observed bugs are collected from some
subcomponents of Mozilla open-source software. As entropy is helpful in studying
the code change process, and various entropies, namely Shannon, Renyi, and
Tsallis entropies, have been evaluated using these observed bugs. By applying
simple linear regression (SLR) technique, the bugs which are yet to come in future
are predicted based on current year entropy measures and the observed bugs.
Performance has been measured using various R2 statistics. In addition to this,
ANOVA and Tukey test have been applied to statistically validate various entropy
measures.
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1 Introduction

The software industry people are gaining a lot of attention due to the success and
development of open-source software community. Open-source software is the
software whose source code is available for modification by everyone with no
central control. Due to factors like fewer bugs, better reliability, no vendor
dependence, educational support, shorter development cycles, open-source software
system gives an aggressive competition to the closed-source software. Due to
increasing popularity of open-source software, changes in source code are
unavoidable. It is a necessity to record changes properly in storage locations, viz.
source code repositories. There is a direct correlation between the number of
changes and faults or bugs in the software system. Bugs may be introduced at any
phase of the software development life cycle, and by lying dormant in the software,
bugs affect the quality and reliability of the software system, thereby making the
system complex. Measuring complexity is an essential task which starts from
development of code to maintenance. Entropy, a central concept of information
theory, is defined as measure of randomness/uncertainty/complexity of code
change. It tells us how much information is present in an event. Information theory
is a probabilistic approach dealing with assessing and defining the amount of
information contained in a message. While dealing with real-world problems, we
cannot avoid uncertainty. The paramount goal of information theory is to capture or
reduce this uncertainty.

In this paper, the data has been collected for 12 subcomponents of Mozilla
open-source system, namely Doctor, Elmo, AUS, DMD, Bonsai, Bouncer, String,
Layout Images, Toolbars and Toolbar Customization, Identity, Graph Server, and
Telemetry Server. Initially, the number of bugs/faults present in each component is
reported for 7 years from 2008 to 2014. Thereafter, for the data extracted from these
subcomponents, Shannon entropy [1], Renyi entropy [2], and Tsallis entropy [3]
have been evaluated for each time period, i.e., from 2008 to 2014. Simple linear
regression (SLR) using Statistical Package for Social Sciences (SPSS) has been
applied between the entropy calculated and observed bugs for each time period to
obtain the regression coefficients. These regression coefficients have been used to
calculate the predicted bugs for the coming year based on the entropy of the current
year. Performance has been measured using goodness of fit curve and other R2

statistics. In addition to this, ANOVA and Tukey test have been applied to statis-
tically validate various entropy measures. There are many measures of entropy, but
only these three entropies are considered for this study to compile and conclude
results based on these measures, other measures may also be taken for further study
and analysis, and comparative study is another area of research. The paper is further
divided into the following sections. Section 2 contains the literature review of the
work previously been done. Section 3 provides the basics of entropy measures and
the code change process. Section 4 discusses the methodology adopted in this paper
with data collection and preprocessing and calculation of entropy measures. In
Sect. 5, the bug prediction modeling approach is described. In Sect. 6, the
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assessment of entropy measures has been discussed. Finally, the paper is concluded
with limitations and future scope in Sect. 7.

2 Literature Review

Researchers have proposed and implemented a huge number of approaches for
prediction of dormant bugs lying in the software and for measuring the reliability
growth of the software (Goel and Okumoto [4]; Huang et al. [5]; Kapur and Garg
[6]; Kapur et al. [7]; Kapur et al. [8]; etc.). Hassan [9] proposed information theory
to measure the amount of uncertainty or entropy of the distribution to quantify the
code change process in terms of entropy and used entropy-based measures to
predict the bugs based on past defects. Ambros and Robbes [10] provided an
extensive comparison of well-known bug prediction approaches. Singh and
Chaturvedi [11] developed a theoretical agenda for developing bug tracking and
reliability assessment (BTRAS) based on different classification criteria. Khatri
et al. [12] presented a generalized model to find out the proportion of bug com-
plexity present in the software for providing better software production. Singh and
Chaturvedi [13] collected the source code change data of Mozilla components to
validate the proposed method and to predict the bugs yet to come in future based on
the current year entropy by applying simple linear regression and support vector
regression techniques. Chaturvedi et al. [14] presented a novel approach to predict
the potential complexity of code changes using entropy-based measures. These
predicted changes help in determining the remaining code changes yet to be dif-
fused in the software. The diffusion of change complexity has been validated using
some subcomponents of Mozilla project. Singh et al. [15] proposed three approa-
ches, namely software reliability growth models, potential complexity of code
change-based models, and code change complexity-based models to determine the
presence of potential bugs in the software. Sharma et al. [16] developed prediction
models for determining severity level of a reported bug based on attributes, namely
priority, number of comments, number of dependents, number of duplicates,
complexity, summary weight, and CC list (a list of people who get mail when the
bug changes) in cross-project context. They also considered bug reports of some
products of Mozilla open-source project for empirical validation.

3 Entropy Measures and Code Change Process

The concept of entropy in information theory was developed by Shannon [1]. He
defined a formal measure of entropy, called Shannon entropy:
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S ¼ �
Xn
i¼1

pi log2 pi ð1Þ

where pi is the probability of occurrence of an event.
A systematic approach to develop a generalization of Shannon entropy [1] was

made by Renyi [2] who characterized entropy of order a defined as follows:

R ¼ 1
1� a

log
Xn
i¼1

pai

 !
; a 6¼ 1; a[ 0 ð2Þ

where a is a real parameter.
Tsallis [3] proposed another generalization of Shannon entropy [13] defined as:

T ¼ 1
a� 1

1�
Xn
i¼1

pai

 !
; a 6¼ 1; a[ 0 ð3Þ

Renyi entropy [2] and Tsallis entropy [3] reduce to Shannon entropy [1] when
a ! 1.

For Renyi [2] and Tsallis entropies [3], any value of a[ 0 can be taken, other
than 1 to study the variation and effect of varying alpha on entropies. So here, five
values of parameter a i.e., 0.1, 0.3, 0.5, 0.7, and 0.9 are taken into consideration.

The code change process refers to study the patterns of source code changes/
modifications. Bug repair, feature enhancement, and the addition of new features
cause these changes/modifications. The entropy-based estimation plays a vital role
in studying the code change process. Entropy is determined based on the number of
changes in a file for a particular time period with respect to total number of changes
in all files. Keeping in mind the frequency of changes in the code, we can decide the
specific duration to be day, month, year, etc. For example, consider that there are 13
changes occurred for four files and three periods. Let P1, P2, P3, and P4 be the four
files and S1, S2, and S3 be the three periods. In S1, files P1, P2, and P4 have one
change each and P3 has two changes. Table 1 depicts the total number of changes
occurring in each file in respective time periods S1, S2, and S3.

Table 1 Number of changes (denoted by *) in files with respect to a specific period of time where
P1, P2, P3, and P4 represent the files and S1, S2, and S3 represent the time periods

File/time S1 S2 S3

P1 * * *

P2 * *

P3 ** **

P4 * ** *
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Total files in S1 = 5. Thus, probability of P1 for S1 = 1/5 = 0.2; probability of
P2 for S1 = 1/5 = 0.2; probability of P3 for S1 = 2/5 = 0.4; and probability of P4
for S1 = 1/5 = 0.2. Similarly, we can find out the probabilities of the time periods
S2 and S3. Based upon the above probabilities, we have calculated Shannon
entropy [13], Renyi entropy [11], and Tsallis entropy.

4 Methodology

In this paper, first the data is collected and preprocessed and then entropy measures
have been calculated.

4.1 Data Collection and Preprocessing

Mozilla is open-source software that offers choice to the users and drives innovation
on the Web. It is a free software community which produces a large number of
projects like Thunderbird, the bug tracking system Bugzilla, etc. In this paper, we
have selected few components of Mozilla software with respective bugs from the
CVS repository: http://bugzilla.mozilla.org [17]. Steps for data collection, extrac-
tion, and prediction of bugs are as follows:

1. Choose the project, select the subsystems, and browse CVS logs.
2. Collect bug reports of all subsystems, extract bugs from these reports, and

arrange bugs on yearly basis for each subsystem.
3. Calculate Shannon entropy, Renyi entropy, and Tsallis entropy for each time

period using these bugs reported for each subsystem.
4. Use SLR model to predict bugs for the coming year based on each entropy

calculated for each time period.

In our study, we have taken a fixed period as 1 year taken from 2008 to 2014.
We have considered 12 subsystems with number of bugs as 6 bugs in Doctor, 32
bugs in Elmo, 72 bugs in Graph Server, 43 bugs in Bonsai, 45 bugs in Bouncer, 33
bugs in String, 12 bugs in DMD, 90 bugs in Layout Images, 23 bugs in AUS, 39
bugs in Identity, 12 bugs in Telemetry Server, and 36 bugs in Toolbars and Toolbar
Customization.

4.2 Evaluation of Shannon, Renyi, and Tsallis Entropies

This data information has been used to calculate the probability of each component
for the seven time periods from 2008 to 2014 as discussed in Sect. 3. Using these
probabilities Shannon [1], Renyi [2] and Tsallis entropies [3] are calculated using
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Eq. (1)–(3), respectively, for each time period. For Renyi [2] and Tsallis entropies
[3], five values of a, i.e., 0.1, 0.3, 0.5, 0.7, and 0.9 are considered. Table 2 shown
below depicts the Shannon entropy [1], Renyi entropy [2], and Tsallis entropy [3]
for each year.

From this analysis, it has been observed that Shannon entropy [1] lies between 2
and 4. It is maximum in the year 2014 and minimum in the year 2009. Renyi
entropy [2] and Tsallis entropy [3] decrease as the value of a increases. At a ¼ 0:1;
Renyi entropy [2] is maximum for each time period, and at a ¼ 0:9, Renyi entropy
[11] is minimum for each time period. Similarly, at a ¼ 0:1, Tsallis entropy [3] is
maximum for each time period, and at a ¼ 0:9, Tsallis entropy [3] is minimum for
each time period.

5 Bug Prediction Modeling

Simple linear regression (SLR) [18] model is the most elementary model involving
two variables in which one variable is predicted by another variable. The variable to
be predicted is called the dependent variable, and the predictor is called the inde-
pendent variable The SLR has been widely used to repress the dependent variable
Y using independent variable X with the following equation

Y ¼ AþBX ð4Þ

where A and B are regression coefficients.
The regression coefficients can be obtained using the simple linear regression

technique using Statistical Package for Social Sciences (SPSS). After estimating the
regression coefficients using different measures of entropy and historical data of
observed bugs, a system is constructed with which we can predict bugs likely to
occur in the next year. In this study, X, i.e., entropy measure, is considered to be an
independent variable and Y, i.e., predicted bugs likely to occur next year, is con-
sidered to be a dependent variable. Here X, i.e., entropy measure, is different in each
case, i.e., as Shannon entropy [1], Renyi entropy [2], and Tsallis entropy [3]. For
Renyi [2] and Tsallis entropies [3], five parameter values are considered, viz. 0.1,
0.3, 0.5, 0.7, and 0.9. The following notations are used for simplicity:

X: entropy measures; Yo: observed bugs; Y: predicted bugs for Shannon
entropy.YR/ represents the predicted bugs for Renyi entropy with a varying as 0.1,
0.3, 0.5, 0.7, and 0.9, respectively.YT/ represents the predicted bugs for Tsallis
entropy with a varying as 0.1, 0.3, 0.5, 0.7, and 0.9, respectively. Table 3 depicts
the predicted bugs along with Shannon entropy [13], Renyi entropy [11], and
Tsallis entropy [19].
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6 Assessment of Entropy Measures

The statistical performance and regression coefficients using SPSS for the consid-
ered data sets are shown in Table 4.

From Table 4, it is concluded that for Shannon entropy [1], R2 is maximum, i.e.,
0.775, and adjusted R2 is maximum, i.e., 0.730. For Renyi entropy [2], it is
observed that on increasing a from 0.1 to 0.9, the value of R2 increases from 0.620
to 0.763 and adjusted R2 also increases from 0.544 to 0.716. For example, R2 ¼
0:775 implies that 77.5% of the variance in dependent variable is predictable from
independent variables, and adjusted R2 ¼ 0:730 implies that there is 73.0% varia-
tion in the dependent variable. Similar conclusion can be drawn for Tsallis entropy
[3].

Further, we have performed the analysis of variance (ANOVA) test and Tukey
test to validate the entropy measure results considered in this paper. The one-way
ANOVA is used to only determine whether there are any significant differences
between the means of three or more independent (unrelated) groups. To determine
which specific groups differed from each other, multiple comparison test, i.e.,
Tukey’s HSD test, is used. It takes into consideration the number of treatment
levels, the value of mean square error and the sample size and the statistic q that we
look up in a table (studentized range statistic table). Once the HSD is computed, we
compare each possible difference between means to the value of the HSD. The
difference between two means must equal or exceed the HSD in order to be sig-
nificant. The formula to compute a Tukey’s HSD test is as follows:

Table 4 Statistical performance parameters for entropy measures using simple linear regression

Entropy
measures

Parameter (a) R R2 Adjusted
R2

Std. error of
the estimate

Regression
coefficients

A B

Shannon
entropy

– 0.881 0.775 0.730 17.57127 −250.486 112.073

Renyi
entropy

0.1 0.787 0.620 0.544 22.86081 −171.528 253.845

0.3 0.812 0.659 0.590 21.65929 −190.628 280.770

0.5 0.835 0.697 0.637 20.39309 −209.866 308.490

0.7 0.860 0.739 0.687 18.93128 −232.461 340.699

0.9 0.874 0.763 0.716 18.03841 −243.825 361.012

Tsallis
entropy

0.1 0.782 0.611 0.534 23.11530 −41.947 15.946

0.3 0.814 0.663 0.595 21.53316 −72.233 28.378

0.5 0.841 0.707 0.648 20.06774 −110.451 48.672

0.7 0.862 0.742 0.691 18.82165 −158.038 80.642

0.9 0.876 0.767 0.721 17.89233 −216.574 129.226
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HSD ¼ q

ffiffiffiffiffiffiffiffiffiffi
MSE
n

r
ð5Þ

where MSE: mean square error, n: sample size, and q: critical value of the stu-
dentized range distribution

6.1 One-Way ANOVA

We have applied one-way ANOVA for Shannon [1], Renyi [2], and Tsallis
entropies [3]. The ANOVA test has been applied to five cases. In case 1, Shannon
entropy, Renyi entropy for a ¼ 0:1, Tsallis entropy for a ¼ 0:1 are considered, and
in case 2, Shannon entropy, Renyi entropy for a ¼ 0:3, Tsallis entropy for a ¼ 0:3
are considered. Other cases are defined similarly taking a as 0.5, 0.7, and 0.9
respectively. In all the cases, Shannon entropy values remain the same as this
entropy is independent of a. We set null and alternate hypothesis as

Ho : There is no significant difference between the three means. H1 : There is a
significant difference between the three means. Level of confidence is chosen as
0.05 for ANOVA test. Table 5 depicts the results obtained from ANOVA.

It is observed from Table 5 that the calculated value of F in all the five cases is
greater than the critical value of F at 0.05. Thus, the null hypothesis is rejected, and
alternate hypothesis is accepted. Thus, there is a significant difference in the means
of three different measures of entropy, viz. Shannon’s [1], Renyi’s [2], and Tsallis’s
[3] entropies. In order to find out which groups show a significant difference,
Tukey’s HSD test is applied.

6.2 Tukey’s HSD Test

We find ‘q’ from studentized range statistic table using degree of freedom (within)
(ANOVA results) and number of conditions ‘c.’ Here, in all the cases, degree of
freedom (within) is 18, and number of conditions is 3, and sample size ‘n’ is 7.
Thus, ‘q’ from the table for 0.05 level of confidence is 3.61. HSD is computed
using Eq. (5), and MSE (mean square error) values are observed from ANOVA

Table 5 Variability of
Shannon, Renyi, and Tsallis
entropies using ANOVA

Cases F(calculated) p value F critical

Case 1 61.8925 8.57E-09 3.554557

Case 2 76.91664 1.52E-09 3.554557

Case 3 95.27835 2.66E-10 3.554557

Case 4 121.6313 3.5E-11 3.554557

Case 5 159.5823 3.52E-12 3.554557
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results. The mean of Shannon entropy is same for all cases as it is independent of a.
Using these values, the difference between each pair of means is evaluated. The
pairs are defined as follows: Shannon entropy versus Renyi entropy, Renyi entropy
versus Tsallis entropy, and Tsallis entropy versus Shannon entropy. Table 6 depicts
the values of HSD, MSE, means of the entropies, and difference of means for all the
cases.

In case 1, case 2, case 3, and case 5 for all the three pairs, i.e., Shannon versus
Renyi, Renyi versus Tsallis, and Tsallis versus Shannon, the HSD value is less than
their respective difference of means. Thus, according to Tukey test, the difference
between Shannon entropy and Renyi entropy, Renyi entropy and Tsallis entropy,
and Tsallis entropy and Shannon entropy are statistically significant. But in case 4,
the difference of means of the pair Tsallis versus Shannon is less than the HSD
value. Thus, for this case, the difference between Tsallis entropy and Shannon
entropy is not statistically significant, whereas the difference between Shannon
entropy and Renyi entropy and Renyi entropy and Tsallis entropy are statistically
significant.

7 Conclusion and Future Scope

The quality and reliability of the software are highly affected by the bugs lying
dormant in the software. After collecting bug reports of each subcomponent from
the CVS repository, the number of bugs present in each of them is recorded on
yearly basis taken from 2008 to 2014. Using these data sets, the Shannon entropy,
Renyi entropy, and Tsallis entropy are calculated. Renyi entropy and Tsallis
entropy for five different values of a are considered, i.e., a ¼ 0:1; 0:3; 0:5; 0:7; 0:9.
It is observed that for this data set obtained, Shannon entropy lies between 2 and 4.
Renyi and Tsallis entropies decrease as a value increases. Simple linear regression
technique is applied to calculate the predicted bugs using the calculated entropy and
observed bugs in SPSS software. These predicted bugs help in maintaining the
quality of the software and reducing the testing efforts. We have compared the
performance of different measures of entropy considered on the basis of different
comparison criteria, namely R2, adjusted R2, and standard error of estimate. It is
also observed that among Shannon entropy, Renyi entropy, and Tsallis entropy, R2

is maximum in the case of Shannon entropy, i.e., R2 ¼ 0:775. In the case of Renyi
entropy, R2 is maximum when a ¼ 0:9, i.e., R2 ¼ 0:763. Similarly, for Tsallis
entropy also, R2 is maximum when a ¼ 0:9, i.e., R2 ¼ 0:767. By applying ANOVA
and Tukey test, the different measures of entropy are validated. In this paper, only
open-source Mozilla products are considered. The study may be extended to other
open-source and closed-source software systems with different subcomponents.
Entropy measures, namely, Shannon entropy, Renyi entropy, and Tsallis entropy,
are considered for evaluation of predicted bugs, and the parameter value for Renyi
entropy and Tsallis entropy is limited to few values. The study may be extended for
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other measures of entropy with different parameter values. This study can further be
extended to analyze the code change process using other entropy measures in other
projects which can be further used in predicting the future bugs in a project.
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A Path Coverage-Based Reduction
of Test Cases and Execution Time Using
Parallel Execution

Leena Singh and Shailendra Narayan Singh

Abstract A novel method for ameliorating the effectiveness of software testing is
proposed, which focuses the reduction of number of test cases using prevailing
techniques. The domains of each input variable are reduced by using
ReduceDomains algorithm. Then, the method allocates fixed values to variables
using algebraic conditions for the reduction of number of test cases by using
prevailing method. By performing this, the values of the variables would be
restricted in a fixed range, subsequently making lesser number of potential test
cases to process. The projected method is based on the parallel execution in which
all the independent paths are executed parallelly in spite of sequential execution and
reduces the number of test cases and execution time.

Keywords Software testing � Test case generation � Test suite reduction

1 Introduction

Software testing is used for enhancing the quality and reliability of the software. It
promotes assurance of the actual software that it sticks to its specification appro-
priately. “It is a time-consuming job that accounts for around 50% of the cost of
development of a software system due to high intricacy and large pool of labor.”
“Software testing is based on execution of the software on a fixed set of inputs and an
evaluation of the expected output with the actual output from the software” [1]. The
set of inputs and expected outputs corresponding to each other is known as a test case.
A group of test cases is known as a test suite. Software testers maintain a diversity of
test sets to be used for software testing [2]. “As test suites rise in size, they may
develop so big that it becomes necessary to decrease the sizes of the test sets.
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Reduction of test cases is most thought-provoking than creating a test case. The goal
of software testing is to identify faults in the program and provide more robustness for
the program in test.” “One serious task in software testing is to create test data to
satisfy given sufficiency criteria, among which white box testing is one of the most
extensively recognized. Given a coverage criterion, the problem of creating test data
is to search for a set of data that lead to the maximum coverage when given as input to
the software under test.” So any methods which could reduce the cost, achieve high
testing coverage and number of test cases will have boundless potential. An approach
of reducing testing work, while confirming its efficiency, is to create minimum test
cases automatically from artifacts required in the initial stages of software devel-
opment [3]. Test-data creation is the procedure of recognizing an input data set that
suites a specified testing condition. Test generation technique and application of a
test-data sufficiency criterion are the two main aspects [4]. A test generation tech-
nique is an algorithm to create test sets, whereas a sufficiency criterion is a condition
that finds out whether the testing process is complete or not. Generation of test-data
techniques, which automatically generate test data for satisfying a given test coverage
criterion, has been developed. The common test-data creation techniques are random
test-data generation techniques, symbolic test-data generation technique, dynamic
test-data generation techniques, and, recently, test-data generation techniques based
on optimization techniques [5, 6]. Different studies have been conducted to propose a
reduced test suite from the original suite that covers a given set of test requirements.
Several new strategies of test suite reduction have been reported.Most strategies have
been proposed for code-based suites, but the results cannot be generalized and
sometimes they are divergent [7, 8]. A. Pravin et al. developed an algorithm for
improving the testing process by covering all possible faults in minimum execution
time [9]. B. Subashini et al. proposed a mining approach which is used for the
reduction of test cases and execution time using clustering technique [10]. A practical
based influencing regression testing process has been developed by T. Muthusamy
et al. for quick fault detection to test case prioritization [11]. For reducing test cases,
there are many techniques in the literature such as dynamic domain reduction (DDR),
Coverall algorithm, each having their own advantages and disadvantages. DDR [12]
is based upon an execution of specific path and statement coverage, which covers all
the statement from header files till the end of the source code. In this case, a number of
test cases obtained were 384 for a particular example of calculation of mid-value of
three integers. “Coverall algorithm is used to reduce test cases by using algebraic
conditions to allot static values to variables (maximum, minimum, constant vari-
ables). In this algorithm, numbers of test cases are reduced to 21 for a single assumed
path” [13].

In this paper, a set of tests is generated that each one traverses a specified path.
The purpose is to assure none of the paths in the code is uncovered. For these paths,
generation of a large set of test data is very tedious task. As a result, certain strategy
should be applied to reduce the number of large amount of test cases which is
redundant, i.e., same set of test cases repeating. By applying strategy to avoid
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conflicts, test path generation will be exceeded up to reduce redundancy and pro-
duce effective test cases to cover all paths in a control flow graph.

2 Problem Description

To execute all test cases it takes more time because all test cases are executing
sequentially. As the time being constraint parameter, it is always preferred to reduce
the execution time. As test cases and time are directly related, more the test cases
more will be the execution time. The proposed method is based on the parallel
execution for the reduction of the number of test cases and time of execution. The
advantage of the proposed approach is that in this technique, all the independent
paths are executed parallelly in spite of sequential execution.

3 Proposed Technique

It is based on the parallel execution of all independent paths parallelly which
reduces the quantity (in number) of test cases and execution time. A potential
drawback of existing reduction techniques is that they have covered only one single
path. The goal of the proposed approach is to cover all independent paths which are
executing parallelly in spite of sequential execution.

3.1 Algorithm

A brief outline of the steps involved in the generation of test case and reduction is
as follows:

1. Using the source code (for a program which determines the middle value of
three given integers f, s and t [12]), draw the corresponding control flow graph
of the problem.

2. Then, the cyclomatic complexity is determined from the graph (flow graph).
3. After that, the basis set of linearly independent paths is determined.
4. Then, the domains of each input variable are reduced by using ReduceDomains

algorithm.
5. After that generation of test suites by using algebraic conditions to allot specific

values to variables and check the coverage criteria, if satisfied.
6. Apply parallel test case executer for reduction of large amount of test cases

which is redundant.
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The first step is to construct the control flow graph for a program which finds out
the mid-value of the given three integers f, s and t. The corresponding control flow
graph is constructed as shown in Fig. 1.

A control flow graph illustration of a program is a directed graph comprising of
nodes and edges, where each statement is symbolized by a node and each possible
transfer of control from one statement to another is symbolized by an edge. The
next step is to calculate the cyclomatic complexity which is used to determine the
quantity (in number) of linearly independent paths from flow graph. Each new path
presents a new edge. It is a sign of the total number of test sets that are required to
attain maximum coverage of code. The subsequent test sets offer more in-depth
testing than statement and branch coverage. “It is defined by the equation V
(G) = e − n + 2p where “e” and “n” are the total number of edges and total number
of nodes in a control flow graph and p is number of linked components. The value
of V(G) is a sign of all the probable execution paths in the program and denotes a
lower bound on the number of test cases necessary to test the method completely.”
From Fig. 1, cyclomatic complexity is V(G) = 14 − 0 + 2 = 6.

Therefore, numbers of independent paths are 6, i.e.,
Path1   1 6 7 10

 Path2    1 6 8 9 10

 Path3     1 2 3 10

 Path4 1 2 4 10

 Path5     1 6 8 10

 Path6     1 2 3 5 10

1
w

6 2
w

7
w

8
w

9
w

3
w

4
w

10
w

5
w

Mid =t

s < t

f < sf > s

Mid = s

f < tf > t

f > s f < s

Mid =s

f > t

Mid =f Mid =f

Return (mid)

s > t

Fig. 1 Control flow graph (CFG)
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After this, constraints on each separate path are used to reduce the domain and
then test cases are generated by using algebraic conditions to allot specific values to
variables. All test cases for all paths receive from are shown in Table 1.

From Table 1, range values for variables “f” are used in path 2 and path 6, “s”
used in path 1 and path 4, “t” used in path 3 and path 5, respectively.

Therefore, range values for variables f, s and t are defined as follows:

f1 ¼ �5 to 5
s1 ¼ �10 to � 5
t1 ¼ 0 to 5

Here, f1, s1 t1 are range identifiers.
Individual path test case identifier as shown in Table 2 creates some exclusive

value to every interval on an independent path.

4 Parallel Test Case Executor

The last step is parallel test case executor. The proposed algorithm was executed on
a PC with a 2.10 GHz Intel Core i3-2310 M Processor and 2 GB RAM running on
the Windows 7 operating system. For parallel execution of all paths, Eclipse
Parallel Tools Platform in C is used. As each independent path is executed paral-
lelly by using thread, it contains all combinations of test cases. Figure 2 shows a
part of the source code of parallel execution of all test cases. The screenshot for
parallel execution of all test cases with execution time is presented in Fig. 3.

Table 1 All test cases for all
paths

Test cases Path Variable f Variable s Variable t

T1 Path 1 10 −10 to −5 −10

T2 Path 2 −5 to 5 5 −10

T3 Path 3 5 −10 0–5

T4 Path 4 −5 −10 to −5 10

T5 Path 5 −10 5 0–5

T6 Path 6 −5 to 2 −5 10

Table 2 Individual path test
case identifier

Test cases f s t

T1 10 s1 −10

T2 f1 5 −10

T3 5 −10 t1
T4 −5 s1 10

T5 −10 5 t1
T6 f1 −5 10
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5 Result and Analysis

In this paper, the test suites have been developed for a particular example of
calculation of mid-value of three integers. The total number of test cases for the
proposed method is 55,566 for all paths, whereas in Coverall algorithm and Get
Split algorithm, the total numbers of test cases are 9261 for a single assumed path.

Fig. 2 Part of source code of
parallel execution of all test
cases

Fig. 3 Parallel test case
execution result of all
independent paths
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The technique which is proposed covers all the possible independent paths, num-
bers of test cases are reduced to 6 with execution time 0.0139999 s as compared to
Coverall and Get Split algorithm where number of test cases obtained were 21 and
384 with execution time 10.5 and 192 s, respectively. The comparison of the
proposed method with other existing algorithms is shown in Table 3.

6 Conclusion

The proposed method is based on the parallel execution to cover all independent
paths which are executing parallelly in spite of sequential execution for the
reduction of the number of test cases and time of execution. From Table 3, the
proposed method achieves greater percentage in reduction of test cases in com-
parison with other existing techniques and improves the efficiency of software. This
method has also achieved lower execution time using parallelism as well as
reducing test cases. The technique which is proposed, the test cases for all the paths
are obtained to be 6 with execution time 0.0139999 s that are lesser than the
existing algorithm even with all possible independent path coverage.
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iCop: A System for Mitigation
of Felonious Encroachment Using GCM
Push Notification

Saurabh Mishra, Madhurima Hooda, Saru Dhir and Alisha Sharma

Abstract A mobile application can enable a user to get control on an infrared or IR
sensor device, remotely and also along with detecting and notifying of any
movement that should happen around the sensor via GPRS. To further improve this
thought, we interfaced the mobile technology with hardware. The focus is placed on
getting the control of the secured zones, by monitoring the human movement IR
sensors alongside some other movement that might happen in the fringe of the
sensor. The use of this thought can be extremely very much expected in the cir-
cumstances that are exceedingly secure and in which, not withstanding manual
security, electronic and mobile security efforts to establish safety are likewise
needed. These spots could be banking sector, money midsections, criminal prisons,
atomic establishments, confidential and very secret exploration zones, and so forth.
The paper implements an intrusion detection system iCop and also presents the
testing results showing expected output and actual output. Also, the risk factors and
their corresponding mitigation plan are discussed.

Keywords Arduino � IR sensor � GPRS � Google C2DM
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1 Introduction

An intrusion detection system (IDS) protects felonious admittance to user system or
network software. A wireless IDS can easily perform this chore through sensors at
different work stations via Internet. These systems supervise traffic on the network
and have the authority to look at all the individuals who are logging in and may
threat the private data of the company and can also put forth the request of alerting
the personnel to respond. The wireless networking system no way requires wired
intrusion detection. The reason is that the wireless communication medium itself
needs to be secured apart from protecting it from other attacks associated with a
wired system [1]. Because of this unpredictable arrangement of the system, it is
moderately perplexing to prevent the Trojan assault despite of suitable software
programs and hardware equipments (utilized as a part of request to ensure the
Trojans assault on the system, in the same route there are considerably more tools
designed which are intended to crush them) [2]. So keeping in mind the end goal to
anticipate such issue, developing and implementing the wireless intrusion detection
system are the need of great importance [3]. The sensor nodes of a remote sensor
system are freely distributed so as to perform an application-oriented global errand.
The sensors are not just invaluable in measuring climate conditions, for example,
stickiness, temperature and weight however, when these gadgets are used inside a
system, they are keen, reasonable and assumes an imperative part in observing the
remote system.

The archaic of this paper includes feasibility study in Sect. 2 followed by
Sect. 3, which presents an overview of Arduino architecture followed by Sect. 4,
which discusses the methodology adopted for implementing iCop intrusion detec-
tion system. Section 5 describes detailed description of the iCop system, testing
results and risk analyses, finally leading to the conclusion.

2 Feasibility Study

To select the best system, that can meet the performance requirements, a feasibility
study must be carried out [4]. It is the determination of whether or not a project is
worth doing. Our iCop system is financially plausible in the light of the fact that the
hardware part will be utilized in project, which is effortlessly accessible in the
business sector at an extremely ostensible expense. The iCop is profoundly versatile
which can be for all intents and purposes actualized at whatever time anyplace. It is
actually possible as it can assimilate modifications. In manual processing, there is
more risk of blunders, which thus makes bunches of muddling, and is less spe-
cialized or logical. Through the proffered system, we can without much of a stretch
set this procedure into an exceptionally deliberate example, which will be more
specialized, imbecile evidence, bona fide, safe and solid. Notwithstanding it, the
proffered system is exceedingly adaptable in the light of the fact that when the
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interruption is identified, the individual can get the notice ready message on their
android advanced mobile phones, which demonstrates its proficiency and viability,
smart phones, which proves its efficiency and effectiveness.

3 A Brief About Arduino Platform

We make use of Arduino open-source platform which is based on I/O board, and
furthermore, an advancement domain for coding of microcontroller in C dialect.
Arduino uses an integrated development environment and can be deployed in many
computing projects. Also, Arduino can very easily communicate with software run-
ning on your computer, for examplewith softwares such asNetBeans andEclipse. It is
very helpful in controlling sensors for sensing stuff such as push buttons, touch pads,
tilt switches, photo resistors etc. and actuators to do stuff such as motors, speakers,
lights (LEDS), LCD (display). It is very adaptable and offers a wide mixed bag of
digital and analog inputs, for example serial peripheral interface (SPI) and pulse width
modulation (PWM) outputs. It is quite amiable and can be tack on with a computer
system by means of universal serial bus (USB). It delineates via a standard serial
protocol and runs on a stand-alone mode. It is likewise truly cheap, generally dollar
thirty per board furthermore accompanieswith free authoring software. Also, being an
open-source undertaking, programming and equipment are to a great degree available,
and exceptionally adaptable for being redone and amplified.

Sensors are devices which are basically used to detect the presence of any object,
intrusion or sound. The sensor that we have used in our iCop system is basically
used to detect the presence of humans. In order to switch on the sensor, set the pin
with output high and to switch off the sensor, the pin is set to output low. The code
snippet shown below set the pin to high and low.

strPosition=readString.indexOf(“codes”);

switchChar=readString.charAt(strPosition+5);

switch (switchChar)

{

case ’1’:

clientUser.println(“HTTP/1.1 200 OK”);

digitalWrite(outPin1, HIGH);

break;

case ’2’:

clientUser.println(“HTTP/1.1 201 OK”);

digitalWrite(outPin1, LOW);

break;

default:

clientUser.print(“Default Status”);

}

break;

iCop: A System for Mitigation of Felonious Encroachment … 633



4 Methodology

Different techniques are used for modifying the data on a device such as pushing,
polling and Cloud to Device Messaging (C2DM). In the polling technique, the
application contacts the server and modifies the latest data on the device. In this
method, a background service is built, which will uphold a thread that would go and
drag something (data) from the Web and will be on hold for the allotted time and
then again endeavoured to drag something from the Web. This cycle will work in a
repetitive way. In opposite of it, in the pushing technique, the server contacts the
installed application and shows the availability of updated application with the
latest data, on the device. This can be implemented by pushing a message to the
device and the application can hold the message service directly. For this updation,
we require a permission “android permission. Receive_SMS”, to obtain the mes-
sage (SMS) during the server [5]. On the other hand, C2DM has multi-layered
parties implicated in it like an application server which will push the message to the
android application. When the message is pushed from application server to the
android application, then it routes the message towards the C2DM server. C2DM
sends the message to the respective device and suppose the device is not available
at that time, then the text will be forwarded once it will be online. As soon as the
message is received, the broadcast target will be generated. The mobile application
will authorize an intended receiver for this broadcast by registering the application.

There is a necessity taking the permission to perform Google C2DM along with
numerous implementation steps, such as invoking a registration identification
number from the Google C2DM, registering as a receiver for the C2DM messaging
along with an authentication of the application with C2DM server.

5 iCop System

The intrusion detection system is a cyclic process. There will be several compo-
nents which will be deployed in order to detect the intrusion. The components will
be server, mobile and embedded components, etc.

Figure 1 shows the block diagram of the iCop system described in this paper.
The embedded part is written in C and is mainly responsible for sending high/low
input to the sensor. It will receive the enable and disable command through the Web
server via a USB cable which will be eventually turned on/off. Moreover, it is also
responsible for detecting any movement that happens around the IR sensor with the
help of a circuit, which will route it to the Web server and further route it to the
Android device via the Web and the alert will be displayed in the form of notifi-
cation message with the help of Google Cloud Messaging (GCM) service of
Google, along with the beep sound which emphatically alerts the user [6].

The android part will be written in Java Platform, Micro Edition (J2ME) and will
be installed in the android device with version above 2.2. The device will be
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connected to the computer via general packet radio service (GPRS) and will send
the on/off command for enabling and disabling the sensor. The Web server running
on the computer will further route the request to the electrical circuit in which
embedded code to enable and disable the sensor is stored. The Web server part will
be deployed in this component and will mainly responsible for receiving the request
from the android device and transfer it to the Arduino circuit. The PC on which the
Web server will be running will be connected to the Internet and its IP address will
be used by the mobile application for connection.

Keeping in mind the end goal to make an application for cell phones, Google
C2DM administration is a valuable option, which will approve to associate the IR
sensor gadget consistently. The mobile application which when joined with the
e-chip and IR sensors using the GPRS mode [7], with two important parts: the
mobile part and the electronic part. The mobile part may have an interface, through
which one can control the infrared sensor (IR). This notification framework for
intrusion caution for cell phones and different gadgets is the greatest point of
preference of the iCop system as it permits the client to get caution messages about
the interruption identification at whatever point they utilize their cell phone, from
the cloud. An automatic message is sent to every enlisted gadget when an assault on
a system is identified.

5.1 Testing Results

The testing is applied on Web part and mobile part of the iCop system. Table 1
shows the input, expected output and actual output of the system. The results show
that all the output is OK for mobile as well as Web part of the system.

Fig. 1 Block diagram of
iCop system
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5.2 Risk Analysis

Table 2 shows the risk identified in the implementation phase of the iCop system. It
is identified that the risk area is coded when connectivity is between mobile clients
and cloud server. The mitigation plan is to handle this is, for establishing the
connection, static IP address is taken using a data card and wireless connection is
created to connect the mobile client with the server. Also, it is identified that the risk

Table 1 Test results showing expected output and actual output

Module Input Expected output Actual output Result

Mobile
part

Incorrect
username
and
password

The J2ME application
should inform the user
with an appropriate
message

The application should
display the message

OK

Mobile
part

Correct
username
and
password

The J2ME should load the
appropriate contacts from
the remote server via
GPRS

Contacts are getting
loaded

OK

Mobile
part

Correct
username
and
password

If the GPRS feature is not
enabled or not working,
the application should
display the message

Message is getting
displayed about GPRS
feature not working

OK

Mobile
part

Correct
username
and
password

After contacts are loaded
from the database, the
application should give the
option to add, edit, delete,
synchronize and logout

The mobile application
gives these options, and
when the user adds new
contacts they are
transferred to the remote
server via GPRS. When a
contact is being added or
deleted, it is committed to
the database via GPRS.
The synchronization
features fetch any new
contact which are added at
the remote server and
display on the handset

Ok

Web
part

Sign up
details

The user’s category
registration detail should
be successfully inserted in
the database, and he
should be able to delete,
add and edit the contacts
in that category

Details are getting added
in the database, and the
user is able to manage the
records from the Web pan

OK

Web
part

Login
username
and
password

Correct contact should be
fetched from the database.
If there is any new contact
added from the mobile
device

Addition, editing and
deletion are correctly
getting synchronized from
the mobile device to the
remote server via GPRS

OK
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area is coded when connectivity is between mobile and hardware devices. In order
to diminish this connectivity risk, Google’s cloud service called C2DM was used to
keep a track of notification events.

6 Conclusion

Application permits the client to manage the intrusion sensors remotely through
GPRS, so that the remote detecting is not needed. This will help the clients to
screen the crucial and sensitive establishments remotely from an unapproved
access. It can be killed without human intermeddling. Also, the client might secure
access Google’s dependable cloud administrations keeping in mind the end goal to
secure the sensitive areas. We can further extend this application in order to detect
the intrusion of a larger area by connecting large intrusion sensors. Furthermore, we
can integrate several other sensors to our application which will not only detect
human intrusion, but also detect smoke and fire alarms. This application has the
scope of scalability in which we can measure the parameters of different premises at
the same time.

Table 2 Risk analysis with mitigation plan

Risk
ID

Classification Description Risk
area

Probability Impact Mitigation plan

R1 Implementation Connectivity
between
mobile client
and cloud
server

Coding High High In order to establish the
connectivity, we took
the static IP address
using a data card and
created a wireless
network through which
the mobile client could
connect to the server

R2 Implementation Connectivity
between
mobile and
hardware
device

Coding High High In order to mitigate this
connectivity risk, we
took the help of
Google’s cloud service
called C2DM which
would help us keep a
track of notification
events
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Clustering the Patent Data Using
K-Means Approach

Anuranjana, Nisha Mittas and Deepti Mehrotra

Abstract Today patent database is growing in size and companies want to explore
this dataset to have an edge for its competitor. Retrieving a suitable patent from this
large dataset is a complex task. This process can be simplified if one can divide the
dataset into clusters. Clustering is the task of grouping datasets either physical or
abstract objects into classes of similar objects. K-means is a simple clustering
technique which groups the similar items in the same cluster and dissimilar items in
different cluster. In this study, the metadata associated with database is used as
attribute for clustering. The dataset is evaluated using average distance centroid
method. The performance is validated via Davies–Bouldin index.

Keywords Patents � K-means � Davies–Bouldin index � International patent
classification � Cooperative patent classification

1 Introduction

A patent is an invention for which the originator is granted the intellectual rights for
which he is developing something new and beneficial for the society [1, 2]. The
patentee has the right to partially or wholly sell the patent. Patent analysis helps
enterprises and researchers with the analysis of present status of technology, growth
of economy, national technological capacity, competitiveness, market value, R&D
capability, and strategic planning to avoid unnecessary R&D expenditure [2, 3].
Patents contain a lot of unknown and useful information that is considered essential
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from R&D and advancement of technology point of view. Large amount of patent
data from various sources become difficult and time-consuming for the analysis of
the relevant dataset.

Patent data analysis is been done for efficient patent management. There are
various patent analysis tools and techniques for solving the problem. The basic
approaches include data mining, text mining, and visualization techniques.
Classification and clustering are popular methods of patent analysis. Unstructured
data uses the text mining approach for datasets like images, tables, figures. Natural
Language Processing (NLP) technique is widely used for patent documents which
are highly unstructured in nature [4, 5]. The second commonly used approach is
visualization technique which works on citation mechanism in relation to patents.
These approaches find application in statistical analysis of results in terms of
graphs, histograms, scatter plots, etc. [6].

The work proposed is to demonstrate patent mining capability through K-means
clustering on RapidMiner tool [7]. With K-means clustering technique, objects with
similar characteristics make one cluster and dissimilar objects make another cluster
based on distance between the two.

2 Background Study

A patent document has information related to one’s claim, the abstract, the full text
description of the invention, its bibliography, etc. [8, 9]. The information found on the
front page of a patent document is called patent metadata. Patent mining uses clas-
sification and clustering techniques for patent analysis. Supervised classification is
used to group patents by a preexisting classification. Clustering the unsupervised
classification technique helps the patents to be divided into groups based on simi-
larities of the internal features or attributes [10]. Presently, the clustering algorithm
used in text clustering is the K-means clustering algorithm. The patent analysis
technique needs suitable dataset obtained from stored information repositories. The
task is performed on selection of suitable attributes, the dataset, mining technique, etc.

K-means is an important unsupervised learning algorithm. At every step, the
centroid point of each cluster is observed and the remaining points are allocated to
the cluster whose centroid is closest to it, hence called the centroid method. The
process continues till there is no significant reduction in the squared error, and also
it enables to group abstract patent objects into classes of similar group of patent
objects, called as “clusters.” Clustering helps the search to get reduced from huge
amount of patents repository to a cluster comprising patents of same nature. Hence,
it is widely adopted for narrowing down the search for fast execution of query.
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2.1 Processing of Algorithm

The K-means clustering algorithm is a popular partition clustering algorithm that
works to bring similar objects in a cluster. The steps involved are:

1. The given dataset points are classified into certain number of clusters (K). The
initial choice of K is random.

2. These points are considered as a centroid point for each cluster and are placed as
far as possible.

3. Now, take each point of a given dataset and associate it with the nearest centroid
point.

4. Once all elements of dataset are distributed, the new centroid is calculated based
on the clusters obtained from previous step.

5. Once again all elements are redistributed in the clusters with the closest centroid.
6. The steps are repeated until the centroid do not change.

The Davies–Bouldin index “is a similarity measure between the clusters and is
defined as a measure of dispersion of a cluster and a dissimilarity measure between
two different clusters.” The following conditions were stated to satisfy the Xij index:

1. Xij � 0
2. Xij = Xji

3. If mi = 0 and mj = 0 then Xij = 0
4. If mj > mk and bij = bik then Xij > Xik

5. If mj = mk and bij < bik then Xij < Xik

The above given conditions state that Xij is a positive and symmetric value.
Davies–Bouldin index satisfies the above said conditions for Xij as:

Xij ¼ ðmi þmjÞ=bij

Hence, the DB index was given the following definition as

DB nc ¼ 1=nc
Xnc

i¼1

Xi

Xi ¼ max

i ¼ 1; . . .; nc; i ¼ jXij; i ¼ 1; . . .; nc

The clusters should have minimum possible similarity between each other. The
result with minimum value of DB gets up with better cluster formation. The per-
formance level is plotted graphically.
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3 Methodology

The analysis of the patent dataset is done through data mining tool called
RapidMiner [11, 12]. The tool can easily handle numeric and categorical data
together. The RapidMiner tool provides a broad range of various machine learning
algorithms and data preprocessing tools for researchers and practitioners so that
analysis can be done and optimum result be obtained [13]. This tool contains
different number of algorithms for performing clustering operation. Here, the K-
means operator in RapidMiner is used to generate a cluster model.

4 Experiments and Results

Data dataset: The data dataset contains five attributes: appln_id, cpc, cpc_main-
group_symbol, publn_auth, and publn_kind. Last three attributes contain categor-
ical values. To process it through K-means algorithm, these attributes are converted
into numerical values for accuracy of results. Through RapidMiner, this can be
easily achieved using nominal to numeric conversion operator. The K-means
clustering technique is applied on patent dataset which is obtained from Patent
Statistical Database (PATSTAT) [14].

Data acquisition process: The raw datasets have been obtained from EPO
Worldwide Patent Statistical Database, also known as “PATSTAT” where the data
is available as public. The patent dataset contains attributes such as appln_id,
cpc_maingroup_symbol, publn_auth, publn_nr, publn_kind.

• appln_id refers to application id of the PATSAT application.
• publn_nr refers to the unique number given by the Patent Authority issuing the

publication of application.
• publn_auth refers to a code indicating the Patent Authority that issued the

publication of the application.
• cpc_maingroup_symbol refers to the code for specific field of technology. The

field of technology chosen here for experimentation and validation is
ELECTRICITY and its code starts with H.

• publn_kind is specific to each publication authority (Fig. 1).

The validation process includes the following steps.
Patent dataset ! Preprocessing ! Attribute selection ! modeling through

K-means clustering ! Evaluation through cluster distance performance.
The process is repeated for different clusters till we get optimum DB value

(Figs. 2, 3 and 4).
The process is performed for various values of k. The result shows that for k = 4,

the cluster assignment is best. The intraspace within cluster is maximum and
interspace between clusters is minimum; it minimizes the sum of squared distances
to the cluster centers [15].
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Data Processing Steps

Visualize Results

Apply Clustering 
Algorithm ((K-means)

Deploy on 
Rapid Miner

Data Set Generation

appln_id, 
cpc_maingroup_symbol 
publn_auth, publn_nr , 
publn_kind

Data dataset

Attribute selection

Patstat Database

Validate Result by 
using D B Index

1

1

Fig. 1 Validation process for K-means clustering

Fig. 2 Clustering using RapidMiner
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5 Conclusion

In this paper, K-means cluster approach is used for clustering the patent dataset
based on the metadata attributes like appln_id, cpc_maingroup_symbol, pub-
ln_auth, publn_nr, publn_kind. The experimental results show that optimal clus-
tering in this case study is obtained for k = 4. This is evaluated using DB index for
k values ranging from 2 to 7. In future, the study can be extended using fuzzy
approach as it gives an idea of overlapping members and topics which are
interrelated.

Fig. 3 Cluster plot for k = 4

Fig. 4 Validation using DB index
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Success and Failure Factors that Impact
on Project Implementation Using Agile
Software Development Methodology

Saru Dhir, Deepak Kumar and V. B. Singh

Abstract In the agile software development, there are different factors behind the
success and failure of projects. Paper represents the success, failure, and mitigation
factors in agile development. A case study is presented depending on all of these
factors after the completion of small projects. Each team grouped into 10 team
members and developed the project with different approaches. Each group main-
tained the documentation from initial user stories and factors employed on the
projects. Final outcomes are observed based on the analysis of efficiency, accuracy,
time management, risk analysis, and product quality of the project. Final outcomes
are identified using the different approaches.

Keywords Agile development process � Scrum � Factors

1 Introduction

Software development is the process whose success and failure depends upon the
team, organization, and technical environment. Software project development is a
teamwork where the delivery of the project depends upon different factors or cir-
cumstances. In the traditional development, the customer got the final product after
the completion of development and testing that final product sometimes satisfied or
unsatisfied the customer. According to the agile development, customer has the
continuous involvement in the project through the daily meetings. Agile method-
ology has four agile manifesto and twelve principles [1].
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Different methods such as scrum, XP, FDD, DSDM, lean are coming with agile
development. Agile methodology overcomes the problems of the traditional
development. Agile approach is driven by self-organizing teams that coordinate
their tasks on their own. This enables the employee innovate, team work and
increases the productivity and quality of the product. While different steps have
been taken to understand the barriers occurred in software teams, and all these
issues may be addressed by taking into the concerns of involved customer and
stakeholders. In fact, due to various roles and their expectations, the software team
may have perceptual differences on issues such as delivery time of software, risk
factors, success and failure of the project [2]. Due to lack of knowledge and
understanding about the project, it may directly affect the performance and delivery
of the project. In the agile team, knowledge sharing is a challenging task to enlarge
user’s motivation to share their knowledge with the developers and other team
members; to handle the diversity of social identities and cross-functionally involved
in the software development [3].

2 Literature Review

The software development process depends upon the interest of the project team
and the other resources. One of the major problems with software development is
causing during the change of project development technology and business envi-
ronment [4]. During the survey of agile projects in government and private sectors
in Brazil and UK, five sociological (such as experience of team members, domain
expertise and specialization) and five projects (team size, estimation of project,
delivery of the product, etc.) related factors were added [5].

Tore Dyba signifies a major departure from traditional approaches to agile
software development by identifying the 1996 studies, out of which 36 were the
empirical studies. The studies fell into four groups: introduction and adoption,
human and social factors, perceptions on agile methods, and comparative studies
[6]. A framework was proposed a conceptual framework on different factors and
represents the link between various predictor variables and agile development
success [7].

Mahanti [8] mentioned six critical factors in agile methodology, during the
survey conducted in four projects. He discussed several factors such as an office
environment, team mind-set, mind-set toward documentation. Harnsen [9] men-
tioned different factors focusing on culture, stability, time variations, technology,
stability, etc. Different factors and barriers of agile implementation were considered
those significantly affecting the agile methods [10].
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3 Different Factors in the Agile Development

In an agile environment, different technical (requirement volatility, requirement
quality, technical dependency, non-functional requirement, etc.) and non-technical
factors (communication, documentation, domain, hardware, customer involvement,
etc.) are continually impacting in the agile environment. Figure 1 represents the
various success and failure factors that are impacting on software development.

A. Success Factors:
There are certain success attributes which determine the overall observation of a
particular project such as delivering a quality product and customer satisfaction,
on-time delivery of product with the planned estimations. Ambler contends that
in software development, the expert people are critical to make sure the success
of the project while adopting the agile approaches [11]. In 2013 comparing
software development paradigms, Ambler found the highest success rate of
agile projects [12].

B. Failure Factors:
Boehm and Turner focus on management challenges in implementing the agile
projects [13], whereas in another research Nerur et al. focused on management,
people, technical, and process dimensions in agile projects [14].

Fig. 1 Factors impacting the agile development
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4 Strategies for Mitigating Factors Affecting Agile
and Distributed Agile Development

There are different success factors on agile such as make training programs on
higher priority, keep agile practices consistent, encourage team members, scale the
infrastructure. Table 1 represents the different success, failure, and mitigation fac-
tors in agile software development.

Table 1 Success, failure, and mitigation factors based on different dimensions

Dimension Success factor Failure factor Mitigation factors

Organization 1. Cooperative
culture
2. Facilities for agile
work environment

1. Organizational culture
become socially narrow
2. Communication
problem in distributed
environment
3. Inaccurate estimations
at initial stages

1. Provide a better
technology infrastructure
to support
communication in a
distributed environment

Team 1. Motivation
between the team
members
2. Teamwork reduces
the work pressure and
increases the
knowledge
3. Strong relationship
between the team
members,
stakeholders, and
customer

1. Lack of knowledge
and experience issue
2. Lack of management
competence
3. Understanding issue
between team members
4. A bad relationship
with customers

1. Experienced people
should be as a part of a
team
2. There should be a
proper time management
and synchronize the
working hours
3. Team collaboration
4. Build trust

Process 1. Team follow
agile-oriented
configuration, project
management process
2. Good
communication with
daily meetings
3. Understanding the
level of the project
and its new issues

1. Customer’s absence
2. Vague planning and
project scope
3. Project roles are net
clearly defined
4. Requirement
prioritization becomes
the major issue during
the development of the
process in a small team

1. The process should be
clearly defined
2. Iterations should be
implemented in fixed
time-boxed
3. Work standards
should be defined
properly

(continued)
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5 Case Study

Case study is based on the software project implementation during the training
period of the students. Projects were divided into 5 teams and each team had 10
team members. Projects were based on the application development and Web site
development for the customer. Projects were related to social implications such as
safe cab car facility, e-voting system, women security app. Table 2 represents the
team configuration, where different development processes of each team are men-
tioned, with the total number of team members involved in the development of
project. The project implementation was implemented by waterfall, spiral, and the
scrum (agile methodology). In the spiral implementation, each builds focused
especially on risk analysis, including the requirement gathering and evaluation
part. Scrum principles were followed by the team members for the requirement
elicitation, daily meetings, and frequent changes. Daily meetings were conducted in
a classroom and there was a customer interaction between the team members in a
laboratory after every sprint cycle.

Table 1 (continued)

Dimension Success factor Failure factor Mitigation factors

Technical 1. Following simple
design
2. Continuous de
faery of the software
3. Proper integration
testing
4. The team is
dynamic in nature
and adapts new
techniques according
to demand

1. Lack of resources
2. Lack of the usage of
new techniques and tools
3. Practices of incorrect
agile approach

1. Availability of
resources on time
2. Trainings or
short-term courses
should be provided for
the awareness of new
technologies and tools

Documentation 1. Accurate amount
of documentation
2. Less
documentation
avoids extra effort

Less documentation may
create a problem for new
members

Documentation should
be in appropriate form so
the new users can be
easily familiar with the
project and its
development

Table 2 Team configuration Development process Team members

Spiral 10

Scrum 10

Scrum 10

Waterfall 10

Scrum 8
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6 Findings

Initially, user stories were created by the customers and team members. Figure 2
shows the different user stories of project 1 by the team 1. Like project 1, other team
members also build their different user stories as per customer and project
requirement.

But due to the lack of experience, different responsibilities and environmental
restrictions, it is really tough for students to follow this process. An analysis report
was maintained on the success and failure factors of the projects. This analysis was
done with the help of questionnaire and personal interaction with the team mem-
bers. On the basis of a questionnaire, different factors were analyzed as:

1. Organization: Student had other responsibilities also and do not have a proper
work environment; hence, there was a delay in delivery of the project.

2. Team: Team had a good relationship and trust between them, but as the
beginner’s team had a lack of experience about the methodology. Hence, they
faced problems at the initial stage of development.

3. Process: Team followed the agile development process in which there was a
proper group discussion between team members and also set sprint meetings
with the customer. Project planning and roles were clearly defined. Team roles
were rotated for the constant change in task prioritization to maintain the quality
of the final product.

4. Technical: The team continuously tested the whole process with the strict TDD
process. Students faced the technical issues such as new technical tool and
techniques. Hence, free tools were used for the development of the project.

5. Documentation: As documentation, students maintain a daily diary on the
regular basis, and at the end, report was generated.

6.1 Outcomes

During the analysis, it was observed that there were differences in non-functional
activities with the different methods. Analysis was based on the efficiency,

Fig. 2 User stories of project 1
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accuracy, time management, risk analysis, and product quality of the project. In the
waterfall approach, team members approached to the customer after the delivery of
the project. Development with waterfall approach had low efficiency, medium
accuracy; low time management and product quality were less without the cus-
tomer’s involvement during the development. In the spiral method, students
focused on risk analysis and quality of product. Projects had low accuracy in the
spiral model as they created a prototype and did risk analysis. In the scrum
methodology, results were better than waterfall and spiral model, where efficiency,
product quality, and time management are high.

In Table 3, there is different parametric value that had major impact on success
and failure of projects by using different approaches. Waterfall, spiral, and scrum
methodology were used on different projects and all had different impacts. In
Table 3, L represents the less/low value, M represents the medium value, and
H represents the high value of different projects based on the usage of various
approaches. Figure 3 represents the graphical representation of different factors
using different methods, according to which agile methodologies have high per-
formance rate and good quality of product on fixed time.

Table 3 Factors based on different methodology

Methods Efficiency Accuracy Time
management

Risk
analysis

Quality
product

Waterfall L M L L L

Spiral M L M H M

Scrum H M H H H

Fig. 3 Graphical
representation of different
factors using different
methods
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7 Conclusion

Paper is concluded with the success, failure, and mitigation factors in agile
development projects. A case study was conducted based on the development of
five projects. Projects were developed by the students as five different teams. It was
observed that projects were developed using different development approaches such
as waterfall, spiral, and agile approach and examined that there were differences in
non-functional activities with different methods. Analysis was based on the effi-
ciency, accuracy, time management, risk analysis, and product quality of the pro-
ject. Finally, outcome was that in the scrum methodology results were better than
waterfall and spiral model, where efficiency, product quality, and time management
are high.
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Fuzzy Software Release Problem
with Learning Functions for Fault
Detection and Correction Processes

Deepak Kumar and Pankaj Gupta

Abstract Present-day software advancement has turned into an exceptionally
difficult errand. The real difficulties included are shorter life cycles, expense invades
and higher software quality desires. Notwithstanding these difficulties, the software
developers have begun to give careful consideration on to the process of software
advancement, testing and reliability analysis to bolster the procedure. A standout
amongst the most essential choices identified with the software improvement is to
focus the ideal release time of software. Software advancement procedure includes
part of instabilities and ambiguities. We have proposed a software release time
problem to overcome such vulnerabilities and ambiguities utilizing a software
reliability growth model under fuzzy environment. Further we have talked about the
fuzzy environment system to take care of the issue. Results are outlined numeri-
cally. Taking into account model and system, this paper particularly addresses the
issue of when to release software under this condition.

Keywords Software reliability growth models � Fuzzy � Release time problem
Optimization problem � Membership function

1 Introduction

In the course of recent years, numerous software products unwavering software
reliability growth models (SRGMs) have been proposed for estimation of reliability
of software product. As personnel computer and its related software turn out to be
more refined, whilst turning out to be more essential in our lives, individuals are
progressively worried about its unwavering quality. Software reliability offers the
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most far-reaching cutting-edge procedures to measure the product quality and
testing approaches. Software improvement forms normally concentrate on dodging
mistakes, recognizing and redressing programming blames that do happen at any
period of software advancement.

A wide range of SRGMs have been produced to depict the failure of software
system. In the previous four decades, numerous software reliability
development-based SRGMs [1–3] have been proposed in writing to gauge and
anticipate the software dependability and number of shortcomings staying in the
product.

A standout amongst the most critical utilizations of SRGMs is to focus on
release time of the software. For the most part, the detection of faults included in
enhancing the software reliability of a software comprises of an exceptionally
prolonged and costly testing system. It is accounted for that much of the time, more
than a large portion of the time and cost is spent in testing when creating software.
Subsequently, one of the imperative issues in this testing is the point at which we
ought to quit testing and are prepared to release the software.

In the writing, a wide range of methodologies have been created to focus the
ideal release time of software, in view of distinctive SRGM. It could not be any
more obvious, for case, Okumoto and Goel [4]; Kapur et al. [2, 5]; Jha et al. [6].

Parameters of the SRGM used to portray the failure are assessed from the watched
testing information, different goals and limitations are situated by the administration
and expense parameters included in the cost are resolved in the light of past expe-
rience and all are altered constants. Practically speaking, it is conceivable that the
administration is not ready to situated exact estimations of the different cost
parameters and targets to be met by the release time. It might likewise be conceivable
that the administration itself does not set exact qualities keeping in mind the end goal
to give some resilience on these parameters because of focused contemplations. This
prompts vulnerability (fuzziness) in the problem. Fresh optimization problem ways
to deal with take care of these issues give no instrument to evaluate these instabil-
ities. The fuzzy procedures can be utilized as a part of such a circumstance.

The paper is composed as follows: first in Sect. 2.1, we have examined the
SRGM using detection and correction of fault in the software. In Sect. 2.2, we have
talked about the cost, and we defined the problem in Sect. 2.3. In Sect. 3.1, we have
talked about the essential ideas of fuzzy problem and given a calculation to explain
the fuzzy optimization problem. Further in Sect. 3.2, a method is shown with a
numerical example. At last, we conclude in Sect. 4.

2 Formulation of Problem

2.1 Software Reliability Growth Models

SRGM based on non-homogeneous Poisson process (NHPP) model [3, 7, 8] is
developed with following list of symbols and notations:
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List of symbols:

a Initial number of faults in the software.
md(t) Expected number of fault detected by time t.
mc(t) Expected number of fault corrected by time t.
b(t) Fault removal rate per remaining fault.
R(x|T) Pr{no failure happens during time (T, T + x)}
C1 Cost acquired on testing before release of the software.
C2 Cost acquired on testing after release of the software.
C3 Testing cost per unit time.
C0 Total cost spending plan.
T Release time of the product.
a, b Constant parameter in the learning (aa > 0, bb > 0).
b, c Constant parameter in the learning (b > 0, c > 0).

Assumption:

(1) Fault detection rate is proportional to the mean value of undetected faults.
(2) The number of faults in each of the individual interval is autonomous.
(3) Each time a failure happens; the fault that brought on it is perfectly fixed.
(4) No new fault is created.

The testing stage is a two-stage process. For first phase of testing process, the
mean number of fault detected md(t) is propositional to the mean number of
undetected faults staying in the software and can be communicated by taking after
differential mathematical equation:

m0
dðtÞ ¼ bðtÞ a� mdðtÞð Þ ð2:1Þ

where

bðtÞ ¼ aþ bt
1þ bt

Understanding comparison (2.1) with beginning md(0) = 0, we get

mdðtÞ ¼ a 1� ð1þ btÞ b

b2
�a

b

� �
e�

b
bð Þt

� �
ð2:2Þ

It can be shown that as t ! 1; bðtÞ ! b
b.

In the second stage, the fault correction rate is relative to the mean number of
faults detected, however not yet fixed in the software. In this stage, fault correction
rate is accepted as logistic learning capacity and it can be communicated as far as
the differential equation as:
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dmcðtÞ
dt

¼ bðtÞ mdðtÞ � mcðtÞð Þ ð2:3Þ

where bðtÞ ¼
b
bð Þ

1þ ce� b
bð Þt.

Above mathematical Eq. (2.3) can be solved with beginning mc(0) = 0; the
mean number of fault correction is given by:

mcðtÞ ¼ a

1þ c e�
b
bð Þt 1� 1þ 1þ btð Þ b

b2
�a

bþ 1
� �

�1
b

b2
�a

bþ 1
� � b

b2

� �0
@

1
Ae�

b
bð Þt

0
@

1
A ð2:4Þ

This model is due to Kapur et al. [9].

2.2 The Cost Model

The cost capacity incorporates cost of testing, fixing faults during testing and cost
of failure and consequently removal of faults during testing and operational stage.
Testing is performed under controlled environment. In this manner, utilizing the
total cost of failure phenomenon the accompanying cost function can be defined to
depict the aggregate expected cost of testing and debugging.

CðTÞ ¼ C1mcðTÞþC2 mcðT þ TwÞ � mcðTÞð ÞþC3T ð2:5Þ

Total cost shown in (2.5) is the most ordinarily utilized as a part of writing in
ideal release time problem under blemished testing environment [2, 6, 7].

2.3 Problem Formulation

Utilizing the total cost capacity given by Eq. (2.5), the release time problem with
minimizing the cost function subject to the reliability constraint is expressed as

Min~imize C ðTÞ

Subject to RðTSjTÞJR0

T � 0 ðP1Þ

where R0 is the desired level of reliability by the release time, the management may
not be prepared to acknowledge level of reliability lesser than R0, called the lower
resilience level of the reliability.
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3 Problem Solution and Numerical Example

3.1 Problem Solution

Optimization problem (P1) can be solved by the Mathematical Programming
methodology. As management may not be giving absolute value for cost and
reliability and its aim to release software at earliest. Hence, we utilize fuzzy opti-
mization techniques to comprehend the above problem. Problem P1 may be restated
as

Find T
Subject to CðTÞ�C0

RðTW jTÞ�R0

T � 0
ðP2Þ

Membership functions li(T); i = 1, 2 for each of the fuzzy inequalities in
problem P2 can be defined as

l1ðTÞ ¼
1; CðTÞ�C0
C�
0�CðTÞ
C�
0�C0

; C0\CðTÞ�C�
0

0; CðTÞ[C�
0

8<
:

9=
; ð2:5Þ

l2ðTÞ ¼
1; RðTW jTÞ�R0
RðTW jTÞ�R�

R0�R� ; R� �RðTW jTÞ\R0

0; RðTW jTÞ\R�

8<
:

9=
; ð2:6Þ

where C�
0 and R* are the respective tolerances for the desired reliability and

resources. Next we use Bellman and Zadeh’s [10] principle to solve the problem P2.
Crisp optimization problem can be written as

Max a
Sub:to liðTÞ� a i ¼ 1; 2; ; a� 0; T � 0

ðP3Þ

Crisp mathematical programming approach can be used to find optimal solution.

3.2 Numerical Example

We have gathered real-time software data from Brooks and Motley [11] to evaluate
the various parameters. The assessed estimations of parameters are a = 1334.26,
b = 0.119, c = 18.902, a = 1.972 and b = 0.024. Further it is accepted that esti-
mations of C1, C2, C3 and TW are known. The release time issue in view of the

Fuzzy Software Release Problem with Learning Functions … 659



accompanying information could be dissected. Here we have C1 = 6, C2 = 15,
C3 = 30, TW = 5. Further aggregate spending plan accessible to the management is
C0 = 20,000, and dependability prerequisite by the release time is R0 = 0.99 with
resistance levels on expense and reliability C�

0 = 22,000 and R* = 0.80 (we have
accepted these qualities for representation, however these qualities are situated by
the management in the light of past experience).

After solving numerical problem with above method, we get following results.
Figures 1 and 2 show cost membership value versus time and reliability versus
time, respectively. Figure 3 demonstrates that the two curves cross at a point, which
gives the ideal release time of the software.

From Fig. 3, we acquire ideal release time T = 65 and a = 0.87475.

Fig. 1 Cost membership
values cost versus time

Fig. 2 Cost membership
values reliability versus time

Fig. 3 Ideal software release
time
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4 Conclusion

We have defined a fuzzy release time issue by minimizing the expense capacity
subject to reliability limitation. We have also examined the fuzzy mathematical
programming methodology for different type of learning function. The problem is
then solved by fuzzy optimization method [12–16]. The numerical illustration is
indicated for an achievable issue if there should arise an occurrence of an infeasible
issue a fresh objective optimization problem is utilized to acquire a bargained
arrangement. This is a fascinating subject of further study in fuzzy enhancement.
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Reliability Assessment
of Component-Based Software System
Using Fuzzy-AHP

Bhat Jasra and Sanjay Kumar Dubey

Abstract Software reliability is one of the most commonly discussed research
issues in the field of software engineering. Reliability of software concerns both the
maker and the buyer of the software. It can be defined as a collection of attributes
that check the capability of software to assure the needed performance in given
conditions for a particular span of time. Most of the estimation models proposed till
date have focused only on some conventional factors internal to the software. In this
paper, we try to analyze the reliability of software using a FAHP approach. The
proposed model considers the factors external to a component-based software that
affects its reliability. Analysis shows that by considering these factors a more
efficient model for estimating reliability in CBSE systems.

Keywords Fuzzy � AHP � CBSS � Reliability � Factors

1 Introduction

In this modern technology-driven world, role of computer systems has become
more important than ever. And for any computer system to perform efficiently,
quality of the underlying software system is a crucial concern. Quality of a software
system is estimated using many factors such as software functionality, usability,
efficiency, testability, and reliability as given in ISO/IEC 9126-1 software quality
model. Among all these quality factors, software reliability is one of the most
important factors. It can be defined as a collection of attributes that check the
capability of software to assure the needed performance in given conditions for a
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particular span of time [1]. Software reliability consists of three main activities:
prevention of error, detection and removing the faults, measures to increase the
reliability [2]. Component-based software systems (CBSSs) are gaining importance
because of various edges it provide over object-oriented technology in terms of
design, development, flexible architecture maintenance, reliability, and reusability
[3]. CBSS reliability is highly affected by the individual components in the system
and interaction between these components which leads to interdependencies
between them increasing the system complexity hence making estimation of reli-
ability difficulty [4]. Other factors that play an important role in determining the
reliability are deployment context, usage profiles, and component-environment
dependencies [5]. There are lot of extrinsic factors that affect the performance and
reliability of software [6]. In this paper, we propose a reliability evaluation model
for component-based software systems based on fuzzy-AHP. It uses fuzzy evalu-
ation with the capability of consistent evaluation of AHP. Fuzzy logic is used to
deal with uncertain, vague data obtained from individual perception of humans
providing more realistic and acceptable decisions. AHP handles diverse criteria by
converging complex problem into less significant factors that are important for
global decision making. Fuzzy-AHP uses goodness of both. AHP is used for weight
metric assignment and complex evaluations at all the three layers, whereas fuzzy
logic is used to evaluate and layer three weights [7, 8]. Using fuzzy-AHP approach,
the uncertainties present in the data can be represented effectively to ensure better
decision making [9].

2 Methodology

2.1 Identification of Factors

Reliability assessment is mostly confined to testing phase after the development of
the whole software. But reliability is actually affected by factors from almost every
stage of software’s life cycle, i.e., analysis, development, testing, usage time [10].
To determine appropriate factors that affect reliability of CBSS, we identified rel-
evant stakeholders, researchers, academicians, organizations, and other experts who
deal with CBSSs. On the basis of these findings, we have selected following factors.

2.1.1 The Deployment Context

In a CBSS environment, one component has to interact with another, and these
interactions increase dependency of component’s reliability on each other, e.g., if a
participating component fails, directly or indirectly the performance of other com-
ponents is affected, thereby its reliability. Key factors of deployment context are
unknown usage profile, unknown required context, and unknown operational profile.
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2.1.2 Human Factor

Right from the requirement analysis to deployment and maintenance, humans are
almost involved in every aspect of the software development. Key factors are
programming skills, domain knowledge/expertise, and human nature.

2.1.3 Analysis and Design Factor

Analysis is the most important stage in life cycle of the software. An inefficient
analysis and designing can have a severe effect on the reliability of the software.
Some key factors influencing reliability in this aspect are missing requirements,
misinterpreted requirements, conflicting/ambiguous requirements, design mis-
match, and frequency of changes in requirement specifications.

2.1.4 Testing Factor

Testing is the most commonly used phase for reliability assessment of software.
Efficient testing helps finding all possible shortcomings of the software and helps
achieving higher efficiency as well as reliability. Some key factors comprising the
effect of testing on reliability are tools methodology used for testing, testing
resource allocation, testing coverage, testing effort, and testing environment.

2.2 Evaluation of Reliability Using Analytical Hierarchy
Process

2.2.1 Building the Hierarchy

An indexed hierarchy of correlated assessment criteria is derived for the
multi-criteria problem. Hierarchy for our model is given in Table 1.

2.2.2 Pair-Wise Comparisons

In this step, we find the relative significant of the criteria at both levels. Weight
matrices are formed to determine the priority where every value of the matrix (Aij)
gives the comparative significance of Criteria Ii and Ij. The importance in marked
on a scale of 1–9 where 1 means two equally significant criteria and 9 meaning Ii is
highly significant than Ij. Let the two-level weight matrices for our model are given
in Tables 2 and 3.

Similarly level 2 weight matrices are taken for all four sub-factors.
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2.2.3 Relative Weight Estimation

Based upon the above weight matrices, we calculate relative priorities of the factors
using the eigenvector W corresponding to largest eigenvalue kmax, such that

A �W ¼ kmax �W ð1Þ

Table 1 Indexed hierarchy of factors for evaluation of reliability

Assessment quantity Indexed
selected criteria

Indexed sub-criteria

Reliability of component-based
software systems

Deployment
context (I1)

Unknown usage profile (I11)

Unknown required context (I12)

Unknown operational profile (I13)

Human factor
(I2)

Programming skills (I21)

Domain knowledge (I22)

Human nature (I24)

Testing factor
(I3)

Test tools and methodology (I31)

Testing coverage (I32)

Testing environment (I33)

Testing resource allocation (I34)

Testing effort (I35)

Analysis and
design (I4)

Missing requirements (I41)

Misinterpreted requirements (I42)

Conflicting/ambiguous requirements
(I43)

Design not to requirements (I44)

Frequency of changes in requirement
specifications (I45)

Table 2 Level 1 weight
matrix for reliability

Reliability I1 I2 I3 I4
I1 1 4 1 2

I2 0.25 1 0.33 1

I3 1 3 1 4

I4 0.5 1 0.25 1

Table 3 Level 2 weight
matrix for I1

Deployment context (I1)

I1 I11 I12 I13
I11 1 0.5 1

I12 2 1 2

I13 1 0.5 1
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Hence, the relative weight vector of level 1 criteria is W = (0.361292, 0.114188,
0.396258, 0.128262). Similarly at level 2, W1 = (0.25, 0.50, 0.25), W2 = (0.42317,
0.484411, 0.092418), W3 = (0.2118, 0.3064, 0.1618, 0.2306, 0.0893),
W4 = (0.3367, 0.1939, 0.1374, 0.2641, 0.0679), and consistency C.I. � 0.1 for all
matrices (Table 4).

2.3 Fuzzy Comprehensive Evaluation

In this qualitative method, we use following principles for reliability estimation.

2.3.1 Create Sets of Grade Factors and Elements

Let U = {u1, u2, u3 …, un} be the factor set based on first-level criteria indexing and
V = {V1, V2, V3, V4, V5}, i.e., {high, higher, medium, lower, low} be the evaluation
grades.

2.3.2 Derive a Single-Factor Evaluation Matrix R from U to V

To form the expert evaluation matrix, opinions of 25 experts were taken to decide
the reliability of CBSS based on the suggested criterion. The values obtained are
given in Table 5.

Table 4 Relative weights and ranking of factors

Criteria Level 1 weight Sub-criteria Level 2 weight Reliability value Rank

I1 0.3613 I11 0.25 0.090323 4

I12 0.50 0.180646 1

I13 0.25 0.090323 4

I2 0.1142 I21 0.42317 0.048321 8

I22 0.484411 0.055314 7

I23 0.092418 0.010553 14

I3 0.3963 I31 0.211748 0.0839068 5

I32 0.306419 0.121421 2

I33 0.161894 0.064152 6

I34 0.230607 0.091379 3

I35 0.089332 0.035385 10

I4 0.1283 I41 0.33668 0.043183 9

I42 0.193926 0.024873 12

I43 0.137445 0.017629 13

I44 0.26405 0.033867 11

I45 0.067899 0.008709 15
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If rij represents the degree of membership on Uj to Vi (i = 1, 2, 3, 4) for each Uj.
rj = n/25 where n is number of Uj. R is represented by the fuzzy matrix of Uj on

grade factor Vi. The individual criteria reliability evaluation matrices are

U ¼ I1; I2; I3; I4f g; U1 ¼ I11; I12; I13f g;
U2 ¼ I21; I22; I23f g; U3 ¼ I31; I32; I33; I34; I35f g
U4 ¼ I41; I42; I43; I44; I45f g:

R1 ¼
0:2 0:24 0:16

0:36 0:24 0:16

0:24 0:32 0:2

0:32

0:12

0:08

0:08

0:12

0:16

2
64

3
75

Similarly we calculated R2, R3, and R4.

2.3.3 Find Results of Comprehensive Evaluation

Evaluated results of reliability based on individual factors are: Bi = Wi * Ri where
Bi = {b1, b2, b3, b4, b5}

Hence, B1 = W1 * R1 i.e. {0.29, 0.26, 0.17, 0.16, 0.12}, B2 = {0.0956, 0.1924,
0.2929, 0.1819, 0.2361}, B3 = {0.2071, 0.3148, 0.2326, 0.3985, 0.1964}

B4 = {0.1429, 0.2058, 0.2085, 0.2132, 0.2294}

Table 5 Expert matrix

Sub-criteria High Higher Medium Low Lower

I11 5 6 4 8 2

I12 9 6 4 3 3

I13 6 8 5 2 4

I21 2 5 8 1 9

I22 3 5 7 7 3

I23 1 3 6 8 7

I31 4 3 9 5 4

I32 4 8 5 3 5

I33 7 2 6 4 6

I34 7 4 3 5 6

I35 4 7 8 4 2

I41 3 6 7 3 6

I42 5 2 5 8 5

I43 1 5 6 9 4

I44 5 7 3 4 6

I45 2 3 4 7 9
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2.3.4 Comprehensive Multi-level Fuzzy Evaluation

The synthetic evaluation results will be B = W * R = {b1, b2, b3, b4, b5} where
R = [B1 B2 B3 B4]T, and W are the relative weights of first-level criteria. From
calculations B = {0.2161, 0.2671, 0.2138, 0.2639, 0.17763}.

2.3.5 Conclude Evaluation

Using maximum subordination principle, our synthetic evaluation shows maximum
subordination in level “Higher” in set B. Therefore, the CBSS ranked by experts in
terms of our given factors is having higher reliability according to our model.

3 Conclusion

Reliability of software plays very critical role for the success or failure of any
organization. In this paper, we have proposed a reliability estimation model for
component-based software systems. The proposed model considers a wider range of
factors affecting the reliability. AHP is used to get the relative importance of each
criterion, and comprehensive fuzzy evaluation method is used to evaluate reliability
of a CBSS using the given criterion. The experimental results showed the effec-
tiveness of evaluating criteria. In future, the experiments will be carried out at large
scale and in the quantitative score.
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Ranking Usability Metrics Using
Intuitionistic Preference Relations
and Group Decision Making

Ritu Shrivastava

Abstract The popularity of a Web site depends on the ease of usability of the site.
In other words, a site is popular among users if it is user-friendly. This means that
quantifiable attributes of usability, i.e., metrics, should be decided through a group
decision activity. The present research considers three decision makers or stake-
holders viz. user, developer, and professional to decide ranking of usability metrics
and in turn ranking of usability of Web sites. In this process, each stakeholder gives
his/her intuitionistic preference for each metric. These preferences are aggregated
using intuitionistic fuzzy averaging operator, which is further aggregated using
intuitionistic fuzzy weighted arithmetic averaging operator. Finally, eight consid-
ered usability metrics are ranked. The method is useful to compare Web site
usability by assigning suitable weights on the basis of rank of metrics. An illus-
trative example comparing usability of six operational Web sites is considered.

Keywords Usability metrics � Intuitionistic fuzzy set � Intuitionistic preference
Decision makers

1 Introduction

Every day, many new Web sites are hosted increasing thousands of pages on
WWW. These Web sites are searched for information needs of user. E-commerce
domain web sites like amazon.com, alibaba.com, snapdeal.com, flipkart.com are
used for purchasing electronic goods, furniture, clothes, etc. People are using net
banking for managing their accounts and making bill payments. However, it is well
known that the popularity of a Web site depends on the ease of usability and
authenticity of information. It is obvious that the quality of Web site and popularity
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are related. Recently, Thanawala and Sakhardande [1] have emphasized that user
experience (UX) is a critical quality aspect for software. They have pointed out that
current UX assessments helped identify usability flaws, and they lacked quantifiable
metrics for UX and suggested new user experience maturity models. It is obvious
that user, developer, and professional have different perspectives of usability. Some
amount of fuzziness is involved in selecting usability metrics due to the differences
in perception of three stakeholders. In such situations, group decision making using
intuitionistic fuzzy preference relations has been successfully applied [2–6]. The
group decision making has proved very useful in medical diagnostic as well [7, 8].
As no exact numerical values are available, the intuitionistic fuzzy relations and
group decision theory as proposed by Xu [9] are handy to rank usability metrics.

The author, in this research, proposes to apply group decision making using
intuitionistic preference relations and the score and accuracy functions as proposed
by Xu [9], to rank usability metrics. The three decision makers, viz. user, developer,
and professional, have been used to provide their intuitionistic preferences for
usability metrics.

2 Literature Survey

The ISO/IEC 9126 model [10] describes three views of quality, viz. user’s view,
developer’s view, and manager’s view. The users are interested in the external
quality attributes, while developers are interested in internal quality attributes such
as maintainability, portability. In a survey conducted by Web software development
managers and practitioners by Offutt [11], they agreed at six quality attributes—
usability, reliability, security, scalability, maintainability, and availability. Olsina
and Rossi [12] identified attributes, sub-attributes, and metrics for measuring quality
of e-commerce-based Web sites. They also developed a method called “WebQEM”
for measuring metric values automatically. Olsina identified and measured quality
metrics for Web sites of domain museum [13]. Shrivastava et al. [14] have specified
and theoretically validated quality attributes, sub-attributes, and metrics for aca-
demic Web sites. They have developed a framework for measuring attributes and
metrics [15]. In this framework, template for each metric has been developed so that
metric value is measured unambiguously. Shrivastava et al. [16] used logical scoring
of preferences (LSP) to rank six academic institution Web sites.

According to Atanassov [17, 18], the concept of intuitionistic fuzzy set is
characterized by a membership function and a non-membership function, which is a
general form of representation of fuzzy set. Chen and Tan [3] developed a technique
for handling multi-criteria fuzzy decision-making problems based on vague sets
(vague set is same as intuitionistic fuzzy set). They developed a score function to
measure the degree of suitability of each alternative with respect to a set of criteria
presented by vague values. It has been observed that a decision maker may not be
able to accurately express his/her preference for alternatives, in real-life situations,
due to various reasons. Thus, it is suitable to express the decision maker’s
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preference values in terms of intuitionistic fuzzy values. As described in Sect. 1, the
ranking of usability involves three stakeholders, who may not be sure of exact
values of contribution of each metric, and therefore, it is natural to apply group
decision making using intuitionistic fuzzy preference relations. These preferences
are aggregated using intuitionistic fuzzy averaging operator, and then further
aggregation is done using intuitionistic fuzzy weighted arithmetic averaging oper-
ator. In this research, the author has considered usability as the most important
single attribute of quality which is crucial in Web applications from user’s point of
view and has tried to rank usability metrics using group decision-making process
proposed by Xu [9]. Three decision makers, viz. user, developer, and professional,
are considered.

The paper is organized as follows: Sect. 3 gives basics of group decision-making
process and basic definitions. Section 4 deals with the description of usability
metrics and four-step process to rank eight metrics. The process is empirically
evaluated through an example in which usability is ranked for six Web sites of
academic institutions. The conclusion and future work is given in Sect. 5.

3 Basics of Group Decision Making

Let X ¼ fx1; x2. . .xng be discrete set of alternatives in a group decision-making
problem. Group decision makers generally provide preferences for each pair of
alternatives xi and then construct preference relations. A preference relation P on set
X is defined as

lP : X � X ! D; ð1Þ

where D is the domain representing preference degrees.
A complementary matrix R is a fuzzy preference relation R on the set x and is

given by

R ¼ ðrijÞn�n � X � X ð2Þ

where rij � 0, rij þ rji ¼ 1, rii ¼ 0:5 for all i, j = 1, 2…, n and rij denotes preference
degree of alternatives xi over xj. It is to be noted that rij ¼ 0:5 indicates indifference
between xi and xj; rij [ 0:5 means xi is preferred over xj and rij\0:5 means xj is
preferred over xi.

The concept of intuitionistic fuzzy set characterized by a membership function
and a non-membership function was introduced by Atanassov [17, 18]. The intu-
itionistic fuzzy set A is defined as

A ¼ fðx; lAðxÞ; tAðxÞÞ xeXj g ð3Þ
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The A is characterized by a membership function lA

lA : X ! ½0; 1�

and a non-membership function tA

tA : X ! ½0; 1�

with the condition

0� lAðxÞþ tAðxÞ� 1; 8x 2 X ð4Þ

Following Xu [9], the author introduces the concept of intuitionistic preference
relation. An intuitionistic fuzzy relation B on X is a matrix defined by

B ¼ bij
� �

n�n� X � X

bij ¼ f xi; xj
� �

; l xi; xj
� �

; m xi; xj
� �g; 8i; j ð5Þ

In short, the author can write bij ¼ ðlij; mijÞ, where bij is an intuitionistic fuzzy
value representing certainty degree lij to which xi is preferred to xj and certainty
degree tij to which xj is preferred to xi. Further, lij and tij satisfy the relation

0� lij þ tij � 1 lji ¼ tij tji ¼ lij lii ¼ tii ¼ 0:5 ð6Þ

Following Chen et al. [3] and Xu [9], score function D of an intuitionistic fuzzy
value is defined as

D bij
� � ¼ lij � mij ð7Þ

It is obvious that D will lie in the interval [−1, 1]. Hence, the greater the score
DðbijÞ, the greater the intuitionistic fuzzy value bij.

As in [3, 9], the accuracy function H can be defined as

HðbijÞ ¼ lij þ tij ð8Þ

It evaluates degree of accuracy of intuitionistic fuzzy value bij. Clearly, the value
of H will lie in the interval [0, 1].

4 Application of Group Decision Making to Rank
Usability Metrics

In the recent paper [14], the author has specified and theoretically validated
usability metrics for Web sites of academic institutions. These metrics are repro-
duced below for reference
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Usability Metrics, Global Site Under stability, Site Map (Location Map),
Table of Content, Alphabetic Index, Campus Map, Guided Tour, Help Features and
On-line Feedback, Student Oriented Help, Search Help, Web-site Last Update
Indicator, E-mail Directory, Phone Directory, FAQ, On-line in the form of
Questionnaire, What is New Feature?

For simplicity, the author considers eight metrics for ranking: x1 = location map,
x2 = table of contents, x3 = alphabetic index, x4 = guided tour, x5 = search help,
x6 = last update information, x7 = e-mail directory, x8 = what is new feature.

The usability metric ranking problem involves the following four steps:

Step 1: Let X ¼ fx1; x2. . .x8g be a discrete set of alternatives in a group decision
problem. Three decision makers are represented by D ¼ fd1; d2; d3g with
corresponding weights x ¼ x1;x2;x3ð ÞT and having the propertyP3

k¼1 xk ¼ 1;xk [ 0. The decision maker dk 2 D provides his/her intu-
itionistic preferences for each pair of alternatives and then constructs an
intuitionistic relation

BðKÞ ¼ ðbðKÞij Þ8�8;

where

ðbðKÞij Þ ¼ ðlðKÞij ; tðKÞij Þ 0� lðKÞij þ tðKÞij � 1

lðKÞji ¼ tðKÞij lðKÞij ¼ tðKÞji lðKÞii ¼ tðKÞii ¼ 0:5
ð9Þ

In the present application, three decision makers have provided their

intuitionistic preferences using relation (9) giving Bð1Þ ¼ ðbð1Þij Þ Bð2Þ ¼
ðbð2Þij Þ Bð3Þ ¼ ðbð3Þij Þ. Values of these matrices are given in Appendix 1.

Step 2: The author now applies intuitionistic fuzzy averaging operator

bðKÞi ¼ 1
n

Xn

j¼1

bðKÞij ; i ¼ 1; 2. . .; n; n ¼ 8 ð10Þ

Values of bðKÞi are given in Appendix 2.
3. Step 3: Now, use intuitionistic fuzzy weighted arithmetic averaging

operator defined as

bi ¼
X3

K¼1

wkb
ðKÞ
i ; i ¼ 1; 2. . .; 8 ð11Þ

This will aggregate all bðKÞi corresponding to three DMs into a collective
intuitionistic fuzzy value bi of the alternative xi over all other alternatives.
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Using x1 ¼ 0:4;x2 ¼ x3 ¼ 0:3;, I get

b1 ¼ ð0:6539; 0:1575Þ; b2 ¼ ð0:6075; 0:3450Þ
b3 ¼ ð0:5298; 0:4101Þ; b4 ¼ ð0:5389; 0:4039Þ
b5 ¼ ð0:4575; 0:4675Þ; b6 ¼ ð0:5053; 0:6289Þ
b7 ¼ ð0:3739; 0:5651Þ; b8 ¼ ð0:2451; 0:6750Þ

Step 4: The author uses (7) to calculate score function D for each intuitionistic
fuzzy value

Db1 ¼ 0:4964;Db2 ¼ 0:2625;Db3 ¼ 0:1197

Db4 ¼ 0:1350;Db5 ¼ �0:01;Db6 ¼ �0:1236

Db7 ¼ �0:1912;Db8 ¼ �0:4299

Thus, the following preference relation is obtained:

b1 [ b2 [ b4 [ b3 [ b5 [ b6 [ b7 [ b8

If the symbol 	 is used to represent preference of a usability metric over the
other, then the following preference relation is obtained:

x1 	 x2 	 x4 	 x3 	 x5 	 x6 	 x7 	 x8 ð12Þ

This means that users prefer to see location map on Web site compared to table
of contents, table of contents is preferred to guided tour of the campus, and so on.
The relation (12) is useful in assigning weights to usability metrics so that overall
usability of Web sites can be calculated.

5 Illustrative Example

In my work, I have applied group decision making in usability measurement and I
have taken academic Web sites of six institutes, viz. Georgia Institute of
Technology, Stanford University—School of Engineering, IIT Delhi, IIT BHU,
MANIT Bhopal, and BITS Pilani. I have measured eight usability metric values for
each institute using the methodology outlined by Shrivastava et al. in [15, 16]. The
metric values were collected during March 2–6, 2015. I have used Eq. (12) that
gives ranking of eight metrics to assign weights according to their ranks. Thus,
assigned weights to x1 through x8 are 0.20, 0.18, 0.15, 0.13, 0.11, 0.10, 0.07, and
0.06. For assigned weights, the usability comparison is given in Fig. 1, where bars
represent percentage usability of six sites. Figure 2 gives usability comparison for
the case, where each metric is assigned equal weight or simple arithmetic average.
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6 Conclusion

The present research uses intuitionistic preference relations and group decision
theory to rank eight commonly used usability metrics. The group decision theory,
described in Sects. 3 and 4, considers three decision makers, who provide their
intuitionistic preferences for each metric. On the basis of theory developed, eight
usability metrics are ranked and the result is given in Eq. (12). The main advantage
of the method is that weights are assigned according to rank value to calculate
overall usability of Web sites.

The usability of six Web sites (academic institute) has been calculated, and
usability comparison is given in Fig. 1. Figure 2 also gives usability comparison in
which usability is calculated using simple arithmetic average of metric values. It is
observed that usability of good sites is going down compared to last two sites,
where there is increase in usability value. This is somewhat unusual because either
all values should increase or all should decrease. Hence, the method of group
decision making using intuitionistic preference relations appears superior to simple
aggregation.

1 2 3 4 5 6

Stanford Georgia IITD IIT BHU BITS MANIT
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Fig. 1 Weighted usability
(in %) comparison
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Fig. 2 Averaged usability
(in %) comparison
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Appendix 1

x1 x2 x3 x4 x5 x6 x7 x8

Bð1Þ ¼ x1 (0.5, 0.5) (0.6, 0.2) (0.5, 0.2) (0.6, 0.4) (0.6, 0.3) (0.8, 0.1) (0.7, 0.2) (0.9, 0.1)

x2 (0.2, 0.6) (0.5, 0.5) (0.7, 0.2) (0.6, 0.4) (0.6, 0.3) (0.8, 0.1) (0.7, 0.1) (0.7, 0.2)

x3 (0.2, 0.5) (0.2, 0.7) (0.5, 0.5) (0.6, 0.3) (0.7, 0.3) (0.7, 0.2) (0.8, 0.2) (0.6, 0.3)

x4 (0.4, 0.6) (0.4, 0.6) (0.3, 0.6) (0.5, 0.5) (0.8, 0.1) (0.7, 0.2) (0.7, 0.3) (0.6, 0.3)

x5 (0.3, 0.6) (0.3, 0.6) (0.3, 0.7) (0.1, 0.8) (0.5, 0.5) (0.8, 0.1) (0.6, 0.3) (0.7, 0.2)

x6 (0.1, 0.8) (0.1, 0.8) (0.2, 0.7) (0.2, 0.8) (0.1, 0.8) (0.5, 0.5) (0.6, 0.4) (0.7, 0.2)

x7 (0.2, 0.7) (0.1, 0.7) (0.2, 0.8) (0.2, 0.7) (0.3, 0.6) (0.4, 0.6) (0.5, 0.5) (0.7, 0.1)

x8 (0.1, 0.9) (0.2, 0.7) (0.3, 0.6) (0.3, 0.6) (0.2, 0.7) (0.2, 0.7) (0.1, 0.7) (0.5, 0.5)

Bð2Þ ¼ x1 x2 x3 x4 x5 x6 x7 x8

x1 (0.5, 0.5) (0.6, 0.3) (0.8, 0.2) (0.7, 0.2) (0.6, 0.3) (0.7, 0.1) (0.7, 0.2) (0.8, 0.1)

x2 (0.3, 0.6) (0.5, 0.5) (0.8, 0.2) (0.7, 0.3) (0.6, 0.3) (0.8, 0.1) (0.6, 0.4) (0.7, 0.2)

x3 (0.2, 0.8) (0.2, 0.8) (0.5, 0.5) (0.6, 0.3) (0.7, 0.2) (0.8, 0.1) (0.7, 0.3) (0.6, 0.3)

x4 (0.2, 0.7) (0.3, 0.7) (0.3, 0.6) (0.5, 0.5) (0.8, 0.1) (0.9, 0.1) (0.7, 0.2) (0.7, 0.2)

x5 (0.3, 0.6) (0.3, 0.6) (0.2, 0.7) (0.1, 0.8) (0.5, 0.5) (0.8, 0.1) (0.7, 0.3) (0.6, 0.2)

x6 (0.1, 0.7) (0.1, 0.8) (0.1, 0.8) (0.1, 0.9) (0.1, 0.8) (0.5, 0.5) (0.6, 0.3) (0.7, 0.2)

x7 (0.2, 0.7) (0.4, 0.6) (0.3, 0.7) (0.2, 0.7) (0.3, 0.7) (0.3, 0.6) (0.5, 0.5) (0.8, 0.2)

x8 (0.1, 0.8) (0.2, 0.7) (0.3, 0.6) (0.2, 0.7) (0.2, 0.6) (0.2, 0.7) (0.2, 0.8) (0.5, 0.5)

Bð3Þ ¼ x1 x2 x3 x4 x5 x6 x7 x8

x1 (0.5, 0.5) (0.7, 0.2) (0.8, 0.2) (0.7, 0.3) (0.6, 0.3) (0.7, 0.1) (0.5, 0.4) (0.6, 0.3)

x2 (0.2, 0.7) (0.5, 0.5) (0.7, 0.1) (0.7, 0.2) (0.6, 0.4) (0.8, 0.1) (0.6, 0.3) (0.7, 0.3)

x3 (0.2, 0.8) (0.1, 0.7) (0.5, 0.5) (0.5, 0.4) (0.7, 0.3) (0.8, 0.2) (0.6, 0.4) (0.7, 0.2)

x4 (0.3, 0.7) (0.2, 0.7) (0.4, 0.5) (0.5, 0.5) (0.6, 0.3) (0.7, 0.2) (0.6, 0.4) (0.8, 0.1)

x5 (0.3, 0.6) (0.4, 0.6) (0.3, 0.7) (0.3, 0.6) (0.5, 0.5) (0.9, 0.1) (0.6, 0.3) (0.7, 0.2)

x6 (0.1, 0.7) (0.1, 0.8) (0.2, 0.8) (0.2, 0.7) (0.1, 0.9) (0.5, 0.5) (0.5, 0.4) (0.6, 0.3)

x7 (0.4, 0.5) (0.3, 0.6) (0.4, 0.6) (0.4, 0.6) (0.3, 0.6) (0.4, 0.5) (0.5, 0.5) (0.8, 0.2)

x8 (0.3, 0.6) (0.3, 0.7) (0.2, 0.7) (0.1, 0.8) (0.2, 0.7) (0.3, 0.6) (0.2, 0.8) (0.5, 0.5)

Appendix 2

bð1Þ1 ¼ ð0:65; 0:25Þ; bð1Þ2 ¼ ð0:60; 0:37Þ; b3 ¼ ð0:54; 0:38Þ; bð1Þ4 ¼ ð0:55; 0:40Þ;
bð1Þ5 ¼ ð0:45; 0:47Þ; bð1Þ6 ¼ ð0:32; 0:62Þ; bð1Þ7 ¼ ð0:32; 0:58Þ; bð1Þ8 ¼ ð0:28; 0:68Þ
bð2Þ1 ¼ ð0:68; 0:25Þ; bð2Þ2 ¼ ð0:62; 0:32Þ; b3 ¼ ð0:53; 0:41Þ; bð2Þ4 ¼ ð0:55; 0:39Þ;
bð2Þ5 ¼ ð0:44; 0:47Þ; bð2Þ6 ¼ ð0:29; 0:62Þ; bð2Þ7 ¼ ð0:37; 0:59Þ; bð2Þ8 ¼ ð0:24; 0:67Þ
bð3Þ1 ¼ ð0:64; 0:29Þ; bð3Þ2 ¼ ð0:60; 0:32Þ; b3 ¼ ð0:51; 0:44Þ; bð3Þ4 ¼ ð0:51; 0:42Þ;
bð3Þ5 ¼ ð0:50; 0:45Þ; bð3Þ6 ¼ ð0:29; 0:64Þ; bð3Þ7 ¼ ð0:44; 0:51Þ; bð3Þ8 ¼ ð0:26; 0:67Þ
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Research Challenges of Web Service
Composition

Ali A. Alwasouf and Deepak Kumar

Abstract Using semantic-based Web service composition based on functional and
non-functional user requests promises to enable automatic dynamic assembly of
applications. Apart from many advantages of such approaches, an effective auto-
matic dynamic semantic-based Web service composition approach is still an open
problem. Publishing, discovery, and selection mechanisms as well as heterogeneity
and limitations of semantic languages have a major impact on the effectiveness of
service composition approaches. This paper explores the major challenges related to
semantic languages, Web service publishing, discovery, and selection techniques
which affect the composition of the service. Additionally, it evaluates the effec-
tiveness of automation, dynamicity, scalability, adaptation, and management
strategies of the composition approaches.

Keywords Service-oriented architecture � Semantic-based Web service composi-
tion � Discoverability � Selection � Dynamic composition � Automatic composition
Composition management

1 Introduction

Service is a milestone of service-oriented architecture (SOA) to develop rapid
dynamic applications. Using widespread XML-based standards like simple object
access protocol (SOAP), Web service description language (WSDL), semantics
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(Web language ontology (OWL), resource description framework (RDF), … etc.),
and further WS-* specifications make SOA platform independent from underlying
technologies.

The service is described using WSDL, semantic languages, and other WS-*
specifications, published to a registry, i.e., Universal Description, Discovery and
Integration (UDDI), and discovered by matchmaking, filtering, or any other search
technique. The user query, preferences, QoS, user feedback, and rating [1] are used
in many approaches to discover and select the best available service that fulfills
users’ requirements.

Composition techniques are classified to static versus dynamic and manual,
semiautomatic or automatic techniques. Static composition is a predefined work-
flow which locates manually exact services at developing stage. Such techniques
are very useful to an build enterprise application as they are much faster and where
business process workflow is already predefined, i.e., BPEL4S. Meanwhile,
dynamic approaches locate best services at run-time. It can be manual, semiauto-
matic, or automatic composition. Automatic dynamic composition is widely used to
build Web applications where user requirements are undefined and unexpected.

Recently, some efforts have been done to provide semantic annotations through
extending existing standards. WSDL-S, SAWSDL, OWL-S, METERO-S, and
WSMO are the most prominent candidates. WSDL-S added some elements to
extend WSDL in order to refer to semantic models. Using WSDL-S is considered to
be more flexible than OWL-S and WSMO as developers are already familiars with
WSDL. Also, WSDL-S specification has been extended to SAWSDL adding pro-
visions for semantic annotations.

OWL-S is a semantic Web service description language, and it is an instance of
OWL. OWL-S provides a model to describe both services and processes. A service
ontology is defined in three parts: service profile to advertise the functionality of the
service, service process to describe the workflow as well as data flow between
services, and service grounding which provides all information related to how to
access the composite service.

Another alternative to OWL-S is Web service modeling ontology (WSMO) and
the combination of Unified Modeling Language (UML) and Object Constraints
Language (OCL). WSMO defines four parts to describe a service: ontologies, Web
services, goals, and mediators. WSMO differs with OWL as it employs
object-oriented style of modeling using frames. WSMO prescribes the Web Service
Modeling Language (WSML) as a tool to actually represent its elements. Unlike
OWL-S [20], WSMO includes service and ontology specification formalisms,
whereas OWL-S is OWL based as it uses OWL for ontology specifications and
other languages for formal semantics.

In this paper, we present various existing semantic-based Web service compo-
sition techniques in Sect. 2. In Sect. 3, we discuss the major research challenges of
semantic-based composition approaches. Finally, we present our main conclusion
and introduce lines of our future research in Sect. 4.
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2 Semantic-Based Composition Techniques

A considerable number of semantic-based compositions approaches have been
proposed during recent years. Evaluation of such approaches must take into account
some requirements need to be met. Since the focus of this survey is semantic-based
approaches, we have to take into account the following composition requirements
while evaluating approaches: (a) each semantic-based composition approach must
provide an automated way to generate, at least partially, the composition workflow
(automation), (b) it must also produce an abstract composition schema (dynamic-
ity), (c) the richness of semantic description is fundamental to enhance the dis-
covery and selection process of the services (discoverability and selection),
(d) meanwhile, any approach may work correctly with a given set of services; there
is no guarantee that it works with larger more complex composition (scalability),
and (e) Finally, we have to study if the composition approach can adapt itself to the
changes of real world (adaptation).

Ontology-based dynamic service composition is represented in [2]. The
approach developed a prototype for service composition which has two elements: a
composer and inference engine (OWL reasoner). Reasoner stores information of
known services in knowledge base (KB) using RDF format. The composition
workflow gets done by the user; the composer offers choices to the user at each
step. This work suffers from scalability and availability problems. Also, it uses
filtering on a set of pre-discovered services instead of dynamic matchmaking.

A semantic-based approach based on understanding the semantics of interactions
of services is presented in [3]. Similar work has been proposed in [4]. The proposal
supports reuse and composition of services through enabling ontologies to integrate
models, languages, and activities.

Composing services on the basis of natural languages requests has been adopted
by many researchers. In [15, 16], the authors propose architecture (SeGSeC) for
semantics-based, context-aware, dynamic service composition inspired by the
component model. They introduce CoSMoS, a semantic abstract model for both
service components and users which is the basis for all required representations of
their framework. The approach is based on parsing a natural language request from
the user using preexisting natural language analysis technologies into a CoSMoS
model instance. The workflow synthesis module creates an executable workflow by
discovering and interconnecting components based on the request and the com-
ponents’ functional description. The workflow-based composition approach has
evolved from offering only manual and static composition methods to support
automation and dynamicity, but the resulting workflows are limited to sequential
and parallel execution.

The solutions described in [5, 6] assume that the natural language is used to
express requests with a controlled subset. Using templates, a flow model is created
from a user request. Action and its parameters are identified by verbs. Well-defined
keywords set are paired to service. Operation semantics and ontological classifi-
cation are provide by OWL-S annotations. The operations act as nodes of a direct
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acyclic graph, and the relations among their IOPEs establish graph which is
translated into an executable service. In [7], retrieval of relevant services is solved
by defining conceptual distances using semantic concepts in order to measure the
similarity between service definition and user request. Composition is done using
retrieved services templates called aspects of assembly. Ubiquarium system is used
to compose a service based on user request described by a natural language.

Another approach based on natural language proposed in [21]. The approach
leverages description of known service operations catalog. Each request is pro-
cessed with vocabulary that contains lexical constructs to cover semantics, in order
to extract functional requirements emended in the request and link them to the
Catalog. Additionally, the request interpreter extracts service logic, which is
pre-defined as modular templates to describe control and data flow of operations.
A composition specification is created, and each user request is associated to a
composed service. The specification is transformed into an executable flow docu-
ment to be used by composition engine.

Skogan et al. [18] proposed a method that uses UML activity diagrams to model
service compositions. Executable BPEL processes are generated by using the UML
diagrams which are used to generate XSLT transformations. While this work only
uses WSDL service descriptions as input to the UML transformation, a follow-up
work [19] eliminates this limitation by considering semantic Web service
descriptions in OWL-S and WSMO as well as supporting QoS attributes. This
enables dynamicity, since the BPEL processes that are generated are static and only
invoke concrete services at run-time. Additionally, services are selected based on
QoS properties when more than one service fulfill the requirements. Also, the work
by Gronmo et al. presents only the methodology behind their model-driven
approach without testing whether and how to implement such methodology.
However, both works do not achieve full automation as the composition workflow
is created manually.

In [12], the authors present a mixed framework for semantic Web service dis-
covery and composition, with ability to user intervention. Their composition engine
combines rule-based reasoning on OWL ontologies with Jess and planning func-
tionality using GraphPlan algorithm. Reachability analysis determines whether a
state can be reached from another state and disjunctive refinement resolves possible
inconsistencies. Planning is used to propose composition schemas to the user, rather
than enforce a decision, which is presented by authors to be the more realistic
approach.

Graph-based planning is also employed by the work of Wu et al. [14] in order to
realize service composition. The authors propose their own abstract model for
service description which is essentially an extension of SAWSDL to more resemble
OWL-S and WSMO. In addition, they model service requests and service com-
positions with similar semantic artifacts. Then, they extend the GraphPlan algo-
rithm to work with the models defined. They also add limited support for
determinism, by allowing loops only if they are identified beforehand. The final
system takes a user request defned using the authors’ models and extracts an
executable BPEL flow.
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In [13], the authors follow a similar approach, but they employ OWL-S
descriptions (instead of creating their own services ontology), which are similarly
translated to PDDL descriptions. They use a different planner, however, a hybrid
heuristic search planner which combines graph-based planning and HTN. This
combines the advantages of the two planning approaches, namely the fact that
graph-based planning always finds a plan if one exists and the decomposition
offered by HTN planning. The framework also includes a re-planning component
which is able to re-adjust outdated plans during execution time.

3 Composition Research Challenges

All challenges presented in this section contribute to the same high-level goal to
(a) provide rich and flexible semantic specifications, (b) automate discovery,
selection, and composition process of Web services, and (c) achieve scalable,
self-adaption, and self-management composition techniques.

3.1 Semantic Web Services Languages, Discovery,
and Selection Challenges

The purpose of semantic Web services is to describe the semantic functional and
non-functional attributes of a Web service with a machine-interpretable and also
understandable way in order to enable automatic discovery, selection, and com-
position of services. The enormous number of semantic Web service languages,
including OWL-S, WSMO, METERO-S, SAWSDL, and many others, resulted in
overlap and difference in capabilities at conceptual and structural levels [20]. Such
differences affect discovery, selection, and composition techniques. Therefore,
composition of services implies to deal with heterogeneous terminologies, data
formats, and interaction models.

Describing the behavior is a good progress for enriching service descriptions, but
the adequate description of underlying service semantics beyond the abstract
behavior models is still a challenging problem [1].

Current semantic Web service languages describe the syntactical aspects of a
Web service, and therefore, the result is rigid services that cannot respond to
unexpected user requirements and changes automatically, as it requires human
intervention.

Input, output, effect, and precondition (IOEP) of each service are described in
different semantic Web languages like OWL, SWRL [8], and many others.
Composing services, described in different languages, is a complex process.
Interoperations between composite services require mapping of IOEPs of each two
service which is a complex process to get done automatically.
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From composition point of view, discovery is an early step of composition. The
discovery process should be based on matching a given description of the service
and a description of the actual available service. This problem requires an algorithm
to match descriptions and a language to describe capabilities of services. Also,
enabling discovery of services involves publishing the service to a public registry.
In spite of all efforts that have been done to add semantics to UDDI [9–11], such
registries are still incapable to support different semantic languages and deal with
their differences. On the other hand, standard registry structure is not suitable to
combine the capabilities of semantic languages. The lack of semantic search
capability of the registry is a major challenge for any semantic-based composition
technique. Additionally, many approaches realize the QoS-based discovery and
selection; registry support of QoS is important for automation of selection. For
automated discovery of services, it is critical that a search engine can retrieve and
perform reasoning on I/O parameters [17].

Automatic composition implies an automatic selection of the retrieved services.
The approach must be able to choose the best available service that fulfills the
composition requirements automatically based on the comparison of similarities
and differences between the retrieved services. Thus, semantic languages of the
service should enable such comparison. Some of the proposed approaches proposed
an automatic selection based on QoS, rating, and user feedback. However, QoS and
rating do not ensure that the best services will be selected. There is a need for richer
description to distinguish among services.

To conclude, semantic languages initiatives do not enable automatic dynamic
semantic-based Web service composition techniques and none of them achieve
fully automated service discovery, selection, or composition. There is a need to
abstract away differences among semantic languages and enrich them in order to
(a) add different semantics support and semantic search capabilities to public reg-
istries to enable automatic discovery of services, (b) enable automatic interopera-
tions and data flow in the composition workflow, (c) enable automatic selection of
Web services those best fulfill the requirements. Such abstraction will benefit from
the strength of each language and highlights the weakness of each individual lan-
guage. On the other hand, registry search capabilities must be extended in order to
enable semantic-based and QoS service matchmaking.

3.2 Composition Challenges

In general, while workflow-based composition approaches have evolved from
offering only manual and static composition methods to supporting automation and
dynamicity, the resulting workflows are limited to simple schemas such as
sequential and parallel execution, or in other cases, automation is only supported
during the execution and adaptation of the workflow, while the workflow design
process is manual. This deficiency has been addressed by combining
workflow-based methods with AI planning techniques. However, so far, the
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automated composition of the processes is still a difficult to be achieved: there no
effective, easy-to-use, flexible support that can interact with the life cycle of
processes.

3.3 Scalability, Adaptation, and Management

Composition approach must be scalable; the existing ones do not suggest how to
describe, discover, and select a composite service. Any composition approach must
suggest a solution to describe the composite services with the same standards
automatically based on descriptions of services participating in the composition.

There is a lack of tools for supporting the evolution and adaptation of the
processes. It is difficult to define compositions of processes that respond to the
changes and differences of user requirements. Self-adapting service compositions
should be able to respond to the changes of behaviors of external composite ser-
vices. The need of human intervention for adapting services should be reduced to
the minimum.

The composition approach must be self-healing, it should detect automatically
that some service composition requirements have been changed and the imple-
mentation and react to requirement violations. On the other hand, the composition
must detect automatically any collapse of a service participating in the composition,
discover a new service that fulfills the exact same requirements then replace the
discovered service and integrate it into the composition workflow.

Finally, any proposed approach must ensure that the advertisement of any ser-
vice meets the actual result of service execution. The user must trust that the
business rules are enforced into composition.

4 Conclusions and Future Work

In this paper, we explored many semantic-based composition approaches. The goal
fully automated dynamic approach is still not achieved yet. The research challenges
to achieve such approach include differences in the semantic languages capabilities
which led to poor registry support of semantics. Thus, fully automated discovery
and selection of services participating in composition have not met yet. At final, we
highlighted many characteristics that any proposed approach has to satisfy in order
to deliver a fully automated self-management composition process.

Currently, we are working to draft a new abstraction level of semantic languages
which will enable compose services described in different semantic languages. This
work is expected to add semantic support for different kinds of registry.

Next, we are going to propose a new kind of semantics that would enable
auto-generation of workflow and auto-generation of composite services description
in order to publish it for scalability purpose.
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At last, we try to leverage the benefits of two previous works to suggest a new
automatic dynamic composition approach based on natural language request for
Web services on-fly composition. This work aims to achieve scalable,
self-management, and self-healing composition approach.
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Automation Software Testing
on Web-Based Application

Saru Dhir and Deepak Kumar

Abstract Agile testing is a software testing exercise, follows the rules of agile
policy, and considers software improvement as a critical part like a client in the
testing process. Automated testing is used to do this in order to minimize the
amount of manpower required. In this paper, a traditional automation testing model
has been discussed. A model has been proposed for automated agile testing, and an
experimental work has also been represented on the testing of a Web application.
Finally, outcomes are evaluated using the agile testing model, and there is a
comparison between traditional and agile testing models.

Keywords Agile development and testing � Automation testing
Web application � Selenium tool

1 Introduction

A software test project can be successful, with a significant estimation and a
complete execution in the software development life cycle [1]. Software testing is
the main part of software development, where different level of testing is imple-
mented, such as unit, integration, system, and acceptance testing according to the
system behavior and client requirement, whereas unit and integration testing focus
on individual modules, system and acceptance testing focus on overall behavior of
system [2]. The adoption of the latest technology trends and development practices
by the technology and software developers leads to polarization of opinions on the
strengths and weaknesses of the technologies and software development practices
[3]. Automation forms are one of the most important parts of agile testing; other-
wise it is very difficult to keep pace with the agile development schedule.
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The process of prioritization of defects identified by automation and their fixation
during sprints is also determined at this stage. In the case of regression testing,
efficiency increases with the automation testing, where test cases are implemented
iteratively in the software [4].

In agile testing, generally the code is written during iteration and the testing
process is done after each iteration. The developers and the testers work together to
reduce the probability of error occurrences. Developers do the unit testing, and the
rest system testing is done by the customer which is also known as acceptance
testing and based on that clients provide their feedback which also gives a glance of
excellence guarantee movement in agile [5].

2 Literature Review

In a survey result, it was revealed that only 26% of test cases are done through
automation testing, which was considerably less than in comparison to the last
years. The paper focused on to do more effort on automation testing and its tools
[6]. According to a survey report, “State of agile development” showed that more
than 80% of respondents’ organizations had adopted agile testing methodology at
some level and the other half of respondents indicated that their organization is
using agile testing methodology for approximate two to three years [7]. Agile
software development methods are these days widely extended and established. The
main reason to adopt agile testing methodology is to deliver the product within a
time limit, to increase efficiency, and to easily manage the frequently changing
business requirements [8]. A survey report indicated that agile testing is mostly
used development process. Agile testing provides small iterations (79%), regular
feedback (77%), and the scrum meeting, which were on a daily basis (71%) were
the most important factors [9]. Hanssen et al. [10] said that the use of agile testing
methodology is global. Evaluation and scheduling are the main concern to the
accomplishment of a software growth of a project of any dimension and conse-
quences; agile software growth of a project has been the area under discussion of
much conviction.

3 Automated Testing

In Fig. 1, automation testing model is mentioned in which different steps are
specified [11]. After the implementation process, the testing environment is set,
plan all of the test activities. In all of the planning, different test cases are created
which is reviewed by senior testers. Test cases are executed, and bug report is
generated. If the bugs are not generated, iterations are completed and backlog
stories are ended [12].
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4 Proposed Method

In the agile environment, testing of the project is implemented with a proposed
method to improve the accuracy of software. In an agile development, developers
are also responsible for the testing. Hence, there is parallel and independent testing
which is possible between developers and testers. Figure 2 is the proposed
automation testing model using agile methodology.

Below algorithm is the pseudocode of automated agile testing to execute the test
suites by the developers and testers. At line 2, quality assurance (QA) team initially
involved in the project. Line 3 represents that the parallel testing is done by
developers and testers, and stand meetings are also done to demonstrate the func-
tionality of software. At line 4, testers generate the automation testing in different
sprint cycles, and at line 5, verification test is build. At line 6 if the test suite result
failed then at line 7, RCA (root cause analysis) is executed to remove the bugs. If at
line 6, result successfully passed the validate the regression testing at line 10 and
run the test and end. Finally at line 13 generate the report.

1. Dd ← Set the delivery date

2. QA $ P Involvement of QA team in project

3. Deploy the build in the Pre-Production environment.

4. t $ d Testing and development both are implemented parallel.

5. T ! Generate automation test suite, in the sprint cycle.

6. Release the 1st sprint and complete the BVT

7. If d’s and t’s result failed then

Fig. 1 Automated testing model in traditional environment
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8. do RCA (“remove the bugs in next sprint”)

9. GOTO step 3

10. Else

11. T ! RT (validate the regression testing)

11. Result ← T. runtest

12. end if

13. Generate the report

Whereas; Dd: Delivery Date; QA: Quality Assurance Team; P: Project; T:
Tester; D: Development; BVT: Build Verification Test; t: testing; d: development;
RCA: root cause analysis; RT: regression testing.

Fig. 2 Testing model using agile methodology

694 S. Dhir and D. Kumar



4.1 Experimental Work

During the implementation of Web application, project was developed and tested
using the agile methodology. Product development and automation testing both
were implemented in scrum. During the implementation in agile environment,
developers and testing teams worked parallel. Automation test execution was
implemented using the selenium tool in different steps. By using the steps of agile
testing models, at the initial testing, bug was found as represented in Fig. 3. RCA
was done, and then again a new sprint cycle was implemented. Bug was resolved as
shown in Fig. 4 and validate the regression testing. Final result was evaluated as in
Fig. 5, and maximum bugs were removed and a final report was generated.

Fig. 3 Failure in initial test
and detect the bugs

Fig. 4 Testing on a book
button using selenium IDE
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4.2 Comparison and Result Between Traditional and Agile
Automated Testing Model

Web application was tested using the traditional and agile testing models vice versa.
In the agile testing models, results were improved than the traditional model.
During the testing implementation with or without agile methodology, results were
observed as in Table 1:

A comparison between the testing in agile and traditional environments is rep-
resented in Fig. 6. Results in figure are based on different parameters per iteration.
Parameters are cost, quality, detected bugs, and productivity.

Fig. 5 Successfully booked
the tickets

Table 1 Comparison between agile model and automated testing model

Agile testing model Automated testing model

According to the delivery date of the project,
testing was done in parallel to the
development process

Testing was implemented after the
completion of development process

Due to the parallel testing from the initial
stage of the development, less number of
defects were evaluated at the end

Testing was done without the customer’s
involvement and took more time for customer
satisfaction

As regression testing was executed frequently
in a single sprint, it saved time and cost

After the completion of development process,
test cases were created followed by
automated test scripts

Productivity and quality of product were
improved with the sequent involvement of
customers

Less productivity with the low quality of
product
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5 Conclusion

Paper concludes that the automation testing not only increases the test coverage but
also reduces the cost and improves the delivery of the product. In this paper, an
experimental work was discussed in which an automation testing was implemented
on a Web application using agile environment and traditional development. The
proposed agile testing model worked with productization team in a planned and
organized manner to deliver the products in sprint. At the end, there is comparison
between agile and traditional automated testing models, which specifies the results
through the agile testing is better than traditional testing.
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Automated Test Data Generation
Applying Heuristic Approaches—A
Survey

Neetu Jain and Rabins Porwal

Abstract Software testing is a systematic approach to identify the presence of
errors in the developed software Pressman (Software Engineering A Practitioners
Approach, Mc Graw Hill International Edition, 2010) [1], Beizer, Software Testing
Techniques, Van Nostrand Reinhold Co, New York, 1990) [2], Beizer (Black
Box Testing: Techniques for Functional Testing of Software and Systems, Wiley
1995) [3]. In this paper, we explore and present the challenges in software testing
and how software testing techniques evolved over the period of time. Further
software testing is tedious, time-consuming, cost-ineffective and does not guarantee
reliability. Automation of software testing has been an area of most research in the
field. Test cases play a vital role in achieving effective testing target, but generating
effective test cases is equally challenging task. Heuristic approaches have gained
the attention in different fields of computer science. In this paper, we discuss the
need of automation of test data generation and heuristic algorithms or techniques to
implement the same. We present an extensive survey of the work done in the related
field by researchers and their results.

Keywords Software testing � Automated test data generation � Heuristic
approaches

1 Introduction

Software development is a creative, intelligent, and a systematic process. Software
construction can be summarized in four stages as analysis, design, implementation,
and testing. Among these all four stages, Software Testing is considered as most
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crucial and important task, wherein the output of all the other stages and their
accuracy is evaluated and assured [1–3]. Software testing is a systematic approach
to identify the presence of errors in the developed software. In software testing, the
focus is to execute the program to identify the scenarios where the outcome of the
execution is not as expected—this is referred as non-conformance with respect to
the requirement and other specifications. Software testing can be thus termed as a
process of repeatedly evaluating the software quality with respect to requirements,
accuracy, and efficiency [1, 3–5]. For the conformance of the accuracy and quality
of engineered software, it primarily goes through two level of testing—(i) func-
tional testing or black box testing and (ii) structural testing or white box testing.
Functional testing is performed in the absence of knowledge of implementation
details, coding details an internal architecture of the software under consideration as
stated by Pressman and Bezier in [1, 2]. Structural testing is performed with the
adequate knowledge of internal details, program logic, implementation, and
architecture of the software by actually executing the source code to examine the
outcome(s) or behavior.

A vital component in software testing is test data. Test data is a value set of input
variable that executes the few or more statements of the program. The success of
any testing process is dependent on the effectiveness of the test data chosen to run
the program. The test data selected should be such that it attains the high program
coverage and meet the testing target. Manually deriving the test data to achieve
specified code coverage and revealing the errors is tedious, time-consuming, and
cost-ineffective. Also, the test data generated by programmers is ineffective and
does not attain high coverage in terms of statement execution, branch execution,
and path execution [6]. With the aim of reducing the cost and time in testing
process, research on automation generation of test data has attracted the researchers
and techniques has been tried and implemented.

Heuristic approaches have been applied in various areas to approximately solve
a problem when an exact solution is not achievable using classical methods.
Heuristic technique gives a solution that may not be the exact solution but seems
best at the moment. Various heuristic techniques had been devised and tested in the
different disciplines in computer science. Techniques like Hill Climbing, Swarm
Optimization, Ant Colony Optimization, Simulated Annealing, and Genetic
Algorithm have been used by researchers.

In this paper, we present the role of heuristic approaches in the field of software
testing for the purpose of automatically generating the test data. Section 2 is an
extensive literature review on automation of test data generation, how various
heuristic algorithms have been applied in this direction and their results. In Sect. 3,
detailed analysis of the work done in the area has been tabularized for the benefit of
future researchers.
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2 Literature Survey

2.1 Software Testing

References [1, 3–5] for the conformance of the accuracy and quality of an engi-
neered software, it primarily goes through two different levels of testing—func-
tional testing or black box testing and structural testing or white box testing.
Functional testing is performed in absence of knowledge of implementation details,
coding details, and internal architecture of the software under consideration as
stated by Pressman and Bezier in [1, 2]. The sole aim is to run the implemented
functions for the verification of their output as expected. It is strongly done in
synchronization of the requirement specification. Further during the functional
testing phase, purpose is to test the functionality in consent with the SRS and
identify the errors those deviate from what is stated. Use cases are created during
the analysis phase with conformance to functionality. Studying the use cases, the
test cases are identified and generated. For a single use case, few test cases or a
complete test suit is generated. The test suit should be sufficient enough to execute
the software such that all the possible features have been tested and possible errors
and unsatisfied functionality are identified. Structural testing is performed with the
adequate knowledge of internal details, logic of the program, implementation
details, and architecture of the software by actual execution of the source code to
examine the outcome or behavior. This testing approach assures the accuracy of the
code actually implemented to achieve desired functionally. A program consists of
control structures in form of loops, logical conditions, selective switch, etc. With
presence of control statements, a program is never a single sequence of statements
executed from start to exit of the program it consists of multiple different sequences
of statements depending upon the values of variables, and these different sequences
are termed as independent paths. Execution of the independent paths decides the
code coverage of program. Code coverage is important, and to achieve high code
coverage, structural testing can be based upon statement testing, branch testing,
path testing, and data flow testing depending upon the implementation details of the
software [5, 7–10]. Test cases are to be identified to cover the all implemented paths
in program [11]. The quality of test cases to much extent decides the quality of
overall testing process hence of high importance [12]. An adequacy criterion is the
test criterion that specifies how much and which code should be covered. It acts as
the end point of the testing process which can be otherwise endless. Korel states
that criterion could be Statement coverage requires execution all the statements of a
program, Branch coverage requires all the control transfers are executed, Path
coverage demands the execution of all the paths from start to end, and Mutation
coverage is the percentage of dead mutants.
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2.2 Test Data Generation

Test data is a value set of input variables that executes the few or more statements
of the considered program. In testing, challenge for the programmers is to generate
a minimal set of test data that can achieve high code coverage [6]. With the aim of
reducing the cost and time invested in testing process, research on automation of
generation of test data has attracted the researchers and significant techniques have
been automated and implemented. Automatic test data approach is to generate the
input variable values for a program with the help another program dynamically.

Korel [12] stated the idea of dynamic approach to test data generation. It is based
on actually executing the program, analyzing the dynamic data flow, and using a
function minimization method. Edvardsson [6] presented a survey stating that
manual testing process is tedious, time-consuming, and less reliable. He focused on
the need of automatically generated test data with the help of a program that can
make testing cost and quality effective. Korel [13] divided the test data generation
methods as random, path oriented, and goal oriented. Edvardsson [6] defines the
test data generator as a program such that given a program P and a path u, the task
of generator is to generate an input x belongs to S, such that x traverses the path u
where S is the set of all possible inputs. The effectiveness depends on how paths are
selected by the path selector. Path selection must achieve good coverage criteria
which could be Statement Coverage, Branch Coverage, Condition Coverage,
Multiple-condition Coverage, and Path Coverage. Pargas [14] found classical
approaches like random technique, path-oriented technique inefficient as no
knowledge of test target is taken as feedback and hence leads to the generation of
widespread test data and infeasible paths test. He treated the test data generation as
a search problem. Girgis [7] stated that an adequacy criterion is important. Latiu [4]
took finding and testing each path in source code as an NP-complete problem. Test
data generation is taken up as a search problem—A problem defined as finding the
test data or test cases into a search space. Further, the set of test data generated
should be small and enough to satisfy a target test adequacy criterion.

2.3 Heuristic Approaches

Heuristic approaches have been applied in various areas to approximately solve a
problem when an exact solution is not achievable using classical methods. Primarily
in the domain of artificial intelligence, scheduling problems, optimization problems,
search problems, virus scanning problems, NP-complete problems, etc., heuristic
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approaches are being widely applied and proved to find an approximate solution
[15, 16].

a. Hill Climbing is a local search algorithm for maximizing an objective function
b. Simulated Annealing [17, 18], a probabilistic that Kirkpatrick, Gelett, and

Vecchi in 1983, and Cerny in 1985 proposed for finding the global minimum for
a cost function that possesses several local minima values.

c. Genetic evolutionary Algorithm [19] is based on the natural process of
selection, crossover, and mutation. It is a population of candidate solutions for
the problem at hand and makes it evolve by iteratively applying a set of
operators—selection, recombination, and mutation.

d. Swarm Intelligence [20–22] is an simulating the natural phenomenon of bird
flocking or fish schooling. In PSO, the potential solutions in search space called
particles fly through the problem space by following the current optimum
particles. Two best values pbest, best position for each particle gbest, best
position among all particles best position. Iteratively update velocity and
position of ith particle as

Vd
i ðtÞ ¼ Vd

i ðt � 1Þþ c1 � rd1i � pbestdi � Xd
i t � 1ð Þ� �

þ c2 � rd2i � gbestd � Xd
i t � 1ð Þ� � ð1Þ

Xd
i tð Þ ¼ Xd

i t � 1ð ÞþVd
i tð Þ ð2Þ

Here, Xi = (Xi1, Xi2,…, XiD) is ith particle position, Vi = (Vi1, Vi2, …., ViD) is
the velocity of ith particle, c1, c2 are acceleration constants, and r1, r2 are two
random numbers in the range of [0, 1]

2.4 Applying Heuristics in Test Data Generation

References [4, 7, 8, 14] popular heuristic approaches like data like Genetic
Algorithm (GA), Simulating Annealing (SA), Particle Swarm Optimization, Ant
Colony Optimization have been widely applied to search for effective test data.
These approaches are verified to be more optimized than random technique. Studies
suggest that though the test data generated achieves good code coverage the con-
vergence toward the adequacy criteria is important. GA-, SA-based techniques are
tested and found to be slow and takes more generations to generate the test data
required to execute target path and achieve a foresaid code coverage [23, 24]. With
an aim to achieve faster convergence, another heuristic approach Particle Swarm
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Optimization (PSO) based on swarm behavior of insects, birds flocking has
received a lot of attention due to it its comparatively simpler implementation and
fast convergence [21, 25, 26]. Other versions of Particle Swarm Optimization—
Binary PSO (BPSO) and Quantum PSO (QPSO)—have also been defined and
tested for the effective test data generation [14]. Pargas treated test data generation
as a search problem and applied GA, a heuristic approach to find an optimal
solution, i.e., a set of optimal test data. His approach was based on control
dependency graph of program. He implemented GA-based algorithm that generated
test data (chromosomes) and calculated its fitness by comparing the predicates in
the program actually executed by the test data with the set of predicates on the
control dependency predicate paths of the target, assigning high fitness to test data
that covered more predicates. His experiment on six programs concluded that
GA-based approach outperformed RA [7]. Girgis implemented GA-based algorithm
using data flow dependencies where the search was based on coverage of def-use
associations of the variable to generate the test data that meets the all-uses criteria.
A binary string represented chromosome such that m =

P
mi, where i = 1 to k, and

mi represents the value of xi, and fitness of chromosome was calculated as no of def-
use paths covered by vi/ total no. of def-use paths. The experiment concluded that 12
out of 15 FORTRAN programs showed good performance with GA and 10 pro-
grams used less number of generations to achieve the same def-use coverage as
compared to RA [8]. Girgis implemented GA based on d-u coverage percentage
where a chromosome (binary vector) represents the edges in the DD graph of the
considered program and length of the binary vector is number of edges plus two
edges for entry–exit and number of edges contained in the loops. The set of test
path was recorded that covered the d-u pairs. As a result, the 11 programs showed
better performance in d-u coverage percentage by GA and in rest 4 programs both
GA and RA showed 100% d-u coverage but GA needed less number of generations
than RA.

Latiu [4] explored three evolutionary approaches, i.e., Genetic Algorithm,
Simulated Annealing, and Particle Swarm Optimization (PSO). He worked on
target path and used heuristics approximation level and the branch distance for
evaluating the test data. The approximation level calculates how the actual test data
is far away from target path branching condition and Branch distance is calculated
as per the Korel’s Distance Function which depends on the branching condition(s)
of the node where the target node is missed. Fitness function used was sum of
approximation level and normalized branch distance. He presented results in form
of comparisons between convergences of algorithms (number of generations) for
specified target path. SA converged earlier than GA and PSO. But in Sum and Prod,
GA produced the fastest convergence test data and SA being the second. PSO is
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another heuristic approach to be studied for test data generation. Kennedy and
Eberhart [20] proposed the PSO in 1995. Kennedy and Eberhart [21] in 1997
described a concept of BPSO. Agarwal [25] used BPSO and compared its per-
formance with GA. Branch coverage was taken as adequacy criterion for the
experiment. String was identified as a test case and fitness value was calculated as
f = 1/(|h − g| + d), where h and g were expected and the desired value of branch
predicate, and a small quantity was chosen to avoid numeric overflow. The Soda
Vending Machine simulator with total 27 branches was taken as the experiment
problem and was run over hundred times with population size in range 5–50 to
achieve 100% coverage. BPSO was better with small and large population while
GA being effective in larger size and degraded for small size. Khushboo [26] used
another variation QPSO and used the branch coverage as adequacy criterion. They
made use of DFS with memory—if a test data traverse a branch for the first time,
saved the test data and further injected this saved test data into the population for
the sibling branch. Nayak [9] focused his research on PSO approach and compared
it with. The work showed that GA converges in more generations than PSO. His
work used d-u path coverage as fitness criteria and conducted experiment on
fourteen FORTRAN programs and recorded number of generations and d-u cov-
erage percentage. PSO technique took less number of generations to achieve a said
d-u coverage percentage. The reason is—PSO chooses a gbest (global best) in each
iteration and moves toward solution, whereas GA applies selection, crossover, and
mutation in each iteration. In 2012 [23], Chengying Mao implemented PSO for test
data generation and compared the same with GA. For PSO, initialized f(pbesti) and
f(gbest) to zero, and for each particle Xi, f(Xi) is calculated and pbesti/gbest is
updated. The function f() representing the fitness was based on branch distance
based on Korel’s and Tracey’s theory. The experiment on five benchmark programs
studied Average converge, Successful rate, Average generations, and Average
Time for GA and PSO. PSO has higher converged rate and faster on convergence
generations and time than a GA-based test cases. He opened the issues of more
reasonable fitness function which can be future scope. In Sect. 3, we summarize the
work in tabular form.

3 Heuristic Approaches Applied in Test Data Generation

(See Fig. 1).
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Fig. 1 Heuristic approaches applied in test data generation
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4 Conclusion

Test data is vital for efficient software testing. Manually generated test data is
costly, time-consuming, and ambiguous at times. Randomly generated test data
does not achieve target paths or good code coverage. Automatic test data generation
and use of heuristic approaches had shown good results. In this paper, we present a
detail survey of work done in past for test data generation using heuristic
approaches. Results show that GA outperforms the RA technique. Further work by
researchers and their results presents that PSO is faster and efficient than GA.
References [25, 26] applied variations of PSO, i.e., QPSO and BPSO and observed
better results [27–32]. Future work will focus on testing more application and
observing results using these algorithms.
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Comparison of Optimization Strategies
for Numerical Optimization

Gopal Narayanam, Kartikay Ranjan and Sumit Kumar

Abstract According to the need and desire, various optimization strategies have
been conceived and devised in past, particle swarm optimization (PSO), artificial
bee colony (ABC), teacher–learner-based optimization (TLBO), and differential
evolution(DE) to name a few. These algorithms have some advantages as well as
disadvantages over each other for numerical optimization problems. In order to test
these algorithms (optimization strategies), we use various functions which give us
the idea of the situations that optimization algorithms have to face during their
operation. In this paper, we have compared the above-mentioned algorithms on
benchmark functions and the experimental result shows that TLBO outperforms the
other three algorithms.

Keywords ABC � PSO � TLBO � DE

1 Introduction

According to mathematics, computer, and applied sciences, optimization is the
process of selection of best candidates from a given set of candidates which may or
may not be the solution to a particular problem, the process to find the maximum, or
minimum obtainable value which could be attained by any given function within its
domain. In simple words, optimization is finding the best suitable answer for a
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given problem in a given domain by systematically choosing various candidates
and testing them for optimum performance. The problem of optimization revolves
around determining such values for independent variables that satisfy the con-
straints and in the meanwhile also give the optimal value to the function which is
being optimized. Optimization is fairly easy when dealing with simple mathemat-
ical problems, but when the problem get complex and involve a large number of
invariants and dimensions, we need various optimization strategies or metaheuristic
algorithms so as to seek out the optimum solutions of a given problem [1]. As
optimization problems relate to various fields such as science, mathematics, engi-
neering, and industry due to their real-life applicability and utility, there is always a
need to formulate new optimization process/techniques which perform better than
earlier ones, or to refine and modify the existing techniques in order to get optimum
results with ensured quality and exploration of the domain [2]. Day by day, new and
better algorithms are being devised or prior ones are being redefined in multiple
variants; these new variants and algorithms often show better results than previous
techniques. In order to ascertain oneself of the best optimization technique required
for a particular problem, one needs to know about their comparative behavior and
various attributes in a transparent and concise manner [3]. In order to achieve this
objective, this paper compares few optimization techniques on mathematical
benchmark functions for numerical optimization to learn about their comparative
efficiency and effectiveness.

2 Related Work

Many optimization algorithms like GA, PSO, ABC, TLBO, and DE have been
applied for numerical optimization problems. Genetic algorithm (GA) was the most
initial optimization technique developed for numerical optimization [4], but its
drawback is that as soon as the problem changes, the knowledge regarding the
previous problem is discarded. Particle swarm optimization was discovered by
Kennedy et al. [1]. PSO has its advantage of fast convergence and retaining of good
solution due to memory capabilities, but its disadvantage is that it often gets stuck
in local minima.

Artificial bee colony algorithm (ABC) was developed by Dervis Karaboga [5].
Its characteristic property is better exploration, ease to efficiently handle the cost
with stochastic nature, but it had significant tradeoffs such as slow exploitation and
missing of optimal solution in case of large swarm size. Differential evolution was
formulated in 1995 by Price and Storm [5]. DE is simple to implement, but as PSO
it also gets stuck in local minima. Teacher–learner-based optimization (TLBO) by
Rao [6]. This metaheuristic algorithm is for solving continuous nonlinear opti-
mization on large scale. The major disadvantage of TLBO is that it gets slow when
dealing with problems having higher dimensions.
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3 Proposed Work

In order to verify that which algorithm works efficiently under certain criteria, we
have compared the four most common algorithms PSO, ABC, DE, and TLBO for
numerical optimization problems. The details of these algorithms are as given
below.

3.1 Particle Swarm Optimization

Particle swarm optimization (PSO) is an optimization algorithm which is based on
the foraging and social habits of bird flocks and fish schools. Unlike traditional
genetic operations, every particle in PSO moves by accounting on its own as well as
the neighboring particles experience. PSO uses two equations, position and velocity
update equations. These equations are modified in every successive run of particle
swarm optimization to reach the required optimum solution. For a search space
having n-dimensions, the swarm particles are given by a vector of n-dimensions,
Xi = (xi1, xi2… xin) T, whereas the velocity of the particles is given by another
vector of similar dimensions Vi = (vi1, vi2… vin) T. The best position visited by the
ith particle previously is given as Pi = (pi1, pi2, …, pin) T, and “g” denotes the index
of the particle having best value. Velocity and position update equations for ith
particle are as

Vid ¼ Vid þ c1r1 pid � xidð Þþ c2r2 pgd � xid
� � ð1Þ

Xid ¼ Xid þVid ð2Þ

where the dimension of the problem is represented by d =1, 2, …, n and the swarm
size is given by I =1, 2, …, S, while the constants −c1 and c2 are known as scaling
and learning parameter, respectively, and acceleration parameters collectively.
Generally, these two are generated randomly over a uniform distribution [3].

3.2 Artificial Bee Colony

The artificial bee colony algorithm often abbreviated as (ABC) is an optimization
technique inspired by the intelligent behavior of honey bees while finding their food
[5, 7]. This algorithm consists of three parts; each part is simulated by the different
bees as employee bees, scout bees, and onlooker bees. In ABC algorithm, every
iteration of the search process comprises of three steps, which can be categorized
into, sending employee bees to their respective food sources (solutions) and
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calculating the nectar (fitness) values of these food sources. Second step consists of
sharing the collected information pertaining to the food sources and selecting viable
regions that contain food sources by onlooker bees and evaluating fitness value
(nectar amount) of food sources. Thirdly, sending the scout bees randomly in the
search space to scout and discover new sources of food.

The major steps of the algorithm are as:

1. Initializing the population
2. Placing the employee bees at their food sources
3. Placing onlooker bees on the food sources with respect to the nectar amount of

the source
4. Sending scouts for discovering new food sources in the search area
5. The best food source so far is memorized
6. Repeat until termination condition is satisfied

Formulae used in ABC:
To produce a candidate food source for employee bees, ABC uses the formula.

Vij ¼ Xij þ;ij Xij � Xkj
� � ð3Þ

where j and k are randomly chosen indices and ; is a constant.
Food source generation for onlooker bee:

pi ¼ fiti

,XSN
N�1

fitn ð4Þ

where pi is the probabilistic value of that food particular source and fiti is the fitness
while SN represents the number of food sources.

New food generation for scouts is done by the below formula if the earlier food
source gets exhausted

x ji ¼ x jmin þ rand½0; 1� x jmax � x jmin

� � ð5Þ

3.3 Teacher–Learner-Based Optimization

This optimization technique has its formation basis in the phenomenon of the
influence caused by a teacher on the outcome of the pupil. This method like other
methods based on population uses a number of solutions in order to reach a global
solution. The different parameters of TLBO are analogous to the different domains
offered to the students, and the fitness function is resembled by their result, just like
other population-based algorithms.
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The best solution in TLBO is resembled by the teacher due to the consideration
that the teacher is the most learned in the group. TLBO operation is divided into
two sub-processes consisting of the “teachers phase” and the “learners phase”,
respectively. Teachers phase is analogous to learning from a teacher, and the second
phase “Learners phase” represents peer to peer learning.

Formulae used in TLBO:

Initialization of population and filling up of parameters by random value:

x0ði;jÞ ¼ xmin
j þ rand � xmax

j � xmin
j

� �
ð6Þ

x ¼ xgði;1Þ; x
g
ði;2Þ; x

g
ði;3Þ; . . .; x

g
ði;jÞ; . . .; x

g
ði;DÞ

h i
ð7Þ

The mean parameters of a learner at any generation g is given by

Mg ¼ mg
1;m

g
2;m

g
3; . . .;m

g
j ; . . .;m

g
D

h i
ð8Þ

Improving the fitness/learning of candidates by using teacher is done by

Xnewg
ðiÞ ¼ Xg

ðiÞ þ rand � Xg
TeacherTFMg

� � ð9Þ

where Tf is known as teacher’s factor and is decided by

TF ¼ round 1þ rand 0; 1ð Þ 2� 1f g½ � ð10Þ

Improving the fitness/learning of candidates by using other candidates is done by

Xnewg
ðiÞ ¼

Xg
ðiÞ þ rand � Xg

ðiÞ � Xg
ðrÞ

� �
if f Xg

ðiÞ
� �

\f Xg
ðrÞ

� �
Xg
ðiÞ þ rand � Xg

ðrÞ � Xg
ðiÞ

� �
8<
: ð11Þ

3.4 Differential Evolution

Differential evolution (DE) optimizes any given problem by creating new
prospective solutions by combining the previously existing solutions on the basis of
its formulae and retains only those solutions having improved fitness [8, 9]. DE
consists of four parts, namely initialization, mutation, crossover, and selection.
Initialization is carried out by randomly generating candidates according to the
given formula
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x jði;0Þ ¼ x jmin randð0; 1Þj � x jmax � x jmin

� � ð12Þ

After initialization, mutation is carried out to increase the fitness of the
candidates

Vi1;G ¼ Xrj;G1
þ F Xri;G2

� Xri;G3

� �
ð13Þ

Once mutation is performed [10], crossover is applied to each X with its cor-
responding V pair to generate a trial vector, and this phase is known as crossover
phase

u j
ði;GÞ ¼

v jði;GÞ; if ðrandj½0; 1Þ ¼ CR

x jði;GÞ; otherwiseð j ¼ 1; 2; . . .;DÞ:

(
ð14Þ

Some of the newly generated trial vectors might consist of some parameters
which violate the lower and/or upper bounds. Such parameters are reinitialized
within the pre-specified range. After this, the values given by an objective function
to each one of the trial vectors are evaluated and a selection operation is carried out.

Xi;Gþ 1 ¼ Ui;G; if f Ui;G
� �� f Xi;G

� �
Xi;G; otherwise:

�
ð15Þ

3.5 Benchmark Functions

The functions used for testing various algorithms are often called as benchmark
function due to their known solutions and behavioral properties [11]. We will be
using three such benchmark functions in our study that is sphere function, Rastrigin
function, and Griewank function which are mentioned in Table 1.

Table 1 Benchmark functions used

Function
name

Function Search domain Optimal
value

Sphere
function

f xð Þ ¼ Pd
i¼1 xi2 −5.12 � xi � 5.12 0

Rastrigin
function

f xð Þ ¼ An þ
Pn

i¼1 x2i � A cos 2pxið Þ� �
−5.12 � xi � 5.12 0

Griewank
function

f xð Þ ¼ 1
4000

Pn
i¼1 x

2
i �

Qn
i¼1 cos

xip
i

� �
þ 1 −600 � xi � 600 0
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4 Experimental Results and Analysis

To reach the conclusion, we compared the performance of PSO, ABC, TLBO, and
DE on a series of benchmark functions that are given in Table 1. Dimensions, initial
range, and formulation characteristics of these problems are tuned as given in the
table. We used the above-mentioned benchmark functions in order to asses and
compare their optimality and accuracy. We found that TLBO outperforms other
algorithms by a significant difference evident by Table 2.

Parameter Tuning:

For the experiments, the values which are common in all algorithms that depict
population size, iterations, and a number of functions, evaluations were kept con-
stant. Population size was taken to be 20, iterations within a single run were carried
out 20,000 times, and a total run of 30 was carried out in order to get a stable mean
value. Parameter tuning of all algorithms is mentioned below.

After performing the above-given operations and experiments, the results have
been tabulated and analyzed. The analysis shows the mean value of the solution that
has been optimized after 30 runs containing number of iterations as 20,000 or until
the function stops converging. Table 3 displays this data in a tabulated and easy
format; Table 4 further summarizes the results as declarations.

Table 2 Parameter tuning

Algorithm Parameter Value

PSO Acceleration constant
Inertia weight

C1 = 2, C2 = 2
W = 0.7

DE Variation constant F = 0.5 * (1 + rand(0,1))

Table 3 Mean best value (optimized solution) over 30 runs

Algorithm used Sphere Rastrigin Griewank

PSO 416.3412 0.9959 0.0660

ABC 9.505587e−016 9.156553e−010 9.129795e−016

TLBO 7.2500e−145 0 0

DE 5.8553e−005 34.3569 0.0030

Table 4 Performance table Function Best performance Worst performance

Sphere TLBO PSO

Rastrigin TLBO DE

Griewank TLBO PSO
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5 Conclusion

In this study, we applied four optimization algorithms on numerical optimization
problem and the experimental results found out that TLBO significantly outper-
forms the other three algorithms (PSO, ABC, and DE) in numerical optimization by
quality of the solution. We can test these algorithms performance on average time
consumption and iterations of function evaluations.
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Sentiment Analysis on Tweets

Mehjabin Khatoon, W. Aisha Banu, A. Ayesha Zohra
and S. Chinthamani

Abstract The network of social media involves enormous amount of data being
generated everyday by hundreds and thousands of actors. These data can be used
for the analysis of collective behavior prediction. Data flooding from social media
like Facebook, Twitter, and YouTube presents an opportunity to study collective
behavior in a large scale. In today’s world, almost every person updates status,
shares pictures, and videos everyday, some even every hour. This has resulted in
micro-blogging becoming the popular and most common communication tool of
today. The users of micro-blogging Web sites not only share pictures and videos but
also share their opinion about any product or issue. Thus, these Web sites provide
us with rich sources of data for opinion mining. In this model, our focus is on
Twitter, a popular micro-blogging site, for performing the task of opinion mining.
The data required for the mining process is collected from Twitter. This data is then
analyzed for good and bad tweets, i.e., positive and negative tweets. Based on the
number of positive and negative tweets for a particular product, its quality gets
determined, and then, the best product gets recommended to the user. Data mining
in social media helps us to predict individual user preferences, and the result of
which could be used for marketing and advertisement strategies to attract the
consumers. In the present world, people tweet in English and regional languages as
well. Our model aims to analyze such tweets that have both English words and
regional language words pronounced using English alphabets.
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1 Introduction

All human activities are based on opinions. Opinions are one of the key factors that
influence our behaviors. Our perception of reality, the choices we make, the
products we buy, everything to a considerable amount, depend on how others see
the world, i.e., opinion of others. Whenever we want to take a decision, we ask
opinions of our friends and family before making the decision. This suits both for
an individual as well as for an organization.

Businessmen and organizations always want to find out how well a particular
product of theirs has reached the consumers. Individuals want to know how good a
product is before buying it. In the past, when an individual wanted an opinion about
some product, he/she asked their family and friends. Organizations conducted surveys
and polls to collect information regarding the reach of a product among the consumers.
In today’s world, enormous amount of opinionated data is available on the Web.
Organizations and individuals look up to these data when needed to make a decision.

Sentiment or opinion mining is the field of study that analyzes people’s opinions,
views, feelings, sentiments, and attitude toward a particular product, organization,
individual, or service. It is a vast field with application in almost all the fields. The
word opinion has a broadermeaning. Here, we restrict it to those sentiments that imply
either positive or negative feeling. The increased reach of social media has resulted in
a large amount of data available on the Web for the purpose of decision making.

When one wants to buy a product, he/she is not restricted to the opinion of his/
her family and friends. One can always read through the review of the product
available online, submitted by the users of the product and also in discussion
forums available on the Web. For an organization, it need not conduct polls and
surveys since abundant of opinionated information is available online publicly.
However, gathering the necessary information and processing it are a difficult task
for a human. Hence, an automated sentiment analysis system is needed. Sentiment
analysis is classifying a sentence to be positive, negative, or neutral. The early
researches in this domain focused on factors like bag of words, support vectors, and
rating systems. However, natural languages like regional languages require a more
sophisticated approach for the purpose of analysis.

We identify the sentiment of a sentence based on sentiment words or opinion
words, and these words imply either a positive or a negative opinion. Words like
good, best, and awesome are examples of positive words, while bad, worse, and
poor are examples of negative words. This can also include phrases that imply
either a positive or a negative meaning. A list of such sentiment words and phrases
is known as sentiment lexicon.

Micro-blogging allows an individual to post or share opinions from anywhere at
any time. Some individual post false comments about a product either to make it
reach to the masses or to compromise the analysis process. Such individuals are
known as opinion spammers, and this process is known as opinion spamming.
Opinion spamming poses a great challenge to the task of opinion mining. Hence, it
is important to ensure that the data taken for analysis is from a trusted source and is
free from opinion spamming. The next challenge is in identifying and processing
factual sentences that may not have any sentiment words, but still imply a positive
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or negative meaning. For example, “The washer uses more water” is a factual
sentence that implies negative opinion. Unlike facts, opinions and sentiments are
subjective. Hence, it is important to ask opinion from multiple sources rather than a
single source. The next challenge is identifying sentence that has a sentiment word
but implies neither a positive nor a negative opinion. For example, the sentence “I
will buy the phone if it is good” has the sentiment word ‘good,’ but it implies
neither a positive nor a negative opinion.

2 Literature Survey

Sentiment mining has been an active area of research since the early 2000. Many
have published scholarly articles on the same. Sentiment mining is nothing but
feature-based analysis of collected data. It approximately follows the following
steps:

• Keywords based on which the analysis is to be done are detected in the data.
• Sentiment words are searched for in the data.
• The sentiment words are then mapped to the keywords and assigned a sentiment

score accordingly.
• The result can be displayed in visual format.

We refer to comprehensive summaries given in [7] for details about the first two
steps. The sentiment words and the features can be extracted from external source
or from a predefined list. It is important to associate the sentiment words with the
keyword because certain words differ in meaning according to the domain in which
they are used. For example, consider the word “fast” for the keyword or domain
“laptop.” In the sentence “The laptop processes fast,” the word fast gives out a
positive comment with respect to the laptop’s processor. However, in the sentence
“The laptop heats up fast,” it gives out a negative comment.

There are different approaches for associating a sentiment word with the key-
word. One approach is based on the distance in which the closer the keyword is to a
sentiment word, the higher is its influence. These approaches can work on entire
sentences Ding et al. [4], on sentence segments [3, 5] or on predefined words Oelke
et al. [9]. Ng et al. [8] use subject–verb, verb–object, and adjective–noun relations
for polarity classification. The feature and sentiment pairs can also be extracted
based on ten dependency rules as done by Popescu and Etzioni [1].

All these approaches are based on parts of speech sequences only, rather than on
typed in dependency. Analysis can also be done on reviews that are submitted
directly to the company via the company’s Web server Rohrdantz et al. [2]. Several
methods are available for visualization of the outcome of analysis. The Opinion
Observer visualization by Liu et al. [6] allows users to compare products with
respect to the amount of positive and negative reviews on different product features.
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3 Proposed System

All the past researches in the field of sentiment mining are based mostly on English.
Our model is based on reviews that are typed in both English as well as the regional
language. In our model, the analysis is based on tweets that are typed using both
English and a regional language. The regional language words are spelled using
English language characters rather than its characters.

In order to perform the analysis task, we need the data corpus on which the
analysis is to be done. The data for analysis is extracted from the popular social
networking site Twitter [10]. The tweets belonging to a particular hash tag or query
are extracted and used for analysis. These tweets are then preprocessed, and then,
sentiment words in each tweet are extracted. We compare these with a predefined
list of words called bag of words. The bag of words consists of not only the
dictionary form of words, but also their abbreviations and texting formats.

The sentiment words extracted from the preprocessed data are then compared
with the bag of words. After comparison, each sentiment word is assigned a polarity
according to the context in which it is used. The words are then combined with one
another to determine the polarity of the entire sentence or tweet. The tweets are then
classified as positive, negative, or neutral tweets based on the results of polarity
determination.

4 Implementation

4.1 Tweets Extraction

As said earlier, the analysis task is done on the data extracted from the popular
micro-blogging site Twitter. The comments, pictures, or anything that is being
shared on Twitter is called as a ‘tweet.’ In order to extract these tweets, firstly we
must create an application in Twitter and get it approved by the Twitter team.
Twitter4j package is used for the extraction of tweets. When the application gets
approved by the Twitter team, a unique consumer/secret key is given for the
application. This consumer/secret key is needed to get authorization during the
extraction process.

Once all these initial steps are done, we proceed with the extraction process. The
tweets belonging to a particular hash tag are then extracted. This hash tag is given
as a query in our code. When run, this module will generate an URL as the
intermediary output, which has to be visited using a Web browser to get the session
key. This key is copied and pasted in the output screen. Upon doing so, the tweets
belonging to the given hash tag are extracted. Since the number of tweets for any
hash tag may exceed thousands, we restrict the number of tweets to be extracted to
100 tweets. The extracted tweets are stored in a text file.
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4.2 Stop Words Removal

Stop words are words that occur frequently in a sentence but do not represent any
content of it. These words need to be removed before starting with the analysis as
they are insignificant to the analysis process. Articles, prepositions, and some pro-
nouns are examples for stop words. The following are a few stop words in English:

a, about, and, are, is, as, at, be, by, for, from, how, of, on, or, the, these, this, that,
what, when, who, will, with, etc.

4.3 Split Keywords

Keywords are the words in a sentence based on which the polarity of the sentence is
determined. Hence, it is important to remove the keywords, also known as senti-
ment words from the rest of the sentence. To do so, initially, the words in the tweet
are extracted and then compared with the predefined list of words. When a word in
the tweet matches a word in the bag of words, it is stored in a separate text file. This
process is carried out until all the keywords in the extracted tweets are removed and
stored separately.

For the splitting of words from the sentence, we use the ‘initial splitting algo-
rithm.’ It parses the whole text file and splits paragraphs into sentences based on “.”
and “?” present in the input file. It uses the rule-based simplification technique to
split paragraphs into sentences. This proposed approach follows the following steps:

I. Split the sentences from the paragraph based on delimiters such as “.” and “?”
II. Delimiter such as comma,-,?,\,! is ignored from the sentences.

The text can be of any form, i.e., paragraphing format, individual sentences. The
presence of delimiter such as “?” and “.” is an important prerequisite as the initial
splitting is done based on delimiters. Sentence boundary symbols (SBS) for sen-
tence simplification simplify the paragraph into small simpler sentences. We
defined the classical boundary symbols as (“.”,”?”). This sentence boundary symbol
goes through the paragraph and splits it into simple sentences when it encounters
the symbols “.”, “?”. Words are split when a space is encountered.

4.4 Bag of Words

Bag of words is a predefined list of words collected prior to the analysis process.
The words in the bag of words list are also extracted from the Web. The bag of
words contains words from both the regional language and English language. Same
words with different spellings are clustered together. These words are associated
with a polarity.
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4.5 Polarity Comparison

The keywords extracted from the tweets are then compared with the words in the
bag of words list in order to associate each word with its polarity. The words in the
bag of words are assigned polarity. The polarity of the input words is then found by
comparing the keywords with the bag of words. The output of this module will be
the words with their polarities heightened.

4.6 Calculating Polarity

In this, the polarity associated with each word is combined with one another and the
polarity for the combined words is found using the “Basic Rules Algorithm,” which
contains a set of rules to be followed while calculating the polarity of two words
combined. This process is continued till the polarity of the whole sentence is
determined. The output of this module is the sentence with its polarity found.

After this, the sentences are classified into three groups, namely positive, neg-
ative, and neutral. The number of positive or negative tweets gives a collective
opinion about the product, i.e., whether the product has more number of positive
comments or more number of negative comments. The result is then visualized in
the form of a graph in order to enable easy interpretation of the results.

5 Conclusion

In this paper, we use feature-based sentiment analysis approach to analyze and
classify tweets that contain both English words and words in regional language. For
our analysis, we used Tamil as the regional language. However, this approach is not
restricted to Tamil language alone. It can be extended to any of the regional
languages.
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